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and Application
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Abstract: The paper presents the author’s vision of the problem of earthquake hazards from the
physical point of view. The first part is concerned with the processes of precursor’s generation. These
processes are a part of the complex system of the lithosphere–atmosphere–ionosphere–magnetosphere
coupling, which is characteristic of many other natural phenomena, where air ionization, atmospheric
thermodynamic instability, and the Global Electric Circuit are involved in the processes of the
geosphere’s interaction. The second part of the paper is concentrated on the reliable precursor’s
identification. The specific features helping to identify precursors are separated into two groups:
the absolute signatures such as the precursor’s locality or equatorial anomaly crests generation in
conditions of absence of natural east-directed electric field and the conditional signatures due to
the physical uniqueness mechanism of their generation, or necessity of the presence of additional
precursors as multiple consequences of air ionization demonstrating the precursor’s synergy. The
last part of the paper is devoted to the possible practical applications of the described precursors for
purposes of the short-term earthquake forecast. A change in the paradigm of the earthquake forecast
is proposed. The problem should be placed into the same category as weather forecasting or space
weather forecasting.

Keywords: earthquake precursors; air ionization; ionospheric precursors of earthquakes; thermal
precursors of earthquakes; Global Electric Circuit; geospheres interaction

1. Introduction

The problem of earthquake hazards still remains in the field of discussion and uncer-
tainty. Several scientific communities are involved in these discussions and the field is far
from consensus. One important reason is that the physical mechanism of seismogenesis has
not yet been determined to the end in seismology, which leaves room for uncertainty. Thus,
priority was given to statistical methods, instead of physical approaches [1]. However, the
physical approach to earthquake prediction was practiced in seismology 50 years ago [2].
Unfortunately, harsh criticism of this approach led to the virtual cessation of physical
precursor monitoring; instead, priority was given to statistical approaches to earthquake
forecasting [3]. At the same time, measurements on artificial satellites, ground-based
measurements of electromagnetic emissions and atmosphere parameters regularly demon-
strated the appearance of unusual variations in the electron concentration in the ionosphere,
the occurrence of electromagnetic radiation in the VLF range, anomalous propagation of
radio waves, and variations in atmospheric parameters over the areas of strong earthquakes
preparation [4–7]. One of the first systematizations of the ionospheric observations over
earthquake-prone areas permitted the formulation of the main morphological features of
the ionospheric precursors of earthquakes [8].

The first decade of the XXI century permitted us to gain the critical mass of experi-
mental data collection concerning different types of earthquake precursors: GPS TEC [9],
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magnetic variations [10], atmospheric electric field variations [11], perturbations in VLF/LF
electromagnetic waves propagation [12], ground surface thermal anomalies [13], OLR
anomalies [14], ionospheric plasma parameters variations [15], ELF/VLF emissions in the
magnetosphere [16], particle precipitations [17], and others.

Major contributions to these efforts were made by the French dedicated satellite DEME-
TER (Detection of Electro-Magnetic Emissions Transmitted from Earthquake Regions). It
was in orbit for almost 6 years (2004–2010) and dispelled all doubts about the existence of
ionospheric precursors of earthquakes and their statistical significance [18].

The second decade was marked by a sharp increase in the number of publications
on earthquake precursors but, more importantly, the rising number of publications on the
physical models explaining how these precursors are generated [19–21] and the launch
of the second dedicated satellite, China Seismo-Ionospheric Satellite (CSES1), in 2018 has
continued the global monitoring of the seismo-ionospheric phenomena with the great
success [22].

It seems that having the physical understanding of the precursor’s generation and
instruments of their registration at different levels from the ground surface to the magne-
tosphere in hand, we can start to use this knowledge in practical applications, including
earthquake forecasts. But still, the results of the precursor’s monitoring were met with
criticism and the reason for this lies in the demonstration of the precursor’s statistical
reliability and detectability. That is why the recent publications on the different types of
precursor registration are accompanied by the Molchan [23] and ROC (Receiver Operation
Characteristic) [24] diagrams [25] and the majority of results of measurements of the cases
demonstrate the high reliability of detected precursors.

Using the word “detection”, we should keep in mind that the atmosphere and iono-
sphere are highly variable media and that earthquake precursors could be masked by the
other kinds of environmental variability such as geomagnetic storms or active solar events.
Different algorithms were developed to identify the precursors under the variable back-
ground impact [26], including technologies of the precursor’s cognitive recognition [27].

Summarizing all that has been said above, one can conclude that we are ready for the
real earthquake forecast but, unfortunately, this is very far from reality. In not one country
is there a systemic approach to this problem. First of all, we do not have education in the
field of earthquake forecasting using the physical precursors. All investigations conducted
up to date are the results of the work financed from scientific grants or even performed
by enthusiasts. The majority of them came from the Space Weather scientific direction. It
means that we have no natural continuity of research; many results are connected with the
names of individual scientists who do not have successors.

With regard to the perspective of professional seismologists, it seems that their claims
on the impossibility of short-term earthquake forecasts are possibly not connected with
science itself but with the fear of responsibility, the level of which is extremely high in
comparison with the weather or Space Weather forecast. It seems that the paradigm of the
approach to the earthquake forecast should be changed and this problem will be discussed
in the last part of the paper.

2. Physics of the Earthquake Precursors in the Ionosphere

The possibility of registering from the satellite something that could be connected
with earthquake preparation was initially met with hostility in the scientific community.
The problem was shrouded in some mystery: how could something from underground
reach cosmic space? But here, we will demonstrate that there is no mystery and that
the processes involved in the precursor’s generation are characteristic of many other
well-known phenomena of our environment, which should be considered as an open
nonlinear system with dissipation that is described within the framework of a synergetic
approach [28]. We will return to the thesis later; for now, let us consider the main physical
processes responsible for the precursor’s generation.
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2.1. Air Ionization

Air ionization is one of the main processes in the whole near-Earth environment
because, from most distant areas of the magnetosphere up to the lower boundary of the
atmosphere, we encounter ions which are the result of ionization. We can divide the sources
of ionization of the atmosphere into three groups: solar electromagnetic radiation and
solar wind energetic particle fluxes, galactic cosmic rays, and natural Earth radioactivity.
Different altitude levels of the atmosphere are subjected to the action of different sources of
solar activity and galactic cosmic rays, see Figure 1 [29].

Figure 1. Vertical profiles of ionization of the atmosphere by solar electromagnetic radiation, energetic
particle fluxes, and galactic cosmic rays [29].

We can see that Galactic Cosmic Rays (GCR) having energy larger than the most
energetic solar protons can penetrate up to the ground surface. A more detailed picture of
the ionization of the near-ground layer of the atmosphere is presented in Figure 2 [30].

Figure 2. Vertical profiles of air ionization from the ground surface up to 10 km altitude. Blue
hatching—galactic cosmic rays; red hatching—ground radioactivity (modified from [30]).

3
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Looking at the figure, we can conclude that the main source of air ionization near the
ground surface is the natural radioactivity to which the main contribution is provided by
radon [31] up to the nearly 2 km altitude where ionization effects from GCR start to prevail. To
understand what effect produces the ionization in lower layers of the atmosphere, we should
introduce one more that is strongly responsible for the atmosphere–ionosphere coupling: it
is the Global Electric Circuit (GEC) [32]. It controls the atmospheric electricity including the
potential difference between the ground surface and ionosphere and, consequently, the vertical
electric current. The potential difference is created by the convective air movements and
global thunderstorm activity and is of the order 250–400 kV, where the ionosphere is a positive
plate and the ground surface is a negative one. In fair weather areas, the electric current is
directed down, while in the area of thunderstorm activity, it is in the opposite direction. The
authors of [33] analyzed the variations in the ionospheric potential (IP) due to large-scale
radioactivity enhancement during nuclear tests in the atmosphere. Their model calculations
demonstrated that the IP 40% increase can be explained by the 46% decrease in thunderstorm
cloud conductivity. These numbers will be necessary in our following discussions. The most
simplified model of GEC (but quite enough for our considerations) is presented in Figure 3.

Figure 3. Simplified model of the Global Electric Circuit.

Now, looking at this model, we can conclude that under the condition of constant
current in the GEC due to current continuity, by changing the boundary layer conductiv-
ity/resistance RBL or troposphere RT, we can modulate the IP, which will lead to conse-
quences within the ionosphere in the form of large-scale irregularities formation (negative
or positive, depending on the sign of the air conductivity change) [20].

Let us return to the thesis that the mechanism of precursor generation (in our case,
pre-seismic variations in the ionosphere) does not differ from other phenomena (natural
or anthropogenic) where we deal with processes of air ionization. Following the model
calculations for nuclear tests in the atmosphere [33], let us compare such events with the
pre-seismic variations in the ionosphere. We do not have experimental data for the nuclear tests
but we can use the case of the Chernobyl nuclear power plant explosion in 1986. The authors
of [34] observed the anomaly of VLF signal propagation (16 kHz) registered on radio pass
Rugby (Great Britain)—Kharkov (Ukraine) during the Chernobyl atomic plant catastrophe. The
anomalies were registered both in amplitude and phase of the signal and they were very similar
to those that are observed before strong earthquakes when the radio pass of the VLF signal
is located over the earthquake preparation zone [35]. Usually, such variations are interpreted
as a lowering of the upper boundary of the subionospheric resonator, which is equivalent
to the increase in electron concentration in the D-layer [36]. The anomalous variations in
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the data around the time of the Chernobyl accident were registered even before the reactor
explosion, which means that the emanation of radioactive materials started earlier. Both results
are supported by the data of vertical ionospheric sounding. The main effect was observed
during night-time hours, which corresponds to the formation of an earthquake precursory
mask [37]. Figure 4a shows the deviation of critical frequency foF2 from the 15-day median
(color coded) registered by Kiev ionosonde in coordinates Days (horizontal axis)—UTC (vertical
axis). Figure 4b shows the ionospheric precursor (so-called precursor mask) obtained by the
epoch overlay method for 9 earthquakes of M ≥ 5.4 in Italy at a distance of less than 300 km
from Rome by the data of the Rome ionosonde. On the horizontal axis, the day’s numeration
means days in relation to the earthquake day (minus—before the earthquake; plus—after it).

Figure 4. (a) Deviation of critical frequency foF2 from 15-days median (color coded) registered by
Kiev ionosonde in coordinates Days (horizontal axis)—UTC (vertical axis); (b) Deviation of critical
frequency foF2 obtained by epoch overlay method for 9 earthquakes of M ≥ 5.4 in Italy at the distance
less than 300 km from Rome by the data of the Rome ionosonde.

The similarity of two different effects, subionospheric VLF wave propagation and
formation of night-time positive irregularity in the ionosphere, both for nuclear power
plant accidents and for earthquakes, suggests that they have a similar or identical physical
mechanism to be discussed later. We selected the anthropogenic effect for comparison but
the same result can be obtained for natural phenomena such as volcano eruptions or dust
storms [38,39]. Figure 5a demonstrates the ionospheric effect created by the eruption of the
Kirishima volcano in Japan on 26–27 January 2011. Figure 5b demonstrates the positive
variations in the ionosphere on 8 March 2011, 3 days before the M9 Tohoku earthquake.

Again, the similarity of distributions demonstrated in differential TEC maps of Figure 5
is easily noticeable: in both cases, the positive deviation is concentrated at both crests of the
equatorial anomaly and shifted south from the source of disturbance marked by a white
cross. This effect is explained in [40] and is conditioned by the fact that, due to anisotropy of
air conductivity, the vertical electric field at the ground surface is transformed in the electric
field perpendicular to the geomagnetic field lines and contains components directed east.
This field increases the development of equatorial anomaly and we observe the positive
deviation in the differential maps. In the case of a volcano eruption, the increased electric
field appears due to a voltage drop in the layer of volcano ash with very low conductivity.
In case of an earthquake, the low conductivity is provided by the huge clouds of aerosol-
sized cluster ions. The mechanism of their formation will be discussed in the next section.

5
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Nevertheless, in both cases, we deal with the same mechanism of electric field increase due
to the low conductivity of the boundary layer of the atmosphere and troposphere.

(a) (b)

Figure 5. (a) Differential TEC map on 27 January 2011; (b) Differential TEC map on 8 March 2011,
3 days before the M9 Tohoku earthquake. Volcano position and earthquake epicenter are shown by a
white cross.

2.2. Ion-Induced Nucleation (IIN)

In many publications estimating the effect of pre-earthquake radon emanation on
the generation of earthquake precursors, only the first stage of the process is considered:
air ionization by α-particles emitted by radon during its decay and consequent increase
in air conductivity [41]. But the increase in conductivity of the near-ground layer of the
atmosphere has a minor effect [42]. It is quite natural if we look at the Figure 3. By decreasing
RBL, we leave the effect near the ground level. We have enough resistors over the boundary
layer and even a strong increase in boundary layer conductivity will be limited by these
resistors. In electrical engineering, they are called limiting resistors that prevent shortcuts.

Publications such as [41] do not take into account what happens after the appearance
of new ions. This is described in many publications [43,44]. The initial stage of the process
called ion hydration is described in [45]. The ions, immediately after their appearance,
are subjected to hydration: the process of attachment of water molecules to newborn ions,
Figure 6. We can see at the axis below that the process takes only 1 s.

According to [46,47], the process becomes explosive and, for a short period of time,
the lite ions become replaced by heavy cluster ions having extremely low mobility; hence,
the conductivity of the near-ground layer of the atmosphere dramatically drops. This is
confirmed by the drop in conductivity of thunderstorm clouds described in [33]. According
to the same publication [33], this process increases the IP leading to the formation of large-
scale increases in electron concentration or a TEC value similar to those forming over the
clouds of sandstorms or volcanic ash [39].

The total vertical current I can be expressed as

I = e(n+μ+ + n−μ−)E = σE (1)

where σ is air conductivity, E is the electric field, and μ is the ion’s mobility. From the
discussion above, we should take into account that we have several types of ions with
different sizes and, consequently, mobilities, so the integral conductivity can be expressed
according to (1) as

σ = e
n

∑
i=1

(
ni

+μi
+ + ni

−μi
−)

(2)
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Figure 6. Schematic presentation of the near-ground kinetics with the basic ion’s formation.

From the Table 1, we can conclude that the ion’s mobility is also proportional to the
square of the ion’s size. Two orders of magnitude ion’s size increase leads to the four orders
of magnitude of the ion’s mobility drop. According to (1), we should expect a drop in
air conductivity, which is proportional to mobility. But, with regard to conductivity, the
amount it diminishes will depend on the balance of concentration between the light and
heavy ions. In any case, an increase in heavy ions concentration in air leads to a drop in air
conductivity [47], see Figure 7.

Table 1. Variations in an ion’s mobility as dependent on the ion’s size [47].

Ana-Lyzer Fraction
Mobility

cm2 V−1 s−1 Diameter nm

IS1 N1/P1

Small Cluster Ions

2.51–3.14 0.36–0.45
IS1 N2/P2 2.01–2.51 0.45–0.56
IS1 N3/P3 1.60–2.01 0.56–0.70
IS1 N4/P4 1.28–1.60 0.70–0.85

IS1 N5/P5

Big Cluster Ions

1.02–1.28 0.85–1.03
IS1 N6/P6 0.79–1.02 1.03–1.24
IS1 N7/P7 0.63–0.79 1.24–1.42
IS1 N8/P8 0.50–0.63 1.42–1.60
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Table 1. Cont.

Ana-Lyzer Fraction
Mobility

cm2 V−1 s−1 Diameter nm

IS1 N9/P9

Intermediate Ions

0.40–0.50 1.6–1.8
IS1 N10/P10 0.32–0.40 1.8–2.0
IS1 N11/P11 0.25–0.32 2.0–2.3
IS2 N12/P12 0.150–0.293 2.1–3.2
IS2 N13/P13 0.074–0.150 3.2–4.8
IS2 N14/P14 0.034–0.074 4.8–7.4

IS2 Ayp15

Light Large Ions

0.016–0.034 7.4–11.0
IS3 NJPu 0.0091–0.0205 9.7–14.8
IS3 M l/P 17 0.0042–0.0091 15–22

IS3 M8 IP 18

Heavy Cluster ions

0.00192–0.00420 22–34
IS3 Nl9/P 19 0.00087–0.00192 34–52
IS3 Mo/P20 0.00041–0.00087 52–79

Figure 7. Variation in concentration of heavy ions and air conductivity during a week [47].

Let us again carefully look at the Figure 3. Resistors RBL, RT, and RS are connected
consecutively and each of them can play a role of the limiting resistor, as determined
in electrical engineering. What does this mean? It means that if even two of them are
short-circuited, the current will not go to infinity because the third limiting resistor will still
exist. But in the opposite case, if the resistivity of one of the resistors increases to infinity,
even if both of the others are equal to zero, the total current will be equal to zero. What
consequences does it have in the case of changing conductivity in one of the layers of the
atmosphere? It means that increases and decreases in conductivity are not equivalent in
their consequences for the total current and ionosphere potential. Taking into account the
percentage of the total resistance of the troposphere, the drop in conductivity will for sure
limit the total current or, more precisely, the effect will be divided by the drop in the total
current and increase in the ionosphere potential. Taking into account that during daytime
aerosols (or cluster ions) spread all over the troposphere, the effect of conductivity drop
will be essential.

In case conductivity increases due to the first stage of radon emanation, the effect will
not be so essential because the thin layer of the near-ground matter will be subjected to this

8
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effect and yet a large part of the troposphere will remain in the previous low conductivity
condition. A significant effect could be reached during the sharp explosive conductivity
growth as it happens during the nuclear explosion. Both cases could be validated even
without resorting to the earthquake effects.

2.3. Additional Source of GEC Modification

The major conception of GEC implies that the air conductivity is much less than the
conductivity of the ionosphere and the Earth’s crust [32]; that is why only the vertical com-
ponent of the electric field is registered in the atmosphere. Flowing from the ionosphere
to the Earth’s ground, the current spreads over the ground surface. But this conception
works only when the crust conductivity is uniform. The situation can change if the current
encounters ground conductivity irregularities. In this case, we should add the crust resis-
tance to the system of resistors in Figure 3. This is not speculation but a real experimental
fact. During the last decade, geoacoustic measurements of the specific resistivity of the
Earth’s crust in the deep wells (up to 3 km depth) at the Kamchatka peninsula have been
provided [48]. In March 2020 when the strong M7.5 earthquake took place in northern
Kurils on 25 March, synchronous measurements of the specific resistivity and GPS TEC
using Petropavlovsk-Kamchatsky GPS receiver were conducted. Starting from the 16th
until the 20th of March, the positive deviation of GPS TEC was registered synchronously
with the increase in specific resistivity [49], which is shown in Figure 8.

Figure 8. (a) Percental deviation of GPS TEC at Petropavlovsk-Kamchatsky (color coded) versus local
time (vertical axis), DOY (horizontal axis); (b) Time series of the DPS TEC percental deviation, a red
triangle indicates the moment of the M7.5 earthquake at northern Kurils; (c) Time series of specific
resistivity measured by geoacoustic emission in the G-1 deep well on frequency 160 Hz at Petropavlovsk-
Kamchatsky, a red arrow indicates the moment of the M7.5 earthquake at northern Kurils.
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Another effect that is frequently observed in pre-earthquake variations in atmospheric
electric fields is its negative bay-like variations [50,51]. A negative direction means that
the field vector is directed up, opposite to the natural electric field direction, as is shown
in Figure 9. This can be reached in several ways. The simplest option is the formation of
the strong electrode layer [45] when the layer of negative ions is forming over the ground
surface and the electric field sensor is located under it. The electrode layer forms in any
condition even without earthquakes but ionization makes it more intensive and the higher
mobility of negative ions in comparison with positive ones facilitates the formation of the
negative volumetric charge over the ground surface. Again, speaking of the ionization by
natural radioactivity, we find similarity with man-made nuclear test activity. A few minutes
after the nuclear test in the atmosphere, the negative bay in the atmospheric electric field
was registered at a distance of 7.8 km from the explosion [52], see Figure 10b.

 

Figure 9. Schematic diagram of atmosphere ionization by radons (after [51]).

 
Figure 10. (a) Negative variation in atmospheric electric field 21 h before the M5 earthquake at
Kamchatka peninsula on the 24th September 1997 (vertical black arrow indicates the moment of
the earthquake [51]); (b) Variation in the vertical electric field around the time of the 20 kT nuclear
test in the atmosphere in 1952 [52]. Zero indicates the moment of the explosion. Bold line indicates
the electric field variations, dashed line shows the trend of natural value of atmospheric electric
field recovering.

10



Geosciences 2024, 14, 209

The second option is the formation of a positive charge at the ground surface proposed
by the peroxy defect theory [53]. It explains the possibility of moving the positive holes
to the ground surface, e.g., defect electrons in the O−

2 sublattice, traveling via the O
2p-dominated valence band of the silicate minerals. Regardless of the large number of
publications explaining the physics of the phenomena, there are practically no experimental
proofs of such effects, not to mention the statistical results.

According to [51], the value of a negative (directed up) electric field may reach
1000 V/m (Figure 10a). The value of the negative electric field after a nuclear explosion
was two orders of magnitude lower, only 10 V/m (Figure 10b).

2.4. Problems of Modeling

The problem of seismo-ionospheric coupling has a long and entangled history. First
of all, it is because the majority of them have no idea of the real source leading to the
variations in the ionosphere. The simplest approach is to suppose some electric field on
the ground surface [53], external current [54], or surface positive charge or current [55]
but nobody knows how these field, external current, or surface charge were generated.
So, even if the calculations were made absolutely correctly (what never is correct to the
end), we have the model without a real source directly related to the process of earthquake
preparation. It looks like a castles in the air without a foundation. For the real modeling, we
need the physical process generating the initial parameters used in the models mentioned
above. Air ionization by radon is just a real process that is proved by many researchers,
which is accepted as an earthquake precursor, and the effect of air ionization by radon is
not only in atmospheric electricity but also in atmosphere thermodynamics, which will be
demonstrated later.

In our LAIC model, some parts still remain on the conceptual or rush estimates level.
The main problem is the correct calculation of ion kinetics in the boundary layer of the
atmosphere, taking the boundary layer dynamics in local time into account. Nevertheless,
the experimental results for many cases of major earthquakes convinced us that we were
on the correct track. The most recent results both in theoretical and experimental proofs,
which one can find in [56].

In the electromagnetic branch of our model, we use two conceptual approaches. The
first one is the generation of near-ground electric field by ionization processes [45] and
penetration of this field in the ionosphere [53,57]. In [57] our calculations the model value
of a horizontal electric field in the ionosphere exactly corresponds to those measured
experimentally onboard the FORMOSAT 5 satellite [58].

The main problem with Hegai’s model is that it does not work at equatorial lati-
tudes. For this case, we use the second approach: modification of the air conductivity and
correspondent changes in IP [39,40]. According to [59], the fair-weather current j can be
estimated as

j =
−ϕ∞∫ H
0

dz
σ(z)

=
−ϕ∞

Rg
, Rg =

∫ H

0

dz
σ(z)

, (3)

where ϕ∞ is the ionospheric potential IP, σ(z) is the air conductivity, and Rg is the total
column resistance.

If a certain area of fair weather is exposed to aerosol-size cluster ion particles and
the area of action of thunderclouds as generators of the electric field is outside the area of
earthquake preparation, then, using expression (3) for the ionospheric potential, we can
write the expression for the changed value of the ionosphere potential as follows:

ϕa
∞ =

Ra
g

Rg
ϕ∞, (4)

where Ra
g is the global resistance where the areas filled with the cluster ions are taken

into account.
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But we do not need to calculate the global resistance; we need to estimate the local
variation in the IP within the specific area where the cloud of cluster ions is located.

Let us determine the regional resistance over the area S filled by cluster ions as
Ra

g and Ra
s and, from the global resistance Rg, calculate the regional resistance Rs of the

same area S but without heavy ions. We obtain

Rs = Rg
S

4πr2 , (5)

where r is the radius of the Earth.
Finally, we obtain that the regional IP will be equal to

ϕa
s =

Ra
s

Rs
ϕ∞, (6)

We should keep in mind that the boundary layer and troposphere practically determine
the total resistance over the area and this means that the ionospheric potential over the
earthquake reparation zone will be proportional to the relation between the troposphere
resistance and fair-weather resistance over the same area without heavy ions.

This part of the model still lacks an approach as to how to use the IP estimated at the
D-layer altitude to obtain the electron concentration in the F-layer. We are still working on
this problem. Nevertheless, the similarity of results for earthquakes and areas polluted by
dust storms or volcano ash convinces us that we deal with the same physical mechanism of
air conductivity variations in troposphere.

Taking into account the limited volume of the paper, I will not touch upon the mod-
ification of magnetospheric tubes and conjugated VLF emissions stimulating particle
precipitation. I direct the readers to our previous publications [45,60].

2.5. Effects in the E-Region of the Ionosphere

From the point of view of electric field penetration into the ionosphere, the E-layer,
which is 150–200 km lower in relation to the ground surface, is more susceptible to pre-
earthquake electromagnetic impacts. That is why the effects of the Chernobyl emergency
were registered both in the lower ionosphere [36] and in the F-region (Figure 4a) while the
Fukushima emergency effects were registered only in E-layer [61], Figure 11. Because the
GPS TEC measurements are not sensitive to this region of the ionosphere, the main source
of information on the pre-earthquake effects in the E-layer is data of vertical ionospheric
sounding. To reveal the Fukushima explosion effects, we used the parameter called the
semi-transparence coefficient of the sporadic E-layer, which is shown by blue columns in
the Figure 11.

According to [62], the coefficient ΔfbEs, reflecting the effect of turbulization of the
sporadic Es layer, can be expressed as

Δ fbEs = ( foEs − fbEs)/FbEs (7)

where fbEs and foEs are the screening and critical frequencies of Es.
In Figure 11, the daily mean values of ΔfbEs variations are demonstrated for the period

from 1 February until the end of March 2011. During this period, we see three extremums
of ΔfbEs marked by burgundy arrows. The first two coincide with the start of the period of
thermal precursors of the Tohoku earthquake arising in the form of OLR emission, while
the third one appears after the series of explosions at Fukushima NPP. This is one more
confirmation that the observed effects are connected with air ionization from different
sources but with the same physical mechanism and not any external currents proposed in
the cited models.
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Figure 11. Variations in the semi-transparence coefficient of the sporadic E-layer ΔfbEs around the
time of the Tohoku M9 earthquake on 11 March 2011 and after explosions at Fukushima NPP. The
maximal peaks of ΔfbEs are marked by burgundy arrows.

One of the remarkable effects observed before earthquakes was described first in [63].
The authors proposed the physical mechanism of the formation of the layers of metallic
aerosols at altitudes slightly higher than a normal altitude of Es due to the penetration of
the seismogenic electric field. One of the recent examples of such an effect is demonstrated
in Figure 12 [49] and was registered by the Petropavlovsk-Kamchatsky vertical ionosonde
before the M7.5 earthquake on 25 April 2020 at northern Kurils.

Figure 12. (a) Formation of elevated Es at 120 km altitude (orange oval) in comparison with (b) Es

normal position at 100 km altitude [49].

The observed effect was confirmed by more extended and comprehensive model
calculations [64].

2.6. Summary of the Electromagnetic Branch of the LAIC Model

The discussion presented in the previous sections aimed to demonstrate that only the
effect of air ionization can provide the foundation to explain all of the complex phenomena
observed in all layers of the ionosphere, which are interpreted as short-term earthquake
precursors. These effects have the same nature as other natural and anthropogenic phe-
nomena arising under the action of ionization. Different sources of ionization exist and
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among them, radon is responsible for the generation of the chain of processes leading to
the formation of ionospheric precursors. The most important conclusions are the following:

• Ions created by radon ionization and consequent ion’s hydration locally modify the
GEC parameters, which leads to the generation of atmospheric electric field (positive
and negative depending on atmospheric conditions) and air conductivity (increasing
or decreasing with time due to ion’s hydration);

• These processes change the conditions for the subionospheric propagation of VLF
waves mainly by increasing the electron concentration in the D-layer of the ionosphere,
which is detected by variations in amplitude and phase of VLF signal, mainly during
night-time and sunrise-sunset conditions;

• Seismogenic electric field penetrating in the E-layer of the ionosphere creates additional
sporadic layers of metallic ions at altitude ~120 km and provides turbulization of the
ionosphere detected by the semi-transparency coefficient ΔfbEs;

• By modification of atmospheric electric field and air conductivity, the large-scale
irregularities of electron concentration (positive and negative) are formed in the F-layer
of the ionosphere through changes in the IP over the earthquake preparation zone;

• Large-scale irregularities modify the geomagnetic tube loaned on this area. The
stretched irregularities of electron concentration are formed along the tube where
the VLF emissions are scattered and due to the increased level of VLF emission, they
more effectively interact through the cyclotron resonance with energetic particles of
radiation belts, which causes the stimulated particle precipitation;

• In the present moment, two approaches are used to model the F-layer effects: seismogenic
electric field penetration (for high and mi-latitude ionosphere) and IP variations due to
air conductivity changes for low latitudes. The model waits for future improvements;

• The model of near-ground ion kinetics still waiting for its development.

3. Physics of the Pre-Seismic Thermal Anomalies

In the previous paragraph, we demonstrated how the effects of ionization produce
large-scale irregularities in the ionosphere. We proposed radon as the main agent of these
irregularities’ initiation. Regardless of existing publications neglecting the possibility of
radon effects on the ionosphere [41,65], we have the most powerful proof of the importance
of radon as the source of the earthquake precursors: it is the thermal effects that are also the
consequences of the air ionization together with the ionospheric ones. The high correlation
between radon variations and large-scale pre-seismic effects in the atmosphere and the
direct cause–effect relationship will be demonstrated in this paragraph.

3.1. Air Ionization Latent Heat Release and Atmosphere Reaction

The first description in our LAIC model development of the processes produced by
radon ionization and subsequent hydration was described in [45] but thermal effects were
not yet clearly emphasized there. A more detailed description was made in [20,56] where
the high energy effectiveness was demonstrated and we will take some information from
there with some modifications.

The latent heat of water evaporation per molecule (chemical potential and work
function of the droplet) can be estimated from the evaporation heat Q = 40,683 kJ/mol at
boiling point (T = 100 ◦C) U0 = Q/NA = 0.422 eV where NA = 6.022 1023/mol. So, during
condensation, every molecule changing its phase state from free to bonded in a water
droplet emits 0.422 eV of latent heat. Hydration is not equivalent to condensation because
water molecules become attached to the ion through electrostatic attraction but still change
their phase state and also emit latent heat. The theoretical consideration [56] confirmed by
experimental measurements shows that in the case of hydration, the water molecule emits
a larger amount of latent heat (later we will demonstrate this difference).

Radon (here we mean the main isotope Rn222) decays in the following reaction:

86Rn222 → 84Po218 + 2He4 + 5.49 MeV (8)
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In turn, polonium also emits the α-particle with an energy of 5.99 MeV

84Po218 → 82Pb214+ 2He4 + 5.99 MeV (9)

It means that every atom of Rn222 in the result of double decay produces 11.48 MeV,
which can be spent for air ionization. Taking into account that the ionization potential of air
molecules is between 10 and 30 eV, every radon decay produces 5 ÷ 6 × 105 ion–electron pairs.

If taking radon activity, which is usually measured in the seismically active areas of
the order of ~2000 Bq/m3, then, in view of the ionization capacity of radon α-particles of
~3 × 105 electron–ion pairs, the ion-formation rate is ~6 × 108 m−3 s−1. A hydrated ion of a
size of around 1–3 μm (particles of this size range are observed by the AERONET network
a few days before the earthquake) contains around 0.4 × 1012 water molecules. The latent
heat constant U0 is U0 ~40.68 × 103 J/mole (1 mole = 6.022 × 1023).

For a given radon activity and the formation of hydrated ions of a size of ~1 μm, we
obtain the release of latent s ~16 W/m2, which is consistent with experimentally recorded
fluxes of outgoing longwave infrared radiation [14]. Since 1 eV = 1.6 × 10−19 J, a given
radon activity of 2000 Bq/m3 leads to an expenditure on ionization of 1.7 × 10−9 J/m3 s.
The ratio of IIN-induced heat to the energy spent on the ionization of atmospheric gases is
then 16/(1.7 × 10−9) ~ 1010, which is evidence that the energetic efficiency of the process is
extremely high.

According to [46], the H3O+(H2O)n complex ions named hydronium formed as a
result of IIN playing the role of catalyzer; the process looks like an autocatalytic reaction
producing more and more cluster ions capturing the water molecules from the air. We
called this process thermodynamic instability [66] because we deal with the autocatalytic
exothermic reaction with the transformation of energy and fast transition of water molecules
from one phase state to another, which violates the thermodynamic equilibrium and leads
to the formation of large-scale meteorologic anomalies in air temperature, relative humidity,
and pressure.

Let us discuss what effects we may expect that accompany the latent heat release.

1. Increase in the air temperature;
2. Drop of relative humidity;
3. Drop of air pressure due to drop of partial pressure of the water vapor.

The last point was not considered in many publications. But according to Dalton’s
law, the total atmospheric pressure is the sum of the gas constituents’ pressures. Here we
can consider the sum of dry air pressure and the water vapor pressure. If we are able to
register all three cases of air parameters variations, it means that we are on correct track.
Figure 13 shows variations in all three parameters variations from 24 February to 20 March
2022 around the time of the M7.3 Fukushima earthquake on 16 March 2022 near the east
coast of Honshu Island, Japan.

It should be noted that the negative variations in the air pressure are not too prominent
because of the fact that we deal with the drop of partial pressure of water vapor, and the
figure reflects variations in the total air pressure. Sometimes the pre-earthquake air pressure
drop is so intensive that has a blocking character for regional air movements [67].

Here may arise a question: how can we prove that the observed variations have a
relation to the impending earthquake? The answer is the following: all unusual variations in
environment parameters participating in the earthquake preparation process are observed
within the earthquake preparation zone [68] radius, of which R is determined as

R (km) = 100.43M (10)

where M is the earthquake magnitude [68].

15



Geosciences 2024, 14, 209

 
Figure 13. From top to bottom: air temperature, relative humidity, and air pressure over the epicenter
of the M7.3 Fukushima earthquake. Coordinates of the epicenter: Lat 38.23◦ N and Lon 141.77◦ E.
Shadowed rectangle is the precursory period; burgundy line marks the moment of the earthquake.

As proof, we demonstrate in the Figure 14 the map of the air relative humidity (a) and
air pressure (b) for measurements taken within the precursory time interval for the same
M7.3 earthquake in Japan on 16 March 2022.

The small size of the relative humidity drop area is probably a precursor of the
Fukushima earthquake foreshock with a smaller magnitude of M6.0.
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Figure 14. (a) Relative humidity map; (b) Air pressure map.

3.2. Atmosphere Chemical Potential (ACP) as an Integrated Diagnostic Parameter

The main advantage of understanding thermal precursors of earthquakes was the
introduction of the conception of atmospheric chemical potential [20]. Regardless of the
meteorologic parameters that demonstrate their reaction to the process of earthquake
preparation, they belong to the system of global atmospheric circulation and weather
anomalies. It was necessary to find parameters that, on the one hand, reflected the pre-
seismic variations in atmospheric parameters and, on the other hand, were connected
with some process in the Earth’s crust. The studies of the ion kinetics under action of
ionization [69] demonstrated that the bond energy of the water molecule connection with
the ion (chemical potential) is larger than the bond energy of the water molecule with the
water drop (latent heat constant 0.422 eV). Even more, they released the dependence of the
bond energy of connection with ions on the ion production rate and on the concentration of
ions [20]. It means that there appeared an opportunity to estimate the intensity of ionization
through the chemical potential of the water molecule attached to the ion. One more
advantage is that in a moment of condensation/evaporation or attachment/detachment
in reaction with an ion, the chemical potential of the water molecule equals the latent
heat, which can be expressed through the atmospheric parameters (air temperature and
relative humidity). It appeared that the most informative parameter is the difference in
the latent heat per water molecule (or chemical potential of a water molecule) between the
chemical potential of a water molecule connected with an ion and the chemical potential
of connection with a water drop using the possibility to express the chemical potentials
through the latent heat [20]. This parameter was called the correction of the water vapor
in the atmosphere’s chemical potential. To shorten this term, in further publications, we
started to use the term Atmospheric Chemical Potential (ACP). To not repeat the full
derivation here (it is possible to find it in {20, 56]), we provide the final formula of the ACP
as follows:

ACP = 5.8 × 10−10(20Tg + 5463)2ln(100/H) (11)

where ACP is in eV, Tg (ground temperature) in ◦C, and H (relative humidity)—in %.
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Several years of exploring ACP in earthquake precursor monitoring demonstrated its
high effectiveness and established its main advantages, as follows:

1. It can be used as a proxy of radon activity [56];
2. It has a high correlation with the shear traction, i.e., can indicate the level of tectonic

activity [66];
3. Instead of traditional point measurements of radon activity, we can now track its

spatial distribution and estimate the size of the earthquake preparation zone.

Continuing the presentation of Fukushima M7.3 earthquake precursor monitoring,
in Figure 15a, we present a correlation between the shear traction assimilative model (red
curve) and ACP (clue curve). Figure 15b shows the long-term correlation between the shear
traction (rose-shadowed contour) and ACP (blue curve).

Figure 15. (a) Average of near- and intermediate-field of ACP (corrected for pressure changes—blue) and
shear-traction field (red) in the epicentral area of the 16 March 2022, Fukushima, Japan, earthquake
(time shown with grey vertical line). The ACP follows the temporal evolution of the shear-traction
field before the earthquake, while the spike in ACP happens close to the increase in shear-traction;
(b) Long-term correlation between shear-traction field assimilative model in rose and atmospheric
chemical potential (ACP) in blue, close to the Andreanof Islands, Alaska, USA.

The ACP spatial distribution before the Fukushima earthquake at 0600 UTC on
11 March is shown in Figure 16. We can see that the increased level of ACP from bur-
gundy to light green color with yellow splashes is inside the Dobrovolsky earthquake
preparation zone shown by the white circle. A strong anomaly outside the preparation
zone in the north-west is the thermal wave from China, which means that ACP should
be calibrated for different geographic areas. The blue arc passing through the epicenter
follows the Japan trench passing into the Kuril-Kamchatka trench in the north-east.

3.3. Effects of Ionization from Other Sources (Chernobyl NPP and Fukushima NPP Emergencies)

As was mentioned in the Introduction, the effects of ionization are not unique for
earthquakes and radon as a source but are the same for any source of ionization. The sim-
plest way to check is again to study thermal effects as results of emergencies at Chernobyl
1986 and Fukushima 2011 emergencies. Figure 17 shows atmospheric parameters measured
over the Fukushima NPP in March 2011.
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Figure 16. Map of ACP spatial distribution within the zone of Fukushima M7.3 earthquake prepara-
tion acquired on 11 March 2022, 5 days before the earthquake.

 
Figure 17. From top to bottom: air temperature, relative humidity, and ACP over Fukushima NPP in
March 2011. Vertical lines indicate the period of explosions.
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The initial release of radioactive substances into the atmosphere occurred from March
12 to 14 and was caused by the release of pressure from the containment and explosions
at blocks No. 1 and 3 [70]. This is clearly seen in Figure 17 for all parameters. We see an
increase in the air temperature, a drop in relative humidity, and an increase in ACP. Other
variations relate to consequent explosions at different reactors.

The power of ACP was demonstrated in the Chernobyl case and was described
in [71]. The French company Institute for Radiation Protection and Nuclear Safety made
measurements and modeled the dynamics of propagation of the radioactive Cs137 cloud
in Europe in the form of a movie [72]. Taking into account the fact that we cannot insert
the movie in the publication, we took one frame from this movie and compared it with the
ACP distribution calculated for the same day. This comparison is presented in Figure 18.
The position of Chernobyl NPP is shown by a yellow star. The high similarity is observed
while comparing the distributions. Some details are connected by red arrows to underline
this similarity. This figure confirms the power of ACP as an instrument of environment
monitoring when, 36 years after the catastrophe, we are able to reconstruct the physical
phenomena in detail and dynamics. This case confirms once more that the effects we
observe before earthquakes have the same physical mechanism of radiation impact on
the atmosphere.

 

Figure 18. (a) Spatial distribution of Cs137 on 6 May 1986 at 12:00 UTC; (b) Spatial distribution of
ACP on 6 May 1986 at 12:00 UTC. Asterisks show the position of Chernobyl NPP and arrows and
ovals show similarities in distributions.

3.4. Summary of the Thermal Branch of the LAIC Model

In paragraph 3, we presented the physical mechanism of the effects of ionization
produced by radon emanation in the atmosphere. This is the process of energy extraction
from the atmosphere due to launching the exothermic autocatalytic reaction. It should be
underlined that regardless of the large individual energy of α-particles emitted by radon,
in general, it is negligible in comparison with energy, which is released after the launch
of this reaction. This is the main point which (if not considered) leads many authors
to neglect radon impacts as the main agent of earthquake precursors generation to the
wrong conclusion. We do not describe other types of thermal effects before the earthquake
here [56] because they are derived from the main source—radon emanation and primary
latent heat release.

The LAIC model is a multi-branch composition of many processes/precursors that
were described in our previous publications [20,21,56]. The task of this paper is to provide
the main physical background for precursor generation initiation. The main consequences
of ionization are the electromagnetic effects created by the local modification of GEC
parameters through the modulation of near-ground air electric conductivity and generation
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of additional vertical electric field (sometimes leading to the overturn of the electric field in
relation to its natural direction). These modifications induce the formation of large-scale
irregularities in the F-layer of the ionosphere (positive and negative), the formation of
additional sporadic layers in the ionosphere, and the modification of the D-layer, leading
to anomalies in the propagation of VLF waves within the sub-ionospheric waveguide. The
development of these irregularities leads to the modification of the magnetospheric tube
in which the ELF/VLF emissions are scattered and the increased level of VLF emissions
stimulates the precipitation of energetic particles from the radiation belt.

The thermal branch of the LAIC model describes the formation of large-scale atmo-
spheric irregularities through the release of latent heat extracted from the atmosphere by
the IIN process. Due to the large scale of the earthquake preparation zone, we observe not
only observe small anomalies over the area of the epicenter but the large meteorological
anomalies occupying thousands of square kilometers. The schematic diagram of the LAIC
is presented in Figure 19.

 

Figure 19. Schematic presentation of the LAIC model.

4. Precursor’s Identification

In this paragraph, we will talk only about the physical precursors. Probably, the first
publications determining the physical precursors were [2,73]. All of them were character-
ized by specific behavior during the seismic cycle and indicated the approaching of the
final phase (period of short-term precursors) lasting two weeks/few days before the main
event. We can mention the ground conductivity, seismic wave velocity, ground deforma-
tion, groundwater level, etc. Radon emanation also is a member of this family. Their main
feature was that they were distributed within the area, which was called the “Earthquake
preparation zone” by the authors [68]. This distribution has a logarithmic dependence on
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the magnitude of the impending earthquake (8). The dependence (8) needs explanation.
The radius of the earthquake preparation zone indicates the maximal distance at which the
precursors of a given earthquake can be registered but it does not mean that the whole zone
should be homogeneously filled by precursors. They may appear in any place in this zone.

Radon perfectly meets these conditions. Even more, a special study of radon spatial
distribution was conducted [74] and it turned out that it perfectly fits the Dobrovolsky
magnitude–space relationship (Figure 20).

Figure 20. (a) Determination of the size of the earthquake preparation zone in relation to magnitude
according to [71]. (b) Radon and geochemical precursors of earthquake distribution versus magnitude
according to [74]. The single bold line characterizes the empirical relationship of [75] who calibrated
the maximum distance of a radon anomaly for a given magnitude on the basis of a shear dislocation
of an earthquake. Dashed line L characterizes the typical rupture length of active faults as a function
of magnitude by using the empirical law of [76]. Modified from [45].

4.1. Absolute Precursory Signatures

Here, we should determine the precursor’s features, which are absolutely necessary
to be a precursor. From the introduction text of this paragraph, we already mentioned
two of them: the locality of precursors (within the earthquake preparation zone) and the
characteristic behavior within the seismic cycle.

One more signature follows from the physical nature of the precursor itself. It was
described in [61]. For example, the equatorial anomaly in the ionosphere is formed due
to the appearance of an east-directed electric field at the geomagnetic equator. This field
appears in the afternoon hours of the local time and it follows that, for example, it cannot be
formed during the downing hours of the local time. But before the M8.3 Illapel earthquake
in Chile on 16 September 2015, the two-hump structure of the equatorial anomaly was
detected by the Swarm-B satellite over the earthquake preparation zone two days before the
earthquake. The same feature was regularly registered by the French DEMETER satellite at
10 LT, while the satellite passed over the preparation zone of the Wenchuan (China) M7.9
earthquake on 12 May 2008 earthquake [77].

Another property that may be classified in this category is the reaching of some
environmental parameters to a magnitude that cannot be reached in natural conditions.
Such an effect was registered around the time of the M6.3 earthquake close to the Chilean
coast in the open ocean on 1 April 2023. The relative humidity, the drop of which is
characteristic of a precursory phenomenon, reached a value 2% of what is an absolute
impossible value over the open ocean.

The ionospheric precursor mask of the night-time increase in electron density in the
F-layer a few days before the earthquake, demonstrated in Figures 4b and 8a, is also a
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signature of earthquake preparation. Just this behavior of the ionosphere before the Hector
Mine M7.1 earthquake in California on 16 October 1999 permitted the revelation of the
ionospheric precursor in a highly disturbed ionosphere and the distinguishment of this
variation from variations during the geomagnetic storm that happened a few days later [78].

The formation of an additional sporadic E-layer at an altitude of 120 km [63] is also a
unique event characteristic of pre-earthquake processes.

In conclusion, we can say that absolute precursors demonstrate themselves by the
unique physical characteristics not observed without earthquakes.

4.2. Precursors’ Identification

In the first decade of the XXI century when interest in ionospheric precursors grew
sharply, the main technique of the precursor’s identification was statistical analysis us-
ing the interquartile range [79]. This technology has been used up to now by many
researchers [80]. In addition, many other statistical technologies were proposed. As in-
terquartile analysis, these technologies are (regardless, some of them are very sophisticated)
still on the floor of usual statistics not considering the specific features of parameters con-
nected with the earthquake preparation process and their physical nature. Nevertheless,
technologies providing absolute confidence in precursor identification appeared just using
the main feature of the precursor—its locality [81], Figure 21.

 

Figure 21. (a) Left panel—UT GIM map for 1000 UT on 9 May 2009, 3 days before the Wenchuan
M7.9 earthquake in China; right panel—combined LT map for 1700 LT corresponding to 1000 UT
in China; (b) Left panel—15-day median GIM map for 1000 UT; right panel—combined LT map for
1700 LT corresponding to 1000 UT in China; (c) Left panel and right panel—differences between
the (a,b) corresponding maps; (d) Left panel and right panel—increased images outlined by red
rectangles in the corresponding images (c). Blue circle—earthquake preparation zone. At all panels
red star indicates the position of the Wenchuan earthquake epicenter.
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This is a very powerful and important result. First of all, this is because it undoubtedly
testifies that the detected positive large-scale formation is a precursor of the Wenchuan
earthquake. It demonstrates that this is a long-lived formation. This conclusion is based on
the fact that the LT map has the same shape and intensity as the UT map. For the construc-
tion of an LT map, it is necessary to take several GIM maps and select the longitudinal sector
corresponding to 1700 LT from them (that is why at the right panels we see the vertical
strips corresponding to different GIM maps taken every 2 h). The Wenchuan precursor
occupies three strips, which means that it lasts at least 6 h. Moreover, this is because the
UT map occupies two time zones by 15 degrees in longitude. It confirms the possibility
of constructing the maps by interpolation of data from consecutive orbits of low-orbiting
satellites as we conducted topside sounding monitoring of ionospheric precursors [45].
The result perfectly shows how the Dobrovolsky earthquake preparation zone works to
estimate the earthquake magnitude. And finally, it perfectly confirms the proposed physical
mechanism of ionospheric precursor generation on low latitudes proposed in [40]. One
can see the excitation of the equatorial anomaly: the ionospheric irregularity is located
south-east from the epicenter and occupies the northern crest of the equatorial anomaly;
simultaneously, the south crest of it is seen as the yellow spot at the crest latitude on the
southern hemisphere. Actually, the change in the sign of electron concentration deviation
was also registered in [81]: the maps are similar as in Figure 21 but 2 days earlier a negative
effect was also registered and this overturn is also described in [40].

In [81], one more powerful technology is proposed based on ionospheric tomography
showing the formation of additional layers at different altitudes of the F-layer. But, it needs
to have a dense network of GPS receivers, which limits its application to geographic areas
with such networks.

Because of growing interest in earthquake precursor studies and the corresponding
volume of available information, it is possible to bring more and more recipes for precursor
detection and identification. But we should remember that we deal with the nonlinear sys-
tem with multivariant behavior and that obtained information is always probabilistic. Here,
it can help the synergetic approach describing the system behavior in critical situations [28].
In the case of the final stage of the earthquake cycle, it manifests itself as a concentration
of different types of precursors in time and space, indicating the location and time of the
future seismic event [56]. That is why the only way to “catch” this process is by providing
the multiparameter measurements in real-time [25,82]. This approach becomes more and
more popular but it leads to an erroneous approach: registering everything you can get
your hands on regardless of the physical mechanism and synergetic coupling between the
precursors. We consider that only precursors with a known physical mechanism and their
correspondence to the LAIC model can give a positive result; otherwise, it can lead to chaos
and mistakes.

5. Practical Applications and Problems of the Earthquake Forecast

For many years now, the short-term earthquake forecast has been a painful and press-
ing problem. We will not start a discussion about this again; it is enough to look through
the introductions to our monographs [45,56,61]. We will start from what is necessary to do.

Taking into account that our approach is based on the use of physical precursors of
earthquakes, except for fundamental knowledge of seismology, we should understand the
physical mechanism of precursor generation, which was the subject of previous paragraphs.
Except with regard to physics, usually, the questions are raised on the precursors’ statistical
reliability and credibility. For this purpose, the error diagram [23] or ROC criterion [24] are
used, as was already mentioned in the Introduction. Frankly speaking, for every precursor,
such a study should be performed only once to have proof of its statistical credibility
because, for the real forecast, they are absolutely not necessary.

Real forecasting requires giving the answers here and now in real-time on the earth-
quake probability and its three parameters: time, location, and magnitude. For operative
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monitoring, we need to automate the process of the precursors’ registration, processing,
and purification in case other factors interfere with the precursor information.

5.1. Determination of the Earthquake Parameters

Precursors described in previous paragraphs give the possibility of determining all
three parameters of earthquakes with reasonable accuracy. We prepared the synthetic figure
demonstrating different possibilities to determine the earthquake location and magnitude
using different types of precursors and the Dobrovolsky relationship (Figure 22).

Figure 22. (a) Differential GIM TEC map registered 4 days before the Kamchatka M6.9 earthquake on
3 March 2023. Epicenter position is marked by a yellow spot, software detected epicenter position is
marked by blue star; (b) ACP spatial distribution for Kamchatka M7.2 earthquake registered a few
weeks before the main shock on 30 January 2016, Dobrovolsky zone is marked by black oval; (c) The
series of OLR thermal spots positions (small circles) registered before the Nepal M7.8 earthquakes in
2015; black stars indicate positions of the Nepal M7.8 earthquakes on 25 April and 17 May 2015 [83],
Dobrovolsky zone is marked by red circle; (d) Distribution of electron concentration large deviations
along the DEMETER satellite orbits before the Chile M8.8 earthquake on 27 February 2010 and the
Chile M6.3 earthquake on 19 November 2007; red circles indicate the ionospheric anomalies detected
by DEMETER satellite while passing over the earthquake preparation zone, blue triangles indicate
the position of epicenter determined automatically by the data processing software, yellow stars
indicate the real epicenter position [84].

Figure 22 presents precursory spatial distributions acquired by different technologies
and the different precursors. Figure 22a demonstrates the result of semi-automatic process-
ing of differential GIM maps at the Kamchatka region. The software automatically detected
the epicenter (blue star) and outlined the earthquake preparation zone (burgundy circle)
and the real parameters of the earthquake are shown in yellow color. Figure 22b shows
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the results for the same Kamchatka region but with the use of the ACP parameter. The
more complex picture is presented in the Figure 22c [83]. It shows the movements of OLR
precursor spots with a time of approaching Nepal 2015 M7.8 earthquakes. The earthquake
epicenters are marked by black asterisks. It can be associated with the movement of a
strange attractor while approaching the critical point. As was mentioned in the discussion
of Figure 21, the lifetime of ionospheric precursors is long enough to be registered by sev-
eral consecutive passes of the low-orbiting satellite. It gives the opportunity to outline the
area of earthquake preparation from several passes as it was conducted by the DEMETER
satellite [84]. More detailed analysis of DEMETER data [85] confirmed our result that that
the maximum affected area in the ionosphere does not coincide with the vertical projection
of the epicenter of the impending earthquake and is shifted toward the equator in low and
middle latitudes as one can see in Figure 21.

Several factors reduce the accuracy of the epicenter location determination:

4. The large size of the earthquake preparation zone and the fact that the precursor may
appear at any point in this zone. If taking into account that for the M7 earthquake the
Dobrovolsky radius is 1000 km, the error can be quite significant;

5. The equatorward shift of ionospheric precursors for the low and middle-low latitude
events where the geomagnetic field lines inclination should be considered;

6. The low spatial resolution of satellite techniques of monitoring. It is a very rare
occasion that the low-orbiting satellite passes exactly over the earthquake epicenter.
For OLR measurements, the anomaly location is determined within the circle of 2.5◦,
which is too much for the desired accuracy of 50 km.

Here, the fusion of physical precursors with seismology may help to monitor the areas
with the Gutenberg–Richter relationship b-value drop [21].

As concerns the time of the earthquake, this information can be extracted from data
of statistical processing. But there are two different types of statistics: the first one is
for fixed sites, for example, Taiwan [9], and the second one is global, which is possible
only with the help of satellite measurements [84]. Of course, if taking into account the
earthquake magnitude, the distance of the GPS receiver to the epicenter, or the longitudinal
distance of the satellite orbit to the epicenter, the distributions of precursors become more
complex and multidimensional [85]. Nevertheless, as a result of the more comprehensive
analysis of the DEMETER satellite data, the statistically most probable leading time of
ionospheric precursors for earthquakes M > 5 was determined as 5 days (Figure 23a) [86],
which was established as early as 1998 [45]. The first years of Langmuir probe statistical
data processing at the China Seismo-Electromagnetic Satellite CSES 1 launched in 2018
gave the same 5 days of leading time, which [87] makes us more than confident that this is
the most probable value for the earthquake time forecast using the ionospheric precursors
(Figure 23b).

It should be noted that the leading time of different types of precursors is different,
which can be used for the purpose of multiparameter monitoring. For example, the leading
time of thermal precursors, including ACP, is larger than ionospheric ones [14].

It is quite natural to put the following question forward: how accurate are the earth-
quake parameters obtained using the proposed technologies and how large is the percentage
of false alarms? These questions, up to now, have no definite answer. It is necessary to
organize the real-time continuous monitoring of precursors described above, which was
never performed up to now. The only exception are the data of DEMETER and CSES 1
satellites but they also have a limitation: it was not real-time but post-event analysis. In
addition, we should underline that both DEMETER and CSES-1 statistics are limited by
the local time of the solar synchronized orbits of both satellites: 10 AM and 10 PM for
DEMETER and 2 AM and 2 PM for CSES-1. What happened at other local times remains
the secret. What we need to undertake to correct this situation will be discussed in the
last paragraph.
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Figure 23. (a) Statistical distribution of the number of registered ionospheric signals as a function
of time in relation to the day of earthquake and distance of satellite orbit from the epicenter for
the DEMETER satellite (5426 earthquakes M > 5) [86]; (b) Statistical distribution of the number of
registered ionospheric signals as a function of time in relation to the day of earthquake and distance
of satellite orbit from the epicenter for the CSES 1 satellite [87].

5.2. Data Purification from Other Types of Variations in Atmosphere and Ionosphere to Reveal the
Earthquake Precursors

In the first 4 paragraphs, the reader accepted information not only on the physical
aspect of their generation but also on how these precursors look in different ways of
their presentation. A lot of publications exist on the earthquake precursors, adding that
they were registered and studied in quiet solar and geomagnetic conditions. It looks like
parents protect their children from any complexities of real life and they will go out into
independent life infantile and helpless. If we are talking about the real earthquake forecast,
we should be ready to recognize precursors at any time and in any geophysical condition.

Let us consider the main factors that interfere with physical processes generating
precursors. Let us consider the interfering factors from the ground surface to the upper
layers of the ionosphere and magnetosphere. Usually, there is calm weather before earth-
quakes but in stormy areas, such as the Pacific near the Kamchatka peninsula, the series
of cyclones can blow away the radon that happened before the M7.5 earthquake east of
the Kuril Islands on 25 March 2020 and we were not able to register the ACP over the
epicenter. Geomagnetic storms usually change conditions of propagation of electromag-
netic waves and in data of VLF signals propagating in subionospheric waveguide appear
anomalies, similar to the pre-earthquake effects. During geomagnetic storms, the additional
sporadic layers in E-regions of the ionosphere could form, which could be confused with
the pre-earthquake sporadic layers. Simultaneously geomagnetic storms create positive
and negative anomalies in the F-layer depending on the phase of the geomagnetic storm,
which also interferes with the pre-seismic effects. Sharp changes in the short-ultraviolet
radiation monitored with the help of the F10.7 index of solar activity can also suddenly
increase or decrease electron concentration in the F-layer. As a result of geomagnetic
storms, the energetic particles precipitate from radiative belts similar to pre-earthquake
precipitations [60].

We developed different technologies of data processing permitting to sift out interfer-
ences and identify precursors. They are published in several tens of papers, some summary
ones can be found in [8,45]. Here, we will mention only the main principles.

27



Geosciences 2024, 14, 209

1. Even a very strong earthquake is still a local event, so ionospheric effects will be
observed only within the earthquake preparation zone, while the ionospheric effects
of the geomagnetic storm are global;

2. A geomagnetic storm, as a compelling force, increases the correlation between the
remote areas of the ionosphere while pre-seismic effects increase the small-scale
variability of the ionosphere;

3. Strong variations in F10.7 can be filtered and the precursory variations may be identi-
fied due to their locality;

4. Pre-earthquake variations in the ionosphere strongly depend on the local time (pre-
cursor mask) and are shorter than the ionospheric effects of the geomagnetic storm;

5. The formation of sporadic layers at an altitude of 120 km in the E-region of the
ionosphere is characteristic only to pre-earthquake effects;

6. Multiparameter monitoring strongly helps to reveal precursors. Geomagnetic storms
do not create thermal anomalies or variations in the relative humidity.

5.3. Cognitive Recognition and Automation of the Precursors’ Identification and Forecast

We developed several algorithms for the precursors’ recognition, which use the main
principles mentioned above and are named based on cognitive recognition, because we
use our knowledge of the physical mechanism of precursor generation as well as pattern
recognition technique and machine learning. Below, the algorithms used for the cognitive
recognition of the ionospheric precursors are numbered [27]:

1. Analysis of ΔTEC (or ΔfoF2) data sets with the pattern–recognition method for the
correspondence of the ionospheric precursor mask to changes in the ionosphere
current over the seismically active region [37];

2. Correlation analysis of arrays of the daily TEC values (or critical frequency foF2)
between a pair of adjacent GPS/GLONASS receivers (or ground stations for vertical
sounding of the ionosphere) [61];

3. Calculation of the coefficient of regional variability of the ionosphere in the presence
of a dense local network of stationary GPS/GLONASS receivers [61];

4. Calculation and construction of differential maps of the global TEC ΔTECGIM to
determine the position of the epicenter of the future earthquake and its magnitude [64].
If there is a dense local network of stationary GPS/GLONASS receivers, differential
maps can be calculated with local data rather than GPS GIMs;

5. Comparison of variations in the global TEC with the local TEC with reference to the
solar activity index F10.7 [61];

6. Calculation of the correction of the chemical potential of water vapor (ACP) according
to the local temperature and relative humidity data to determine the time of the
seismic event [20];

7. Construction of maps of the distribution of the correction of the chemical potential
according to the data of local temperature and relative humidity to determine the
position of the epicenter of the future earthquake and to estimate its magnitude [61];

8. Analysis of the dynamics of the equatorial anomaly (EA) for low-latitude earthquakes
in order to detect the absolute anomaly and the longitudinal effect in the EA [40,61];

9. Multiparameter analysis using operational data on other physical precursors, if
there are any (radon activity, crustal conductivity, OLR, and anomalous cloud struc-
tures) [82].

All these algorithms were compiled in the common software system presented in
Figure 24.
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Figure 24. Schematic diagram of the machine processing of ionosphere monitoring and space weather
data for the purpose of cognitive identification of earthquake precursors.

6. Discussion and Conclusions

This publication is an attempt to present the pathway from the physical idea to the
practical applications using the technologies developed during the proposed idea studies.
Not one of the parts presented here does not have a finished look but there is a wise saying:
“The one who walks masters the road”. But any road should have a clear goal. It can be to
solve some complex problem or develop advanced technology. But some goals exist that
are important to the whole of humanity and this is an earthquake forecast that we have not
been able to resolve for almost two centuries. This road has bifurcation points and dead
ends as in 1997 when seismologists decided that the short-term earthquake forecast was
impossible [3].

Here, we try to demonstrate that the true way to the goal consists of three steps:
firstly, understanding of physical background of the earthquake precursors’ generation;
secondly, developing technologies for their reliable identification, and, with their help,
determining the main earthquake parameters, namely time, place, and magnitude; and
thirdly, in a more complex step, organization of real-time monitoring with development of
the short-term forecast.

The first step was very complex. Prof. Seiya Uyeda, who left us last year, is a
full member of the Japan Emperor Academy of Sciences, foreign member of American
and Russian Academy of Sciences, founder of the Inter Association Working Group on
Electromagnetic Studies of Earthquakes and Volcanoes (EMSEV) of IAGA/IASPEI/IAVSEI,
and told me many years ago that the real earthquake forecast will be possible only after we
understand the physics of the precursor’s generation. Almost 20 years passed that were
spent on understanding the physics of the pre-earthquake atmospheric and ionospheric
phenomena and the LAIC model [56] was created, part of which was presented in this paper.

Only after this, were we able to study the main morphological features of earthquake
precursors and to develop the technologies of their definite identification.

But we cannot look at the future with optimism because the last step still looks like an
impossible thing. The difficulty is not in technological problems and even not in financing:
it is in human brains and politics. There is no consensus between the physicists and
seismologists, the majority of whom stand on positions of the year 1997. It seems here that
the problem is not only in a scientific position but also a fear of responsibility. Who will
be responsible for the unfulfilled forecast and what will be the measure of responsibility?
It seems that the problem can be resolved only in the way of changing the paradigm of

29



Geosciences 2024, 14, 209

earthquake forecast and responsibility. It should be put on the same level of responsibility as
the weather forecast. It is necessary to put into the minds of the authorities that the forecast
is a probabilistic value and that it can never reach 100%. We need to free seismologists from
this fear and then perhaps the problem resolution will improve. The earthquake forecast
should have the status of state services like medical or fire services. The earthquake forecast
as a subject should be taught in universities and colleges in order to have enough specialists
serving the forecast service.
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Abstract: This paper presents an analysis of anomalies detected during the preparatory phase
of the 9 November 2022 ML = 5.7 earthquake, occurring approximately 30 km off the coast of
the Marche region in the Adriatic Sea (Italy). It was the largest earthquake in Italy in the last
5 years. According to lithosphere–atmosphere–ionosphere coupling (LAIC) models, such earthquake
could induce anomalies in various observable variables, from the Earth’s surface to the ionosphere.
Therefore, a multiparametric and multilayer approach based on ground and satellite data collected
in each geolayer was adopted. This included the revised accelerated moment release method, the
identification of anomalies in atmospheric parameters, such as Skin Temperature and Outgoing
Longwave Radiation, and ionospheric signals, such as Es and F2 layer parameters from ionosonde
measurements, magnetic field from Swarm satellites, and energetic electron precipitations from
NOAA satellites. Several anomalies were detected in the days preceding the earthquake, revealing
that their cumulative occurrence follows an exponential trend from the ground, progressing towards
the upper atmosphere and the ionosphere. This progression of anomalies through different geolayers
cannot simply be attributed to chance and is likely associated with the preparation phase of this
earthquake, supporting the LAIC approach.

Keywords: earthquakes; preparation phase; LAIC models; R-AMR; Swarm satellites; NOAA satellites

1. Introduction

The study of a possible coupling mechanism between the lithosphere, atmosphere, and
ionosphere, also known as lithosphere–atmosphere–ionosphere coupling (LAIC), before
an earthquake (EQ) or a volcanic eruption, is becoming increasingly relevant within the
scientific community. Prior to the occurrence of such geophysical events, the Earth emits
transient signals, sometimes strong but more often subtle and fleeting, which can manifest
as local variations in the magnetic field, electromagnetic emissions across a wide range of
frequencies (mostly 0.001 Hz–100 KHz, i.e., ULF-ELF-VLF), and a variety of atmospheric
and ionospheric phenomena. This is a rather complex mechanism and there is considerable
uncertainty about the nature of the processes that could produce these signals, both within
the Earth’s crust and on its surface. Over the years, various models have been developed
to suggest a connection, i.e., coupling, among the geolayers following different channels.

Hayakawa [1] proposed three channels to establish connections between different
observations in each layer: the chemical channel (also known as the electric field channel),
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the acoustic gravity wave (AGW) channel, and the electromagnetic (EM) channel. Fre-
und [2] proposed an electrostatic channel in which stressed rocks release positive charge
carriers known as “positive holes”. Dahlgren et al. [3] contested this theory, in particular
studies [4–6]. Scoville et al. [7] pointed out some pitfalls in the experiment.

Pulinets and Ouzounov [8] proposed a radon release from the crust in the earthquake
preparation zone; radon is the radioactive gas produced in the decay chain of uranium or
thorium emitted from the ground, affecting the electric field in the troposphere–ionosphere
electric circuit. Surkov et al. [9] further investigated the potential impact of radon emissions
on the atmosphere and ionosphere, finding that localized changes in atmospheric currents
due to radon have minimal effects on the electron distribution in the ionosphere. Similarly,
the study proposed by Schekotov et al. [10] does not find clear connections between
electromagnetic variations and changes in pre-seismic temperatures, casting doubt on the
hypothesis that radon emissions influence the ionosphere.

To explain seismo-ionospheric effects, other authors [11–13] suggested atmospheric
processes producing acoustic and/or gravity waves in the seismic preparation region.
Investigating LAIC processes, the multiparametric analysis around earthquakes has be-
come a highly debated topic, involving various parameters across layers and utilizing
different observation technologies within the same layer. A comprehensive study [14] on
investigating the LAIC mechanism of the Mw = 7.2 Haiti earthquake on 14 August 2021,
considered 52 precursors, including GPS Total Electron Content (TEC), 4 from CSES-01
satellite data, 7 lithospheric and atmospheric precursors from AIRS and OMI sensors, and
40 from the Swarm satellite constellation. This author observed a significant amount of
anomalous values, suggesting a sequence possibly due to ion radiation from the Earth,
i.e., a thin layer of particles transferring the electric field to the upper atmosphere and
then to the ionosphere. Another study [15] examined two major channels of LAIC mecha-
nisms, acoustic and electromagnetic, to analyze pre-seismic irregularities of the 2020 Samos
(Greece) earthquake of M = 6.9. This study considered TEC, AGW, bursts of energetic
particles in the radiation belt, magnetic field, electron density, and temperature, obtaining
significant anomalies from 10 to 1 day before the seismic event. Pre-seismic low values of
TEC were observed in regions with lower b-values in a study focused on the analysis [16]
of the Mw = 7.7 Colima (Mexico) earthquake on 19 September 2022, indicating a higher
probability of larger earthquakes.

Several studies focused on the correlation between the ionospheric TEC anomalies and
the earthquakes [17–20]. Specifically, to explain the coupling of TEC anomalies and seismic
events [18], they confirmed the existence of an anomalous electric field in seismogenic
zones triggered by stressed rocks in earthquake regions associated with fault lineaments,
while Tachema [20] proposed that the space between the lithosphere and ionosphere is
occupied by a coherent structure of electrons and protons, transmitting electromagnetic
waves generated during the seismic nucleation of rocks at depth.

De Santis et al. [21] analyzed several parameters from the lithosphere, atmosphere,
and ionosphere on the occasion of the 2019 M = 7.1 Ridgecrest EQ, finding an accelerated
progression of the cumulative number of all anomalies as the mainshock was approaching.
Wang et al. [22] detected anomalous changes in the lithosphere, atmosphere, and ionosphere
near the epicenter before the 2021 M = 7.4 Madoi EQ; meanwhile, Akhoondzadeh and
Marchetti [23] analyzed the behavior of more than 50 different lithosphere–atmosphere–
ionosphere anomalies during the preparation phase of the 2023 Turkey EQ, identifying a
progressive increase in the number of anomalies starting about 10 days before, with the
major peak the day before the mainshock.

On 9 November 2022, at 06:07:25 UTC, an ML = 5.7 (Mw = 5.5) EQ occurred approxi-
mately 30 km offshore the Marche coast in the Adriatic Sea, at latitude 43.984◦ N, longitude
13.324◦ E, and 5 km of depth. Just a minute after the mainshock, a strong aftershock of
ML = 5.2 occurred about 8 km south of the main event, at latitude 43.913◦ N, longitude
13.345◦ E, and 8 km of depth. The two major shocks activated a seismic sequence of about
400 aftershocks lasting a week, thirteen of them with ML = 3.5. The seismic sequence oc-
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curred in correspondence with the frontal fault systems of the Northern Apennines, where
ongoing convergence is accommodated on a series of buried faults, still poorly understood.
The moment tensor solution of the mainshock indicates a reverse mechanism on a NW-SE
trending fault plane, as well as the moment tensor solutions of the ML ≥ 3.5 events of the
sequence. However, no moment tensor solution has been computed for the ML = 5.2 event
due to the overlap and interference of phases from the two events [24].

According to Pezzo et al. [24], the slip occurred along a thrust fault dipping approx-
imately 24◦ SSW over a length of about 15 km, consistent with seismic reflection data
propagating downward from the mainshock hypocenter, confirming the ongoing seismotec-
tonic activity of this sector of the Apennines that is still propagating towards the foreland,
approximately in a piggy-back thrust sequence. The area of greatest impact is along the
coastal stretch between Fano and Ancona, where a maximum intensity of 5 European
Macroseismic Scale (EMS-98) [25] has been estimated. Within this zone, very slight spo-
radic damages have been observed. Particularly, the district outskirts of Ancona have
reported damages to recent reinforced concrete buildings, likely due to local amplification
effects. The estimated maximum intensity reached 5 EMS-98 in some locations; however,
macroseismic effects rapidly decreased to 4 EMS-98 inland, at a short distance from the
coast [26].

This study aims to provide a comprehensive view of the effects observed on vari-
ous geological and atmospheric layers within the framework of lithosphere–atmosphere–
ionosphere coupling (LAIC) models, during the preparatory phase of the seismic event
recorded offshore the coast of Marche on 9 November 2022. Previous studies related to
this seismic event [24,27–31] have predominantly focused on its tectonic and seismological
aspects, while we adopted the LAIC approach as a novelty for this EQ. Additionally, the
characteristics of this seismic event, such as the magnitude slightly below 6 and its occur-
rence at sea, piqued our interest in investigating whether this approach could yield fruitful
results. In particular, the presence of the sea conductive layer could limit the occurrence of
one kind of LAIC instead of another.

Figure 1 describes the parameters studied across different geological layers from bot-
tom to top, looking for anomalous perturbations potentially associated with the preparation
phase of the ML = 5.7 EQ. Specifically, seismicity acceleration preceding the mainshock
is investigated in the lithosphere using the revised accelerated moment release (R-AMR)
method. Moving upwards, the atmosphere is studied through parameters such as Skin
Temperature (SKT) and Outgoing Longwave Radiation (OLR). Lastly, ionospheric anal-
ysis includes data from the Rome AIS-INGV ionosonde, the European Space Agency
(ESA) Swarm satellite mission, and the National Oceanic and Atmospheric Administration
(NOAA) satellites.

Figure 1. Summary map of the study conducted: the different layers analyzed are observed, from
bottom to top. For each layer, the types of parameters considered are indicated.
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In the next section, the data used will be introduced, followed by a presentation of
the applied methods alongside the main results. Finally, the work will conclude with a
discussion and a conclusion.

Given the proximity of Fano town to the epicenter, i.e., approximately 29 km, this
event will be simply referred to as the “Fano EQ”.

2. Seismotectonic Settings

The Adriatic Sea appears as a result of a good variety of structural and stratigraphic
processes (Figure 2) guided by fault-related anticlines formed in the Plio–Miocene con-
nected to the main Apennine thrust chain, deeper carbonate structures developed in the
south, and a very shallow structure in the Late Pliocene to Quaternary in the central
area [32]. During the Mesozoic, this area was affected by an extensional tectonic phase in
the Middle Liassic and a compressional paleoinversion in the Lowermost Cretaceous [33,34].
The development of the Alps and the Apennines started from the Middle Eocene onwards
in the African continental margin [35–39]. Subsequently, a flexure of the lithosphere be-
longing to the Adria margin concerned the most internal areas and migrated eastward
through time, forming foredeep basins oriented sub-parallel to the belts. The Adriatic
domain corresponds to the youngest part of the belt, strictly connected to the evolution of
the Apennine fold and thrust belt and to the interaction with the Dinarides, sub-parallel
orogenic belts with opposing vergences [32]. In detail, this thrust front is buried beneath
Early Pliocene–Quaternary synorogenic deposits.

Figure 2. Simplified structural map of Italy, with the epicenter of the 9 November 2022 Fano EQ
indicated by a small yellow star (modified from [40]).

The entire seismic sequence of November 2022 unfolds along the outermost structure
of the Apennine orogeny, characterized by a series of NW–SE trending, NE verging folds
forming the easternmost edge of the Apennine thrust front [31,41–43]. Over the Tertiary–
Quaternary period, this front has gradually migrated towards the east-northeast (e.g., [44]).
Geological evidence suggests the ongoing growth of these folds, indicating the continued
activity of blind thrust fronts (e.g., [41]).

The presence of historical and instrumental earthquakes with Mw ≥ 5.5, as shown in
Figure 3, suggests that thrust faults are also seismogenic [30].
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Figure 3. Seismotectonic framework of the coastal area of the Marche region. The light blue squares
represent the seismic sequence from 9 November 2022 to 14 February 2023; the first event is marked
with a yellow star and the second event is shown with a green star. Historical and instrumental
earthquakes from CPTI15 [45] are indicated with colored squares, with earthquakes of Mw ≥ 5.5 high-
lighted in red. The surface projections of seismogenic zones are depicted with orange ribbons [41].
The focal mechanisms of the 9 November 2022 earthquake and the event of 30 October 1930, repre-
sented by the grey and white balls, come from TDMT (Time Domain Moment Tensor) and Vannoli
et al. [46], respectively (modified from [30]).

The events recorded on 9 November 2022 represent a manifestation of the ongoing
contraction between the Apennine chain, moving towards the northeast, and the Balkan
area, which is experiencing a similar but opposite (southwestward) movement. The two
hypocenters belong to the blind thrust fault system running parallel to the Marche Coast.
This compressive front is located approximately 25–35 km offshore, with a length of about
70 km, and it is referred to as ITCS10 in the Database of Individual Seismogenic Sources
(DISS) [41]. This thrust system has therefore been identified as responsible for this seismic
sequence (see Figure 3).

3. Data and Methods

To study the effects of LAIC, several datasets are required since each geolayer being
investigated demands specific data from various sources. As the analysis is conducted
separately in each layer, there are different resolutions both in time and in space, which
will be described below.

3.1. Lithospheric Data

From a lithospheric point of view, a seismological analysis was carried out to char-
acterize the seismicity of the area affected by the ML = 5.7 EQ under inspection, paying
particular attention to the area mainly affected by the imminent seismic event. The seismic
data provided by the Italian INGV Catalog [47] were used by selecting a circular area with
a radius of 150 km around the epicenter and imposing a depth limit of 100 km, covering the
period from 1 January 2012 to 8 November 2022 (Figure 4). The temporal and spatial reso-
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lutions of the used catalog in terms of earthquake detection (with associated information)
are of the order of seconds (or even fractions of a second) and a few km, respectively.

 
Figure 4. Spatial distribution of the 174.723 events extracted from the INGV Catalog during the
period 2012–2022 within a circular radius of 150 km from the epicenter of the main EQ, highlighted
by the yellow star. The grey and white sphere represents the focal mechanism of the earthquake on
9 November 2022. The chosen radius includes the Central Italy sequence (2016), identifiable by the
cluster of events to the south near the edge of the area.

To evaluate R-AMR [48,49], the magnitude completeness (Mc) of the catalog, which
represents the minimum value of magnitude for detection, was estimated using the method
of maximum curvature [50]. The estimation of Mc was performed as a function of time by
sliding time windows, each containing 150 EQs and stepping by five events. The uneven
distribution of events within the selected circular area, due to the lack of seismometers
on the Adriatic seabed, was taken into consideration. However, the presence of a seismic
station located in Banja Luka (Bosnia and Herzegovina), named BLY, allowed for precise
event localization. Based on these considerations, an Mc = 2.2 was chosen, resulting in a
catalog of 9.099 events. Figure 5 depicts the events (blue and red points) that contributed to
the acceleration identified by the R-AMR analysis.

Several studies (e.g., [51,52]) suggested that before significant EQs, there is an acceler-
ated seismic activity under specific conditions. This phenomenon, explained by the Critical
Point Theory, likens the main EQ to a phase transition occurring at a “time-to-failure”, t f .
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Figure 5. Spatial distribution of ten years of seismicity around the mainshock, in a radius of 150 km
from the epicenter (largest green circle). Blue and red dots (confined within blue and red circles,
respectively) represent the events contributing to the acceleration found by the R-AMR analysis. The
red dots are the events closer to the seismogenic fault.

The seismicity preceding the mainshock, often hidden in catalogs, can be revealed
through methods like Accelerated Moment Release (AMR), particularly its revised version,
known as R-AMR [48,49]. The R-AMR algorithm was applied to EQ data in the Marche
region before the Fano EQ. Acceleration in seismicity is measured by examining the accu-
mulation of seismic Benioff strain si =

√
Ei, where each event releases strain proportional

to the square root of its energy Ei = 10(1.5Mi+4.8) J. The cumulative strain, s(t) = ∑ si, is
known as Cumulative Benioff Strain. The regional increase in the cumulative Benioff defor-
mation before a large shock is expressed by a power-law time-to-failure functional relation:

s(t) = A + B
(

t f − t
)m

(1)

where t f is the time-to-failure (i.e., the occurrence of the mainshock) and m is an inverse
measure of how quickly the acceleration grows around t f . To evaluate the quality of
seismic acceleration compared to a linear trend representing the background seismicity,
Bowman et al. (1998) [51] introduced the C factor, which is the ratio of the sum of the
squares of the residuals of the fit of s = s(t) and the same quantity of a linear fit; a C
value less than 1 indicates acceleration, with lower values indicating more prominent
acceleration. De Santis et al. [48] improved the technique by focusing on strain deposited
on the mainshock fault by surrounding seismicity, corrected by a damping function with
distance. Cianchini et al. [49] further enhanced the algorithm based on 14 case studies,
confirming its ability to reveal hidden acceleration in seismic sequences and provide
estimates of t f and expected magnitude based on parameters A and B of the functional
relation. In this analysis, the algorithm is automatic: considering the s = s(t) time series
backward and excluding the mainshock, it detects the time when the acceleration starts and
the minimum (no attenuation) and maximum circles (with some attenuation). Therefore,
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for the characterization of seismicity, the R-AMR algorithm was applied to the seismic
catalog without taking into account any potential heterogeneity.

3.2. Atmospheric Data

For the atmospheric analyses, data from the ECMWF (European Center for Medium-
range Weather Forecasts) ERA5 climatological reanalysis dataset were utilized. This dataset
provides comprehensive reanalysis from 1940 up to 5 days prior to the current date, as-
similating a wide range of observations in the upper atmosphere and near-surface regions.
In our study, however, we focused on parameters dating back to 1980 [53]. This dataset
is known for its consistent coverage in both space and time and is minimally affected by
observational conditions such as cloud cover in satellite observations. Nighttime values
were specifically considered due to their reduced susceptibility to local meteorological
changes. Specifically, we analyzed the parameters of SKT and OLR, which are typically
reported to be influenced by impending earthquakes. Several studies [54–56] have demon-
strated how these parameters are directly affected by the “thermodynamic channel” in
LAIC models. The ECMWF time series for each atmospheric parameter were collected and
pre-processed to apply the Climatological Analysis for Seismic Precursor Identification
(CAPRI) algorithm [54,55]. This algorithm compares daily time series of the current year
with a historical dataset spanning forty-two years (1980–2021), within a temporal window
preceding the seismic event, in our case of 90 days. An anomaly is identified if the observed
value persistently exceeds the mean of the historical series by two standard deviations.
However, for the current study, anomalies were defined as values exceeding 1.5 standard
deviations, considering that the earthquake magnitude was below 6. Additionally, the
geographic area investigated was determined based on the circular earthquake preparation
region (or Dobrovolsky area) centered on the epicenter [57], resulting in the selection of a
geographical area of 2◦ latitude and 2◦ longitude.

3.3. Ionospheric Data

To investigate the ionosphere for potential disturbances associated with the Fano EQ,
data from ionosonde and satellite sources were analyzed. From the ground, ionosonde
measurements can detect the critical frequency of the F2 layer (foF2), the height (hmF2) of
the main electron density peak, and also the information of the sporadic E (Es) layer (such
as its height, h’Es; its critical frequency, foEs; and the blanketing frequency, fbEs), which
can represent the variations of the corresponding layers. Low Earth Orbit (LEO) satellites
can detect the in situ plasma parameters and electromagnetic field. The ionospheric
station of Rome (43.98◦ N; 13.32◦ E) is located 251.44 km from the epicenter, so within
the EQ preparation zone according to the formula by Dobrovolsky et al. [57]. Hourly
data manually scaled by an experienced operator from the ionograms recorded with the
Advanced Ionospheric Sounder (AIS-INGV) [58] were used in this study [59]. Ionospheric
anomalies are defined by significant deviations in the parameters h’Es, fbEs, and foF2
compared to a specified background level determined by 27-day hourly running medians
centered on the observation day. Specifically, these deviations are calculated according
to the following expressions and must satisfy the following criteria, provided they occur
within a few hours under geomagnetically quiet conditions specified by daily geomagnetic
index values Ap < 9 nT:

Δh′Es =
(
h′Es − (

h′Es
)

med

) ≥ 10 km (2)

δ fbEs = ( fbEs − ( fbEs)med)/( fbEs)med ≥ 0.2 (3)

δ foF2 = ( foF2 − ( foF2)med)/( foF2)med ≥ 0.1 (4)

where Δ indicates absolute deviations and δ indicates relative deviations.
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The satellite data, on the other hand, are collected by the ESA Swarm three-satellite
constellation (Alpha, Bravo, and Charlie). Alpha and Charlie orbit side by side at an altitude
of around 460 km, while Bravo orbits at 510 km. Satellite magnetic data have been analyzed
using the MASS (MAgnetic Swarm anomaly detection by Spline analysis) methodology for
the magnetic data method (see, e.g., [60]). This technique is used to detect electromagnetic
anomalies from Swarm magnetic field data (Level 1B, low resolution of 1 Hz) from the
analysis of the three components of the geomagnetic field (X, Y, and Z) and intensity (F)
for every track of each satellite (Swarm A, Swarm B, and Swarm C) recorded over the EQ
preparation area [57]. The analysis consists of the determination of the first differences
of the time series (dX/dt, dY/dt, dZ/dt, and dF/dt) and the removal of the long trend
using a cubic spline. Moreover, it is important to evaluate the quality of the data using
the quality flags provided by ESA, considering only magnetic quiet times (|Dst| ≤ 20 nT
and ap ≤ 10 nT) and excluding polar regions (±50◦ geomagnetic latitudes) because they
are very disturbed. After these steps, the root mean square (rms) of sliding windows of
7◦ shifting every 1.4◦ was compared with the whole root mean square of the track (RMS).
When rms is greater than kt times the value of RMS, the corresponding window is classified
as anomalous. For satellite magnetic data, kt is established as 2.5 [60]. This analysis covered
a time period ranging from 90 days before the earthquake occurrence to 10 days after and
was confined in an area comparable with the EQ preparation region [57].

Since the 1980s, NOAA satellites have continuously circled Earth’s orbit, employing a
shared instrument for detecting charged particles since 1998. This instrument, the Medium-
Energy Proton and Electron Detector (MEPED), is integrated into NOAA satellites and
features eight solid-state detectors meticulously crafted to gauge proton and electron
counting rates (CRs) within the 30 keV–200 MeV range with a sampling of 2s [61]. These
measurements provide invaluable insights into various phenomena, including radiation
belt populations, energetic solar proton events, and the low-energy segment of the galactic
cosmic-ray population. Specifically tailored for electron detection, the two telescopes within
MEPED delineate three energy bands ranging from 30 keV to 2.5 MeV. The first telescope,
angled at 9◦ towards the local zenith, captures one perspective, while the second telescope,
positioned orthogonally at 90◦ along the satellite’s motion, provides a complementary view.
Each compact solid-state detector boasts nominal geometric acceptances of 0.1 cm2sr and
opening angle apertures of ±15◦.

Statistical correlations between strong EQs and electron bursts (EBs) detected by
NOAA were mainly observed considering seismic events around the equator in both the
West and East Pacific [62,63]. It was in agreement with the bouncing points of the inner
Van Allen Belt (VAB), points where electrons go down close to the earth’s surface, which
are also around the equator and cross the ring of fire twice. However, the inner VAB does
not generally overhang latitudes above 35◦, while mid-latitude EQs are located below
the slot region between the internal and external VABs. Seismic events occurring at mid
latitudes have therefore apparently minor probability to interact with trapped particles. The
representation of a possible interaction scenario between mid-latitude seismic events and
trapped electrons is depicted in Figure 6, where the possible area to observe EBs connected
to the Fano EQ is shown in pink color. These areas have a longitude range of a few tenths of
degrees around those of the seismic event. In fact, the longitude of the seismic event is close
to the South Atlantic Anomaly (SAA) border longitude, and the electrons’ mirror points
that are far from the SAA longitude will hardly descend to the satellite altitude. Thus, the
probability of bouncing electrons to cross the satellite decreases getting away from the SAA.
For what concerns the lower latitude EBs, electrons are thought to be coming (direction
indicated with pink arrow) from the inner VAB (in yellow), with the interaction (in blue)
running along the magnetic field lines. Instead, for what concerns mid–high latitude
EBs, electrons are thought to be escaping the trapped conditions (direction indicated with
another pink arrow) from the external VAB (still in yellow), with the interaction (still in
blue) connecting the two phenomena along the minimum path. The geomagnetic lines
(in green) of the internal VAB can cross the lithosphere up to 30◦–35◦ in latitude, so being
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unlikely to be affected by tectonic activity, whereas the radial propagation of LAIC (in blue)
should be able to intercept with greater probability the external belts.

Figure 6. Scenario of hypothesized pre-EQ coupling processes between the lithosphere of Central
Italy and areas where possible EBs could be detected by LEO satellites.

Given the pivotal role of geomagnetic activity in perturbing the ionosphere, instances
where the ap and Dst indices exceeded some predefined thresholds were excluded from
the ionospheric data analysis. We also verified that no X-class flares occurred during the
detected ionospheric anomalies.

4. Results

4.1. Lithospheric Data Analysis

The acceleration of seismicity prior to the mainshock was analyzed by applying the
R-AMR method [48,49] to the INGV Catalog, in order to highlight a diverging power-law
function over time for the cumulative value of Benioff strain. The focal search area was
centered on the epicenter of the event, whose responsible fault system has a length of
approximately 70 km [41]. Figure 7 shows the result of the R-AMR analysis, excluding the
mainshock and its aftershocks. An evident acceleration is observed, characterized by the C
value indicating the onset of “critical” behavior relative to the background, which is 0.598;
however, the estimated critical time tf is 200 days after the mainshock. This accelerated
behavior was observed in the fault area within a radius ranging from 0 to 50 km from the
epicenter. Additionally, the application of this method provides two expected magnitudes,
M(A) = 4.8 and M(B) = 4.7, which, although underestimating the real mainshock magnitude,
predict an impending EQ that significantly exceeds the background seismicity. The result of
this automatic analysis allows us to place the initial progression of seismic acceleration in
the lithosphere around September 2019, i.e., 1155 days before the mainshock, resuming in
August 2021, i.e., 455 days before the event. These accelerations are visible from the change
in slope in the cumulative curve. Around these dates, it is possible to attempt to identify
the establishment of different energy transmission channels towards the ionosphere, as
hypothesized in LAIC models.
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Figure 7. Outcome of the R-AMR algorithm applied to the extracted seismic dataset. The red points
represent EQs that are closer to the fault (within 37 km) than those represented by the blue points. At
the bottom of the main figure, the magnitudes of the involved events are represented: red is used for
EQs falling within 37 km from the fault and green those outside that limit.

4.2. Atmospheric Data Analysis

SKT and OLR were analyzed to conduct the climatological study. We examined
90 days of ECMWF data preceding the Fano EQ, comparing it with a historical time series
spanning the previous 42 years, i.e., from 1980 to 2021. The analysis revealed two highly
anomalous days for each atmospheric parameter where the 2022 time series reached the
limit of the two standard deviation bands of the historical series. The first anomalous day
for SKT occurred on 18 August, i.e., 82 days before the EQ, while the second occurred on
15 September, i.e., 54 days before the EQ (as shown in Figure 8). Furthermore, Figure 9
shows the spatial distribution of these anomalous values, confirming their proximity to the
epicenter, especially for the main anomaly. Please note that SKT is defined only on land.

Figure 8. Analysis of the SKT parameter for the Fano EQ with comparison between the 2022 time
series (dashed red line) and the historical time series (1980–2021, blue line). Evidenced by red circles
there are two quite anomalous values near the second standard deviations from the mean: the first
one refers to 18 August, and the second one to 15 September.
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Figure 9. Maps of the SKT anomalous days in terms of difference with respect to the historical mean:
(a) 18 August; (b) 15 September. The EQ epicenter is indicated by the central star. SKT is defined only
on land.

Regarding the OLR parameter, Figure 10 shows two anomalies exceeding the historical
mean by two standard deviations on 5 and 12 September 2022, i.e., respectively, 65 and
58 days before the Fano EQ. Interestingly, both anomalies occurred after the first SKT
anomaly but before the second one. Figure 11 depicts the spatial distribution of these OLR
anomalies, with the first map (a) revealing an extended structure located to the north of the
EQ epicenter.

Figure 10. Analysis of the OLR for the Fano EQ with the identification of two anomalous days that
exceed the historical average calculated from 1980 to 2021 by two standard deviations.

Figure 11. Maps of OLR anomalous days maps in terms of difference with respect to the historical
mean: (a) 5 September; (b) 12 September. The epicenter is indicated by the central star.
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4.3. Ionospheric Data Analysis
4.3.1. Ionosonde Data Analysis

The application of the ionosonde multiparametric approach [64,65], that takes into
account the variations of three ionosonde characteristics, h’Es, fbEs, and foF2, manually
scaled from hourly ionograms of the AIS-INGV ionosonde of Rome [66], revealed a single
anomaly occurring 9 days prior to the Fano EQ (i.e., on 31 October) at 06:00 UT (Table 1;
Figure 12). Since the anomaly occurred on a day with the geomagnetic index Ap = 11 nT,
the criterion was not strictly satisfied; however, we preferred to take this anomaly into
consideration, given the moderate magnitude of the Fano EQ.

Figure 12. The anomaly observed 9 days before the 9 November 2022 Fano EQ using Δh’Es, δfbEs,
and δfoF2 variations, along with 3 h Kp index values given as a reference of geomagnetic activity.

Table 1. Anomaly detected at the ionospheric station of Rome from ionosonde measurements and
possibly related to the Fano EQ.

Date Hour(UT) Δh’Es δfbEs δfoF2 ΔT(Days) Ap Index AE Index

31 October 2022 06–07 06–07 0.22 0.21 9 =11 nT <300 nT

As shown in Figure 13, it is worth noting that the anomaly is consistent with the
relationship between ΔT·R and M previously found by the analysis of the most powerful
Central Italian EQs since 1984 [66], with ΔT representing the anticipation time (in days), R
the distance (in km) between the epicenter and the ionosonde, and M the EQ magnitude.
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Figure 13. Ionosonde anomaly for the 9 November 2022 M5.7 Fano EQ (red square), compared to the
relationship between ΔT·R and M previously found by the analysis of the most powerful Central
Italian EQs since 1984 (red line and black squares).

4.3.2. Swarm Satellite Data Analysis

The analysis of satellite magnetic field data from the Swarm constellation has reported
two electromagnetic anomalies, which could be correlated with the Fano EQ. Specifically,
applying the MASS algorithm to the Swarm A satellite, considering the 90 days before the
EQ and 10 days after, an anomaly was detected 4 days after the EQ (Figure 14a), potentially
associated with the aftershock period. Another anomaly was also detected 75 days before
the EQ, very close to the edge of the analyzed track (Figure 14b).

Figure 14. Anomalies found 4 days after (a) and 75 days before the Fano EQ (b) by means of an
automatic search for magnetic anomalies 90 days before and 10 days after the EQ; MASS algorithm
(kt = 2.5) applied to Swarm A satellite. The anomalies are evidenced by coloured rectangles. The
vertical red line on the geographical map represents the satellite track.
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4.3.3. NOAA Satellite Data Analysis: Electron Burst Data Analysis

NOAA electron fluxes were analyzed two days before the EQ and on the event day.
Looking at the geomagnetic indices, the geomagnetic activity of these days was quite calm.
Then, some candidate EBs were observed over the expected regions. For example, a flux
of about 600 electrons cm−2 s−1 str−1 was observed in the NOAA-15 track on November
8 at a latitude of 50–55◦ around 20:40 UT, as shown by a red circle in Figure 15. Slight
perturbations of around 400 electrons cm−2 s−1 str−1 were also observed at the previous
eastward satellite trajectory, all occurring at around 19:00 UT. Thus, these two perturbations
anticipated the Central Italy EQ by 9.5 and 11.2 h, respectively.

Figure 15. Three-dimensional representation of the NOAA-15 semi-orbits on 8 November 2022; EB
evidenced by a red circle while the star identified the EQ epicenter.

5. Discussion

In this paper, precursor anomalies possibly associated with the 2022 ML = 5.7 Fano EQ
(Marche, Italy) were studied using a multiparametric and multilayer approach, including
seismic, atmospheric, and ionospheric parameters. The purpose of this multidisciplinary ap-
proach is to gather various contributions and connect them to identify the best LAIC model.

Although the resolutions of data are different, we are confident that, when we assimi-
late them at daily intervals (see Table 2), we can reconstruct a reliable cumulative number
of anomalies. The tracking of the cumulative number of anomalies in chronological order
reveals a distinctive behavior, as illustrated in Figure 16.

Table 2. List of anomalies detected for the case study of the Fano EQ. From right to left, it shows
the analyzed parameter, the day when the anomaly was identified, and the days of occurrence
relative to the mainshock. All anomalies appear from bottom (lithosphere) to top (atmosphere and
ionosphere). There is only one exception (indicated in bold): a satellite anomaly appears among the
atmospheric anomalies.

Parameter Date Days to Mainshock

R-AMR 11 September 2019 −1155
R-AMR 11 August 2021 −455

SKT 18 August 2022 −82
Swarm A mag. field 26 August 2022 −75

OLR 05 September 2022 −65
OLR 12 September 2022 −58
SKT 15 September 2022 −54

Ionosonde 31 October 2022 −9
Electron bursts 08 November 2022 −1

Swarm A mag. field 13 November 2022 +4
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Figure 16. In a comprehensive approach of the anomalies, the cumulative number of anomalies
for Fano EQ is shown here. It is possible to notice that the anomalies appear in time mostly from
below (seismic data in the lithosphere) to above (atmosphere and ionosphere). The red curve is an
exponential fit of the data.

An exponential fit (indicated by the red curve) accurately represents the overall
acceleration of anomalies. This collective progression of anomalies from different geolayers
cannot simply be attributed to chance and is probably associated with the preparation
phase of the Fano EQ. Furthermore, as highlighted in Table 2, most anomalies appear
chronologically from the lithosphere to the atmosphere and ionosphere. This pattern
suggests these can be defined as “thermodynamic anomalies”, related to a diffusive–
delayed coupling model likely driven by thermodynamic processes. Notably, there is
an ionospheric satellite anomaly (indicated in bold in Table 2) amidst the atmospheric
anomalies, which could be due to direct electromagnetic coupling between the lithosphere
and the ionosphere.

Based on the multiparametric and multilayer analysis, a long-term precursor in the
lithosphere was identified. For example, the R-AMR value showed its anomalous accel-
eration starting about three years before the EQ. From the analysis of atmospheric and
ionospheric parameters, anomalies were detected starting 82 days before the Fano EQ.
Specifically, the energetic particle signal from NOAA showed an anomaly one day before
the seismic event. The Swarm satellites detected an anomaly 75 days before the event
and another 4 days after, likely associated with aftershocks. An anomaly was recorded in
the ionosonde 9 days before the EQ, and atmospheric anomalies were mainly detected at
−82 days and −54 days. The number of anomalies in the atmosphere and ionosphere for
this EQ is comparable. This similarity suggests a LAIC behavior of the “thermodynamic”
or “diffusive–delayed” coupling, with progression from the lithosphere through the atmo-
sphere to the ionosphere. This progression might correspond to the chemical channel or
the acoustic gravity channel, as described in the Hayakawa model [1].

6. Conclusions

In conclusion, this study presents results from the retrospective analysis of the major
earthquake that occurred in Italy in November 2022, applying a multiparametric and multi-
layer approach. This approach involved analyzing data from different geophysical layers
(lithosphere, atmosphere, and ionosphere) engaged in the coupling process during the
earthquake preparation phase. In the ca. 1200 days preceding the Fano EQ, anomalies ap-
peared primarily from the lowest level (seismic data in the lithosphere) to the higher levels
(atmosphere and ionosphere), following an overall acceleration pattern. This confirms that
the observed anomalies, which originated during the EQ preparation phase and progressed
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thermodynamically from the lithosphere to the atmosphere and ionosphere, seem to be
consistent with the delayed coupling model. However, the presence of a satellite anomaly
between other atmospheric anomalies also seems to confirm the possibility of another
direct coupling. Therefore, the overall results would confirm a two-way LAIC model.
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Abstract: A joint analysis of solar wind, geomagnetic field, and earthquake catalog data showed that
before the catastrophic M = 7.8 and M = 7.5 Kahramanmaras earthquake sequence on 6 February
2023, a closed strong magnetic storm occurred on 7 November 2022, SYM/H = −117 nT. The storm
started at 08:04 UT. At this time, the high-latitudinal part of Turkey’s longitudinal region of future
epicenters was located under the polar cusp, where the solar wind plasma would directly access the
Earth’s environment. The time delay between storm onset and earthquake occurrence was ~91 days.
We analyzed all seven strong (M7+) earthquakes from 1967 to 2020 to verify the initial findings. A
similar pattern has been revealed for all events. The time delay between magnetic storm onset and
earthquake occurrence varies from days to months. To continue these investigations, a retrospective
analysis of seismic and other geophysical parameters just after preceded geomagnetic storms in the
epicenter areas is desirable.

Keywords: solar wind; geomagnetic storm onset; polar cusp; geospace weather; magnetic local
time; earthquake

1. Introduction

It has been found in some papers, for example [1–5] and references therein, that
earthquake occurrence may be preceded by a geomagnetic storm, which is one of Earth’s
most striking manifestations of solar wind activity. A lag time between a magnetic storm
onset and an earthquake occurrence varies; it could be about 2–6 days [1], 12–14 days [2],
26–27 days [3], several months [4], and for very large earthquakes (M7.5+), it may reach
up to multiple years [5]. Nevertheless, the idea of a relationship between earthquake
occurrence and a magnetic storm has been considered controversial up to now. In this
direction, the most famous and cited work is [6], where at a high statistical level, a hypothe-
sis was analyzed to see if the solarterrestrial interaction, as measured by sunspots, solar
wind velocity, and geomagnetic activity, might play a role in triggering earthquakes. The
authors of [6] counted the number of earthquakes occurring globally with magnitudes
exceeding chosen thresholds in calendar years, months, and days. Then, they ordered
these counts by the corresponding rank of the solarterrestrial variables’ annual, monthly,
and daily averages. A statistical significance of the difference between the earthquake
number distributions below and above the median of the solar–terrestrial averages was
estimated by χ2 and Student’s t-tests. They found no consistent and statistically signif-
icant distributional differences. When they introduced time lags (±5 days) between the
solar–terrestrial variables and the number of earthquakes, again, no statistically significant
distributional difference was found. Since they could not reject the null hypothesis of
no solar–terrestrial triggering of earthquakes, they concluded that there was insignificant
solar–terrestrial triggering of earthquakes. However, the results of [6] can be interpreted
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so that the Earth’s crust does not respond to solar events immediately or over the next
five days. In [7], a similar result was obtained for a limited territory (Anatolian Peninsula).
This work investigated the ratio of earthquakes that occurred during geomagnetically
disturbed days (Dst ≤ −30 nT) to those that occurred on geomagnetically quiet days using
data on 122,838 events with magnitudes from 3.0 to 7.9 that occurred from 1965 to 2005
in the Anatolian Peninsula. It was concluded: “As a result of all these data, a hypothesis
cannot be put forward which suggests that geomagnetic storms trigger earthquakes in
the Anatolian peninsula”. In the same work [7], the author concluded, “However, these
results should not hinder the conduct of further research. A global study on this subject can
potentially provide new approaches”. Indeed, a new, to some extent, approach (discussed
below) gives us a hint that the solar–terrestrial interaction has an impact on earthquake
occurrence, but its nature may not be a trigger. The basis for this approach is our previous
results [4], which showed that sometimes earthquakes can look like targeted earthquakes.
Namely, they may occur near the footprint in the Earth’s crust of those geomagnetic lines,
which were populated by high-energy electrons pouring out from the outer radiation belt
downwards at the time of geomagnetic storms, in other words, when conductivity in
surrounding media is increased. Increasing conductivity in the ionosphere, for example,
is a key parameter in the mathematical model [8], which considers the hypothesis of the
electromagnetic generation of earthquakes due to the influence of solar flare energy on
the ionosphere–atmosphere–lithosphere system and the intensification of telluric currents
in the lithosphere, including around tectonic faults. The essence of the model [8] is that
the absorption of solar flare radiation in the ionosphere creates additional ionization in it,
which is accompanied by the appearance of an additional electric current and an additional
electric field, which will ultimately lead to an increase in the telluric current in the Earth’s
crust. It has been well known for many decades that at the dayside of the high latitudes,
there is a funnel-shaped area (polar cusp) where the solar wind plasma has direct access to
the atmosphere. As summarized in [9], the polar cusp is a vital connection point for the
solar wind–magnetosphere–ionosphere interaction, where the plasma density irregularities
have a wide range of spatial scales. The reconnection of the solar wind magnetic field with
the geomagnetic field at the dayside magnetopause impacts the polar cusp through flux
transfer events that enhance ionospheric flow, input to the appearance of the field-aligned
currents, and auroral particle precipitation. Often, polar-orbiting spacecraft observe Alfven
waves with scale sizes perpendicular to the geomagnetic field of the order of an electron
skin depth [10]. In the cusp, the density of the neutral atmosphere is always increased,
on average, by one and a half times, relative to the density in neighboring areas [11,12].
From a magnetic field point of view, the polar cusp is a funnel-shaped region where the
high-latitude dayside (compressed) and nightside (elongated) magnetic field lines converge
toward the geomagnetic poles [13]. Cusps have small sizes and small ionospheric foot-
prints; nevertheless, they are essential in transferring solar wind energy, momentum, and
plasma to the atmosphere. The investigation of the penetration through the polar cusps
of the shocked solar wind is one of the primary science objectives of the Cluster mission,
which is composed of four identical spacecraft flying around the Earth [14]. The Cluster
data revealed [15] that most of the time, the cusp is located at magnetic latitudes ~75–80◦
and in a longitudinal region of 10–14 h magnetic ocal time (MLT). However, sometimes
its longitudinal extension may be more comprehensive, depending, for example, on the
length of the reconnection X-line at the magnetopause [16]. So, data from the Polar satellite
demonstrate [17] that the polar cusp may be between 8 and 16 h MLT. Considering the
above, it can be assumed that strong earthquakes can occur “targeted” in the longitudinal
region, in which its high-latitude area was located under the polar cusp at the time of the
arrival of the shocked solar wind (at the time of geomagnetic storm onset). Below, we test
this assumption.
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2. Materials and Methods

This study investigates earthquakes from the United States Geological Survey (USGS)
global seismological catalog (https://earthquake.usgs.gov/earthquakes/search/ accessed
on 20 February 2023), which presents the moment magnitude (Mw, hereafter referred to
as M for simplicity). The data on the solar wind parameters are taken from the OMNI
database (http://cdaweb.gsfc.nasa.gov, accessed on 20 February 2023), which was obtained
from current and past space missions and projects. From the World Data Center for
Geomagnetism, Kyoto (https://wdc.kugi.kyoto-u.ac.jp/ accessed on 20 February 2023), the
onset and intensity of the geomagnetic storms were revealed using the 1 h Dst (Disturbance
Storm Time Index) before 1981 and the 1 min “SYM-H” index after 1981, since the latter is
absent before 1981. The “SYM-H” index, measured at the Earth’s surface, is, in fact, the high-
resolution Dst index [18], allowing one to determine the onset and intensity of a magnetic
storm more precisely. According to [19], depending on the Dst value, geomagnetic storms
are classified into weak (Dst from −30 to −50 nT), moderate (Dst from −50 to −100 nT),
strong (Dst from −100 to −200 nT), powerful (Dst from −200 to −350 nT), and extreme (Dst
below −350 nT). Also, we used data on the storm sudden commencement—SSC, which
were obtained by the Observatorio del Ebro, Roquetes, Spain, from the web page (ftp:
//ftp.ngdc.noaa.gov/STP/SOLARDATA/suddencommencements/storm2.SSC, accessed
on 20 February 2023). We suggest that the occurrence of a strong earthquake may follow a
particular geomagnetic storm in only a specific longitudinal region (depending on the time
of geomagnetic storm onset). At this step, the method of investigation was manual (visual).
Since we know the date of the earthquake and the coordinates of its epicenter, we visually
determine those preceded by geomagnetic storms, during the beginning of which (in time
of SSC) the longitude of the earthquake epicenter was located under the polar cusp; that is,
the magnetic local time at the point of the future epicenter was within 8–16 h. The MLT is
often used to describe the position in near-Earth space because the longitude, which rotates
with the Earth, is not a helpful parameter for this (https://ecss.nl/item/?glossary_id=1619,
accessed on 20 February 2023). The MLT has a value of 0 (midnight) in the anti-sunward
direction, noon in the sunward direction, and 6 (dawn) and 18 (dusk) perpendicular to
the sunward/anti-sunward line. This system is essential for understanding phenomena
in geospace, such as the aurora, plasma motion, ionospheric currents, and associated
magnetic field disturbances, which are highly organized by Earth’s main magnetic field.
The MLT values were estimated using the online program (https://omniweb.gsfc.nasa.gov/
vitmo/cgm.html, accessed on 20 February 2023). In Table 1, the data on the nine analyzed
earthquakes are presented, and in Figure 1, the location of their epicenters is shown.

Figure 1. A map of strong earthquakes M ≥ 7.0 that occurred inside and around the Anatolian Plate
in 1967–2023. The orange indicates a depth of <30 km, and the yellow indicates earthquakes with a
depth of >30 km. An added epicenter of M = 6.1 occurred on 23 November 2022 and is discussed in
the text.
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Table 1. Data on strong M ≥ 7.0 earthquakes inside and around the Anatolian Plate, preceding
geomagnetic storms, magnetic local time at the area of an epicenter at the time of geomagnetic storm
onset, and lag time between storm onset and earthquake occurrence. Shades of gray indicate two
Prime events. in this manuscript. Everything starts with these two events.

Earthquake Catalog (USGS)
Geomagnetic Storm

(Date, Intensity, Time of Storm Onset, and
Positive SYM/H Index (nT)

Magnetic Local
Time in the

Epicenter at Time
of Storm Onset

(Hour)

Time Lag
between

Storm Onset
and EQ
(Days)

Date
Time (UTC) Lat./Long.

H
(km) M Date

Intensity
(nT) Class

Onset
(UTC)

1
6 February 2023,

01:17:34

37.226◦ N,
37.014◦ E 10 7.8

7 Novem-
ber

2022
−117 Strong +10 nT at

08:04 10.96 91

2
6 February 2023,

10:24:48

38.011◦ N,
37.196◦ E 7.4 7.5

7 Novem-
ber

2022
−117 Strong +10 nT at

08:04 10.97 91

3 30 October 2020,
11:51:27

37.897◦ N
26.784◦ E 21 7

2 August
2020 −39 Small +27 nT at

09:23 11.66 89

5 October
2020 −37 Small +1 nT at

08.12 10.48 25

4 23 October 2011,
10:41:23

38.721◦ N,
43.508◦ E

18 7.1

9 Septem-
ber

2011
−77 Moderate +74 nT at

13:16 16.63 44

17
Septem-

ber
2011

−43 Small +61 nT at
8:10 11.53 36

26
Septem-

ber
2011

−111 Strong +62 nT
at12:38 15.99 27

5
12 November
1999, 16:57:19

40.758◦ N,
31.161◦ E

10 7.2

22
Septem-

ber
1999

−166 Strong +33 nT at
12:34 15.27 51

21
October

1999
−211 Powerful +42 nT at

7:06 * 9.8 21

6 17 August 1999,
00:01:39

40.748◦ N,
29.864◦ E 17 7.6

16 April
1999 −123 Strong +10 nT at

11:25 14.04 123

15 August
1999 −44 Small +36 nT at

11:52 14.49 1.5

7 24 November
1976, 12:22:18

39.121◦ N,
44.029◦ E 36 7.3

30
October

1976
−57 Moderate +18 nT at

10:30 14.03 25

8 28 March 1970,
21:02:26

39.098◦ N
29.570◦ E

25 7.2

15
January

1970
−51 Small +20 nT at

9:30 12.2 72

27 March
1970 −52 Small +44 nT at

8:30 11.2 1.5

9 22 July 1967,
16:57:00

40.751◦ N,
30.8◦ E 30 7.3 25 May

1967 −387 Extreme +55 nT at
12:30 15.29 58

* marks the time of a dense solar wind flux arrival that resulted in a sharp increase in the solar wind dynamic
pressure at the magnetopause.

2.1. Case Study for M = 7.8 and M = 7.5 of 6 February 2023

Two catastrophic earthquakes in Turkey on 6 February 2023, M = 7.8 at 01:17:34 UTC
with epicenter 37.226◦ N, 37.014◦ E, 10.0 km depth, and M = 7.5 at 10:24:48 UTC with
epicenter 38.011◦ N, 37.196◦ E, 7.4 km depth, were preceded by a strong geomagnetic storm
on 7 November 2022, with the most significant negative “SYM/H” = −117 nT (Figure 2).
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This storm started at 08:04 UT with positive peak “SYM/H” = +10 nT. At this time, in the
area of the future M = 7.8 earthquake epicenter (37.226◦ N, 37.014◦ E), the magnetic local
time was equal to MLT = ~10.96 h, and in the area of the future M = 7.5 earthquake epicenter
(38.011◦ N, 37.196◦ E), it was equal to MLT = ~10.97 h. Thus, the storm on 7 November 2022,
met a given criterion: at the time of its onset, the high-latitude part of the longitudinal
region where, in the future, the Kahramanmaras earthquake sequence occurred was located
under the polar cusp.

Figure 2. The 1 min data on the geomagnetic “SYM/H” index from 1 November 2022 to 10 February
2023; on the right, a Red line marks the date of the M = 7.8 and M = 7.5 Kahramanmaras earthquake
sequence on 6 February 2023; on the left, a preceding geomagnetic storm on 7 November 2022,
is indicated.

To consider in more detail the solar wind (space weather) parameters that provoked
this geomagnetic storm and then earthquakes (as we suppose), let us consider Figure 3,
which presents not only the “SYM/H” index but also the solar wind proton density, solar
wind dynamic pressure at the magnetopause, and the vertical component of the solar wind
magnetic field (interplanetary magnetic field) in the GSM coordinate system (Bz_GSM),
which is a critical parameter for development of a magnetic storm. In this plot, we show
data from the OMNI database for only a short time interval (6–9 November 2022) for
better visualization. It can be seen from Figure 3 that on 7 November 2022, at 06:25 UT,
the “SYM/H” index changed its value from negative to positive and reached its positive
peak at 08:04 UT. The solar wind flux density (n) and, accordingly, the dynamic pressure
of the solar wind on the dayside magnetopause (P) also started to increase and reached
their peaks on 7 November 2022, at 10:23 UT (n = 27.88 cm−3, P = 8.81 nPa). A change
in the orientation of the vertical component of the interplanetary magnetic field Bz_GSM
from positive to negative (at which an effective reconnection of the solar wind magnetic
lines with geomagnetic lines occurs) began at 09:31 UT. At 10:37 UT, the “SYM/H” index
changed its value from positive to negative (the main phase of the geomagnetic storm
started). Thus, the initial phase of the magnetic storm on 7 November 2022 lasted from
~08:04 UT to ~10:37 UT. At 10:37 UT, the magnetic local time in the areas of the future
Kahramanmaras earthquake sequence was equal to 13.51 h and 13.52 h, respectively. This
means that during the initial storm phase, the high-latitudinal area of the Kahramanmaras
longitudinal region was located under the polar cusp. The time delay between geomagnetic
storm onset and earthquake occurrence equals ~91 days (Table 1).

To check and confirm that the result obtained for the Kahramanmaras earthquake
sequence is not random, we carried out a similar analysis for the other seven strong M ≥ 7.0
earthquakes inside and around the Anatolian Plate (Table 1, Figure 1).
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Figure 3. rom bottom to top: The 1 min data on the geomagnetic “SYM/H” index, the pressure
of the solar wind at the magnetopause, solar wind protons density, and the vertical component of
the interplanetary magnetic field in the GSM coordinate system (Bz_GSM) in the Earth’s orbit for
6–9 November 2022, from the OMNI database.

2.2. Case Study of M = 7.0 of 30 October 2020

On 30 October 2020, a strong M = 7.0 earthquake occurred in the Aegean Sea at
11:51:27 UTC with coordinates of the epicenter 37.897◦ N, 26.784◦ E, at a depth of 21.0 km.
This earthquake was preceded by two sequential small magnetic storms (Figure 4), which
satisfied the chosen criteria: at the time of geomagnetic storm onset, the high-latitudinal area
of the longitudinal region of the earthquake epicenter was located under the polar cusp.

The first such minor geomagnetic storm started on 2 August 2020, at 09:23 UT with a
positive “SYM/H” = +27 nT and reached its most significant negative “SYM/H” = −39 nT
on 3 August at 03:31 UT (Figure 5). In the initial phases of this storm, the magnetic local
time around the future epicenter (37.897◦ N, 26.784◦ E) was equal to MLT = ~11.66 h. Thus,
at the time of this storm’s onset, the high-latitude part of the longitudinal region, where the
M = 7.0 earthquake later occurred, was located under the polar cusp. The delay between
this magnetic storm onset and earthquake occurrence equals ~89 days (Table 1).
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Figure 4. The 1 min data on the geomagnetic “SYM/H” index for 27 July–30 October 2020; on the
right, a red line marks the date of the M = 7.0 earthquake on 30 October 2020 (37.897◦ N, 26.784◦ E); on
the left, parameters of two small geomagnetic storms, which satisfied the given criteria, are indicated.

 
Figure 5. From bottom to top: The 1 min data on the geomagnetic “SYM/H” index, the dynamic
pressure of the solar wind at the magnetopause, and the solar wind proton density for 1–3 August
2020; a red line marks the positive peaks in the solar wind and geomagnetic field parameters on
2 August 2020, at 09:23 UT.

The second small geomagnetic storm “SYM/H” = −37 nT on 5 October 2020, at
22:38 UT, started on 5 October at 08:12 UT with a sudden jump in the “SYM/H” index from
−9 nT to +1 nT (Figure 6). In the initial phases of this storm (08:12 UT), the magnetic local
time in the area of the future epicenter (37.897◦ N, 26.784◦ E) was equal to MLT = 10.48 h.
Thus, this storm met a given criterion: at the time of its onset, the high-latitude part of the
longitudinal region, where in the future the M = 7.0 earthquake occurred, was located under
the polar cusp. The delay between this magnetic storm onset and earthquake occurrence
equals ~25 days (Table 1).
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Figure 6. rom bottom to top: The 1 min data on the geomagnetic SYM/H index, the dynamic pressure
of the solar wind at the magnetopause, and the solar wind proton density for 5–6 October 2020; a red
line marks a sharp positive jump in the solar wind and geomagnetic field parameters on 5 October
2020, at 08:12 UT.

2.3. Case Study of M = 7.1 of 23 October 2011

On 23 October 2011, a strong M = 7.1 earthquake occurred at 10:41:23 UTC with coordi-
nates of the epicenter 38.721◦ N, 43.508◦ E, at a depth of 18.0 km. This event was preceded
by three geomagnetic storms in September 2011 with clear, sudden onsets (Figure 7).

Figure 7. The 1 min data on the geomagnetic “SYM/H” index from 7 September 2011 to 24 October
2011; on the right, a red line marks the date of the M7.1 earthquake on 23 October 2011 (38.721◦ N,
43.508◦ E); on the left, sudden onsets of the three preceding geomagnetic storms are indicated.

The first moderate storm, “SYM/H” = −77 nT, started on 9 September at 13:16 UT
with positive “SYM/H” = +74 nT; the second weak storm, “SYM/H”= −43 nT, started on
17 September at 08:10 UT with positive “SYM/H” = +61 nT; and the third strong storm,
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“SYM/H” = −111 nT, started on 26 September at 12:38 UT with positive “SYM/H” = +62 nT.
In the initial phases of these three geomagnetic storms, the MLT values in the area of
the future epicenter (38.721◦ N, 43.508◦ E) were equal to ~16.63 h, 11.53 h, and 15.99 h,
respectively. Thus, in the initial phase of these geomagnetic storms, the high-latitude area
of the longitudinal region where the M = 7.1 earthquake occurred was located near the
cusp at the time of the first and the third magnetic storms, while being strictly under the
cusp at the time of the second storm. The lag times between the magnetic storm onsets and
earthquake occurrence are equal to ~44, ~36, and ~27 days, respectively (Table 1).

2.4. Case Study for M = 7.2 of 12 November 1999

On 12 November 1999, a strong M = 7.2 earthquake occurred at 16:57:19 UTC with
coordinates of the epicenter 40.758◦ N, 31.161◦ E, at a depth of 10.0 km. It was preceded by
a strong geomagnetic storm on 22 September 1999, “SYM/H” = −166 nT, and a powerful
one on 21 October 1999, “SYM/H” = −211 nT (Figure 8).

Figure 8. The 1 min data on the geomagnetic “SYM/H” index from 15 September 1999 to November
15, 1999; on the right, a red line marks the date of the M = 7.2 earthquake on 12 November 1999
(40.758◦ N, 31.161◦ E); on the left, two preceding geomagnetic storms are indicated.

Below, we analyze these two storms in more detail. Figure 9 shows that the first
storm started on 22 September 1999, at 12:34 UT, due to the arrival of a dense solar wind
proton flux (upper panel), which increased dynamic pressure at the magnetopause (middle
panel). At the time of storm onset, a magnetic local time around the future epicenter
(40.758◦ N, 31.161◦ E) was equal to MLT = 15.27 h; that is, the high-latitude part of the
M = 7.2 epicenter longitudinal region (31.161◦ E) was under the cusp. The delay time
between the geomagnetic storm onset and earthquake occurrence equals ~51 days (Table 1).

Besides this, Figure 9 shows that during this storm, the second arrival of a dense
solar wind flux occurred, which resulted in increasing positive “SYM/H” up to +71 nT at
20:12 UT. It is not difficult to estimate that this time, the high-latitude part of an American
longitudinal region was located under the polar cusp; one could expect a strong earthquake
in this region. Indeed, according to the USGS seismic catalog, three strong earthquakes
occurred here, namely, M = 7.5 in Mexico (16.059◦ N, 96.931◦ W) on 30 September 1999,
with a time lag of ~8 days; M = 7.1 in California (34.603◦ N, 116.265◦ W) on 16 October 1999
with a time lag of ~24 days, and M = 7.0 at Alaska (57.342◦ N, 154.347◦ W) on 6 December
1999 with a time lag of ~75 days.
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Figure 9. From bottom to top: The 1 min data on the geomagnetic “SYM/H” index, the dynamic
pressure of the solar wind at the magnetopause, and the solar wind proton density for 22–23 Septem-
ber of 1999; a red line marks a sharp increase in these parameters, which started on 22 September
1999, at 12:34 UT.

In Figure 10, we show the solar wind parameters for the powerful geomagnetic storm
with “SYM/H” = −219 nT, which started on 21 October 1999, at 23:41 UT, with positive
“SYM/H” = +42 nT. It is not difficult to calculate that at this time (23:41 UT), the high-
latitude part of the longitudinal region ~125–245 E could be located under the polar cusp
if it is between 8 and 16 h. Again, one could expect strong earthquakes in this region,
which is indeed what happened. According to the USGS seismological catalog, on 19
November 1999, an M = 7.0 event occurred in Papua New Guinea (6.351◦ S, 148.763◦ E), a
time lag of ~29 days; on 26 November 1999, an M = 7.5 event occurred in Vanuatu (16.423◦ S,
168.214◦ E), a time lag of ~36 days; and on 6 December 1999, an M = 7.0 event occurred in
Alaska (57.342◦ N, 154.347◦ W = 205.653 E), a time lag of ~46 days.

Besides this, Figure 10 shows that at the negative peak of the main phase of this
powerful magnetic storm, the arrival of a dense solar wind flux occurred, which resulted in
a sharp increase in the solar wind dynamic pressure at the magnetopause up to 35 nPa on
22 October 1999, at 07:06 UT. At this time, a magnetic local time in the area of the future
epicenter (40.758◦ N, 31.161◦ E) was equal to MLT = 9.8 h; that is, the high-latitude part
of the M = 7.2 epicenter longitudinal region (31.161◦ E) was under the polar cusp. The
arrival of this dense solar wind flux could add some energy to the region of earthquake
preparation. The delay between the arrival of a dense solar wind flux on 22 October 1999
at 07:06 UT and the M = 7.2 earthquake occurrence on 12 November 1999 was equal to
~21 days (Table 1).
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Figure 10. From bottom to top: The 1 min data on the geomagnetic “SYM/H” index, the dynamic
pressure of the solar wind at the magnetopause, and the solar wind proton density in the Earth’s
orbit for 21–22 October 1999. The red line marks the arrival of a dense solar wind flux.

2.5. Case Study for M = 7.6 of 17 August 1999

On 17 August 1999, a catastrophic M = 7.6 earthquake occurred at 00:01:39 UT with
epicenter coordinates 40.748◦ N, 29.864◦ E, at a depth of 17 km. This earthquake was
preceded by a strong magnetic storm “SYM/H” = −123 nT on 16 April 1999 (Figure 11).
According to the Observatorio del Ebro, Roquetes, Spain, the sudden onset of this storm
(SSC) occurred at ~11:25 UT on 16 April 1999, with a positive “SYM/H” = +10 nT, which
then increased up to “SYM/H” = +63 nT at ~14:49 UT. During geomagnetic storm onset
(SSC at ~11:25 UT), the magnetic local time at the territory of the future epicenter (40.748◦ N,
29.864◦ E) was equal to MLT = ~14.04 h. The high-latitude zone of the longitudinal region
in which the M = 7.6 occurred was under the polar cusp.

Figure 11. The 1 min data on the geomagnetic “SYM/H” index from 1 April 1999 to 31 August
1999; on the right, a red line marks the date of the M = 7.6 earthquake on 17 August 1999 (40.748◦ N,
29.864◦ E); on the left, a preceding geomagnetic storm on 16 April 1999 is indicated.
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Besides this, an analysis of the solar wind and geomagnetic field behavior before the
earthquake on 17 August 1999 has revealed (Figure 12) that on the eve of the M = 7.6 event,
the positive value of the “SYM/H” index sharply increased up to 36 nT on 15 August
1999, at 11:52 UT (almost the same time as for SSC on 16 April 1999). A small geomagnetic
storm (“SYM/H” = −44 nT) started. At 11:52 UT, the magnetic local time at the territory of
the future epicenter (40.748◦ N, 29.864◦ E) was equal to MLT = ~14.49 h; that is, the high-
latitude area of the epicenter longitudinal region was under the polar cusp. Considering
two geomagnetic storms that preceded the M = 7.6 earthquake, one may conclude that
the delay times between storm onsets and earthquake occurrence were equal to ~123 and
~1.5 days, respectively (Table 1). Again, it seems that the arrival of the dense solar wind
flux on 15 August 1999, at 11:52 UT, could add some energy to the region of earthquake
preparation, which could start after a magnetic storm onset on 16 April 1999, at ~11:25 UT.

Figure 12. From bottom to top: The 1 min data on the “SYM/H” index, the dynamic pressure of the
solar wind at the magnetopause, and the solar wind proton density in the Earth’s orbit for 15–17
August 1999; on the right, a red line marks the date of the M = 7.6 earthquake on 17 August 1999
(40.748◦ N, 29.864◦ E); on the left, the date of a sharp jump in the solar wind and geomagnetic field
parameters on 15 August at 11:52 UTC is indicated.

2.6. Case Study for M = 7.3 of 24 November 1976

On 24 November 1976, a strong M = 7.3 earthquake occurred at 12:22:18 UT with
coordinates of the epicenter 39.121◦ N, 44.029◦ E, at a depth of 36.0 km. This event was
preceded by a moderate geomagnetic storm (Dst= −57 nT) that started on 30 October 1976,
at 10:30 UTC, with positive Dst = +18 nT (Figure 13). At this time, the magnetic local time
in the area of the future epicenter (39.121◦ N, 44.029◦ E) was equal to MLT = 14.03 h. The
high-latitude zone of the longitudinal region where the M = 7.3 earthquake occurred was
located under the polar cusp. The delay between the magnetic storm onset and earthquake
occurrence equals ~25 days (Table 1).
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Figure 13. The 1 h data on the Dst index in 1976 from 28 October to 29 November; on the right, a
black line marks the date of the M = 7.3 earthquake on 24 November 1976 (39.121◦ N, 44.029◦ E); on
the left, the start of a preceding geomagnetic storm on 30 October 1976 at 10:30 UTC is indicated.

2.7. Case Study for M = 7.2 28 March 1970

On 28 March 1970, a strong M = 7.2 earthquake occurred at 21:02:26 UT with coordi-
nates of the epicenter 39.098◦ N, 29.570◦ E, at a depth of 25.0 km. This event was preceded
by three geomagnetic storms in January–March 1970 (Figure 14).

Figure 14. From bottom to top: The 1-h data on the geomagnetic Dst index, the dynamic pressure of
the solar wind at the magnetopause, and the solar wind proton density from 10 January to 1 April
1970; on the right, a black line marks the date of the M = 7.2 earthquake on 28 March 1970 (39.098◦ N,
29.570◦ E); on the left, preceding geomagnetic storms are indicated.

The first weak geomagnetic storm (Dst = −51 nT) started on 15 January at about
09:30 UT (positive Dst = +20 nT). At this time, the magnetic local time in the area of the
future epicenter (39.098◦ N 29.570◦ E) was equal to MLT = ~12.2 h. Thus, this storm met
a given criterion: at the time of its onset, the high-latitude part of the longitudinal region
where the M = 7.2 earthquake later occurred was located under the polar cusp. The delay
between this magnetic storm onset and earthquake occurrence equals ~72 days.

The second powerful storm (Dst = −284 nT) had no clear initial phase. However, at
the negative peak of the main phase of this powerful magnetic storm, the arrival of a dense
solar wind flux occurred, which resulted in a sharp increase in the solar wind dynamic
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pressure at the magnetopause up to 32 nPa on 8 March at 19:30 UT. It is not difficult to
understand that at this time, the high-latitude area of the American longitudinal region
was under the polar cusp. Three strong earthquakes occurred here with a time lag of 52,
84, and 145 days. The first M = 7.3 occurred in Mexico on 29 April 1970, and the other two
occurred in Peru: M = 7.9 on 31 May and M = 8.0 on 31 July.

The third weak magnetic storm (Dst= −50 nT) started on 27 March at 08:30 UT (positive
Dst = +44 nT). At this time, the magnetic local time in the area of a considered epicenter
(39.098◦ N, 29.570◦ E) was equal to MLT = ~11.2 h. The high-latitude area of the longitudinal
region in which the M = 7.2 earthquake occurred was located under the polar cusp. The
delay times between two small magnetic storms’ onset (15 January and 27 March 1970) and
earthquake occurrence on 28 March equal ~72 and ~1.5 days, respectively (Table 1). Again,
it seems that as a small magnetic storm started on 27 March 1970, at 08:30 UT, it could add
some energy to an area of M = 7.2 earthquake preparation, which could start after a small
magnetic storm on 15 January 1970, at ~09:30 UT.

2.8. Case Study for M = 7.3 of 22 July 1967

On 22 July 1967, a strong M = 7.3 earthquake occurred at 16:57 UT with coordinates of
the epicenter 40.751◦ N, 30.8◦ E, at a depth of 30.0 km. This seismic event was preceded by
an extreme geomagnetic storm (Dst = −387 nT) starting on 25 May 1967, at 12:30 UT, from a
sudden positive increase in the Dst index to +55 nT. Figure 15 presents the 1 h Dst data for
10 May–25 July 1967. At the time of the magnetic storm onset (12:30 UT), the magnetic local
time in the area of the future epicenter (40.751◦ N, 30.8◦ E) was equal to MLT = ~15.29 h.
Thus, this storm met a given criterion: at the time of its onset, the high-latitude part of the
longitudinal region where the M = 7.3 earthquake later occurred was located under the
polar cusp. The time delay between an extreme magnetic storm on 25 May 1967 and the
M = 7.3 earthquake on 22 July 1967 was equal to ~58 days (Table 1).

Figure 15. The 1 h data on the geomagnetic Dst index for 10 May–25 July 1967; on the right, a black
line marks the date of the M = 7.3 earthquake on 22 July 1967 (40.751◦ N, 30.8◦ E); on the left, a
preceding geomagnetic storm on 25 May 1967 is indicated.

3. Discussion and Conclusions

One of the still-open questions to the Earth and space community is how the energy
of the geospace environment impacts lithospheric processes. Some papers show that solar
flare X-ray radiation, coronal mass ejections, and geomagnetic storms may precede the
occurrence of earthquakes ([1–8,20–23] and references therein). Many years of statistical
searching in this direction have led to a mathematical model [8] that considers a hypothesis
of electromagnetic earthquakes being triggered by a sharp rise of telluric currents in the
lithosphere, including crust faults, due to the interaction of solar flare X-ray radiation with
the ionosphere–atmosphere–lithosphere system. Recently, the authors of [24] have investi-
gated the level of the geomagnetically induced current index (GIC) in the Mediterranean
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region during the strongest magnetic storms of solar cycle 24 (2008–2019). The GIC index
is a proxy of the geoelectric field, calculated entirely from geomagnetic field variations.
Their results showed that the GIC index increased during the magnetic storm events in the
24th solar cycle, and its increase appears simultaneously with the SSC occurrence, which
agrees with other GIC studies for low and middle latitudes, e.g., [25]. In the mathematical
model [8], a critical point is the increase in the ionosphere’s radiation and conductivity.
In the approach to explain an increase in global seismic activity in the solar minimums,
again, a critical point is an increase in radiation and conductivity of the upper troposphere
and lower stratosphere, produced by the galactic cosmic rays [26,27], whose intensity
increases in solar minimums. It has been found recently [4] that strong earthquakes may
appear addressed (targeted) because they occur near the footprints of certain geomagnetic
lines belonging to a newly created radiation belt into the lower magnetosphere when the
high-energy electrons in the outer radiation belt spill down due to a geomagnetic storm.
Again, the critical point for this effect may be an increase in radiation and conductivity in
the mesosphere and upper stratosphere due to the precipitation of energetic electrons from
the radiation belt up to the stratopause, as shown in [28]. The above suggests that active
space weather can provoke strong earthquakes in those longitudinal regions above which a
near-space environment, including geomagnetic lines, can be sufficiently populated with
charged particles (be conductive). On Earth, there are two places where geomagnetic lines
may constantly be filling with charged particles. These are the polar cusps where the solar
wind plasma would directly access the atmosphere [9–17]. The magnetic local time deter-
mines the length of the polar cusps in longitude, and its largest extension is expected to be
between 8 and 16 h MLT [17]. Due to the Earth’s rotation, different longitudinal regions are
located under the polar cusps during the arrival of the shocked solar wind flows. Thus,
an idea was formed to check whether, after the magnetic storm, strong earthquakes will
be more likely to occur in that longitudinal region, where its high-latitudinal area was
located under the cusp when a shocked solar wind arrived (in time of SSC). Our analyses
of nine strong (M ≥ 7.0) earthquakes inside and around the Anatolian Plate, including the
M = 7.8 and M = 7.5 Kahramanmaras earthquake sequence on 6 February 2023, proved this
suggestion. Moreover, for each of the other seven earthquakes, which occurred here from
1967, we could also identify preceding geomagnetic storms that met a given criterion: the
magnetic local time (MLT) at an area of a future epicenter was between 8 and 16 h at the
time of geomagnetic storm onset. The results showed (Table 1) that before four earthquakes
(M = 7.8 and M = 7.5 on 6 February 2023, M = 7.3 on 24 November 1976, and M = 7.3 on 22
July 1967), there was only one geomagnetic storm with a given criterion (strong, moderate,
and extreme, respectively). Before four earthquakes (M = 7.0 on 30 October 2020; M = 7.2
on 12 November 1999; M = 7.6 on 17 August 1999; and M = 7.2 on 28 March 1970), there
were two magnetic storms with a given criterion (small + small, strong + powerful, strong
+ small, and small + small, respectively). Before one seismic event (M = 7.1 on 23 October
2011), there were three consecutive magnetic storms with a given criterion (moderate, small,
and strong). The lag time between a magnetic storm onset and earthquake occurrence
varied from ~1.5 days (two cases: M = 7.6 on 17 August 1999, and 28 March 1970, when two
magnetic storms preceded earthquakes) to 123 days (one case for the M = 7.6 on 17 August
1999, preceded by two magnetic storms). On average, the delay is equal to ~50 days.

Observed long delays between geomagnetic storm onset and earthquake occurrence
may tell us that space weather phenomena do not trigger earthquakes immediately. Instead,
the solar wind stimulates the lithosphere processes that we see, which then, with a time
delay, result in earthquakes. These processes may be related to geoelectricity, for example.
So, the authors of [29] investigated seismicity and geoelectric potential changes, possibly
associated with the seismic swarm activity in the Izu Island region, Japan, which took
place in June–September of 2000. They showed that a swarm activity was preceded by
pronounced electrical activity with innumerable signals that started two months before the
swarm onset. The authors [30] also revealed a time delay for the ULF geomagnetic anomaly
associated with the 2000 Izu Islands earthquake swarm. Namely, about three months
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before the beginning of swarm activity, the local signal level around the magnetometer
associated with crustal activity (such as the vibration of the ground) was slightly enhanced.
A similar result was obtained in [31] for the M = 7.8 earthquake at the Anatolian Fault
on 6 February 2023. The authors of [31] performed a natural time analysis (NTA) of the
seismicity preceding the Kahramanmaras earthquake doublet. They revealed a minimum
fluctuation of the order parameter of seismicity that ended on 18 October 2022, pointing to
the initiation of seismic electrical activity. This occurred almost three and a half months
before the M = 7.8 earthquake. Table 1 shows that this earthquake occurred three months
(91 days) after the start of the geomagnetic storm on 7 November 2022. There may be a
connection between the initiation of seismic and electrical activity detected in [31] and
the geomagnetic storm that occurred. If such a connection could be strictly established,
it could provide direct evidence of the contribution of space weather to the earthquake
preparation process.

Also, a time delay could appear if the shocked solar wind influences the upward lifting
of fluids, which are active participants in tectonic earthquakes [32]. We cannot know what
happens to fluids at a depth of the earthquake source, but we can expect that sometimes (in
exceptional situations), the effects of fluids can manifest themselves at the Earth’s surface.
It is possible that one of these exceptions was the sharp emanation of radon before the
M = 6.9 earthquake in Kobe, Japan, on 16 January 1995 [33].

If the idea with fluids is true, then, depending on the fragmentation of the lithosphere
in different places, the time duration of fluid rise could vary. It is possible that such a
situation occurred after the magnetic storm on 7 November 2022. It is shown above that the
Kahramanmaras earthquake doublet occurred 91 days after the magnetic storm. However,
16 days after the storm, on 23 November 2022, an earthquake M = 6.1 occurred in the north
of the Anatolian Fault, with epicenter coordinates 40.836◦ N, 30.983◦ E (Figure 1). Here, in
the recent past, three strong events occurred, namely, M = 7.6 on 17 August 1999, M = 7.2
on 12 November 1999, and M = 7.2 on 22 July 1967. It is possible that previous strong
earthquakes caused the conditions created in this fault area, and the rise of fluids was
facilitated here.

If this proves to be true, in the frame of our investigation, the next question could be:
“How is it possible that the fluid uplifting happens very efficiently only in the time sector of
a cusp and is not efficient in all other longitudinal sectors?” To our mind, the processes into
the cusp could give us a small hint. So, the CHAMP and DMSP satellites discovered that
the density of the neutral atmosphere in the cusp funnel is always increased, on average,
by one and a half times relative to the density in neighboring areas [11,12]. A leading
candidate driver mechanism for explaining the density anomaly in the cusp involves soft
auroral precipitation driving neutral upwelling. The authors of [12] say: “Our preferred
explanation is that dayside reconnection fuels Joule heating of the thermosphere causing
air upwelling and at the same time heating of the electron gas that pulls up ions along
affected flux tubes”. Thus, in the outer geospheres (magnetosphere, ionosphere), the rise
of thermospheric gases occurs most effectively in the polar cusp funnel. In the middle
geosphere (troposphere), the upward rise of air masses occurs, as we know, most effectively
in the funnel of an atmospheric tornado. Suppose the processes in different geospheres
are electrically interconnected. In that case, it is possible that the solar wind energy
received by a beam of geomagnetic lines in the polar cusp will be delivered to the inner
geospheres precisely along these geomagnetic lines (via Alfven waves, for example). Then,
the upward rise of intra-terrestrial gases (fluids) can also occur along the bundle of these
specific geomagnetic lines, and earthquakes will occur “targeted” at the footprint of these
geomagnetic lines. The journey of intra-terrestrial fluids from the deep Earth is a fascinating
process. As they move upward, they create fractures, mainly in the upward direction, as
the rock overburden finishes and becomes less resistant to gas-pressure fracturing. These
fractures then serve as conduits through the solid lithosphere [34]. By holding the faces
apart, gas inflow into fault lines significantly reduces internal friction, thereby facilitating
earthquakes. When these fluids reach near-surface pressure, they transform into invisible
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gases such as methane, carbon dioxide, hydrogen sulfide, hydrogen, nitrogen, helium, and
various trace gases like radon [35,36].

Electrical coupling between an external and internal geosphere is expected; it is
suggested in [37] that the process of earthquake preparation and realization could be
related to the functioning of the global electric circuit (GEC). One of the main characteristics
of the GEC is a unitary variation—a dependence of the fair-weather electric field on
universal time, called the Carnegie curve, which demonstrates a steady increase of the
electric field in fair-weather regions at ~19:00 UT. It was revealed in [38,39] that the global
seismic activity also shows a unitary variation, which correlates relatively strongly with the
Carnegie curve. It is shown in [40] that statistically significant anomalous changes appear
simultaneously before major earthquakes in independent datasets of different geophysical
observables. Therefore, the authors of [37,39] noted that electromagnetic monitoring of
earthquake-prone areas is needed to identify and verify these precursory changes in future
major earthquakes. Besides this, a retrospective analysis of the solid-earth parameters in
the epicenter areas after identifying preceding geomagnetic storms is desirable.
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Abstract: The statistical analysis of the impact of the top 50 X-class solar flares (1997–2024) on global
seismic activity as well as on the earthquake preparation zones located in the illuminated part of the
globe and in an area of 5000 km around the subsolar point was carried out. It is shown by a method
of epoch superposition that for all cases, an increase in seismicity is observed, especially in the region
around the subsolar point (up to 33%) during the 10 days after the solar flare in comparison with
the preceding 10 days. The case study of the aftershock sequence of a strong Mw = 9.1 earthquake
(Sumatra–Andaman Islands, 26 December 2004) after the solar flare of X10.16 class (20 January
2005) demonstrated that the number of aftershocks with a magnitude of Mw ≥ 2.5 increases more
than 17 times after the solar flare with a delay of 7–8 days. For the case of the Darfield earthquake
(Mw = 7.1, 3 September 2010, New Zealand), it was shown that X-class solar flares and M probably
triggered two strong aftershocks (Mw = 6.1 and Mw = 5.9) with the same delay of 6 days on the Port
Hills fault, which is the most sensitive to external electromagnetic impact from the point of view of the
fault electrical conductivity and orientation. Based on the obtained results, the possible application
of natural electromagnetic triggering of earthquakes is discussed for the earthquake forecast using
confidently recorded strong external electromagnetic triggering impacts on the specific earthquake
preparation zones, as well as ionospheric perturbations due to aerosol emission from the earthquake
sources recorded by satellites.

Keywords: solar flare; geomagnetic field variations; geomagnetically induced currents; electromagnetic
earthquake triggering; aerosol emission; short-term earthquake forecast

1. Introduction

The problem of a possible relation between solar activity and the Earth’s seismicity has
been discussed over 170 years [1–9], with references therein. Despite a fairly large number
of publications devoted to research on the possible influence of the Sun on seismic processes,
a final conclusion about the possibility of earthquakes (EQs) being triggered by solar flares
(SFs) or geomagnetic storms has not yet been reached. The results obtained to date are
fuzzy and contradictive, and some authors deny the real existence of interrelationships
between the processes in the Sun and in the lithosphere that resulted in the occurrence of
EQs [10,11].

It should be noted that all the studies mentioned above employed only a statistical
approach to the analysis of geophysical and seismological data when the hypothesis of the
presence or absence of a possible correlation (positive or negative) between solar activity
and Earth’s seismicity was tested. The physical mechanisms of solar–terrestrial relations
that resulted in the possible triggering of EQs were not considered in detail, and their
possible existence was only indicated phenomenologically when a statistically significant
relationship has been found between solar activity and the response of the Earth’s seismicity.
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Such a simplified approach to the study of the solar–terrestrial relationships may provide
false results and incorrect conclusions, and no practical recommendations may be proposed
for seismic risk mitigation.

In contrast to a pure statistical approach, the study of Sorokin et al. [12] considers a pos-
sible physical mechanism of earthquake (EQ) triggering by electromagnetic (EM) impacts
on the area of EQ preparation due to X-ray radiation from SFs. This idea has been proposed
in Sorokin et al. [5] and Novikov et al. [7], when it was numerically demonstrated that
due to the interaction of SF X-ray radiation with the ionosphere–atmosphere–lithosphere
system, strong geomagnetic field pulsations occur, resulting in the sharp rise of geomagnet-
ically induced currents (GICs) in the conductive crust faults. It is known that EQs can be
triggered by strong variations in both natural and artificial electric currents in the Earth’s
crust as a result of the interaction of EM and electric fields with rocks and faults under
subcritical stress–strain state [13].

The results of numerical studies obtained in Sorokin et al. [12] using the developed
physical model and computer code indicate that after an X-class SF (with peak radiation
flux ≥10−4 W/m2), geomagnetic field pulsations up to 100 nT can occur, and the density
of GICs in the conductive layer of the lithosphere can rise to 10−8–10−6 A/m2. In this
case, the current pulse duration is about 100 s and the duration of the current rise front is
~10 s. These values are 2–3 orders of magnitude higher than the average density of telluric
currents in the lithosphere [14] and they are comparable with the parameters of electric
current pulses generated in the lithosphere (10−7–10−8 A/m2) by artificially pulsed sources
of electrical energy [13]. It should be noted that the injections of electrical impulses into the
Earth’s crust in seismically active regions result in the EM triggering of weak EQs and the
regional spatiotemporal redistribution of seismicity in the Pamirs and Northern Tien Shan.
This means that strong SFs providing an energy flux density above 0.005 J/m2 are also
capable of triggering EQs in seismically hazardous regions, as was assumed in [7,12,15].
This conclusion is confirmed by cases of observation of magnetic pulses before an EQ [16,17]
similarly to the obtained numerical estimates of magnetic pulses generated by X-rays of SF
provided telluric current pulses in the conductive layer of the lithosphere, as well as the
case of observation of a sharp increase in global and regional seismicity (Greece) after the
SF of X13.37 class that occurred on 6 September 2017 [7].

For additional verification of numerical results obtained with the application of the
physical model of the Sun–Earth interaction [12], we carried out the statistical analysis of the
impact of the top 50 X-class SFs on global seismic activity, the EQs located on the illuminated
part of the globe and the EQs located in an area of 5000 km around the subsolar point (SSP).
We demonstrated that in all cases, an increase in seismicity is observed, especially in the
region around the SSP (up to 33%) during the 6–8 days after the SF. Moreover, we found
that the maximum seismic sensitivity to the SF impact is observed in the aftershock area of
the strong EQ. The case study of the aftershock sequence behavior of strong Mw = 9.1 EQ
(Sumatra–Andaman Islands, 26 December 2004) after the X10.16-class SF (20 January 2005,
peak radiation flux is 10.16 × 10−4 W/m2) demonstrated that starting from the 7th day
after the SF, the number of aftershocks with a magnitude of Mw ≥ 2.5 increased more than
20 times by the 8th day and returned to the background level within the following two
days. In addition, we consider the case of the Darfield EQ (4 September 2010, Mw = 7.1,
New Zealand) with two strong aftershocks (Mw ~ 6) occurring in the Port Hills fault, which
were most sensitive to external EM impact from the point of view of the fault electrical
conductivity and orientation, with a delay of 6 days after strong X-class SFs and M.

Finally, based on the obtained results, we discuss the possibility of applying natural
EM triggering of EQs for the EQ forecast, using confidently recorded strong external EM
triggering impacts on the specific electromagnetically sensitive EQ preparation zones.
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2. Methods of Verification of Hypothesis of Electromagnetic Earthquake Triggering by
Strong X-Class SFs

2.1. Testable Hypothesis of Earthquake Triggering by Strong SFs

In Sorokin et al. [5], Novikov et al. [7], and Sorokin et al. [12], a possible mechanism of
EQ triggering by the ionizing radiation of SFs has been proposed. The theoretical model
of Sorokin et al. [12] considered a disturbance of electric field, electric current, and heat
release in the lithosphere associated with a variation in ionosphere conductivity caused
by the absorption of ionizing radiation from SFs. The model predicted the generation
of geomagnetic field disturbances in a range of seconds to tens of seconds as a result
of a large-scale perturbation of the conductivity of the bottom part of the ionosphere
in a horizontal direction in the presence of an external electric field. Amplitude-time
characteristics of the geomagnetic disturbance depend upon a perturbation of the integral
conductivity of the ionosphere [12]. Numerical calculations demonstrated that, depending
on the relationship between the integral Hall and Pedersen conductivities of the disturbed
ionosphere, oscillating and aperiodic modes of magnetic disturbances may be observed.
For strong perturbations of ionosphere conductivities, the amplitude of pulsations may be
~102 nT. In this case, the amplitude of the horizontal component of the electric field on the
Earth’s surface will be 0.01 mV/m, and the electric current density in the lithosphere may
reach 10−6 A/m2 [12]. Thus, it was shown that the absorption of ionizing radiation from
SFs can result in variations of a density of telluric currents in seismogenic faults comparable
with a current density of 10−8–10−7 A/m2 generated in the Earth’s crust by artificial pulsed
power systems (geophysical MHD generator “Pamir-2” and electric pulsed facility “ERGU-
600”), which provided regional EQ triggering and spatiotemporal variation of seismic
activity [13]. Therefore, we can expect that the triggering of seismic events is possible
not only due to the EM impact of the artificial pulsed power sources on the lithosphere
but also due to SFs. Based on the theoretical study above mentioned and the numerical
results obtained with the employment of the theoretical model [12], the hypothesis was put
forward about the triggering of EQs by strong SFs under certain favorable conditions (the
electrical conductivity of the fault in the Earth’s crust, its orientation relative to the direction
of the GIC density vector, and the level of stress–strain state of the fault, e.g., its maturity
for the dynamic rupture). This study is directed at the verification of the hypothesis by the
analysis of variations in the geomagnetic field recorded at INTERMAGNET observatories
during strong X-class SFs, as well as by analysis of seismicity behavior after the flares.

2.2. Analysis of Geomagnetic Field Variations and Seismic Activity during Strong X-Class SFs

According to the theoretical model [12], SF X-ray radiation will be absorbed in the
ionosphere, resulting in a short-term increase in its conductivity (Figure 1, reproduced
from [12]) and disturbances of the geomagnetic field in various ranges of periods in the
presence of an external electric field. It was assumed that the maximal currents in the
lithosphere are induced by short-period oscillations of the geomagnetic field. The “earth-
ionosphere” resonator generates the geomagnetic field oscillations with periods of 1 to
100 s in the process of ionosphere ionization by SF radiation with a short-term increase in
its amplitude.

Considering that the increase in ionosphere conductivity occurs on the illuminated
part of the globe, we analyzed the records of the INTERMAGNET observatories [18] that
were located there during SFs from the catalog of the 50 strongest X-class SFs with a peak
X-ray intensity of above 10−4 W/m2 [18]. The coordinates of the SSP and the area of the
illuminated part of the globe were determined by a solar calculator [19].

For the verification of the proposed model and the obtained numerical results [12]
on the possible triggering of EQs by SFs, an analysis of the Earth’s seismicity before and
after the strongest X-class SFs was carried out. A representative part of the US Geological
Survey (USGS) EQ catalogue (Mw ≥ 4.5) [20] and a catalogue of the 50 strongest X-class
SFs [21] for the period 1997–2024 were used.
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(a) (b)

Figure 1. An example of the spatial distribution of the integrated Pedersen (a) and Hall (b) conduc-
tivities in the −80–80◦ latitude range for universal time 12:00 UT [12]. The red vertical line shows the
position of the subsolar meridian.

The analysis of the possible correlation between SFs and EQs employed the epoch
superposition method, when for the time windows of 10 days before and after the arrival
of X-rays from the SF to the Earth (~8 min), all EQs that occurred in the selected region of
the Earth’s crust were summed up for each day. In accordance with the physical model [12],
according to which the maximum burst of telluric currents in the Earth’s crust should occur
on the illuminated part of the globe, the seismicity of two regions with a center in the SSP
and radii of 5000 km and 10,000 km was analyzed. The SSP coordinates were determined
by the date and time of the SF occurrence.

3. Results of Verification of Hypothesis of Earthquake Triggering by Strong Solar
Flares

3.1. Response of Geomagnetic Field to Strong Solar Flare: The Case Study of Solar Flare X5.01 of
31 December 2023

We considered the behavior of the geomagnetic field (Bx) during strong SF X5.01 on
31 December 2023. The SF occurred at 21:36 UTC, the maximal X-ray flux was reached at
21:55 UTC, and the end of the SF was at 22:08 UTC (Figure 2).

(a) (b)

Figure 2. (a) Location of the SSP (the Sun sign) for the X5.01 SF of 31 December 2023 with the
coordinates 23.067◦ S, 147.733◦ W during peak radiation on 21:55 UTC; (b) 1 min solar X-ray average
in the 1–8 Angstrom passband (red line) recorded by the GOES X-ray satellite [21].

According to the model [12], we analyzed the recordings of geomagnetic observatories
located just near the SSP (23.067◦ S, 147.733◦ W) at a distance of 640.96 km and at distances
of 4287.45 to 10,003.97 km (on the illuminated part of the globe at the moment of the SF) and
on the non-illuminated part of the globe at a distance of 15,780.24 km from the SSP (Table 1).
We considered records of the horizontal component Bx of the geomagnetic field and its
derivative dBx/dt, keeping in mind their maximal contribution to GICs in the lithosphere [22].
The magnetograms for different geomagnetic observatories at different distances R from the
SSP Bx (a), (c), I, (g), (i), (k), (m), and dBx/dt (b), (d), (f), (h), (j), (l), (n) for the time around the
SF occurrence downloaded from the INTERMAGNET site [18] for 31 December 2023 are
shown in Figure 3. The SF duration is depicted by a shadowed rectangle.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l)

(m) (n)

Figure 3. Variations of geomagnetic field Bx (left panels) and dBx/dt (right panels) recorded at various
geomagnetic observatories (Table 1) during the X5.01 class SF of 31 December 2023: (a,b)—PPT,
R = 640.92 km; (c,d)—EYR, R = 4287.45 km; (e,f)—HON, R = 5059.38 km; (g,h)—CTA, R = 6774.29 km;
(i,j)—AIA, R = 7388.67 km; (k,l)—FRD, R = 10,003.97 km; (m,n)—ABG, R = 15,780.24 km. The SF
duration is depicted by a shadowed rectangule.
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Table 1. Location of INTERMAGNET observatories with IAGA codes used for analysis of Bx and
dBx/dt variations during the X5.01 SF on 31 December 2023.

IAGA Code Latitude Longitude Distance to Subsolar Point R, km

PPT −17.567 210.426 640.92
EYR −43.474 172.393 4287.45

HON 21.320 202.000 5059.38
CTA −20.090 146.264 6774.29
AIA −65.245 295.742 7388.67
FRD 38.210 282.633 10,003.97
ABG 18.638 72.872 15,780.24

The analysis of the recorded variations in the geomagnetic field in different parts of the
globe (illuminated and non-illuminated) at various distances from the SSP demonstrated
that the Bx and dBx/dt pulses predicted by the model [12] during the SF were observed on
the illuminated part of the globe.

At the same time, there were no geomagnetic field pulses during the X-class SF on the
border of the illuminated part (FRD observatory) and on the non-illuminated part. A sharp
increase in Bx during the SF totaled 20–25 nT, and dBx/dt pulsations totaled 1–4 nT/min.
These observations confirmed the numerical results obtained with the employment of the
model [12], that the pulses of the geomagnetic field were generated by the X-ray radiation
of the SF and resulted in GIC occurrence in the lithosphere were not anticipated in the
non-illuminated part of the globe. Thus, the analysis of the response of seismic activity
to SFs should consider only the illuminated part of the globe. The next question arises:
“Are the observed pulsed variations in the geomagnetic field capable of provoking EQs
according to the hypothesis of the EM triggering of EQs by strong SFs?”

3.2. Seismic Activity before and after Strong X-Class SFs

For the analysis of the possible response of seismic activity to the impact of strong
SFs, we used the representative part (Mw ≥ 4.5) of the USGS earthquake catalog [21] and
a catalogue of the 50 strongest X-class SFs [19]. The analysis of the possible correlation
between SFs and EQs employed the epoch superposition method, when for the time
windows of 10 days before and after the arrival of X-rays from the SF to the Earth, all
EQs occurring in the selected region of the Earth’s crust were summed up for each day.
In accordance with the physical model [12], when the maximum burst of telluric currents
in the Earth’s crust was anticipated in the illuminated part of the globe, we considered
seismic activity in two circular regions with a center in the SSP and radii of 5000 km and
10,000 km (the illuminated part of the globe) and compared the results with the Earth’s
overall seismicity. The detailed list of specific SFs and the analyzed possible seismic
responses is given in Appendix A (see Table A1).

The summary results based on the detailed Table A1 are shown in Table 2, where
ΣR=5000 is the sum of the EQs in an area with a radius of 5000 km around the SSP, ΣR=10,000
is the sum of the EQs in an area with a radius of 10,000 km around the SSP, Σglobal is the sum
of EQs for the whole globe, a is the cumulative number of EQs occurring within 10 days
after the SF, b is the cumulative number of EQs occuring within 10 days before the SF, and
ΔEQ is the increase in the number of EQs after the SF (%).

Table 2. The number of EQs (Mw ≥ 4.5) after (a) and before (b) the SF at a distance of 5000 km
(ΣR=5000) and 10,000 km (ΣR=10,000) from the SSP, as well for the whole globe (Σglobal).

ΣR=5000 ΣR=10,000 Σglobal

a b a b a b

1696 1276 4565 4113 8629 7987

ΔEQ, % 32.92 10.99 8.04
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The analysis of the values in Table 2 demonstrated that, according to the physical
model and the results of the numerical studies obtained with its application [12], there
was a significant seismic response in the illuminated part of the Earth. The maximum
increase in the number of EQs (32.92%) was observed in the region with a radius of 5000 km
around the SSP. As the radius of the region increased to 10,000 km, which is equivalent
to the entire illuminated area of the globe, seismic growth decreased to 10.99%, similar
to a decrease in geomagnetic field variations (see Section 3.1). In comparison with the
global seismicity, the ΔEQ for the illuminated part was one and a half times higher. The
histogram of the distribution of the daily number of EQs before and after the SF is shown
in Figure 4. It should be noted that the increase in seismicity for the illuminated area of
the globe was observed with a delay of 7–8 days after SF occurrence (Figure 4a,b) similar
to a few-day delay in the response of seismic activity to the impact of artificial EM on the
Earth’s crust [13].

(a) (b)

Figure 4. Seismic activity before and after SF for (a) the illuminated part of the globe and (b) the area
with a radius of 5000 km around the SSP. The red vertical line denotes a moment of SF.

One of the general conditions for the triggering effect of EM on the earthquake prepa-
ration zone is the level of stress–strain state of rocks and the crust fault, which, according
to the results of laboratory modeling [13], should be 0.98–0.99 of the critical stresses when
the dynamic rupture of the fault occurs. The current level of stresses in a particular region
of the globe can be roughly estimated by indirect signs, e.g., by the current seismic activity
that is used by methods of mid-term earthquake forecasting [23].

However, there are situations when it is possible, with a high degree of probability, to
determine areas where subcritical stresses arise regularly in the Earth’s crust. Such areas
are the aftershock zones of strong EQs. Aftershocks are a sequence of seismic events that
occur after a larger main earthquake around the fault zone of the main shock. Aftershocks
are a consequence of the stress field redistribution in the Earth’s crust after the main
displacement along the fault as the result of the main shock. In the aftershock zone, areas
occur constantly where the stresses in the Earth’s crust will be close to critical values
when the rock rupture (aftershock) occurs. Aftershocks become less frequent over time,
although they may continue for days, weeks, months, or even years [24]. Thus, due to the
indicated stress redistribution in the aftershock zone, areas with a subcritical stress–strain
state always appear, which are most sensitive to triggering impacts. In this case, when
such an area is located near the SSP during the occurrence of a strong SF, it is possible to
anticipate the EM triggering of aftershocks. In this regard, to verify the hypothesis of the
EM triggering of earthquakes by SFs, it is quite reasonable to consider the seismic activity
in the aftershock zones located near the SSP at the time of the SF occurrence.

As a case study, we considered the impact of the X10.16 SF of 20 January 2005 on the
aftershock zone of the Sumatra–Andaman Mw = 9.1 EQ that occurred on 26 December 2004.
The aftershock zone [25] is covered by the area of the 5000 km radius around the SSP of the
X10.16-class SF (20.083◦ S, 77.767◦ E) (Figure 5). The distance from the SSP to the epicenter
of the Mw = 9.1 EQ is 3306.36 km.
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(a) (b)

Figure 5. (a) SSP location (20.083◦ S, 77.767◦ E) for the X10.16 SF of 20 January 2005; the red circle
is the Sumatra–Andaman Mw = 9.1 EQ epicenter location (3.295◦ N, 95.982◦ E) [21]; (b) enlarged
aftershock zone of the Sumatra–Andaman Mw = 9.1 EQ of 26 December 2004; the red circle is the EQ
epicenter located at a distance of 2717.6 km from the SSP; the grey circles are the epicenters of the
aftershocks (Mw ≥ 2.5) [21].

The histogram of the daily distribution of the aftershocks after the main shock of
26 December 2004 is shown in Figure 6. The redistribution of stresses in the crust just after
the Mw = 9.1 EQ triggered many aftershocks during the first two days (269 and 202), then
the daily aftershock number was reduced up to an average number of about 14, and after
the X10.16 SF, with a delay of 6 days, we observed a sharp increase in seismic activity that
lasted four days, with two peaks of 244 and 240 aftershocks during 27–28 January 2005.
Thus, for favorable conditions from the point of view of the generation of geomagnetic field
pulsations (for this case recorded at the PHU observatory located at a distance of 2933.4 km
from the SSP and 2248.2 km from the Mw = 9.1 EQ epicenter, Figure 7), as well as for the
zone with subcritical stress values close to the fault rupture (aftershock zone), we observed
a clear EQ triggering effect of the X10.16-class SF.

Figure 6. Daily distribution of the aftershocks of the Sumatra–Andaman Mw = 9.1 EQ (depicted on
the left by a thick black vertical line). The date of the X10.16 SF (20 January 2005) is depicted by a
thick red vertical line.

(a) (b)

Figure 7. variations in (a) geomagnetic field Bx and (b) dBx/dt recorded at the PHU observatory
located at a distance of 2933.4 km from the SSP and 2248.2 km from the Mw = 9.1 EQ epicenter during
the X10.16-class SF of 20 January 2005. The SF duration is depicted by the shadowed rectangle.
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It should be noted that during the month before the sharp intensification of the
aftershock sequence in the period of 27–29 January 2005, there were no strong EQs in the
immediate vicinity of the region under study (and throughout the entire globe) with a
magnitude of Mw ≥ 7, which could provide a distant dynamic triggering effect in the
considered aftershock area.

There were a few space weather disturbances due to seven SFs that occurred after
the Sumatra–Andaman Mw = 9.1 EQ (see Table 3). Nevertheless, the EM impact on the
aftershock zone of the strong EQ can only be attributed to the X10.16 SF of 20 January
2005 (Figure 7), due to its X-ray radiation that exceeded the other SFs 5 to 10 times and the
distance from its SSP to the epicenter of the main shock that was two times less than the
similar distance of the strong X5.51 SF of 17 January 2005. Nevertheless, for this case, the
combined action of both SFs (X10.16 and X5.51) may be considered, which can explain the
beginning of the increase in aftershocks on 26 January 2005 (see Figure 6).

Table 3. Solar activity (X-class SFs) before a splash of the aftershock sequence of the Sumatra–
Andaman EQ Mw = 9.1 (20 January 2005), possibly triggered by a strong X10.16-class SF.

SF Date SF Class
Time of Max

X-ray Flux (UT)
SSP Latitude SSP Longitude

Distance to
Sumatra–Andaman EQ

Epicenter, km

1 January 2005 2.49 0:31 23◦01′ S 172◦52′ E 8815.447
15 January 2005 1.79 0:43 21◦08′ S 171◦20′ E 8628.460
15 January 2005 1.21 4:26 21◦07′ S 115◦51′ E 3471.743
15 January 2005 1.24 5:54 21◦06′ S 93◦52′ E 2722.371
15 January 2005 3.79 23:02 20◦58′ S 163◦05′ W 7782.587
17 January 2005 5.51 9:52 20◦41′ S 34◦33′ E 7201.479
19 January 2005 2.00 8:22 20◦17′ S 57◦12′ E 4977.074
20 January 2005 10.16 7:02 20◦05′ S 77◦16′ E 3306.360

Thus, this case study of aftershock sequence variation due to the impact of a strong
SF indicates that, if the aftershock zone is located near the SSP during the occurrence of
a strong SF (Figure 5), we can expect the EM triggering of aftershocks, which can have a
magnitude comparable to that of the main shock, and they are also dangerous, especially
during rescue operations after a catastrophic EQ. For the Sumatra–Andaman Mw = 9.1 EQ,
the maximal magnitude of the aftershocks was Mw = 6.3.

The obtained results are supported by the occurrence of strong aftershocks after X-
and M-class SFs in the New Zealand region in 2011. A strong Mw = 7.1 EQ occurred on
3 September 2010 near Darfield on the South Island of New Zealand [26], which injured
about 100 people. After this EQ, an aftershock sequence began, which included a strong
Mw = 6.1 aftershock that occurred on 21 February 2011 and killed 185 people. It should be
noted that 6 days before this strong aftershock, an X2.3-class SF occurred (15 February 2011,
01:44–02:06 UTC) when New Zealand was in the central zone of the illuminated part of
the globe at a distance of 3853.7 km from the SSP to the Mw = 6.1 aftershock epicenter. The
EYR observatory (New Zealand) recorded geomagnetic field pulsations during the SF of
about 20–25 nT.

According to the results of calculations using the model [12], the GIC density vector
in this region had a southeastern direction and was at a level of 10−7 A/m2, which was
comparable to the GIC density created in the Earth’s crust by an MHD generator and
resulted in the triggering of EQs in the northern Tien Shan [13]. In the case of New Zealand,
the GIC density vector coincided with the direction of the strike of the Port Hills fault [27],
where a strong aftershock occurred. Thus, for an EQ to be triggered by a SF, the presence
of all three conditions of the EM triggering effect was ensured: a subcritical stress–strain
state fault (EQ aftershock zone), the required level of GICs (10−7 A/m2), and the optimal
direction of the GIC density vector (parallel to the direction of the Port Hill fault). It should
be noted that this Mw = 6.1 aftershock occurred with a delay of 6 days after the SF, which is
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similar to the seismic response to artificial EM impacts [13], as well as aftershock activity
for the Sumatra–Andaman Mw = 9.1 EQ (the delay of the aftershock response to the SF
was 6–8 days). The relationship between these two events (SF and aftershock) seems not
accidental, since on the same fault there was a repeated strong Mw = 5.9 aftershock on
13 June 2011 after an M3.64 SF (7 June 2011, peak radiation flux was 3.64 × 10−5 W/m2)
with the same delay of 6 days.

4. Discussion

During the verification of the physical model [12] by the comparison of numerical
results on the possible triggering of EQs by strong SFs with field observations of variations
in the geomagnetic field and seismic activity during and after the top 50 strong X-class SFs,
we obtained the following results:

(1) Pulsations in the geomagnetic field predicted by the model [12] due to the interaction
of X-ray radiation from SFs with the ionosphere were observed during the SF on the
illuminated part of the globe. The maximal Bx and dBx/dt pulsations were observed in
an area of 5000 km around the SSP at the time of SF occurrence. With an increasing area
radius, Bx and dBx/dt pulsations decreased and practically disappeared at the border
of the illuminated part. Such pulsations were not observed on the non-illuminated
part of the globe. These results are consistent with those obtained earlier and presented
in a review by Curto [28] and a study by Grodji et al. [29].

(2) The observed sharp variations in the geomagnetic field were capable of generating
GICs in the conductive elements of the lithosphere, including seismogenic faults.
According to the model [12], these GICs are comparable to a splash of telluric currents
generated by artificial pulsed power systems, which resulted in the EQ triggering and
spatiotemporal redistribution of seismicity in the northern Tien Shan and Pamir [13].
Our analysis of seismicity after strong SFs supported the hypothesis of Sorokin
et al. [12] of the EM triggering of EQs by SFs (Table 2). For the illuminated part,
within 10 days after an X-class SF, the seismicity increased in comparison with 10 days
before the SF by ~11 to ~33%, depending on the distance from the SSP. It significantly
exceeded the Earth’s overall seismic response. This result positively estimates the
hypothesis proposed in Sorokin et al. [12] on EQ triggering by the X-ray radiation of
SFs and indicates the incorrectness of a purely statistical approach to the study of the
interrelationship of solar and seismic activities without any physical model, explaining
a possible relationship between the processes on the Sun and within the Earth. For
further study, it is reasonable to consider the solar–terrestrial relations based on the
physical model [12], or any models considering another physical mechanism of these
relations, provided that a refined approach is used to select the data for statistical
analysis. In other words, “Physics should be ahead of Statistics”.

(3) The next finding of the presented analysis was the response of the aftershock area of
a strong EQ to the impact of a SF, where areas with a subcritical stress–strain state
appeared constantly due to the redistribution of the stresses in the crust after the
main shock. Based on two case studies of the aftershock zones of a strong magnitude
Mw = 7.1 EQ in New Zealand and a strong Mw = 9.1 EQ in Indonesia, a clear response
of the aftershock sequences to X-class SFs was discovered (Figure 6). The general
feature of this response is a delay of 6 to 8 days, which may indicate a multi-stage
physical mechanism triggering processes in the crust fault, including fluid migration
under EM impact, that require some time for fluid diffusion into the fault, reducing
its frictional properties and strength.

In our opinion, the presented results of the analysis of field observations not only
indicate the possibility of EQs being triggered by strong SFs, but also, taking into account
the delay of several days in the seismic response to the EM impact, point to the possibility
of the application of natural EM triggering effects as additional prognostic information for
EQ forecasting methods along with other known precursors of strong EQs.
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In this case, the concept of EQ predictability based on triggering phenomena, which
was formulated by Sobolev [30], may be used. Based on observations of seismic behavior
before strong EQs as well as laboratory studies of the response of acoustic emissions (crack
formation) from rock samples in a subcritical stress–strain state under external triggering
impacts, the following algorithm for short-term EQ forecasting based on triggering phe-
nomena was proposed [30]: (a) determination of the volume of the unstable zone (a system
of unstable zones of various scales); (b) monitoring of the triggering effects and assessing
their impact on the unstable areas; and (c) assessment of the probability of the location,
time, and magnitude of the impending EQ.

The first step (a) of this concept can be performed based on various methods for the
selection of regions with an impending EQ (e.g., [31]). For the case of an EM impact on
the EQ preparation zone in these regions, it is necessary to additionally select faults in the
Earth’s crust, taking into account their orientation and electrical conductivity, where the
generation of maximum GICs can be expected. It is obvious that the maximum GICs in the
fault will be generated when the GIC density vector is parallel to the fault direction, which
will contribute to the GIC concentration in the fault and increase the efficiency of its impact
on rocks.

Numerical results [12] demonstrated that the maximum GIC density values should be
observed in the southern hemisphere when the SSP is located in the northern hemisphere.
Thus, the response of seismic activity to a strong SF can be expected with a higher prob-
ability in the southern hemisphere. The GIC density vectors in the northern hemisphere
at low and middle latitudes are oriented mainly in the latitudinal direction, and at high
latitudes—in the meridional direction. In the southern hemisphere, they are usually ori-
ented in the meridional direction. When choosing regions and faults, where the response of
seismic activity to SFs will be statistically analyzed is important. In this case, the selection
of EQs from seismic catalogs in step (b) should be made only for faults where the expected
triggering effect from the EM impact will be maximal. To increase the reliability of the
statistical analysis, taking into account the numerical results obtained by Sorokin et al. [12],
only those regions should be selected where the orientations of the faults in the Earth’s
crust approximately coincide with the direction of the GIC density vector. Otherwise, the
density of the GICs generated in the fault may be insufficient for the EM triggering of an
EQ, resulting in false statistical results and conclusions about solar–terrestrial relationships
when seismic activity is analyzed for an entire region with faults of different orientations
and electrical conductivities.

Another important aspect when selecting the crustal faults that are sensitive to strong
variations in space weather is their electrical resistivity, which is usually determined by
magnetotelluric (MT) sounding [32]. The results of field studies showed that the San
Andreas fault (California, USA) [33] and other major faults, such as the Alpine fault in New
Zealand [34] and the Fraser River fault in British Columbia, Canada [35], have conducting
zones with a resistivity of 0.8 to 50 Ohm·m. At the same time, some large faults demonstrate
the presence of both conductive and resistive zones. For example, the MT sounding of
the Tintina fault in the northern Cordillera [32] showed that the fault is associated with a
20 km wide resistive zone (>400 Ohm·m) at depths of more than 5 km. The Denali fault in
Alaska also has a relatively resistive structure in the upper layers of the Earth’s crust [36],
and the San Andreas fault in the Carrizo Plain region has a resistive zone in the mid-deep
region [37]. The resistivity of these faults varies in the range of ~250 to 10,000 Ohm·m, and,
therefore, the generation of a GIC pulse resulting from strong variations in space weather
parameters that is sufficient to trigger an EQ is unlikely or impossible.

Keeping in mind the obtained numerical estimates [12] and their field verification
during this study, further detailed and correct statistical analysis of solar and seismic
activities should first be based on a physical model of the mechanism of solar–terrestrial
relationships, and second, the specific model of the EM triggering of EQs should be
prepared out as follows:
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(a) determination of an unstable area (a fault section in the Earth’s crust), where strong
EQs are expected based on existing mid-term methods for selecting seismic-prone
regions [31];

(b) selection of crustal faults in the regions identified in step (a) that are the most sensitive
to EM impact in terms of their orientation and close to the direction of the GIC density
vector, as well as based on their electrical conductivity;

(c) selection of EQs that occurred in the faults identified in step from regional seismic
catalogs (b);

(d) correlation analysis of EQ occurrence times and variations in space weather parame-
ters to determine the delay time of EQ triggering and the threshold values of space
weather parameters that resulted in the triggering effect in the EQ preparation zone.

As mentioned above, in our opinion, the results obtained, both using the model [12]
and field observations employed in this study, can be applied to EQ forecasting methods.
The algorithm for such a forecast can be as follows: After a strong X-class SF, the areas of
the possible triggering of EQs should be determined, where the impact of the SF can be the
greatest in terms of the medium-term forecast of seismic hazards, the electrical conductivity
of faults where EQs are expected, and their orientation. In these areas, immediately after
the SF, the monitoring of other known EQ precursors should also be carried out. Based on
a multi-parameter approach for the analysis of possible precursors, a seismic alarm can be
issued, taking into account the delay of several days (6–8 days, according to the analysis
results obtained above) in the response of the EQ preparation zone to the EM triggering
impact. Obviously, this algorithm is not universal and can only be used in seismically
hazardous areas that are sensitive to EM impacts.

As one of the possible precursors related to space weather that can be considered after
a SF in the areas of possible EQ triggering, anomalous variations in ionospheric parameters
caused by the emission of aerosols from the EQ preparation zone may be considered
physically validated in Sorokin et al. [38].

5. Conclusions

The statistical analysis of the impact of the top 50 X-class SFs (1997–2024) on the
seismic activity carried out for the verification of the physical model of the EM triggering
impact of strong SFs on EQ preparation zones indicated a possibility of EQ triggering
on the illuminated part of the globe. It was shown that an increase in seismicity was
observed, especially in the region around the SSP with a radius of 5000 km (up to 33%)
during the 10 days after the SF. The case study of the aftershock sequence behavior of a
strong Mw = 9.1 EQ (Sumatra–Andaman Islands, 26 December 2004) after an X10.16-class
SF (20 January 2005) demonstrated that the number of aftershocks with a magnitude of
Mw ≥ 4.5 increased more than 17 times with a delay of 7–8 days. For the case of the
Darfield EQ (Mw = 7.1, New Zealand, 3 September 2010), it was shown that strong X-class
(peak radiation flux is ≥10−4 W/m2) and M-class (peak radiation flux is ≥10−5 W/m2 and
<10−4 W/m2) SFs probably triggered two strong aftershocks (Mw = 6.1, Mw = 5.9) with an
observed delay of 6 days on the Port Hills fault, which is the most sensitive to an external
EM impact from the point of view of the fault’s electrical conductivity and orientation.
Based on the obtained results, we concluded that data on the possible natural EM triggering
of EQs may be applied as supporting information in addition to known EQ precursors for
EQ forecasting using confidently recorded strong external EM triggering impacts on the
specific EQ preparation zones as well as well-known EQ precursors, including satellite-
recorded ionospheric perturbations due to aerosol emissions from the EQ preparation zone.
It is obvious that such an approach, based on EM-triggering phenomena, has limited use
and may be applied only to earthquake-prone regions with conductive crustal faults, the
orientation of which roughly coincides with the direction of the GIC density vector excited
by the SF. In this case, the expected EQ should be located in the illuminated part of the
globe as close as possible to the SSP, where maximum pulsations in the geomagnetic field
were observed.
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Appendix A

Table A1. Parameters of SFs [21], the number of EQs (M ≥ 4.5) within 10 days after (a) and before
(b) an SF at a distance of 5000 km (ΣR=5000) and 10,000 km (ΣR=10,000) from the SSP, as well for the
whole globe (Σglobal) [20].

No. SF Date
SF

Class

Time of Max
X-ray Flux

(UT)
SSP LAT SSP LONG

ΣR=5000 ΣR=10,000 Σglobal

a b a b a b

1 6 November 1997 X12.97 11:55 16◦04′ S 2◦35′ W 7 0 35 50 151 136
2 6 May 1998 X3.81 8:09 16◦31′ N 57◦10′ E 13 13 66 61 121 96
3 18 August 1998 X7.03 22:19 12◦56′ N 153◦33′ W 15 14 85 71 114 106
4 18 August 1998 X4.03 8:24 13◦07′ N 54◦59′ E 11 18 52 57 112 106
5 19 August 1998 X5.57 21:45 12◦37′ N 145◦06′ W 7 11 88 67 116 100
6 22 November 1998 X5.37 6:42 20◦06′ S 76◦01′ E 8 7 72 68 121 100
7 28 November 1998 X4.77 5:52 21◦16′ S 88◦58′ E 36 17 94 84 129 108
8 14 July 2000 X8.21 10:24 21◦36′ N 25◦28′ E 9 6 44 52 183 202
9 26 November 2000 X5.83 16:48 21◦05′ S 75◦07′ W 14 12 26 19 133 376

10 2 April 2001 X28.57+ 21:51 5◦13′ N 146◦38′ W 13 9 82 82 117 115
11 6 April 2001 X8.08 19:21 6◦42′ N 109◦25′ W 12 13 46 61 109 132
12 15 April 2001 X20.67+ 13:50 9◦55′ N 27◦30′ W 1 8 27 40 134 115
13 25 August 2001 X7.7 16:45 10◦34′ N 70◦30′ W 9 18 19 24 148 173
14 11 December 2001 X4.02 8:08 23◦01′ S 56◦19′ E 8 3 59 61 113 109
15 13 December 2001 X8.9 14:30 23◦11′ S 38◦55′ W 14 17 31 29 106 119
16 28 December 2001 X4.99 20:45 23◦15′ S 130◦33′ W 12 10 85 54 143 108
17 15 July 2002 X4.39 20:08 21◦27′ N 120◦30′ W 1 3 46 45 108 116
18 20 July 2002 X4.74 21:30 20◦34′ N 140◦54′ W 1 1 58 75 97 122
19 23 July 2002 X6.98 0:35 20◦09′ N 173◦07′ E 37 43 74 85 102 110
20 24 August 2002 X4.54 1:12 11◦13′ N 162◦38′ E 82 91 105 118 141 135
21 28 May 2003 X5.17 0:27 21◦22′ N 172◦47′ E 56 45 124 120 154 160
22 23 October 2003 X7.77 8:35 11◦18′ S 47◦36′ E 2 5 45 47 132 130
23 28 October 2003 X24.57+ 11:10 13◦04′ S 8◦28′ E 1 1 24 24 152 129
24 29 October 2003 X14.36 20:49 13◦32′ S 136◦04′ W 25 15 77 78 163 121
25 2 November 2003 X11.96 17:25 14◦47′ S 30◦08′ E 4 1 35 30 160 134
26 3 November 2003 X5.61 9:55 14◦60′ S 27◦24′ E 4 1 41 28 164 135
27 3 November 2003 X3.88 1:30 14◦53′ S 153◦24′ E 82 66 125 109 162 133
28 4 November 2003 X40+ 19:53 15◦26′ S 122◦06′ W 6 5 64 62 174 139
29 16 July 2004 X5.24 13:55 21◦15′ N 26◦58′ W 5 4 37 27 117 120
30 17 January 2005 X5.52 9:52 20◦41′ S 34◦33′ E 2 6 239 164 376 265
31 20 January 2005 X10.16 7:01 20◦05′ S 77◦46′ E 524 127 621 223 679 275
32 7 September 2005 X24.42+ 17:40 5◦50′ N 85◦32′ W 14 19 31 37 164 184
33 8 September 2005 X7.77 21:06 5◦24′ N 137◦07′ W 2 11 97 102 158 192
34 9 September 2005 X8.87 20:04 5◦02′ N 121◦42′ W 11 13 77 79 147 204
35 9 September 2005 X5.17 9:59 5◦12′ N 29◦50′ E 5 6 40 72 144 207
36 5 December 2006 X12.95 10:35 22◦23′ S 19◦08′ E 3 3 25 35 152 210
37 6 December 2006 X9.4 18:47 22◦32′ S 103◦43′ W 13 22 40 73 149 208
38 13 December 2006 X4.88 2:40 23◦08′ S 138◦29′ E 61 66 123 131 150 157
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Table A1. Cont.

No. SF Date
SF

Class

Time of Max
X-ray Flux

(UT)
SSP LAT SSP LONG

ΣR=5000 ΣR=10,000 Σglobal

a b a b a b

39 9 August 2011 X9.96 8:05 15◦55′ N 60◦24′ E 15 20 101 109 176 191
40 7 March 2012 X7.79 0:24 5◦12′ S 176◦46′ E 70 87 187 217 249 265
41 13 May 2013 X4.11 16:05 18◦32′ N 61◦55′ W 18 16 39 36 263 163
42 14 May 2013 X4.64 1:11 18◦38′ N 161◦35′ E 172 77 211 101 266 162
43 5 November 2013 X4.93 22:12 15◦56′ S 157◦05′ W 51 52 147 151 196 199
44 25 February 2014 X7.13 0:49 9◦11′ S 171◦17′ E 49 60 101 110 174 159
45 24 October 2014 X4.58 21:41 11◦58′ S 148◦57′ W 34 38 120 157 200 256
46 5 May 2015 X3.93 22:11 16◦22′ N 153◦20′ W 19 11 222 139 285 202
47 6 September 2017 X13.37 12:02 6◦15′ N 0◦55′ W 4 9 43 59 231 170
48 10 September 2017 X11.88 16:06 4◦41′ N 62◦17′ W 68 104 100 140 206 229
49 31 December 2023 X5.01 21:55 23◦04′ S 147◦44′ W 31 49 122 148 216 204
50 22 February 2024 X6.3 22:34 10◦07′ S 155◦08′ W 35 23 113 102 172 173

Total EQs after and before 50 SFs 1696 1276 4565 4113 8629 7987
Total difference in EQ amount after and before 50 SFs,

ΔEQ = ∑a − ∑b 420 452 642

Total variation in EQs amount after 50 SFs, ΔEQ, % 32.92 10.99 8.04
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Abstract: On 14 August 2021, an earthquake of moment magnitude Mw = 7.2 hit Haiti Island.
Unfortunately, it caused several victims and economic damage to the island. While predicting
earthquakes is still challenging and has not yet been achieved, studying the preparation phase of
such catastrophic events may improve our knowledge and pose the basis for future predictions
of earthquakes. In this paper, the six months that preceded the Haiti earthquake are analysed,
investigating the lithosphere (by seismic catalogue), atmosphere (by climatological archive) and
ionosphere by China Seismo-Electromagnetic Satellite (CSES-01) and Swarm satellites, as well as Total
Electron Content (TEC) data. Several anomalies have been extracted from the analysed parameters
using different techniques. A comparison, especially between the different layers, could increase or
decrease the probability that a specific group of anomalies may be (or not) related to the preparation
phase of the Haiti 2021 earthquake. In particular, two possible coupling processes have been revealed
as part of the earthquake preparation phase. The first one was only between the lithosphere and the
atmosphere about 130 days before the mainshock. The second one was about two months before the
seismic event. It is exciting to underline that all the geo-layers show anomalies at that time: seismic
accumulation of stress showed an increase of its slope, several atmospheric quantities underline
abnormal atmospheric conditions, and CSES-01 Ne depicted two consecutive days of ionospheric
electron density. This suggested a possible coupling of lithosphere–atmosphere and ionosphere as a
sign of the increased stress, i.e., the impending earthquake.

Keywords: Haiti; earthquake; LAIC; CSES; swarm; atmosphere; ionosphere

1. Introduction

This paper applies a multilayer geophysical investigation to the recent earthquake
that occurred on 14 August 2021 in Haiti Island. Earthquakes are potentially one of our
planet’s most significant natural phenomena, releasing huge amounts of energy in a few
seconds. While most earthquakes are due to the known tectonic movements of plates
on the Earth, their time, location and magnitude of occurrence are uncertain [1]. In fact,
predicting an earthquake means providing, in advance, space–time coordinates and the
magnitude of an incoming event [2]. It is still debated whether the prediction of an
earthquake would ever be possible, but that is not the topic of this paper. However, it is
pretty unrealistic that such a large natural event could suddenly occur without influencing
the geo-system. In fact, for several decades, many reports have claimed pre-earthquake
phenomena called precursors [3,4]. In some cases, abnormal animal behaviour has also
been reported, for example, before the Mw = 6.2 L’Aquila (Italy) 2009 devasting seismic
event [5]. The abnormal behaviour of the animals could be due to the perception of some
substances or properties (such as electrical or magnetic fields) that humans cannot depict
but the instrumentation could monitor. Consequently, efforts have been made to study the
properties of the lithosphere, atmosphere and ionosphere before the earthquakes.
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In addition, on 2 February 2018, China launched a satellite in partnership with Italy,
entirely dedicated to investigating possible effects in the ionosphere induced by the earth-
quake: China Seismo-Electromagnetic Satellite (CSES-01) and planning the launch of the
second satellite in the current year [6]. The satellite provides excellent results in different
geophysical topics, including the study of geomagnetic field, geomagnetic storms and
ionospheric pulsations as Pi2 [7–12].

Research on the study of the preparation of earthquakes has been dedicated, for exam-
ple, to the investigation of seismic acceleration before the earthquake in the approach known
as accelerated moment release [13–15]. The atmospheric parameters have been explored
using multiple techniques. For example, the Robust Satellite Technique (RST) showed
the appearance of thermal infrared anomalies with a statistically significant number of
earthquakes [16–19] or other parameters, such as ozone [20]. Tronin [21] provided a review
of different parameters retrieved from remote sensing data. Electromagnetic precursors
have been searched historically from ground geomagnetic observatories in different areas of
the world [22–27] and, more recently, from space satellites [28–32]. Comprehensive recent
reviews of seismo-electromagnetic phenomena have been provided by Chen et al. [33] and
Hayakawa et al. [34,35]. A comparison between surface and land temperature values and
Swarm magnetic anomalies has been supplied by Ghamry et al. [36]. Several studies proved
that Swarm and CSES-01 electromagnetic anomalies statistically preceded several shallow
M5.5+ earthquakes [37–40]. A recent study by Chen et al. [41] investigated the relationship
between space–time distance and magnitude of the incoming earthquake for the first four
years of CSES-01 Ne satellite data. Alterations of the ionosphere before the earthquakes are
also commonly investigated using Total Electron Content (TEC), which can be retrieved
from different instruments, generally the Ground Global Navigational Satellite System
(GNSS) detectors [42–45]. Other ways of investigating ionosphere include the study of
ionosonde and Very Low-Frequency (VLF) transmitter–receiver alterations for changing
the altitude of vertical reflection of the ionosphere’s electromagnetic signals [46–51].

The Mw = 7.2 Haiti earthquake occurred on 14 August 2021 at 12:29:08 Universal Time
(UT). Its hypocentre was localised at a depth of about 10 km, and the inverse solution of its
moment is compatible with a strike–slip focal mechanism with a small thrust component.
The approximate fault plane interested in the slip was more than 70 km long along the
strike and more than 40 km deep along the fault dip. The maximum slip overpassed 2.5 m
at a depth of about 10 km and for a length of about 15 km. Unfortunately, there were at
least 2,248 victims, 12,763 injured and 329 missing persons and huge economic losses as
reported by USGS (https://earthquake.usgs.gov/earthquakes/eventpage/us6000f65h, last
access 9 February 2024).

The location of the Mw = 7.2 Haiti 2021 earthquake, together with tectonic settings, is
shown in the map in Figure 1. The represented active fault system of the Caribbean and
Central American area has been retrieved in the dataset [52] developed by Styron et al. [53].
Some geological information reported in the map has been acquired from [54–56]. In
particular, the place of the earthquake is well located in the strike-slip Enriquillo–Plantain
Garden (EPGFZ) fault, which crossed Jamaica Island, the offshore section and the Southern
side of Haiti/Hispaniola Island.

A previous work on this earthquake was conducted by Akhoondzadeh [57], which
analysed 75 days before up to 15 days after the Mw = 7.2 Haiti 2021 earthquake using
CSES-01, Swarm Alpha Bravo and Charlie satellites and atmospheric data from the Gio-
vanni web-portal. He identified an increase in anomalies in the last 20 days before the
earthquake, similar to the result of the recent catastrophic earthquake in Turkey [58]. An-
other work by Khan et al. [59] used a machine learning technique to analyse satellite
atmospheric data 30 days before and up to 15 days after the mainshock. They identified an
anomaly increase ten days before the mainshock. Chen et al. [60] analysed GNSS TEC data
from 17 days before up to 7 days after the mainshock, claiming possible seismo-induced
anomalies 13 days before the earthquake. However, those studies analysed a limited time
before the earthquake, which is selected equal to 6 months in the present paper. A possible
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LAIC related to the Haiti 2021 earthquake was investigated by D’Angelo et al. [61], but the
investigation was focused on the co-seismic effect detecting Acoustic Gravity Waves pro-
duced by the shaking induced by the seismic event. This phenomenon has been theorised
and detected in several cases [62–64] and even identified before several earthquakes [65–67]
with a source mechanism based on a thermal gradient as proposed by Hayakawa [68].

Figure 1. Geographical and tectonic context of the Mw = 7.2 Haiti 14 August 2021 earthquake.
The epicentre is shown as a green star. The yellow circle depicts Dobrovoslky’s area. Blue lines
represent the coasts, brown lines represent the active faults (shown only for the Central American
and Caribbean regions) and red lines represent the plate borders. Earthquakes of magnitude equal to
or greater than 4.2 with a maximum depth of 50 km that occurred in the six months before the Haiti
in the Dobrovolsky have been visualised as a filled dot with size proportional to their magnitude and
colour to their origin time.

2. Materials and Methods

In this paper, we applied several methods to investigate the lithosphere, atmosphere
and ionosphere, following the approach we had successfully used before several earth-
quakes and some volcano eruptions. These cases include among all, the Mw = 6.7 Lushan
(China) 2013 [69], Mw = 7.8 Ecuador 2016 [70], Mw = 6.0 and Mw = 6.5 Amatrice-Norcia
2016 [71], Mw = 7.5 Indonesia 2018 [72], Mw = 7.2 Kermadec Islands (New Zealand)
2019 [73] and Mw = 7.8 and Mw 7.5 Turkey 2023 [58] earthquakes. In all of these men-
tioned cases, a possible lithosphere–atmosphere and ionosphere coupling (LAIC) has
been identified in the form of a chain of anomalies and, in some cases (as Lushan 2013),
even more possible couplings with different physical mechanisms have been proposed by
Zhang et al. [69]. A sort of confutation analysis showed a lack of lithosphere–atmosphere
and ionosphere coupling before a small earthquake, such as the ML = 3.3 Guidonia (Rome,
Italy) 2023 event [74]. Still, a seismic acceleration before such a small earthquake has been
clearly detected, supporting the concept that LAIC requires a higher magnitude. Still,
seismological analyses may be effective even in lower magnitude events depending on the
characteristics of the specific fault.

A period of six months before the Mw = 7.2 Haiti 2021 earthquake was selected. The
time period to search for possible precursors is likely to increase with earthquake mag-
nitude, as proposed by Rikitake [75,76] and Scholz et al. [77]. In addition, recent work
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on satellite data confirmed such a relationship initially developed for ground observa-
tions [37,38]. All of these relationships affirm that the logarithm of the anticipation time in
days of the precursor is directly proportional to the magnitude of the incoming earthquake:

log10 (ΔT) = a − b·M

where “a” and “b” are two coefficients that, according to Rikitake [75,76], are different for
each precursor. However, he tried to classify them into macro-categories with common
anticipation time but great dispersion of the coefficient. For example, for an earthquake
of magnitude 7.2 (like Haiti) and geophysical precursors of the quasi-first kind, the antici-
pation would be about 72 days. If all the disciplines are involved, the same calculus can
bring it to about 1400 days. A part of this, there is another important consideration, i.e., the
recharge on the fault is a very long process (see Appendix C, where the time between two
events of magnitude greater or equal to 7.2 has been estimated as two decades and this is
much less than recharge time of a single fault). In addition, the preparation phase of the
earthquake is considered a process that involves different stages according to the “Dilatancy
Model” of Scholz [77,78]. Considering this, the investigated time before the earthquake
affects the explored stages. From a practical point of view, another seismicity in the area
must be checked, excluding other large (or even larger) seismic events and the eventual
time to recover from seismic sequence. In fact, for the case study of this earthquake, a large
earthquake occurred on 28 January 2020, not so far (closer to Jamaica), with magnitude 7.7.
Finally, a time of six months for this case study is a balance of these considerations, and it is
expected to cover medium and short-term precursors [79]. The following briefly illustrates
the datasets used and their processing methods.

2.1. Data and Methods for Lithosphere

The lithosphere has been investigated using the USGS earthquake catalogue. All
the events localised six months before the Haiti earthquake and inside Dobrovolsky’s
area (see yellow circle in Figure 1) have been retrieved. The Dobrovolsky’s area defined
by Dobrovolsky’s radius (R[km] = 100.43×Mw) [80] is an estimation of the possible area
of preparation for the earthquake under study. It scales exponentially with the moment
magnitude (Mw) of the same event. Only earthquakes with a magnitude greater or equal
to the completeness magnitude have been selected. The completeness magnitude has been
estimated with the ZMap software, version 7.1 [81] with the “best fit” option, and more
details are provided in Appendix C. In addition, only events with a depth equal to or less
than 50 km have been selected, and their epicentres are shown in Figure 1 as coloured filled
dots. The colour indicates the occurrence time according to the colour bar. The cumulated
Benioff stress S(t) has been estimated using the following equation:

S(t) = ∑i

√
10(1.5·Mi) (1)

where “Mi” is the magnitude of the i-th event that occurred before time “t”.

2.2. Data and Methods for Atmosphere

The atmosphere has been investigated using the climatological archive MERRA-2
provided by NASA with data from 1980 to the present [82]. The dataset is based on real
observation from the ground and remote sensing (satellites, airborne, aviation, etc.), consti-
tuting the input of a chemical–physical model of the atmosphere with a space resolution
of 0.625◦ longitude, 0.5◦ latitude and 1 h of time resolution. The analysis has been con-
ducted with the “MErra-2 ANalysis to search Seismic precursors” (MEANS) algorithm
developed for the first time to study volcano eruptions and subsequently applied to sev-
eral earthquakes [69,71,72,83] and, recently, La Palma 2021 volcano eruption [84]. Some
improvements to the method have been applied over the years. The selected version
was previously used to analyse the Lushan (China) 2013 earthquake [69]. In particular,
global warming is removed from all the parameters as a linear fit shown in Figure 2. It is
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interesting to note that SO2 showed a high peak in 1991 due to Pinatubo’s great volcano
eruption (Volcano Explosive Index = 6).

Figure 2. Yearly average of the selected atmospheric parameters in the investigated six-month period
(blue line). The linear fit is shown as a green line and the residual after removing the fit as a red line.

For each day, the data closer to the local midnight were selected, and the spatial
average in the investigated areas was computed. The historical value was characterised as
a function of mean and standard deviations of the same day for other years, excluding the
year of the earthquake occurrence (i.e., as an example, the typical value of 15 February, the
first day of the time series is the mean of 15 February 1980, 15 February 1981, . . . 15 February
2019, 15 February 2020, 15 February 2022). The atmospheric analyses were performed in
two distinct areas: a square box centred on the epicentre and 3◦ side and a rectangular area
of 2.2◦ longitude and 1.6◦ latitude drawn around the seismic displacement. Finally, the
year of the earthquake (in this case, 2021) was compared with the typical values and the
one outside the two standard deviations were classified as anomalous.

Regarding methane, data was directly acquired by the Atmospheric INfrared Sounder
(AIRS) dataset of the AQUA satellite. For the first time in this approach, the version 7.0
dataset has been explored instead of version 6.0. For this reason, Appendix A shows the
analysis of the previous version, 6.0, for comparison. In particular, the whole time series of
the available values at a maximum distance of 3.0◦ from the epicentre from 2002 up to 2023
has been shown in Figure 3a. A linear fit and an “exponential–linear” one were calculated
and overplotted on the time series. The data were normalised, removing the exponential–
linear fit but maintaining the same absolute value. The histogram of the distribution of the
values before and after the detrending is plotted in Figure 3b. It is possible to note that the
dispersion of the values was reduced after detrending them as expected. The multi-year
trend is likely due to global warming produced by increased methane concentration in
the atmosphere.
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Figure 3. Time series (a) and histogram (b) of the CH4 values estimated by the instrument AIRS
onboard the AQUA satellite provided in version 7.0.

In atmospheric analyses, years after the earthquake (2022 and 2023 for methane) are
used to improve the background definition. In fact, the scope of this work is still not
to predict the earthquake but to understand as much as possible what happened before
the event.

2.3. Data and Methods for the Ionosphere
2.3.1. CSES-01, Ne

Several methodologies have been applied to the data of CSES-01 and Swarm satellites
to investigate the ionosphere. In particular, the data of electron density (Ne) of CSES-01
recorded in the Dobrovolsky’s area in the six months preceding the Mw = 7.2 Haiti 2021
earthquake have been collected, and the daily mean values have been estimated separately
for night-time (2 A.M.) and daytime (2 P.M.). The time series was detrended by seasonal
variation by a polynomial fit. The values outside the median plus or minus 1.5 times the
interquartile ranges were classified as anomalous. The technique has already been applied
to Mw = 7.6 Papua New Guinea 2019 [85].
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A second investigation compares the identical orbit that CSES-01 flies every five days.
Figure 4 shows the two selected orbits for day and night times as the closest to the epicentre
of the Mw = 7.2 Haiti 2021 earthquake. The method, already applied to La Palma 2021
volcano eruption [84], compares the complete latitudinal profiles of Ne of CSES-01 acquired
in geomagnetic quiet conditions (|Dst| ≤ 20 nT and ap ≤ 10 nT). It then characterises the
distribution of the Ne samples in windows of 1 degree of latitude in terms of interquartile
range and outliers, i.e., the values that are 1.5 times the interquartile range out of the
upper or lower percentiles (25% and 75%), i.e., the whiskers. The outlier values for each
data distribution are marked with a red cross in the graph. If the phenomena occurred at
the latitude of the incoming earthquake, it is further discussed as possibly caused by the
seismic event.

Figure 4. Selected orbits of CSES-01 as the closest to the Mw = 7.2 Haiti 2021 epicentre.

2.3.2. Swarm, Magnetic Field

The three Swarm satellites (Alpha Bravo and Charlie) have been analysed by the
MASS (MAgnetic Swarm anomaly detection by Spline analysis) algorithm, widely utilised
to investigate single earthquakes [28,70,72,74,86], as well as large statistical studies [37,38].
The MASS algorithm first removed the main field by a numerical derivative of the signal
and subtracting a cubic spline. For the residuals, it compared the root mean square
(rms) inside a moving window of 3◦ latitude within the Root Mean Square (RMS) of
the whole track between −50◦ and +50◦ geomagnetic latitude. If the rms > kt × RMS,
the window is defined as anomalous. This approach extracts anomalous signals, but
they are not necessarily induced by an earthquake. Previous statistical works, in fact,
demonstrate that the earthquake likely induces a significant number of these anomalies,
but they are a few per cent of the whole ensemble of extracted anomalies [37,38]. So,
to further discriminate possible pre-earthquake signals, the approach proposed for the
Ridgecrest 2019 [53] earthquake has been followed here. It is supposed to compare the
research area with a comparison one at the same magnetic latitude and a similar ratio
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between land and sea. In this case, a comparison area at longitude 15.69◦ W has been
selected. Only the anomalies that exclusively appear in the earthquake area are further
discussed as possibly related to the incoming seismic event.

2.3.3. TEC

The Global Ionospheric Maps (GIMs) of Total Electron Content (TEC) have been
investigated using a method previously applied to volcano eruption and earthquake
occurrence [69,84]. GIM-TEC has a space resolution of 5◦ longitude and 2.5◦ latitude and
a time resolution of 2 h. The method selects the four nearest neighbour values for the
previous and following UT available hours. Firstly, a bidimensional cubic interpolation of
the value above the epicentre is calculated, and then a linear interpolation at the selected
local time (LT in this paper is set as 2 A.M.) is performed for each day in the six months
before the mainshock. For each year, the yearly median TEC is calculated and linearly fitted
versus the mean Sunspot number. The median is generally preferred over the mean in
ionospheric studies with TEC and ionosonde to avoid the effect of the outliers and intrinsic
strong variability [87,88]. The normalised TEC is calculated by dividing the time series of
each year by the value obtained by the previous fit. After this passage, the background,
i.e., the typical TEC value for the specific day, is calculated as the median, the median
and interquartile range of the yearly values and thresholds to extract anomalies defined
as the median ± 1.5 times interquartile range. The value of the year of the earthquake
(2021, excluded from the background) is graphically superposed to check if any of the
values are outside the thresholds, i.e., anomalous. A second threshold (represented as
green horizontal lines) was calculated as the median and interquartile range of the 2021
normalised TEC values. The values that are outside such a threshold are anomalous for
2021. Still, if inside the previous background, they can be considered inside the historical
variation of TEC at the epicentre location, so they are not strictly anomalous.

3. Results

3.1. Lithosphere

The analysis of the earthquake catalogue is presented in Figure 5. A combined fit of a
sigmoidal curve with a linear growth has been performed (green line).

Figure 5. Cumulative seismic stress calculated with earthquakes in Dobrovolsky’s area and with a
magnitude equal to or greater than completeness magnitude 4.3. The fit is shown as a green line,
and its coefficients are presented in the box inside the figure (days in the box are counted from 0 to
180 days, in particular, x0 = −65.03 in days with respect to the earthquake day).
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The investigation of the cumulate of released strain underlined a trend variation
66 days before the mainshock (x0 parameter of sigmoidal fit). This means that from a
tectonic point of view, Dobrovolsky’s area experienced higher seismicity about two months
before the Haiti 2021 earthquake. In addition, the ES parameter defined by Hattori [23,89]
has been estimated and reported in Figure 6. The cited papers considered the region as
active when ES ≥ 108. This occurred twice: 171 and 130 days before the Mw = 7.2 Haiti
2021 earthquake.

Figure 6. Daily seismicity analysis made by the daily ES parameter (shown as blue bars). According
to the previous literature, the red line represents the threshold to consider active the region on a
specific day. The dashed black vertical line indicates the day of Mw = 7.2 Haiti 2021 earthquake.

3.2. Atmosphere

Various atmospheric physical and chemical parameters extracted from MERRA2 were
analysed six months before the Mw = 7.2 Haiti 2021 earthquake. The time series of Aerosol
(as Aerosol Optical Thickness-AOT), the surface concentration of Carbon Monoxide (CO),
the surface mass concentration of Dimethyl Sulphide and the surface mass concentration of
Sulphur Dioxide (SO2) have been plotted in Figures 7–11. Each parameter is analysed in a
3◦ side square area centred on the epicentre (above) and a rectangular box of 2.2◦ longitude
and 1.6◦ latitude drawn around seismic displacement (below). Using the area that included
the seismic displacement information generally provides more reliable pre-earthquake
anomalies. In fact, this analysis aims to discriminate among all atmospheric anomalies,
which ones have more chances of being induced by seismic activity. Consequently, the
anomalies confirmed by this investigation are marked with red circles, while the others
with orange circles are excluded for further consideration in the discussion section.

Specific humidity, surface air temperature and surface latent heat flux have also been
investigated, and their time series are presented in Supplementary Materials. For Specific
humidity, according to the LAIC model of Pulinets and Ouzounov [90], only a reduction
(decrease) of humidity has been considered. In fact, the hydration of aerosol particles in
the atmosphere is considered the cause of the drop in humidity, as further explained in the
recent book by the same authors and colleagues [91].

In addition to the previous atmospheric parameters from the MERRA-2 climatological
archive, the methane measured by AIRS has been investigated and shown in Figure 11.
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Figure 7. Aerosol investigation in the six months before the Haiti 2021 earthquake (vertical dashed
black line) using (a) a symmetric square area centred on the epicentre or (b) a rectangular area around
the seismic displacement. The years 1980 (only a), 1991, 2015 and 2020 have been excluded for outlier
values. Red circles underline anomalies in the lower panel and the one in the upper panel, confirmed
by investigations in both areas, while orange circles underline anomalies in the upper panel only.

Figure 8. Cont.
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Figure 8. Carbon monoxide (CO) investigation in the six months before the Haiti 2021 earthquake
(vertical dashed black line) using (a) a symmetric square area centred on the epicentre or (b) a
rectangular area around the seismic displacement. The years 1981, 1982, 1983, 1989, 1992 (only b) and
1998 have been excluded for outlier values. Red circles underline anomalies in the lower panel and
the one in the upper panel, confirmed by investigations in both areas, while orange circles underline
anomalies in the upper panel only.

Figure 9. Dimethyl sulphide (DMS) investigation in the six months before the Haiti 2021 earthquake
(vertical dashed black line) using (a) a symmetric square area centred on the epicentre or (b) a rectan-
gular area around the seismic displacement. The years 1980 and 2005 have been excluded for outlier
values. Red circles underline positive anomalies, while blue circle underlines a negative anomaly.
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Figure 10. Sulphur dioxide (SO2) investigation in the six months before the Haiti 2021 earthquake
(vertical dashed black line) using (a) a symmetric square area centred on the epicentre or (b) a
rectangular area around the seismic displacement. The years 1982, 1991, 1992, 2003 (only a) and 2006
(only b) have been excluded for outlier values. Red circles underline anomalies.

Figure 11. Methane (CH4) investigation in the six months before the Haiti 2021 earthquake (vertical
dashed black line). The data source is the AISR instrument, so the background has been calcu-
lated over a shorter period (from 2002 to 2023, excluding the earthquake year 2021). Red circles
underline anomalies.

Figure 12 shows a couple of maps of two anomalous days for aerosol content: 13
June and 14 July 2021. In the first map, the aerosol concentration is quite close and unique
to the epicentre; overall, it is aligned with the main plate boundary. This supports a
possible release of some substances, such as radon, from the active fault due to increased
stress from the impending earthquake. On the second map on 14 July 2021, aerosol
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concentration is not unique to the epicentre, so some doubt exists about a possible link
with seismic activity. It cannot be excluded that more phenomena coexist at the same time.
For example, the large concentration in Colombia/Venezuela was surely not due to the
preparation phase of the Haiti earthquake. However, it seems clear that South American
aerosol emissions are a separate phenomenon from the concentration in the Caribbean
Sea. Consequently, considering the close-to-epicentre aerosol concentration as a possible
pre-earthquake phenomenon cannot be wholly excluded or confirmed.

 

Figure 12. Maps of Aerosol (AOT) on 13 June and on 14 July 2021. A red asterisk marks the epicentre.
Dashed grey lines represent the main plate boundaries. The blue lines represent coastlines.

3.3. Ionosphere

The ionosphere has been investigated by two satellite missions: CSES and Swarm.
Figure 13 presents the time series of CSES-01 Ne values acquired in Dobrovoslky’s area
six months before the Mw = 7.2 Haiti 2021 earthquake during geomagnetic quiet conditions.

It is possible to note that there are more CSES Ne anomalies as the earthquake ap-
proaches. In addition, two consecutive anomalous days with a similar amount of high
Ne appeared about two months (64 days) before the earthquake. In some of the previous
research on pre-earthquake phenomena, the persistence or duration of the anomaly is
considered (and statically proved) to be more effective [92,93].

Another analysis with CSES-01 Ne nighttime data is presented in Figure 14. In this
case, only one orbit is selected, and its values are characterised in geomagnetic quiet
conditions, and eventual outliers (marked as red crosses) are extracted. To select the most
probable anomalies that may be related to the preparation for the earthquake, I focused on
the latitude of the earthquake. The other part of the profile can be used as a comparison to
see if the phenomena are local or affect the entire orbit, making it less likely to be associated
with seismic activity. The most anomalous increase in electron density occurred on 29 July
2021, 16 days before the mainshock. The peak is slightly North of the incoming epicentre,
well inside the Dobrovoslky’s area. Another important increase in electron density occurred
on 4 June 2021, 71 days before the Mw = 7.2 Haiti 2021 earthquake. It is worth noting
that almost at the same time, the seismic trend accelerates, supporting a possible coupling
between the lithosphere and the ionosphere. The corresponding analysis with CSES-01 Ne
daytime data is reported in Appendix B.
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Figure 13. Time series of CSES-01 Ne night-time values (red dot/line) acquired in the Dobrovolsky’s
area in the six months before the Mw = 7.2 Haiti 2021 earthquake (vertical dashed black line). Green
lines indicate thresholds to define anomalies based on median (m) and interquartile range (Iqr).

Figure 14. CSES-01 Ne night-time latitudinal profiles acquired in geomagnetic quiet time. The
blue boxes and dashed black lines represent the standard ranges of the values for each degree of
latitude. The red crosses indicate the outlier values of Ne. The latitude of the Haiti earthquake (EQ)
is represented as a vertical black line.

The Swarm magnetic Y-East component has been objectively analysed in the area
of a 3.32◦ radius around the epicentre, according to a previous study [86]. All the tracks
that have at least one 3◦ latitude window with a root mean square (rms) greater or equal
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to 3.5 times the rms of the whole track (between −50◦ and +50◦ geomagnetic latitude)
are counted as anomalous, and their cumulative trend is shown in Figure 15a. The same
approach was applied to a comparison area shown in Figure 15d centred at a longitude of
22.5◦ W and the same magnetic latitude of the epicentre, obtaining the cumulative trend
plotted in Figure 15b. Finally, the difference between the two trends has been estimated in
Figure 15e. Whenever such a trend is positively increasing, it means that in the epicentral
area, more anomalies are recorded than in the comparison area. Especially 80 days before
the Mw = 7.2 Haiti 2021 earthquake, a higher rate of anomalous tracks were recorded
in the epicentral area. However, at this time, the trend also increased in the comparison
area. A combination of a global geomagnetic phenomenon that interacted with an altered
electromagnetic field at the epicentral area cannot be excluded, for example, due to the
release of positive charges (p-holes) for the increase of the seismic stress as proposed by
Freund [94,95].

Figure 15. Cumulate of the Swarm Y-East component of magnetic field anomalies in the six months
before Mw = 7.2 Haiti 2021 earthquake in (a) epicentral area shown in (c); (b) in a comparison area
shown in (d). A linear fit of the cumulative anomaly trend has been performed and shown as red line
in (a,b). The maps in (c,d) of the Dobrovolsky’s and comparison areas underline the sea part with
blue patches and land by green patches. The epicentre and centre of comparison area is represented
by a red and the investigation areas with yellow circles. (e) Differences in the trends to extract the
anomalies are more likely related to the preparation phase of the earthquake.

In addition to the previous investigation, the TEC at 2 a.m. local time has been esti-
mated, interpolating spatially and temporarily the values reported by Global Ionospheric
Maps of Total Electron Content (GIM-TEC). The chosen local time is the one of night-time
passages of the CSES-01 satellite to allow a better comparison. The same technique was al-
ready applied to La Palma 2021 volcano eruption [84] and the Lushan 2013 earthquake [69]
with a slightly different approach to take into account the cyclic variation of TEC due to
solar activity. The first work used a sinusoidal fit of TEC over 20 years, while the second
one performed an exponential fit with the Sun Spot Number (SSN). The advantage of using
SSN is to consider that each cycle of solar activity has a specific intensity both in minimum
and maximum value, and SSN is one of the indices that can measure this feature that
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directly influences the ionisation of Earth’s environment, so TEC. This work uses the SSN
again, and a linear fit between TEC and SSN is performed. Then, the TEC values for each
year are normalised versus the mean SSN value in the analysed six months. Despite the
implemented normalisation, it is necessary to note that 2021 is a year of particularly low
solar activity, which may affect the extraction of anomalies. In fact, as you can see from
Figure 16, there are only two anomalous days, which are 1 and 2 July 2021, i.e., about 44
and 43 days before the mainshock. At that time, the geomagnetic conditions were quiet, as
underlined by the following indexes: Dst = −8 nT, ap = 5 nT and AE = ~107 nT.

Figure 16. (A)Time series of the Total Electron Content (TEC) residuals estimated from the Global
Ionospheric Maps of Total Electron Content (GIM-TEC) maps and interpolated above the earthquake
epicentre and at 2 LT. The green horizontal lines indicate thresholds for anomalous values in the year
of the earthquake (2021). (B) Geomagnetic activity represented by Dst (blue line) and ap (orange
line) indexes.

4. Discussion

Atmospheric and ionospheric analyses depicted several anomalies. Regarding the
investigation of the atmospheric parameter, if the broken segment by the incoming earth-
quake is considered, there is an improvement in the results. However, this point is more
important for larger-magnitude events, as the approximation of the source as a point is
more accurate for smaller-magnitude events.

An external and occasional hazard that may affect the results, especially atmospheric
analyses, is the eventual presence of extreme weather events, such as storms or hurri-
canes. In the literature, the identified pre-earthquake anomalies have been compared
with hurricanes to exclude the ones probably not induced by earthquakes [96]. In the
investigated time, NOAA reported several storms and hurricanes in the Atlantic Ocean sec-
tor (https://www.nhc.noaa.gov/data/tcr/index.php?season=2021&basin=atl, last access
10 March 2024) as reported in the following list.

1. Tropical Storm ANA from 22 to 23 May 2021. This storm affected the North-Center
Atlantic Ocean, which is very far from the investigated area.

2. Tropical Storm BILL from 14 to 15 June 2021. This storm was generated in the North
Atlantic Ocean and arrived close to the Northern coast of Florida, which is still far
from the investigated area, affecting the results of this work.

3. Tropical Storm CLAUDETTE from 19 to 22 June 2021. This storm was generated in the
North Atlantic Ocean, close to the Nova Scotia (Canada) coast, travelled inside the
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USA and ended in the Gulf of Mexico. Despite passing around the investigated area,
it was completely outside the Dobrovoslkys’s area.

4. Tropical Storm DANNY from 27 to 29 June 2021. This storm was generated in the
Central Atlantic Ocean and arrived at the coast border between Florida and Georgia
States. It was far from the investigated area.

5. Hurricane ELSA from 30 June to 9 July 2021. This hurricane passed in the investigated
area, which is further discussed below.

6. Tropical Storm FRED from 11 to 17 August 2021. This storm passed inside the investi-
gated area, which is further discussed below.

7. Hurricane GRACE from 13 to 21 August 2021. This hurricane crossed the investigated
area, but mainly after the Haiti 2021 earthquake.

Considering the above list, three events are selected as potentially affecting the analy-
ses of this paper: Hurricane Elsa [97], Tropical Storm Fred [98] and Hurricane Grace [99].
The positions of the centre of Elsa and Grace hurricanes and Fred storm are reported in
Figure 17, along with the date reported by the National Hurricane Center [97–99].

Figure 17. Map of positions of Elsa and Grace hurricanes and Tropical Storm Fred that crossed the
investigated area during the six months before the Haiti 2021 earthquake occurrence. The yellow
circle represents the Dobrovolsky’s area and the green boxes shows the atmospheric research areas
implemented in MEANS algorithm for this earthquake.

Some atmospheric anomalies in carbon monoxide in the days immediately following
the extreme weather events may be related to the increase of using power generators as
emergency recovery solutions, as reported in previous cases dealing with a higher risk
of CO poisoning for this reason [100]. Sulphur dioxide increase due to the same reason
was reported in the aftermath of the previous Hurricane Maria, which hit Puerto Rico in
2017 [101].

Figure 18 provides a summary of all the identified anomalies in the atmosphere and
ionosphere compared with the seismicity inside Dobrovolsky’s area. Several possible
interactions could be inferred by analysing the different trends in geo-layers, which are
underlined by red ellipses and dashed red arrows. The four numbers in grey circles indicate
important moments that these analyses can depict.
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Figure 18. Cumulative trends in the lithosphere (earthquakes), atmosphere and ionosphere (anoma-
lies). The number inside grey circles indicates the most important stages depicted by this summary
graph: (1) particular high seismicity, (2) high seismicity immediately followed by aerosol release,
(3) increase of ionospheric anomalies (especially Swarm magnetic field) and (4) variation of seismic
trend synchronous to increase of atmospheric anomalies followed by two consecutive days of CSES-01
electron density anomalies. These important group of anomalies possibly related to the incoming
earthquake has been underlined by bold red circles. Anomalies possibly related to weather hurricanes
and storms have been underlined by dashed red circles.

1. High seismicity in the Dobrovolsky area 171 days before the mainshock.
2. Possible coupling between lithosphere and atmosphere occurred 130~120 days before

the mainshock. The increase in seismicity could lead to the release of CO and carbon
dioxide (or monoxide), which are proven to be linked to seismic activity [102,103].

3. Increased ionospheric anomalies from 88 to 77 days before the mainshock. This group
of anomalies is detected mainly by the Swarm magnetic field, but CSES-01 Ne also
depicted some anomalies. It is the most abundant increase in ionospheric anomalies
before the Mw = 7.2 Haiti 2021 earthquake, but it is not preceded by significant
anomalies in the lithosphere or ionosphere, so its link with the incoming earthquake is
uncertain.

4. Increased seismic rate from about 80 to 60 days before the mainshock, synchronous
with anomalies in the atmosphere and two consecutive days of CSES-01 Ne anoma-
lies. This is a possible complete coupling between the lithosphere–atmosphere and
ionosphere. It is still possible to describe it with the Pulinets and Ouzounov LAIC
model, as in addition to carbon monoxide release, there are also aerosol anomalies
and higher concentrations of surface SO2, which may also be released due to the stress
increase. The first atmospheric anomalous parameter in this time range (−80 days)
was methane, which could have acted as a gas carrier to bring radioactive substances
into the atmosphere, inducing ionisation, as proposed by Etiope and Martinelli [104].
This may lead to an increase of Ne recorded by CSES-01, as simulated by Kuo [105].
This is also somehow compatible with the LAIC theory of Pulinets and Ouzonouv [90],
despite the lack of evidence (such as missing OLR, humidity drop, etc.) to confirm this
explanation. This may be due to particular local conditions or observation limitations,
especially for ground instrumentation.
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A specific list of anomalies with the values of the investigated parameters is provided
in Table 1. The value is the absolute one and not the exceedance of the threshold.

Table 1. List of lithosphere, atmosphere and ionosphere anomalies in the six months before
Mw = 7.2 Haiti 2021 earthquake occurrence.

Parameter Anomalous Day [2021] Anticipation Time [Day] Value

Lithosphere

ES
24 February −171 6.5 × 108 J/km2

6 April −130 3.0 × 109 J/km2

Atmosphere

Aerosol

12 June −63 0.61
13 June −62 0.62
14 June −61 0.48
14 July −31 0.44
21 July −24 0.50

SO2

27 February −168 1.93 × 10−6 kg/m2

17 March −150 1.86 × 10−6 kg/m2

14 June −61 2.29 × 10−6 kg/m2

CO

18 March −149 102 × 10−9 ppbv

From 11 to 18 April
(excluding 14 April)

From −125 to −118
(excluded −122)

97 ÷ 111 × 10−9 ppbv

From 6 to 8 June From −69 to −67 75 ÷ 77 × 10−9 ppbv
17 June −58 75 × 10−9 ppbv
4 July 1 −41 90 × 10−9 ppbv
10 July −35 81 × 10−9 ppbv
29 July −16 78 × 10−9 ppbv

10 August −4 80 × 10−9 ppbv

Humidity 27 July −18 0.0164

OLR 17 March −150 187 W/m2

Temperature 11 May −95 301 K

CH4

24 February −171 2.24 σ

15 April −153 2.40 σ
17 April −107 3.76 σ
1 May −105 2.29 σ
14 May −82 2.18 σ
28 May −78 2.71 σ
7 July −12 2.11 σ

Ionosphere

CSES-01 Ne

20 March −147 1.232 × 104 e−/cm3

23 April −113 1.737 × 104 e−/cm3

18–20 May From −88 to −86 (1.006 ÷ 3.019) × 104 e−/cm3

3 June −72 2.704 × 104 e−/cm3

10–11 June −65 2.7 × 104 e−/cm3

30 June −45 3.398 × 104 e−/cm3

5 July −40 2.065 × 104 e−/cm3

15 July −30 1.309 × 104 e−/cm3

20 July −25 3.288 × 104 e−/cm3

28 July −17 4.076 × 104 e−/cm3

3 August −11 1.246 × 104 e−/cm3

9 August −5 1.155 × 104 e−/cm3

TEC
1 July −44 1.44 TECU 2

2 July −43 1.35 TECU 2

1 On this day, hurricane Elsa passed inside the atmospheric research area, so this anomaly is likely due to weather
perturbation. 2 The value is in normalised TECU units.

105



Geosciences 2024, 14, 96

Comparing the results of this work with previous ones [57,59,60], it is possible to
confirm the presence of sparse anomalies in the last weeks and days before the earthquake,
but it is possible to depict more interesting periods with higher anticipation time not
investigated in previous work. This is not surprising, considering that a single fault’s
seismic recharge time could be hundreds or thousands of years [106].

Comparing the hurricanes and storms with the list and location of the anomalies, it
is possible to note that the CO anomaly recorded on 4 July 2021 is likely caused by the
Elsa hurricane that crossed the atmospheric investigation area exactly on the same day.
The same hurricane is likely the source of the two TEC anomalies on 1st and 2nd July
2021 and the CSES-01 Ne anomaly recorded on 5 July 2021 inside the Dobrovolsky area.
The anomaly of CO recorded on 10 August 2021 could be due to tropical storm Fred, but
on the same day, the storm was still far from the area of investigation for atmospheric
anomalies. On the other hand, the CSES-01 Ne anomalies recorded on 9 August 2021
(the last one before the earthquake) could be due to the starting of the perturbation of the
tropical storm Fred on the same day. The presence of anomalies likely associated with the
Elsa Hurricane may still be a sign of possible geophysical coupling induced by the strong
weather, especially the ionospheric perturbation in Ne and its vertically integrated quantity
TEC identified from CSES-01 and Global Navigation Satellite System (GNSS) detectors.
LAIC induced by other natural hazards has also been proposed, but it is beyond the scope
of this paper [90,107–109].

In Supplementary Materials, a comparison of electron density measured by Swarm
satellites and CSES-01 is provided during two nights with anomalous features close to the
epicentre. Figure S4 represents Ne on 5 July 2021 and Figure S5 on August 2021, i.e., 40
and 8 days before the Mw = 7.2 Haiti 2021 earthquake, respectively. Despite the fact that an
increase in electron density seems present inside Dobrovoslky’s area, the tracks acquired
at the same local time eastward and outside the earthquake preparation area also show
high electron density values. In the electron density profile of 6 August 2021, a double peak
above and symmetric to the epicentre is present, as visible in Figure S5, which is the ochre
colour track. This track is close to the TEC anomaly extracted by Chen et al. [60] (1 August
2021). A similar result was presented in the analysis of Mw = 7.2 Kermadec Island (New
Zealand) 2019 earthquake [73] in Figure 11 of the cited paper, with the same problem as the
present work, i.e., the Eastward track outside Dobrovolsky’s area also shows the high value
of Ne. The comparison is interesting as the magnitude is the same for both earthquakes, but
the tectonic context and region differ. Unfortunately, due to the unclearness of the results,
it is not easy to draw any conclusions.

Previous works identified an important feature: the spatial organisation of the anoma-
lies before the earthquake [69,110], identifying a pattern that started far from the epicentre
and gradually approached the incoming earthquake. However, in this work, only some
considerations about the seismic patterns of Figure 1 can be discussed, as the anomalies in
the atmosphere and ionosphere have been extracted in areas closer to the epicentre than
the entire Dobrovolsky area. An important difference between the cited works and the
present one is that they analysed continental earthquakes (Mw6.7 Lushan, China, 2013 and
Mw = 7.8 Nepal 2015) while Mw = 7.2 Haiti 2021 epicentre is surrounded by the Caribbean
Sea. The sea and the great variability of the area could make it more difficult to extract
pre-earthquake anomalies far from the epicentre (still inside Dobrovolsky’s area) due to
contamination of other phenomena. However, regarding the seismicity, it is possible to
note that the first earthquakes six months before Mw = 7.2 Haiti 2021 occurred close to
the future mainshock. Then, several seismicities were recorded far in the three months
before the earthquake gradually approached the incoming earthquake, leaving a gap in the
middle at the mainshock future location. This is a well-known phenomenon that, from a
seismological point of view, can be explained as the seismogenic fault being locked before
greater earthquakes [111]. Some simulations of this phenomenon, also known as seismic
gap theory, have been performed in the literature [112].
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5. Conclusions

In this paper, the lithosphere (earthquake catalogue), atmosphere (climatological dataset
MERRA2 and AIRS methane data) and ionosphere (CSES and Swarm missions + TEC) geo-
layers have been investigated in the six months before the Mw = 7.2 Haiti 2021 earthquake.
Geomagnetic disturbed time has been skipped to avoid confusing external source iono-
spheric anomalies with a possible seismo-induced phenomenon. In addition, extreme
weather events have been scrutinised, and some anomalies have been identified as possibly
caused by such events. Several anomalies have been extracted by applying specific meth-
ods for the particular parameter, and finally, they have been discussed together. Here, an
approach of separating the geo-layer is preferred to the one that combines all the anomalies
in one (used, for example, for Ridgecrest 2019, New Zealand 2019 and a previous one about
Haiti 2021 [57,73,83]) because, in this way, possible transfer of anomalies from bottom
layers to the upper ones can be inferred. In particular, a coupling between the lithosphere
and atmosphere may occur 130 days before the mainshock, and another one between the
lithosphere, atmosphere and ionosphere may occur 80 to 60 days before the mainshock.
Both require some days of propagation from one geo-layer to the next and are compatible
with the LAIC model of Pulinets and Ouzonov [90]. These results cannot be used directly
to make predictions or directly implement in a prediction system. Still, they provide crucial
knowledge that is necessary but insufficient to make a scientifically reliable prediction of
an earthquake. However, this further confirms that this method of studying multiple layers
and parameters permits the depiction of alteration of the geosystem possibly associated
with the preparation phase of the earthquake and supports possible LAIC and specific
models. Further studies are necessary, especially to discuss why the patterns of anomalies
are often different case by case and also to statistically assess the validity of an identified
pattern on a large number of medium/large earthquakes. The final stage of constructing a
prediction system may be building a platform based on the accumulated knowledge to be
tested in a forward way and from an independent organisation.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/geosciences14040096/s1, Figure S1: Atmospheric analysis of humidity;
Figure S2: Atmospheric analysis of temperature; Figure S3: Atmospheric analysis of OLR; Figure S4:
Swarm Bravo and CSES-01 on the night of 5 July 2021; Figure S5: Swarm Alpha and CSES-01 on the
night of 6 August 2021.

Funding: This research received no external funding.

Data Availability Statement: The earthquake catalogue has been retrieved from the USGS free
archive (https://earthquake.usgs.gov/earthquakes/search/ last access 26 January 2024). MERRA-2
data can be downloaded from https://disc.gsfc.nasa.gov/datasets?project=MERRA-2 (last accessed
23 July 2022) with Earth Observation NASA free credential. Swarm data are freely available via ftp
and http at swarm-diss.eo.esa.int server (last accessed 27 July 2022). China Seismo Electromagnetic
Satellite data are freely available at https://www.leos.ac.cn/#/home (last access on 8 March 2024, a
warning about “not secure” website could appear in certain browsers) upon registration and approval.

Acknowledgments: The author acknowledges ISSI/ISSI-BJ for supporting the International Team
553 “CSES and Swarm Investigation of the Generation Mechanisms of Low Latitude Pi2 Waves”
led by Essam Ghamry and Zeren Zhima, and International Team 23-583 (57) “Investigation of the
Lithosphere Atmosphere Ionosphere Coupling (LAIC) Mechanism before the Natural Hazards” led by
Dedalo Marchetti and Essam Ghamry. A special acknowledgement to Guido Ventura, Essam Ghamry,
Xuhui Shen, Rui Yan, Zeren Zhima, Alessandro Piscini, Loredana Perrone, Saioa Arquero Campuzano,
Francisco Javier Pavón-Carrasco, Maurizio Soldani, Angelo De Santis, Yiqun Zhang, Ting Wang,
Wenqi Chen, Donghua Zhang and Hanshuo Zhang, for re-use of some codes and discussions.

Conflicts of Interest: The author declares no conflicts of interest. The funders had no role in the design
of the study; in the collection, analyses or interpretation of data; in the writing of the manuscript; or
in the decision to publish the results.

107



Geosciences 2024, 14, 96

Appendix A. Analysis of Methane Data Version 6 of AIRS

Here, the results are presented using the previous methane data version, 6.0, from
AIRS. In addition, the original data before and after detrending are shown in Figure A1
as a time series (a) and histogram (b). It is possible to note, comparing the same figure in
the manuscript (see Figure 3), that the time series of the new version 7 is a bit changed
with a more accentuated global warming trend. The CH4 anomalies using this version
are shown in Figure A2. This trend and the extracted anomalies are compatible with the
ones obtained with the new version, even though some minor differences exist. As the new
version is provided as a revised and improved data calibration from the team mission, it is
also considered more reliable for investigating the study of possible methane emissions
before earthquake occurrence.

Figure A1. Methane (CH4) version 6 data in the form of time series (a) and histogram (b) before and
after the global warming detrending.

Figure A2. Methane (CH4) version 6 investigation in the six months before the Haiti 2021 earthquake.
The data source is AISR instrument, and so the background has been calculated on a shorter time pe-
riod (from 2002 to 2023, excluding the year of the earthquake–2021). Red circles underline anomalies.
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Appendix B. CSES-01 Ne Daytime Analysis

In this appendix, the analysis of CSES-01 Ne daytime data is presented. In particular,
all of the same orbits (see Figure 4) acquired during geomagnetic quiet conditions are
superposed and visualised in Figure A3. The general shape is the typical one for the altitude
of the satellite (~510 km) with only one Equatorial Ionospheric Anomaly (EIA) peak. Some
outliers are depicted as such peaks that are significantly higher for some specific orbits.
There is also an orbit with lower Ne values detected as an outlier (2 February 2021). At the
latitude of the Haiti 2021 earthquake, no anomalous values were extracted. Despite some
theories proposing the variations of EIA as one of the pre-earthquake phenomena [113], in
this case, it looks more like ionospheric intrinsic variability, especially due to the very long
anticipation time. However, it is quite interesting to note that on 19 March 2021, double EIA
peaks were formed, with maximum values on 24 March 2021. These anomalous tracks with
double EIA peaks preceded from 18 to 8 days, the highest seismic day in the area (excluding
the Haiti event) according to the ES parameter (ES = 3.0 × 109 J/km2 on 6 April 2021).

Figure A3. CSES-01 Ne daytime latitudinal profiles acquired in geomagnetic quiet time. The blue
boxes and dashed black lines represent the standard ranges of the values for each degree of latitude.
The red crosses indicate the outlier values of Ne. The latitude of the Haiti earthquake (EQ) is
represented as a vertical black line.

Appendix C. Magnitude of Completeness of Earthquake Catalogue

In this appendix, the magnitude of completeness of the USGS earthquake catalogue in
the investigated area and time is checked. It was noted that the catalogue seems to have
a geographical area (Dominican Republic) with higher completeness, probably due to a
dense network of seismic stations. So, the completeness was separately checked into two
distinct areas represented in Figure A4.
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Figure A4. Map of the two selected areas (red circles) marked with numbers “1” and “2”. The
earthquakes are represented as black boxes and the Mw = 7.2 Haiti 2021 earthquake epicentre as
yellow star. Main plate boundaries are depicted with bold dark blue lines.

The Gutenberg–Richter (G-R) [114] distribution into the two selected areas is shown in
Figure A5 “a” and “b”. The graph shows the number of events as a function of earthquake
magnitude. Both the binned value (grey box) and cumulative values of the number of
earthquakes with magnitude equal to or greater than the corresponding value on the
abscissa are shown by white boxes. It is possible to confirm that in Area 2, the completeness
magnitude Mc is better and equal to 2.6. However, in Area 1, the Mc = 4.2. Consequently, to
be sure not to lose events in the whole of Dobrovolsky’s area, the most conservative value
of Mc = 4.2 was selected. Using this value and selecting the two years of the earthquake
catalogue before the Mw = 7.2 Haiti 2021 earthquake, the G-R distribution is calculated
again and shown in Figure A5c. Using such a final solution, it is possible to calculate how
many events of magnitude equal or greater than 7.2 occurred in this area by simply using
the a and b coefficient of best fit:

N(M ≥ 7.2) = 106.484−1.07×7.2 = 0.060 events/year

The inverse of the above number represents the mean interseismic time τ of occurrence
of events equal to or greater than magnitude 7.2 in the area:

τ = 1/N(M ≥ 7.2) = 16.6 years

It is possible to say that statistically, the time between an earthquake of at least
magnitude 7.2 in this area is of the order of two decades. This time must not be taken
as rigorous, considering that the empirical distribution of interseismic times is generally
considered to follow a Poissonian statistic, even though some debate about this assumption
exists [115–117].
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Figure A5. Gutenberg–Richter distributions in (a) selected Area 1 of Figure A4; (b) selected Area 2
and (c) the Dobrovolsky’s area. The last case considers two years of data before the Haiti earthquake.
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Abstract: Investigating various geophysical parameters from the Earth’s crust to the upper atmosphere
is considered a promising approach for predicting earthquakes. Scientists have observed that changes
in these parameters can occur days to months before earthquakes. Understanding and studying
the impending abnormal phenomena that precede earthquakes is both urgent and challenging. On
5 September 2022, a magnitude 6.8 earthquake occurred in Sichuan, China, at 4:52:18 (Universal Time).
The earthquake happened approximately 175 km away from an instrumental array established in 2021
for monitoring vibrations and perturbations in the lithosphere, atmosphere, and ionosphere (MVP-LAI).
This array consisted of over 15 instruments that regularly monitor changes in various geophysical
parameters from the subsurface up to an altitude of approximately 350 km in the ionosphere. Its
purpose was to gain insights into the mechanisms behind the coupling of these different geospheres
during natural hazards. The seven geophysical parameters from the MVP-LAI system simultaneously
exhibited abnormal behaviors approximately 3 h before the Luding earthquake. These parameters
include ground tilts, air pressure, radon concentration, atmospheric vertical electric field, geomagnetic
field, wind field, and total electron content. The abnormal increase in radon concentration suggests that
the chemical channel could be a promising mechanism for the coupling of geospheres. Furthermore,
air pressure, the geomagnetic field, and total electron content exhibited abnormal characteristics with
similar frequencies. Horizontal wind experienced temporary cessation or weakening, while vertical
wind displayed frequent reversals. These anomalies may be attributed to atmospheric resonance before
the earthquake. The results demonstrate that the coupling of geospheres, as indicated by the anomalous
phenomena preceding an earthquake, could be influenced by multiple potential mechanisms. The
multiple anomalies observed in this study provided approximately 3 h of warning for people to prepare
for the seismic event and mitigate hazards.

Keywords: lithosphere–atmosphere–ionosphere coupling; pre-earthquake anomaly phenomena;
MVL-LAI system; Luding earthquake

Geosciences 2023, 13, 356. https://doi.org/10.3390/geosciences13120356 https://www.mdpi.com/journal/geosciences116



Geosciences 2023, 13, 356

1. Introduction

Investigations into multiple anomalous phenomena in the lithosphere–atmosphere–iono-
sphere (LAI) coupling before major earthquakes are considered an important aspect of
predicting earthquake occurrences [1–6]. While earthquake prediction remains a signifi-
cant challenge, integrating various geophysical parameters can help us understand the
evolution of pre-earthquake anomalous phenomena and uncover the causal mechanisms
involved [7]. Typically, the evolution of pre-earthquake anomalous phenomena starts
with crustal deformation and seismicity, and culminates in electromagnetic anomalies near
the Earth’s surface [7] and total electron contents (TECs) in the ionosphere [8–10]. Here,
we take the 1999 M7.6 Chi-Chi earthquake and the 2011 M9.0 Tohoku-Oki earthquake as
examples to demonstrate the evaluation of pre-earthquake anomalies. Anomalous surface
deformation, which triggers unusual changes in groundwater levels [11], can be observed,
starting approximately one year before the Chi-Chi earthquake [12]. Groundwater levels
in the footwall of the Chelungpu fault began to change accordingly and remained at a
low stage for around three months (from five months to two months before the Chi-Chi
earthquake). Two months before the Chi-Chi earthquake, groundwater levels significantly
increased due to noticeable compression stress loading in the Earth’s crust [12]. Mean-
while, the stress loading in the crust near the epicenter caused variations in the magnetic
field’s daily pattern [13], as demonstrated by raw data showing several strong magnetic
disturbances [14]. Additionally, a significant decrease in total electron contents (TECs)
was observed over a wide area covering the epicenter approximately two to five days
before the earthquake [15]. Similarly, researchers such as Chen et al. [16], Han et al. [17],
Orihara et al. [18], Varotsos et al. [19], and Sarlis et al. [20] observed abnormal surface move-
ments, changes in groundwater levels, diurnal variations in the geomagnetic field, and
unusual seismic activity and slow slips approximately two months before the Tohoku-Oki
earthquake, respectively. Abnormal crustal deformation was noted by Chen et al. [16] about
1–1.5 months before the earthquake, along with abnormal changes in the foreshock se-
quence, slow slip events, and ground motion reported by Kato et al. [21], Ito et al. [22], and
Hattori et al. [23], respectively. Moreover, seismo-TEC anomalies were observed four days
before the Tohoku-Oki earthquake [24]. Heki [25] found TEC enhancements approximately
40 min before earthquake occurrences. These anomalies in seismo-crustal deformation,
groundwater levels, and seismic activity often act as early indicators of major earthquakes.
The TEC anomalies typically emerge 2–5 days before the earthquake, surpassing these
other anomalies. On the other hand, numerous previous studies have revealed statistical
anomalies in the ionosphere within approximately 2 weeks and a few days before the
occurrence of earthquakes by utilizing the nighttime fluctuation method and the terminator
time method [26–30]. However, it is important to note that most pre-earthquake anomalies
span from days [8,9] to months [31–33]. Detecting impending anomalies associated with
earthquakes remains a significant challenge that requires immediate attention.

In 2021, an instrumental array was established in Leshan, Sichuan, China (103.91◦ E,
29.60◦ N) to address one of the main challenges in detecting impending anomalies related
to earthquakes [34]. The instrumental array consists of more than 15 distinct instruments
that monitor over 15 different geophysical parameters, ranging from the subsurface to
the ionosphere (for more details, refer to Chen et al. [34]). These instruments are pri-
marily installed within a 20 m × 20 m area to monitor vibrations and perturbations in
the lithosphere, atmosphere, and ionosphere (MVP-LAI), with a predominant focus on
vertical propagation. It is important to note that geostationary satellites operated by the
BeiDou Navigation Satellite System serve the MVP-LAI system for continuously monitor-
ing changes in TECs at fixed ionospheric pierce points (IPPs) over specific locations on the
Earth’s surface. To monitor TEC changes across the MVP-LAI system, ground-based GNSS
(Global Navigation Satellite System) receivers were installed at two substations: YADU
(103.4◦ E, 31.9◦ N) and CAXI (105.8◦ E, 31.8◦ N), located approximately 200 km north of
the MVP-LAI system. The IPPs for the YADU and CAXI substations, corresponding to the
BeiDou geostationary satellites (G3 and G2), are positioned directly over the MVP-LAI
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system at an altitude of approximately 350 km (Figure 1). Thus, changes in the ionosphere
over the MVP-LAI system are monitored by calculating TEC values from electromagnetic
signals transmitted by the associated BeiDou geostationary satellites [35,36] received by
ground-based GNSS stations at YADU and CAXI. The MVP-LAI system detected resident
signals prior to the Maduo and Yangbi earthquakes [37] and observed interactions between
the lithosphere, atmosphere, and ionosphere associated with the Lamb waves triggered
by the Tonga volcano eruption [38]. Furthermore, Chen et al. [39] identified and proposed
four distinct coupling and/or interactions between the LAI triggered by the Lamb waves
associated with the Tonga volcano eruption. Although the MVP-LAI system is insufficient
for monitoring changes in Very Low-Frequency (VLF) data [40], the observational results
related to earthquakes and the Tonga volcano eruption have demonstrated the capability
of the MVP-LAI system to monitor phenomena during natural hazards.

Figure 1. The locations of various observational points related to the 2022 M6.8 Luding earthquake.
The red star represents the epicenter of the Luding earthquake. The black triangle indicates the
instrumental array for monitoring vibrations and perturbations in the lithosphere, atmosphere,
and ionosphere (MVP-LAI). The blue and red solid triangles denote the YADU and CAXI ground-
based GNSS (Global Navigation Satellite System) stations, respectively. The blue and red open
triangles show the ionospheric pierce points (IPPs) corresponding to the BeiDou geostationary
(G1–G5) satellites. The approximate distances from the MVP-LAI system and the IPPs on the CAXI-
G1 route to the epicenter of the Luding earthquake are 175 km and 749 km, respectively.

On 5 September 2022, at 4:52:18 Universal Time (UT), an earthquake, 6.8 in magnitude,
struck near Luding County in Sichuan, China, at the coordinates 102.08◦ E, 29.59◦ N [41,42].
The earthquake reached a ground intensity level of nine, resulting in the loss of 97 lives,
with 20 people reported as missing. In a study conducted by Liu et al. [43], various
geophysical parameters in the ionosphere, infrared radiation, atmospheric electrostatic field,
and hot spring ions in the seismogenic region were examined. Pre-earthquake anomalies
were observed in the lithosphere–atmosphere–ionosphere coupling approximately 10 days
before the Luding earthquake. However, the specific impending anomalies prior to the
Luding earthquake remain unclear. The estimated radius of the earthquake preparation
zone, calculated using a formula proposed in Dobrovolsky et al. [44], is approximately
840 km. The epicenter of the earthquake is approximately 175 km away from the MVP-
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LAI system. This suggests that the MVP-LAI system has a high potential for detecting
multiple anomalous phenomena before an earthquake occurs. As part of this study, data
on ground tilts, air pressure, radon concentration, atmospheric vertical electric field near
the Earth’s surface, wind field up to an altitude of approximately 5000 m, magnetic field
corresponding to the ionospheric current at around 100 km altitude, and TECs from the
YADU and CAXI substations at approximately 350 km altitude were collected from 4 to
5 September 2022. Since there was no precipitation during this period, data from the rain
gauge in the MVP-LAI system were not included.

2. Materials and Methods

Daily variations in data from the MVP-LAI system have been routinely shown at
http://geostation.top (accessed on 4 October 2023; please also visit the website for refer-
ences). Data from 4 September to 5 September 2022 were retrieved to illustrate various
factors, including the atmospheric vertical electric field near the Earth’s surface (Figure 2a,b),
radon concentration (Figure 2c,d), air pressure (Figure 2e,f), and ground tilts (Figure 2g–j).
Here, we examine this diverse dataset, spanning from the lithosphere to the ionosphere,
in order to investigate potential abnormal phenomena preceding the Luding earthquake.
It is important to note that the tilts embedded in the magnetometers in the MVP-LAI
system were used as seismic data in this study due to the seismometers breaking down
during the Luding earthquake. Significant ground tilts were observed at 4:52:48 UT in
the tilt data shown in Figure 2g–j. These vibrations were triggered by the seismic waves
of the Luding earthquake and appeared approximately 30 s later. The velocity of the
ground vibration propagation was approximately ~5.8 (=175/30) km/s, corresponding to
the seismic primary waves. Around three hours before the Luding earthquake, there was a
temporal change in the east-downward tilts, with persistent east-downward declinations
shifting to east-upward declinations (Figure 2i,j). Roughly one hour after the earthquake,
the east-upward declination reverted back to east-downward declinations. Similar changes
were observed in the north-downward tilts, where the steady north-downward declination
temporarily shifted to north-upward declination from three hours to two hours before the
earthquake (Figure 2g,h).

Barometers monitor changes in air pressure near the Earth’s surface with a sampling
interval of 2 s. Figure 2e illustrates air pressure changes with semi-diurnal variations.
Additionally, Figure 2f shows a small enhancement coinciding with the semi-diurnal
variations around 1:56 UT, with an amplitude of approximately 0.3 hPa. The emanometer
records variations in air radon with a sampling interval of 10 min. The radon concentration
(Figure 2c) remained low, between 0 Bq/m3 and 30 Bq/m3, but notably increased to around
50 Bq/m3 near 1:50 UT (Figure 2d). Vertical changes in the atmospheric electric field near
the Earth’s surface are monitored using the atmospheric electric meter with a sampling
interval of 1 s. Significant drops in the atmospheric electric field occurred around 3:00 UT on
4 September 2022, and 1:30 UT on 5 September 2022 (Figure 2a). No abnormal phenomenon
was observed in the other geophysical parameters around 3:00 UT on 4 September 2022.
However, a drop in the atmospheric electric field, corresponding to the anomalous changes
in the other geophysical parameters around 1:50 UT, can be seen (Figure 2b). In summary,
abnormal changes were detected in multiple geophysical parameters near the Earth’s
surface in the MVP-LAI system at approximately 1:50 UT, approximately 3 h before the
Luding earthquake.
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Figure 2. The changes in five geophysical parameters from the MVP-LAI system between the 4 and
5 September 2022. The variations in the atmosphere’s electric field are depicted in (a,b), while the
changes in radon concentration are shown in (c,d). The alterations in air pressure are displayed in (e,f),
and the ground tilts for the north downward are illustrated in (g,h). Furthermore, the ground tilts
for the east downward can be seen in (i,j). The changes in geophysical parameters over a time span
from the 4 to the 5 September 2022 are shown in (a,c,e,g,i). Additionally, the changes in geophysical
parameters over a shorter time span from 22:00 UT on the 4 September 2022 to 8:00 UT on the
5 September 2022 are shown in (b,d,f,h,j). The red vertical lines indicate the occurrence of the Luding
earthquake, while the blue lines highlight the abnormal changes in geophysical parameters occurring
three hours prior to the earthquake.

Figure 3 illustrates changes in the wind field, geomagnetic field, and TECs during
the Luding earthquake. The radar wind profile in the MVP-LAI system monitors the
three-dimensional wind field from the Earth’s surface up to an altitude of approximately
5000 m, with a 2 min sampling interval. Between approximately 12:00 UT and 23:00 UT
on 4 September 2022, an intense horizontal wind with a speed of around 15 m/s was
observed at altitudes ranging from approximately 2000 m to 4000 m (Figure 3c). After
approximately 23:00 UT on 4 September 2022, and until around 13:00 UT on 5 September
2022, this intense horizontal wind either ceased or weakened. However, after 13:00 UT on
5 September 2022, the horizontal wind reversed from weakening to intensifying, with a
speed of approximately 10 m/s at altitudes ranging from approximately 3000 m to 4000 m.
Simultaneously, the vertical wind frequently changed direction, exhibiting intense upward
wind speeds exceeding approximately 3 m/s when the intense horizontal wind either
ceased or weakened (Figure 3d). These intense upward winds coincided with abnormal tilt
changes, indicating that the wind field was affected by abnormal ground vibrations over
a wide area. A magnetometer monitored changes in the geomagnetic field at the north-
south, east-west, and vertical components with a 0.1 s sampling interval. Changes in the
north–south and east–west components correspond to ionospheric currents at an altitude of
approximately 100 km above the Earth’s surface [45]. Variations in the vertical geomagnetic
field are attributed to underground currents [46,47]. No significant abnormal phenomena
were detected in the north–south and vertical geomagnetic field. In contrast, periodic
magnetic disturbances with an amplitude of approximately 10 nT were observed from
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around 0:00 UT to 3:30 UT on 5 September 2022 (Figure 3b). TEC variations over the MVP-
LAI system were obtained from ground-based GNSS receivers using electromagnetic signals
transmitted from the BeiDou geostationary G3 satellites. To remove long-term background
variations (e.g., diurnal variation) in TECs, a moving average computed with a 1 h window
was subtracted, resulting in residual TEC (dTEC) values. The dTEC variations with an
amplitude of approximately 1.5 TECU (TEC unit = 1016 el/m2) were observed around
the same time as abnormal ground vibrations (Figure 2g–j), perturbations in air pressure
(Figure 2e,f), increases in radon concentration (Figure 2c,d), decreases in atmospheric
electric field (Figure 2a,b), mitigation of horizontal wind (Figure 3c), enhancements of
upward wind (Figure 3d), and periodic magnetic perturbations (Figure 3b). This suggests
that dTECs in the ionosphere may have been influenced by abnormal ground vibrations
approximately 3 h before the Luding earthquake.

Figure 3. The changes in the magnetic field at the east–west component, residual total electron
content (dTEC) at the ionospheric pierce point (IPP) for the YADU-G3 route, and wind field from
the MVP-LAI system between the 4 and 5 September 2022. The variations in the magnetic field at
the east–west component are presented in (a). The residual TEC (dTEC) at the IPP for the YADU-G3
route is displayed in (b). The horizontal and vertical winds from the surface up to an altitude of
5000 m can be seen in (c,d), respectively. In (c), the arrows indicate the azimuths of the wind. The
red vertical lines signify the occurrence of the Luding earthquake, while the black lines highlight the
abnormal changes in geophysical parameters occurring three hours before the earthquake.

3. Discussion

Figures 2 and 3 depict abnormal changes in multiple geophysical parameters at ap-
proximately 1:50 UT, which occurred about 3 h before the Luding earthquake. In addition,
we gathered TEC data from the YADU and CAXI stations to investigate the spatial dis-
tribution of TEC abnormal changes for further clarifying the potential source locations.
These data were obtained through the reception of electromagnetic signals emitted by the
BeiDou geostationary satellites (G1, G2, G3, and G5) using the standard method [37,48].
The assumed altitude of the IPPs for the collected TEC data is 350 km above the Earth’s
surface. Figure 1 shows the approximate latitude alignment of the IPPs at 29.6◦ N, which
is due to the geostationary satellites being stationary and positioned around the equator
in space. However, it is worth noting that a series of discontinuities was observed in the
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electromagnetic signals emitted by the BeiDou G4 satellite. As a result, the TEC data from
the BeiDou G4 satellite were not considered in this study.

The dTEC values shown in Figure 4 were computed using TEC data collected from
the YADU and CAXI stations, employing the same method of removing a 1 h moving
average. Generally, dTEC values from both stations exhibited synchronized changes. This
synchronization can be attributed to the fact that the IPPs associated with the TEC measure-
ments were located within a radius of approximately 850 km. Notably, abnormal changes
occurring 3 h prior to the Luding earthquake were consistently observed throughout the
entire dTEC dataset, except for the dTEC derived from signals emitted by the G1 satellite at
the CAXI station. The delayed abnormal changes in dTEC for the CAXI-G1 route compared
to others suggest that the sources of TEC perturbations may exist on the west side of this
route. Additionally, the IPP for the CAXI-G1 route was approximately 749 km away from
the epicenter, a distance that roughly aligns with the earthquake preparation zone proposed
in Dobrovolsky et al. [44].

Figure 4. The changes in residual total electron content (dTEC) at the ionospheric pierce points (IPPs)
for ground-based GNSS receivers at the YADU and CAXI substations corresponding to the BeiDou
geostationary satellites (i.e., G1, G2, G3, and G) between the 4 and 5 September 2022. The residual
TEC (dTEC) at the IPPs, as depicted in Figure 1, for ground-based GNSS receivers at the YADU and
CAXI substations corresponding to the BeiDou geostationary satellites, are represented by the black
and gray curves. The routes (station code–satellite code) are denoted below the curves with the
same color. The red vertical line indicates the occurrence of the Luding earthquake, while the blue
line highlights the abnormal changes in other geophysical parameters obtained three hours before
the earthquake.

The second question pertains to the relatively small abnormal signals observed in
the geomagnetic field and air pressure, which may not, by themselves, be convincing. To
further analyze these signals, we employed the Morlet wavelet transform [49] to convert
the magnetic and air pressure data into the frequency domain shown in Figure 5. We
examined the magnetic field, specifically the north–south component (Figure 5a) and the
vertical component (Figure 5c), no significant enhancements were detected around 3 h
before the Luding earthquake that numerous anomalies were observed. Conversely, in the
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east–west component, enhancements with a period of 14–32 min were noted from 6 h to
3.5 h before the earthquake (Figure 5b). These enhancements temporarily subsided and
then reversed around 3 h before the earthquake. The period of the secondary enhancements
was similar to the first but slightly longer (16–32 min). In the air pressure data, Figure 5d
displays a clear enhancement with a period of approximately 16–40 min around 3 h before
the earthquake. The presence of these enhancements in both air pressure and the east–west
component of the geomagnetic field, occurring at the same time and with similar periods,
suggests that they may have a common underlying physical mechanism. These abnormal
changes in air pressure and the geomagnetic field at the east-west component could provide
valuable clues for identifying other abnormal parameters.

Figure 5. The time-period–energy distribution of the geomagnetic field and the air pressure from
the MVP-LAI system between the 4 and 5 September 2022. The geomagnetic and air pressure data,
obtained from the MVP-LAI system, are transformed into the frequency domain using the Morlet
wavelet transform [44]. The color changing from blue to red suggests that the energy goes from
weak to strong. Panels (a–c) display the time-period-energy distribution of the geomagnetic field
for the north-south, east-west, and vertical components, respectively. Panel (d) presents the time-
period-energy distribution of the air pressure data. The black vertical lines indicate occurrences three
hours before the Luding earthquake, which were determined based on abnormal changes in other
geophysical parameters and the earthquake occurrence time.

Four potential channels have been proposed to explain the coupling between the
lithosphere, atmosphere, and ionosphere for multiple geophysical parameters before earth-
quakes in Hayakawa [50,51]. These channels include the chemical channel, conductivity
channel, acoustic-gravity channel, and electromagnetic channel. In the chemical channel,
the concentration of radon plays a key role in triggering anomalies in various geophysical
parameters [52–55]. The decay of radon radiation leads to electromagnetic anomalies. The
conductivity channel is associated with an increase in conductivity, which can result in more
upward lightning strikes, causing heating in the ionosphere [56–60]. The acoustic-gravity
channel involves thermal anomalies and pre-earthquake ground vibrations that generate
upward acoustic-gravity waves, leading to changes in TECs in the ionosphere [61–69].
In the electromagnetic channel, electromagnetic waves emitted from the lithosphere can
modify the ionosphere [70–73].
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Figure 2c,d show an abnormal increase in radon concentration approximately 3 h
before the Luding earthquake. This suggests that the chemical channel dominates the
seismo-anomalies in multiple geophysical parameters. Additionally, the decay of radon ra-
diation leads to a decrease in the atmospheric electric field, as demonstrated in Figure 2a,b.
This observation coincides with the statistical results in Chen et al. [74], which indicate that
negative abnormal signals in the atmospheric electric field usually appear 2–48 h before ma-
jor earthquakes. However, the periodic changes in atmospheric pressure, electromagnetic
field, and TEC anomalies cannot be fully explained by the chemical channel alone.

Chen et al. [39] observed that Lamb waves changed air pressure by approximately
1 hPa, causing variations of about 10 nT in the geomagnetic field and approximately 2 TECU
in the TEC due to the upward propagation of the acoustic waves during the Tonga volcano
eruption. The perturbations of air pressure, magnetic field, and TEC share a frequency
at around 0.002 Hz. Meanwhile, once the coupling is dominated by the acoustic-gravity
waves, abnormal changes in the lithosphere can lead to corresponding changes in the
ionosphere within a few minutes to hours [75].

Abnormal changes in the amplitudes of air pressure, magnetic field, and TEC are
approximately 0.3 hPa, 10 nT, and 1.5 TECU in this study, respectively. These abnormal
changes are comparable to those observed during the Tonga volcano eruption. Abnormal
changes in the geomagnetic field components and air pressure exhibit frequency char-
acteristics of 0.0005–0.001 Hz, approximately corresponding to periods of 15–30 min in
Figure 5b,d. The TEC variations, with a clear amplitude of about 1.5 TECU (TEC unit)
approximately 3 h before the earthquake, have a period of approximately 30 min. This
suggests that the coupling between air pressure near the Earth’s surface, the magnetic field
at the east–west component influenced by ionospheric currents at around 100 km altitude,
and TEC at approximately 350 km altitude may be dominated by the acoustic-gravity
channel due to the observed abnormal amplitudes and frequency characteristics.

Nevertheless, once the coupling is dominated by the acoustic-gravity waves, it contra-
dicts the observations in this study that abnormal changes in the lithosphere, atmosphere,
and ionosphere exhibit no significant time difference. Although the frequencies were
slightly lower than the atmospheric resonance frequency, which is around 0.005 Hz from
the surface to an altitude of 500 km [76], the lack of significant time discrepancy between
these anomalies suggests a promising mechanism of double resonance [77]. This mecha-
nism implies that a resonance in the ground [32] triggers a resonance in the atmosphere
before major earthquakes. Additionally, Figure 3c,d show that the horizontal wind tem-
porarily decreases, and the vertical wind frequently reverses during the Luding earthquake.
The frequent reversal of the vertical wind replaces the horizontal winds, providing fur-
ther evidence of atmospheric resonance. Therefore, it can be concluded that at least two
mechanisms dominate the coupling between the lithosphere, atmosphere, and ionosphere
before the Luding earthquake, including the chemical channel and double resonance, which
simultaneously affect various geophysical parameters.

4. Conclusions

Multiple geophysical parameters exhibit anomalous phenomena in a sequence span-
ning from months to days before major earthquakes. This has been widely reported in
numerous previous studies. This is the first instance where seven distinct geophysical
parameters distributed in the lithosphere, atmosphere, and ionosphere all show abnor-
mal phenomena occurring nearly simultaneously, approximately 3 h before the major
earthquake. The increase in radon concentration supports the idea that the seismo-LAI
coupling is primarily influenced by the chemical channel. However, the chemical channel
alone cannot explain the shared frequency characteristics observed among air pressure, the
geomagnetic field, and TEC data. A novel abnormal phenomenon involving vertical winds
frequently reversing direction, corresponding to the cessation or weakening of horizontal
winds, was detected by the radar wind profile in the MVP-LAI system. The characteristics
of these reverse wind directions and shared frequencies suggest the presence of promising
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atmospheric resonance in the LAI coupling. It appears that multiple channels and/or mech-
anisms play a dominant role in the LAI coupling of various parameters before the Luding
earthquake. Additionally, our study’s results confirm the effectiveness of the MVP-LAI
system in distinguishing these distinct LAI coupling mechanisms once again.
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Abstract: In this study, 117,718 ionospheric perturbations, with a space size (t) of 20–300 s but no
amplitude (A) limit, were automatically globally searched via software utilizing ion density data
measured by the DEMETER satellite for over 6 years. The influence of geomagnetic storms on the
ionosphere was first examined. The results demonstrated that storms can globally enhance positive
ionospheric irregularities but rarely induce plasma variations of more than 100%. The probability of
PERs with a space size falling in 200–300 s (1400–2100 km if a satellite velocity of 7 km/s is considered)
occurring in a geomagnetically perturbed period shows more significance than that in a quiet period.
Second, statistical work was performed on ion PERs to check their dependence on local time, and
it was shown that 24.8% of the perturbations appeared during the daytime (10:30 LT) and 75.2%
appeared during the nighttime (22:30 LT). Ionospheric fluctuations with an absolute amplitude of
A < 10% tend to be background variations, and the percentages of positive perturbations with a
small A < 20% occur at an amount of 64% during the daytime and 26.8% during the nighttime,
but this number is reversed for mid–large-amplitude PERs. Large positive PERs with A > 100%
mostly occurred at night and negative ones with A < −100% occurred entirely at night. There was
a demarcation point in the space size of t = 120 s, and the occurrence probabilities of day PERs
were always higher than that of nighttime ones before this point, while this trend was contrary
after this point. Finally, distributions of PERs according to different ranges of amplitude and space
scale were characterized by typical seasonal variations either in the daytime or nighttime. EIA only
exists in the dayside equinox and winter, occupying two low-latitude crests with a lower Np in both
hemispheres. Large WSAs appear within all periods, except for dayside summer, and are full of PERs
with an enhanced amplitude, especially on winter nights. The WN-like structure is obvious during
all seasons, showing large-scale space. On the other hand, several magnetically anomalous zones of
planetary-scale non-dipole fields, such as the SAMA, Northern Africa anomaly, and so on, were also
successfully detected by extreme negative ion perturbations during this time.

Keywords: ionospheric structures; ion perturbations; automatic detection method

1. Introduction

As a conductive component of layers of the atmosphere, investigations of various
properties of the ionosphere have always been a controversial issue due to different sources
from above and below that contribute to ionospheric variations. Solar activity mainly
includes sunspots, solar winds, solar flares, etc. These activities can release a large number
of energy particles, causing a direct or indirect impact on the formation and characteristics
of the Earth’s ionosphere, while during geomagnetic storms, vast amounts of energy and
momentum in the form of increased particle precipitation and Joule heating from solar
wind and the magnetosphere have been deposited into the Earth’s upper atmosphere
and ionosphere, causing global disturbances of the ionosphere. On the other hand, the
ionosphere is subject to tremendous responses to natural and artificial events, such as
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earthquakes, volcanoes, tsunamis, communication engineering, etc. Ionospheric irregu-
larities caused by inhomogeneous ionization density in the topside ionosphere have been
described as early as the 1930s [1–3]. Following several decades of research, ionospheric
structures, and even their inner various features, have gradually gained more and more
clear configurations from ground-based remote ionospheric responding and satellite in situ
instruments [4–7]. Some, such as the equatorial ionization anomaly (EIA) and mid-latitude
ionospheric trough (MIT), have been well reconstructed by different parameters, although
parts of the potential mechanisms of these various ionospheric irregularities are yet to be
fully understood [8–12].

Plasma density is the primary parameter that is commonly utilized to reconstruct the
ionosphere configuration and test the reliability of the data measured from different instru-
ments. Electron density (Ne) is a key parameter to characterize the status of ionospheric
plasma, and O+ is the main component among the ions, although this depends on certain
factors such as local time and altitude [7,13–15]. Electron density measured employing in
situ DEMETER (Detection of Electro-Magnetic Emissions Transmitted from Earthquake
Regions) and Swarm satellites or from FORMOSAT-3/COSMIC radio occultation mea-
surements were employed to investigate the properties of ionospheric irregularities, with
variations such as EIA, MIT, middle latitudinal band structures, Wedell Sea Anomaly,
etc. [11,16–21]. Other parameters such as O+, H+, and He+ densities and total electron
densities are also used to research the ionospheric characteristics of background, seasonal,
and day-to-day variations, as well as the large-scale depletion of oxygen ions [22–24].

However, it must be mentioned that variations in ionospheric parameters are not
only due, in large part, to sources from above, such as solar and geomagnetic activity
variations, but also natural hazards and meteorological sources from below [25]. As the
Earth’s observation from space has developed, seismo-ionospheric influences have been
highlighted as a possible candidate for earthquake forecasting and potential seismogenic
electromagnetic energy transmitted along the lithosphere, atmosphere, ionosphere, and
even magnetosphere [26–31]. As a weak factor of strong ionospheric background variations,
weak information potentially associated with seismic activities is always submerged in
other enhanced irregularities. Aside from a case study in a relatively small region and
within a specified short time, statistical investigations on seismo-ionospheric influence have
always been a way to distinguish anomalous features of earthquake precursors [32–41].
With an alternative statistical method, Parrot [31] correlated DEMETER ion perturbations
(PERs), automatically searched via software, with strong earthquake events occurring
during the DEMETER period, and the results have shown that the number and intensity of
the ionospheric PERs are a little larger prior to earthquakes than prior to random events.
A similar method has also been utilized by Li et al. [42,43] to correlate ionospheric PERs
measured by the DEMETER satellite with strong seismic activities occurring within a
corresponding period. They found that the obtained results are inadequate, because not
all ionospheric PERs are caused by EQs, and the number of false alarms is large, even
with the detection range reaching up to 1500 km. Furthermore, Li et al. [15] conveyed that
CSES (China Seismo-Electromagnetic Satellite) ion PERs, with a space size of 200–300 s, are
located collectively in the equatorial area, with no specified correlation to the main seismic
zones of the world. Contrastingly, Li et al. [44] found that there are different properties for
ion PERs and electron ones obtained from a CSES satellite for more than three years and
ionospheric PERs with large amplitudes and space sizes tend to collocate with large-scale
ionospheric structures such as EIA and MIT.

Therefore, all evidence indicates that it will be of great significance to explore iono-
spheric PERs caused by various interferences. A comprehensive investigation of the
properties of ionospheric PERs with different amplitudes and space sizes can help us fully
understand their producing mechanisms and correctly distinguish earthquake precursors.
Hence, in this paper, DEMETER data and the data processing method are introduced
in Section 2. In Section 3, different seasonal and local time characteristics of ion PERs
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are comparatively exhibited. Finally, the discussion and conclusions are presented in
Sections 4 and 5, respectively.

2. Data and Data Processing Method

2.1. Dataset

DEMETER was launched in June 2004, measuring electromagnetic waves and plasma
parameters around the globe, except in the auroral zones [45]. It is a low-orbit satellite
with an altitude of 710 km, decreased to 660 km in December 2005. The orbit of DEMETER
is nearly sun-synchronous, and the upgoing and downgoing half-orbits correspond to
nighttime (22:30 LT) and daytime (10:30 LT), respectively. Its payload IAP (plasma analyzer
instrument) outputs the plasma density of ion density with data resolutions of 4 s in
the survey mode and 2 s in the burst mode for all data. This satellite’s science mission
stopped measuring at the end of December 2010. More details can be found in the study by
Parrot et al. [45].

This investigation is based on the ion (O+) density (Ni) data from IAP onboard the
DEMETER in situ measurements of over 6 years (from November 2004 to August 2010).
All data were transmitted into the resolution of 4 s for ion density issued by the original
recordings. At the same time, the SAVGOL method was employed to smooth the data,
eliminating pulse-like peaks before searching for PERs. The SAVGOL function returns the
coefficients of the Savitzky–Golay smoothing filter [46].

2.2. Automatic Search for Ionospheric PERs

The plasma data processing method employed here is similar to the one used by
Li et al. [45]. Ionospheric PERs in the ion dataset were automatically searched by software
(code) globally rather than around the main seismic zones, as in our previous work [42,43].
Here, two key parameters are specified: the PER spatial scale (t, in situ measurement
time) was kept within the 20–300 s range (140–2100 km if a satellite velocity of 7 km/s
is considered), and there were still no limits for the value of various amplitudes (A) in
the PER database. The minimum size was also set to 20 s in order to avoid spurious
impulsions caused by one or two points [42]. Each ionospheric disturbance is described
by several parameters, such as peak appearing time, orbit number, location (latitude and
longitude), amplitude, spatial scale, etc. Eight three-hourly averaged Kp index values each
day were available from Li and Parrot [42], and the Kp value was also examined when each
ionospheric PER detected occurred.

Figure 1a represents the upgoing orbit of 12545 (black line) measured by DEMETER
on 8 November 2006. The O+ density recorded along this orbit during nighttime is denoted
by a blue line (data-ion) in Figure 1b, and its smoothed data using the SAVGOL function is
lined in red (Smo-ion).

Two ionospheric perturbations were automatically detected within this Smo-ion line
by the software, with a defined space size of 20–300 s and without amplitude limits. The
corresponding parameters of these two PERs are presented in Table 1.

Table 1. Parameters of two PERs detected by the software along the DEMETER orbit of 12545 at nighttime.

PER1 PER2

Date (y m d) 8 November 2006 8 November 2006
Time (h m s ms) 12 41 3 797 12 46 0 527

Orbit 12545_1 12545_1
Latitude (◦) −28.5122 −10.5681

Longitude (◦) 148.210 144.081
BkgdIon (cm−3) 4649.35 8378.52

Amplitude (cm−3) 6738.61 14,763.6
Trend Increase Increase

Percent (%) 44.9 76.2
Time_width (m s ms) 1 37 433 4 56 113

Extension (km) 669 2036
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Figure 1. (a) Location of the flight path (upgoing orbit 12545) conducted by DEMETER on 8 November
2006. Two red dots represent the peak values of (b) two ionospheric PERs (indicated by two black arrows)
detected by the software (the code) in smoothed ion data of the DEMETER orbit 12545 at night.

In total, 117,718 ion PERs were attained from the ion density dataset measured by the
DEMETER satellite during this considered period.

3. Properties of Ionospheric PERs

3.1. Effect of a Geomagnetic Storm on the Ionosphere

In this study, the Kp index was first used to examine the geomagnetic effect on plasma
densities. Figure 2 shows the distributions of all 117,718 ion PERs with an increasing value
of corresponding Kp indexes as one PER occurs. In Figure 2, it is clear that the distributions
of plasma variations in light of the Kp index present no special areas where PERs with
large Kp values appear collectively, although solar activity tends to have a slightly heavier
effect on equatorial and high-latitude ionospheric areas. The response of the ionosphere to
solar and geomagnetic activity variations depends on the season, latitude, and storm time
occurrence [15,32,44,47,48].

 
Figure 2. Distribution of 117,718 ion PERs with respect to different ranges of the Kp index during the
DEMETER satellite period considered in this paper.

Usually, Kp ≥ 3 implies that there is an effect on space weather from geomagnetic
storms. To further examine the exact influence of the geomagnetic storm on the amplitude
and space size of ionospheric PERs and attain obviously comparable results, PERs with
Kp > 4 within the perturbed period and Kp ≤ 2 within the quiet period were selected
from all 117,718 ion PERs to form two new groups of PERs: 87,057 with Kp ≤ 2 and 4263
with Kp > 4. Second, for each group of PERs, the number for certain PERs (n, the same in
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the following parts) and their occurrence probability (p, the same in the following parts)
were calculated as a function of different ranges of amplitude (A): ≥100, 90–100, 80–90,
70–80, 60–70, 50–60, 40–50, 30–40, 20–30, 10–0, 0–−100, and <−100; and space size (t):
20–40, 40–60, 60–80, 80–100, 100–120, 120–140, 140–160, 160–180, 180–200, and 200–300.
The results are listed in Tables 2 and 3 as the number of each sub-group of PERs and its
corresponding percentage.

Table 2. Number and its corresponding percentage of sub-group PERs with different ranges of
amplitude (A) for two-group ion PERs (Kp > 4 and Kp ≤ 2).

Kp > 4 Kp ≤ 2
A/% n p n p

≥100 510 12.0 12,014 13.8
90–100 100 2.3 1543 1.8
80–90 112 2.6 1872 2.2
70–80 131 3.1 2292 2.6
60–70 151 3.5 2915 3.3
50–60 211 4.9 3623 4.2
40–50 281 6.6 4850 5.6
30–40 388 9.1 6890 7.9
20–30 479 11.2 9379 10.8
10–20 684 16.0 13,881 15.9
0–10 776 18.3 17,529 20.1

−100–0 436 10.3 10,111 11.6
<−100 4 0.1 158 0.2

Table 3. Number and its corresponding percentage of sub-group PERs with different ranges of space
size (t) for two-group ion PERs (Kp > 4 and Kp ≤ 2).

Kp > 4 Kp ≤ 2
t/s n p n p

20–40 773 18.1 16,045 18.4
40–60 469 11.0 9121 10.5
60–80 646 15.2 13,553 15.6

80–100 536 12.6 12,594 14.5
100–120 482 11.3 10,200 11.7
120–140 287 6.7 6098 7.0
140–160 263 6.2 5439 6.2
160–180 164 3.8 3255 3.7
180–200 158 3.7 2994 3.5
200–300 485 11.4 7758 8.9

For an easy comparison, data from Tables 2 and 3 are represented as polylines in
Figure 3.

  
Figure 3. Polyline of percentages for different groups of perturbations: PERs for Kp > 4 in red, ones
for Kp ≤ 2 in blue line, as a function of (a) an amplitude (A) and (b) a space size (t).
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Table 2 and Figure 3a show the percentage values corresponding to different scales of
amplitude during a geomagnetically perturbed period (Kp > 4) and a quiet period (Kp ≤ 2);
for positive PERs, the occurrence probabilities for plasma variations with a magnitude
covering the range A = 0–10% is 18.3% and 20.1%, for 10% < A < 100% it is 59.3% and
54.3%, and for A > 100% is 12% and 13.8%, respectively. From this point, it is easy to infer
that geomagnetic storms can accelerate ionospheric variations but rarely induce plasma
irregularities of more than 100%. On the other hand, it is possible, but unlikely, for magnetic
storms to give rise to negative ionospheric variations even beyond 100% (see Table 2 and
Figure 3a), which is coincident with the results attained by Prölss [49], who presented
that the increase in geomagnetic activity gave rise to negative ionospheric variations at
the nightside during the summer season. Xiong et al. [50] also reported that positive and
negative ionospheric responses were observed during the recovery phase of a geomagnetic
storm on the dayside.

In Table 3 and Figure 3b, there is no obvious discrepancy between the space sizes
of PERs appearing during the disturbed period and quiet time when t < 200 s. Contrast-
ingly, there is a relatively obvious gap between the percentages during Kp > 4 and Kp ≤ 2
when t = 200–300 s, which indicates that geomagnetic storms tend to induce larger iono-
spheric disturbances. Alternatively, the space size defined here does not cover the range of
geomagnetically perturbed ionospheric variations well. Large-scale ionospheric density
enhancements are frequently observed during geomagnetic storms [50].

3.2. Local Time Discrepancy of Ionospheric PERs

The DEMETER measurement heavily depends on two local times: 22:30 LT for night-
time and 10:30 LT for the morning. For all 117,718 ion PERs, 29,226 occurred during
daytime and 88,492 for nighttime, accounting for 24.8% and 75.2%, respectively. To check
the dependence of the occurrence of plasma PERs on local time, PERs were separated into
two groups according to their occurrence time of daytime and nighttime. Then, for each
group of PERs (dayside or nightside), the percentage for different ranges of amplitude, A,
and space size, t, were calculated and are presented in Tables 4 and 5.

Table 4. Number and its corresponding percentage of sub-group PERs with different ranges of
amplitude (A) for two-group ion PERs (daytime and nighttime).

Daytime Nighttime
A/% n p n p

≥100 249 0.9 15,650 17.7
90–100 73 0.2 2054 2.4
80–90 116 0.4 2486 2.8
70–80 148 0.6 3011 3.4
60–70 332 1.1 3716 4.2
50–60 451 1.5 4562 5.2
40–50 844 2.9 5868 6.6
30–40 1699 5.8 7718 8.7
20–30 3104 10.6 9651 10.9
10–20 6712 23.0 12,179 13.8
0–10 11,983 41.0 11,541 13.0

−100–0 3515 12.0 9860 11.1
<−100 0 0.0 196 0.2

Data from Tables 4 and 5 are also presented as polylines in Figure 4 for a better
comparison.

From Table 4 and Figure 4a, the percentages for all amplitude segments varied widely,
and this property was more obvious during the daytime. The significant feature is that
plasma PERs with small amplitudes <20% made up a prominent proportion of 64% on
the dayside. Contrastingly, this parameter only accounts for 26.8% on the nightside.
The number of each group of PERs with an amplitude between 0 and −10% was also
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checked: 3406 and 5603 for day and night ion PERs, accounting for 11.7% and 6.3%
of all 29,226 day ion PERs and 88,492 night ones, respectively. That means that most
ionospheric variations with a positive and negative magnitude of less than 10% tend
to be background irregularities. This conclusion seems more correct during nighttime
than daytime, when sunlight can speed the ionization of plasma, giving rise to more
positive ionospheric irregularities. The occurrence probabilities of mid–large-amplitude
perturbations, for instance, >20%, account for 24% and 61.9% for daytime and nighttime,
respectively. Comparatively, the ionosphere can enhance amplitudes to more than 100%
easily during nighttime but rarely decrease to 100%. From the space size, the probability
for various sections keeps a relative balance, but there is a demarcation point, t = 120 s.
The occurrence probabilities of day PERs were always higher than that of nighttime before
this point, while this result was reversed after this point (See Table 5 and Figure 4b). A
primary conclusion was almost attained on the basis of these statistical results: relatively,
the ionosphere varies more frequently and more violently during nighttime but with a
relatively small space size.

Table 5. Number and its corresponding percentage of sub-group PERs with different ranges of space
size (t) for two-group ion PERs (daytime and nighttime).

Daytime Nighttime
t/s n p n p

20–40 5521 18.9 15,731 17.8
40–60 2580 8.8 9714 11.0
60–80 3599 12.3 14,535 16.4

80–100 3342 11.4 13,478 15.2
100–120 3127 10.7 10,501 11.9
120–140 2150 7.4 6130 6.9
140–160 2058 7.0 5302 6.0
160–180 1419 4.9 3130 3.5
180–200 1373 4.7 2830 3.2
200–300 4057 13.9 7141 8.1

  
Figure 4. Polyline of percentages for different groups of perturbations: PERs during nighttime in red
and daytime in blue as a function of (a) amplitude range (A) and (b) space size (t).

3.3. Seasonal Variation in Ionospheric PERs

The ionosphere is also characterized by local time [19,23], as well as seasonal varia-
tions [23,51]. According to the Lloyd criteria [52], the months of winter for the Northern
Hemisphere (summer for the Southern Hemisphere) include November, December, January,
and February; equinox covers March, April, September, and October; and summer (winter
for the Southern Hemisphere) contains the months of May, June, July, and August.

On the basis of dividing ion PERs into different groups according to their occurrence
at local time (dayside and nightside), plasma PERs issued by ion density in this section
were further divided into different groups by seasons. However, before that, we eliminated
PERs with Kp ≥ 3 (18,169 PERs) in order to eliminate the global influence from solar
activities and only keep PERs with Kp < 3 (99,549 PERs) to a statistical in this part. For all
99,549 PERs with Kp < 3, 25,780 PERs occurred on the dayside and 73,769 on the nightside.
Furthermore, each group of these PERs was separated into three sub-groups according to
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different seasons: 3862 for summer, 6680 for equinox, and 15,238 for winter on the dayside;
and 22,852, 22,389, and 28,528 on the nightside. Their distributions corresponding to
various amplitudes, A, as well as space size, t, are exhibited in Figures 5 and 6, respectively.
In Figure 5, the left panels represent the distributions of ion PERs appearing on the dayside
in summer, equinox, and winter from the top to the bottom, and the right panels correspond
to ones on the nightside. Figure 6 shows the same arrangement as Figure 5.

 

 

 
Figure 5. Distribution of various amplitude ion PERs with respect to different seasons and local times.
(a) Daytime in summer; (b) nighttime in summer; (c) daytime in equinox; (d) nighttime in equinox;
(e) daytime in winter; and (f) nighttime in winter.

The equatorial ionization anomaly (EIA) is one of the ionospheric phenomena during
daytime occurring in a low-latitude F-region and characterized by an electron density
trough above the magnetic equator and double crests of enhanced plasma density at
approximately 15◦ north and south of the magnetic equator [4,53]. The longitudinal
arranged wavenumber-4 (WN4) in the summer and autumn and wavenumber-3 (WN3)
in the winter of plasma density also developed in the morning within the equator [54].
On the dayside, the EIA structure was exhibited well in equinox and winter, as shown in
Figure 5c,e, but not in the summer, as shown in Figure 5a. This structure displays a typical
feature of low-plasma PER density (Np) on both sides of the magnetic equator at a low
latitude and a sudden enhancement of Np at about 15◦ on both sides of magnetic latitudes.
At the same time, this daytime anomaly is also clearly presented with the simultaneous
enhancement both in Np and space size, even beyond 200 s (Figure 6c,e). Except for this,
the WN4 structure arranged longitudinally was outlined from the distributions of O+ PERs
with a relatively obvious Np during equinox daytime either according to the amplitude
(Figure 5c) or strengthened large space size (Figure 6c), and in winter, this structure gives
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way to the WN3 (See Figures 5e and 6e). Additionally, a WN-like structure along the
east longitude ~60◦ E–120◦ E on the magnetic equator was discovered on the dayside in
summer, with an obviously enhanced amplitude (Figure 5a) and space size (Figure 6a),
which seems the most outstanding phenomenon occurring on the dayside in summer. On
the other hand, on the dayside in winter, the symmetric structure of both sides of the North
and South Hemispheres is also significant for the distributions of O+ PERs as a function of
amplitude, as well as space size (see Figures 5e and 6e).

  

  

  
Figure 6. Distribution of various-space size ion PERs with respect to different seasons and local times.
(a) Daytime in summer; (b) nighttime in summer; (c) daytime in equinox; (d) nighttime in equinox;
(e) daytime in winter; and (f) nighttime in winter.

On the topside of the ionosphere, there is a large Wedell Sea Anomaly (WSA) zone
(30◦ W–180◦ W and 30◦ S–75◦ S) [16], a summer ionospheric anomaly, which is characterized
by a greater nighttime ionospheric density than that in daytime in the region near the
Weddell Sea (20◦ W–150◦ W and 40◦ S–70◦ S) [55]. However, during this time, this WSA
structure appeared at all times, except daytime in summer (left panels in Figures 5 and 6).
On the dayside amplitude shown in Figure 5, the WSA was found both in the equinox and
winter, occupying a zone (60◦ W–180◦ W and 15◦ S–60◦ S) with an enhanced Np, as well as
moderate magnitude (Figure 5c,e) and large space size (Figures 5e and 6c), but this was
not the case for daytime in summer (Figures 5a and 6a). Comparatively, the WSA shows
its pattern more clearly during nighttime than daytime, covering a zone (30◦ W–180◦ W,
100◦ E–180◦ E, and 20◦ S–50◦ S) (See Figures 5 and 6 comparing right panels with the left
ones). Contrastingly, during the daytime, with the exception of a high Np in the WSA area
during nighttime, PERs with large amplitudes, for example, A > 100%, displayed their
significance (as can be seen in the right panels in Figure 5), especially in winter during the

137



Geosciences 2024, 14, 33

night (Figure 5f), but not so much ones with a large space size, for example, t > 200 s (as
seen from the right panels in Figure 6).

The mid-latitude ionospheric trough during nighttime was characterized by a lower
Np than around the area centered at 50◦ latitude in both hemispheres from the right panels
in Figures 5 and 6. A thin WN-like structure constructed by lager-space size PERs clearly
runs longitudinally above the magnetic equator on the nightside in summer (Figure 6b)
and in equinox (Figure 6b). However, this pattern is slightly confusing in winter (Figure 6f)
regarding space size, and the amplitude completely disappears in winter (Figure 5f),
possibly due to the winter oxygen ion (O+)-depleted (WOD) region at a latitude about
20◦–60◦ at different longitudes during nighttime [23].

The nighttime South Atlantic Magnetic Anomaly (SAMA) developed mainly in
equinox, especially in winter, with a high Np but without an outstanding amplitude
(Figure 5d,f) or space size (Figure 6d,f) due to its negative varying properties [16,20,23,56].
At the same time, we found the phenomenon of large negative-amplitude PERs collecting
locally during the night equinox and winter seasons (Figure 5d,f). For a desirable statement,
we distributed all negative PERs as a function of magnitude in the map in Figure 7. In
Figure 7, it can be seen that PERs with a magnitude of less than −100% gather mainly in
Northern Africa, Southeast China to the Japanese Ocean, and the South Atlantic Magnetic
Anomaly area, as well as a few anomalies such as the Eurasian continent and Australia.
Among these, the negative ionospheric anomaly seems to be stronger in Northern Africa
and Eastern Asia than in other areas.

 
Figure 7. Distribution of night PERs with respect to various negative-amplitude ranges.

We examined all night PERs and found that there are 196 with an amplitude less than
−100% in total, and they occurred mostly in equinox and winter, with a few occurring
in summer. The occurrence probability in winter was 82.7%. The key point is that these
PERs are of similar space size at ~100 s, 700 km, if a velocity of the DEMETER satellite of
7 km/s is considered, possibly illustrating the outcome of the satellite flying over the same
region at different times. Xu et al. [57] reported that there are mainly five planetary-scale
geomagnetic anomalies worldwide: Australia, Africa, the Southern Atlantic Ocean, the
Eurasian continent, and Northern America. However, in these areas, a strong negative
ionospheric anomaly was not detected in Northern America but in Eastern Asia, including
Southeast China and Japan during this time.

4. Discussion

Ionospheric irregularity has always been a main topic of investigations of ionospheric
dynamics systems, and various data from ground-based sensors and in situ measurement
onboard satellites have been utilized to establish ionospheric models and main large-scale
ionospheric structures [2–7,9–13,16–24], as well as their inner structure and property [58].
Unlike previous works using continuous data, during this time, automatically searched
ion PERs were investigated for properties such as varied amplitude, space scale, location,
and occurrence time. During this period, the influence of geomagnetic storms on the
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ionospheric ion density was first examined by analyzing two-group PERs occurring at a
perturbed period when Kp > 4 and quiet time Kp ≤ 2, respectively. The results indicate
that strong storms can enhance overall ionospheric irregularities more in amplitudes and
less in space sizes. The impact of geomagnetic storms tends to be global, although this
effect in equatorial and subauroral regions exhibits its significance more than in other
areas. Geomagnetic storms generally give rise to global disturbances in the ionosphere,
but ionospheric irregularities perform quite differently from one to another, and a strong
spatial and local time dependency from either model or observational results mainly due
to complex coupling mechanisms of the Earth’s magnetosphere–ionosphere–thermosphere
system [48,50]. In a geomagnetic storm, the solar wind and magnetosphere output a
large amount of energy and momentum into the Earth’s upper layers of atmosphere and
ionosphere via enhanced particle precipitation and Joule heating. The enhanced electric
fields at high latitudes can penetrate the equatorial region almost instantaneously, causing
equatorial ionospheric disturbances [59,60]. Accompanying this process, the expansion
of the neutral atmosphere via enhanced Joule heating at the auroral region can further
drive traveling atmospheric/ionospheric disturbances [61,62]. Therefore, the influence of
geomagnetic storms on ionospheric perturbance on the basis of this automatic detection
method needs further research.

The dependence of PERs on local time has also been checked, and the appearance
probability was 24.8% during daytime and 75.2% during nighttime, respectively. The
statistical results, with respect to various amplitudes and space scales of PERs occur-
ring at different local times, also revealed that the ratio of PERs with small amplitudes
(A < 20%) accounts for 64% on the dayside and 26.8% on the nightside, respectively. On the
other hand, large-amplitude PERs (A > 100%) occurred entirely at night. Nevertheless, the
condition associated with space sizes has presented a contrary conclusion: PERs with space
size t > 120 s occurred more frequently on the dayside than the nightside. This conclusion
was also drawn from the left panels shown in Figure 6 of the dayside: PERs with a large
space size appear collectively in the EIA area, which is the typical ionospheric feature
during the daytime. Daytime EIA is driven by the equatorial plasma fountain effect. In the
equatorial region, magnetic field lines are primarily horizontal, pointing northward, and
the daytime eastward electric field drives the plasma upward via E × B drift. Under the
combined force of gravity and pressure gradient, the up-lifted plasma diffuses poleward
and sediments downward along the geomagnetic field lines into both hemispheres, forming
two density crests alongside the magnetic equator [63,64]. The interhemispheric asymmetry
EIA phenomena were constructed via daytime equinox and winter O+ PERs, having two
clear crests with a higher density of large-space size PERs but a lower density between them.
Moreover, the WN running along the magnetic equator longitude was also established
during all periods considered in this timeframe. Therefore, the equatorial plasma fountain
effect can simultaneously lead to large-scale ionospheric fluctuations.

The Wedell Sea Anomaly (WSA) displays its clear boundary within the area of 60◦
W–180◦ W longitude and 15◦ S–60◦ S latitude on the dayside in equinox and winter seasons
from distributions of PERs, both on amplitude and on space size. Comparatively, this
phenomenon occurs during nighttime and all seasons and is characterized typically by a
high density of PERs with large positive amplitudes, especially in winter during nighttime
(see the right panels in Figure 5), but without obviously increased space sizes (see Figure 6).
Another feature of this structure is an expanded occupation area, covering a longitude
of almost 30◦–180◦ in the West Hemisphere, 100◦–180◦ in the East Hemisphere, and a
latitude of 15◦ S–60◦ S during the night in the winter. Chen et al. [65] have presented
that the WSA can extend from South America and Antarctica to the Central Pacific. The
major physical mechanisms of its formation involve equatorward neutral wind, an electric
field, photoionization, and downward diffusion from the plasmasphere [55,65]. In this
research, an enhanced PER density also appeared at a middle latitude of 20◦ N–40◦ N and
along the entire longitude in the Northern Hemisphere in summer (See Figures 5a and 6a).
Horvath and Lovell [56] reported a WSA-like feature with an electron density enhancement
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occurring near Northeast Asia in the Northern Hemisphere. During a mid-latitude night,
a plasma density enhancement exists in both hemispheres [66,67], which is known as
the Mid-Latitude Summer Nighttime Anomaly (MSNA) [55]. On the other hand, the
mid-latitude ionospheric trough (MIT) can also be understood based on the night seasons
shown in Figures 5 and 6; this phenomenon presents a narrow latitudinal extension of
several degrees (±50◦–55◦) with a lower Np than the surroundings in both hemispheres.
Its formation mechanism is the plasma “stagnation” mechanism with the interaction of
high-latitude plasma convection and mid-latitude corotation flow, as well as other forces,
such as a subauroral ion drift, subauroral electron temperature enhancement, and frictional
heating [68–70].

Ion PERs with large negative amplitudes, for example, A < −100%, were successfully
detected predominantly in winter during the night in most mentioned magnetic anomalies
of the world, like the Africa anomaly and SAMA (Figure 7). Xu and Bai [57] concluded
that these planetary-scale non-dipole fields could heavily control the secular variation in
geomagnetic fields, and the combined effect from the Africa anomaly and SAMA have
tremendously modified the shape and position of the magnetic equator. Unexpectedly,
we also found a large negative ion density anomaly from Southeast China to the Japanese
Ocean (Figure 7), but its formation mechanism remains unknown.

5. Conclusions

In this research, ion density measured by the DEMETER satellite for nearly 6 years
was first collected. Then, software was utilized to automatically search ion perturbations
globally, and 117,718 ion PERs were attained in total. All PERs were distributed on the
map with various Kp indexes to examine the effects of solar activity. The effect of the
geomagnetic storm was exhibited globally, although there were regions surrounding the
equator of 0◦ and mid-latitude of 50◦ in both hemispheres where this effect showed more
prominently. The occurrence probabilities of PERs appearing during the disturbed period
(Kp > 4) and quiet period (Kp ≤ 2) were checked as functions of various amplitudes
and space sizes, and the results present that geomagnetic storms can completely enhance
ionospheric-positive variations but rarely beyond 100% and can sometimes also induce
negative ones. On the other hand, the statistical results show no clear discrepancy between
the space sizes of two-group PERs occurring during the disturbed time and quiet time,
although the geomagnetic storm tends to induce ionospheric irregularities with relatively
larger space sizes to some degree.

Statistical work was also performed on ion PERs occurring at different local times on
the dayside (10:30 LT) and nightside (22:30 LT) for the DEMETER satellite. It was testified
that ionospheric variations depend heavily on the local time: 24.8% during the day and
75.2% during the night, respectively. The statistical results of the PERs occurring during
daytime or nighttime according to different scales of amplitude and space size indicated
that I ionospheric fluctuations with an absolute A < 10% tend to be background variations;
II PERs on the dayside with a small positive amplitude (< 20%) show a significance of 64%,
while this number is only 26.8% for the nightside, but there is a contrary conclusion for ones
with a mid–large-amplitude of A > 20%; III large positive PERs (A > 100%) predominantly
occurred on the nightside but rarely the dayside, and large negative ones (A < −100%)
only occurred on the nightside; IV there is a critical point for space size t = 120 s and
occurrence probabilities of day PERs are always higher than that of night ones before
this point, while this result is reverse after this point, which indicates that, comparatively,
the ionosphere varies more frequently and more violently during the nighttime, causing
relatively small-scale perturbations.

The distributions of seasonal PERs on the dayside and at nightside have displayed that
there are more complex regional collections during the nighttime. These zonal collections
generally show different aspects of main ionospheric structures during various seasons
and local times. The EIA only exists on the dayside in equinox and winter, occupying two
low-latitude crests with a lower Np in both hemispheres. The huge WSA appears during
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all periods except for on the dayside in summer, and is full of PERs with an enhanced
amplitude, especially in winter during night. The WN-like structure can be clearly found
in all seasons, showing absolutely large-scale spaces. Furthermore, several magnetically
anomalous zones of planetary-scale non-dipole fields were also successfully detected by
extremely negative ion PERs in this study. Therefore, the inner properties and formation
physical mechanisms of these phenomena determined via automatically searched ion PERs
will be the main focus of future investigations.
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Abstract: The article describes in detail the equipment and method for measuring the Doppler
frequency shift (DFS) on an inclined radio path, based on the principle of the phase-locked loop using
an SDR receiver for the investigation of seismogenic and man-made disturbances in the ionosphere.
During the two M7.8 earthquakes in Nepal (25 April 2015) and Turkey (6 February 2023), a Doppler
ionosonde detected co-seismic and pre-seismic effects in the ionosphere, the appearances of which are
connected with the various propagation mechanisms of seismogenic disturbance from the lithosphere
up to the ionosphere. One day before the earthquake in Nepal and 90 min prior to the main shock,
an increase in the intensity of Doppler bursts was detected, which reflected the disturbance of the
ionosphere. A channel of geophysical interaction in the system of lithosphere–atmosphere–ionosphere
coupling was traced based on the comprehensive monitoring of the DFS of the ionospheric signal, as
well as of the flux of gamma rays in subsoil layers of rocks and in the ground-level atmosphere. The
concept of lithosphere–atmosphere–ionosphere coupling, where the key role is assigned to ionization
of the atmospheric boundary layer, was confirmed by a retrospective analysis of the DFS records of
an ionospheric signal made during underground nuclear explosions at the Semipalatinsk test site.
A simple formula for reconstructing the velocity profile of the acoustic pulse from a Dopplerogram
was obtained, which depends on only two parameters, one of which is the dimension of length
and the other the dimension of time. The reconstructed profiles of the acoustic pulses from the two
underground nuclear explosions, which reached the height of the reflection point of the sounding
radio wave, are presented.

Keywords: Doppler frequency shift; phase-locked loop; PLL; SDR receiver; M7.8 earthquakes;
acoustic wave; lithosphere-atmosphere-ionosphere coupling; seismogenic effects; underground
nuclear explosion

1. Introduction

One of the generally accepted methods for studying the connection between iono-
spheric disturbances and helio–geophysical processes is the radiophysical method of
Doppler sounding of the ionosphere in the shortwave frequency range. The essence of
the method is that when a radio wave propagates through the ionosphere, its frequency
changes due to the time variability of electron concentration, and the Doppler effect arises.
The higher the variation rate of the electron concentration, the larger the observed value
of Doppler frequency. An important stage in the development of Doppler observations
is associated with the use of publicly available cesium or rubidium frequency standards,
which makes it possible to determine the phase and frequency of oscillations with great
accuracy. Doppler frequency measurements are taken both with vertical and inclined
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sounding of the ionosphere. At present, both methods are widely used in studies of the
response of the ionosphere to various disturbances.

Doppler frequency measurements on an inclined radio path were carried out for the
first time by Essen in 1935, and then they were actively developed in the 1960s [1,2]. Of fun-
damental importance and impact for further research were the data of Davis and Baker [3]
on the possible connection between the disturbances in the atmosphere and ionosphere
around the time of the Alaskan earthquake on 28 March 1964. Over the next half-century
and beyond, significant progress was made in the study of the state of the ionosphere
disturbed by various sources of natural and artificial origin, which is summarized in a
number of reviews [4–12]. A significant part of the works is devoted to the application
of Doppler methods for studying the ionosphere under various helio–geophysical and
man-made disturbances [13–18].

However, the first studies revealed a number of limitations for the use of the Doppler
sounding technique of the ionosphere and showed that, due to the presence of ionospheric
heterogeneities, reflected signals arrive at a radio-receiving device in different ways. As
a result, a multipath of radio signals is observed, and the problem of interference distor-
tion arises. Measuring Doppler frequencies in multipath conditions is a most difficult
issue. In many Doppler installations, spectrum analyzers are required to select individual
beams, although using spectrum analyzers, in turn, leads to limitations in the accuracy of
measurements of both time and frequency. As is known, the accuracy of spectral analysis
depends on the duration of continuous measurement. This is why, for example, to ensure
the measurement accuracy of the Doppler frequency shift of 0.01 Hz, a time of about 100 s
or more is required. Then, by constructing a time plot of Doppler frequency variations, a
detailed description of the disturbances with periods of less than 100 s will be impossible
in many cases.

Since the 1970s, the Doppler method of ionospheric sounding has been actively applied
for the research of the ionosphere and radio wave propagation in the Ionosphere Sector of
the Academy of Sciences of the Kazakh SSR and then at the Institute of Ionosphere of the
Republic of Kazakhstan. At first, only vertical sounding was used, and then sounding on
an inclined radio path. However, though the accuracy of Doppler frequency measurement
with a single-path signal was very high, in the case of the multipath propagation of radio
waves, certain difficulties arose in determining the Doppler frequencies and interpreting
research results. It was found that the percentage of single-path communication sessions
was small, usually 7–9% of their total number, and varied for different radio paths, from
7% to 30% on average [19]. Therefore, the following tasks were assigned by the employers
of the Institute of Ionosphere: to ensure the possibility of the continuous registration of
the Doppler frequency shift of ionospheric signals, to solve the problem of interference
distortions caused by multipath signals, and to increase the accuracy of the measurements.

Further development of the Doppler method at the Institute of Ionosphere was as-
sociated with the application of the phase-locked loop (PLL) system. This allowed the
registration of the Doppler frequency of a larger-amplitude beam when there is the mul-
tipath propagation of radio waves. With this method, the responses of the ionosphere to
industrial explosions and underground nuclear explosions have been studied, and the
ionospheric effects have been recorded over time intervals from a few tens of seconds to
several hours [20–24]. Using the Doppler method with application of PLL has significantly
expanded the capabilities of recording ionospheric responses to various natural sources of
disturbances, including earthquakes [25,26], volcanic eruptions [27], X-ray and ultraviolet
solar flares [28], and the launches of carrier rockets from the cosmodromes “Baikonur” and
“Vostochny” [29].

This article describes the method and equipment for measuring the Doppler frequency
shift at an inclined sounding of the ionosphere, which is based on the PLL operation
principle using a Software-Defined Radio (SDR) receiver. To process the data received
and identify the signatures of disturbances, a special program was developed that uses
digital filters, correlation, and spectral methods. Then, some examples of the application
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of the hardware–software complex of Doppler measurements for studying seismogenic
disturbances in the ionosphere are considered.

2. The Hardware-Software Complex for Doppler Sounding of the Ionosphere

For the registration of the ionospheric response to disturbances propagating from the
lithosphere to the height of the ionosphere, we use the method of Doppler sounding on an
inclined radio path with continuous carrier in conjunction with a PLL system and an SDR
receiver. The sounding radio wave is reflected from the ionosphere and received by the
Doppler radio receiver on the ground with some frequency shift. The receiving Doppler
equipment is located in the two measuring points: Institute of Ionosphere (43.17594◦ N,
76.95342◦ E) and Radiopolygon Orbita(43.05831◦ N, 76.97361◦ E). The measurements of
Doppler frequency are carried out on a 13.2 km long low-inclined radio path divided by a
mountain ridge, which reduces the passage of the direct radio wave from the transmitter
to the Doppler receiver. A special Doppler radio transmitter is used, synchronized by the
rubidium frequency standard FE 5650A from “MORION”, INC. (St. Petersburg, Russia).

When measuring the Doppler frequencies on a longer inclined radio path with the
length in the range of (200–3000) km, the transmitters of broadcasting stations are employed,
as selected from the BBC Short-Wave catalog [30] for different times of day and seasons.
The radio paths used in Doppler measurements are listed in Table 1, and the diagram of
their relative layout is shown in Figure 1.

Table 1. The list of radio transmitters whose signals were used for the Doppler sounding of the ionosphere.

Transmitter Point Geographic Coordinates Length of the
Radio Path, km

Frequency, kHz Power of the
Transmitter, kW

Kuwait 29.51306◦ N, 47.67306◦ E 3010 5860 250
Urumqi (China) 44.15944◦ N, 86.89917◦ E 808 5960/9560 100

Dushanbe-orzu (Tajikistan) 37.53778◦ N, 68.79389◦ E 908 7245 100
Beijing (China) 39.74750◦ N, 116.81361◦ E 3326 7210/7215 500

Kashi-Saibagh (China) 39.36444◦ N, 75.71611◦ E 423 7205 100
Kujang (DPRK) 40.07833◦ N, 126.10861◦ E 4056 7570 200

Institute of Ionosphere, Almaty (Kazakhstan) 43.17594◦ N, 76.95342◦ E 13.2 2963/5121 0.3

Figure 1. The disposition scheme of radio transmitters whose signals are used for the Doppler
sounding of the ionosphere, relative to the radio receivers (RX) in the points with Doppler installations
at the Institute of Ionosphere and Radiopolygon Orbita.

For the measurement of Doppler frequencies in expeditionary mobile conditions,
a receiving Doppler installation was developed on the basis of SDR technology. The
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hardware-software complex provides a round-the-clock monitoring of the shift of Doppler
frequency with remote control and access to the data over the Internet.

2.1. The Doppler Receiver

The operation of the receiving Doppler installation utilizes the principle of the PLL
based synchronous-phase detector. The main advantages of the application of a PLL are the
high sensitivity to small disturbances, the high time resolution, and the ability to operate in
multipath conditions which result from the spatiotemporal heterogeneity of the ionosphere
and specific propagation features of shortwave radio waves [21].

Previously, in the Doppler installation, we used a radio receiver of the R-399 type,
built in accordance with superheterodyne circuitry with a synthesizer-type local oscillator,
where a rubidium frequency standard was used as a reference oscillator. At present, with
development of the Software-Defined Radio technology [31], a possibility appeared to
include an SDR receiver into our Doppler installation instead of the R-399 radio receiver.

The operation principle of SDR is based on the real-time digitization of received radio
signal and its further processing in digital form, such that the main treatment of the signal
is performed by a computer. A broadband, full-featured 14-bit SDR receiver of RSPdx
type [32] covers the radio frequency spectrum from 1 kHz to 2 GHz, providing the spectrum
width of up to 10 MHz. The RSPdx receiver operates together with the SDRuno’s own
SDRplay software application designed for the Windows operating system. The important
condition for the use of the RSPdx receiver in the Doppler installation is the ability to
connect to it an external highly stable rubidium frequency standard.

The functional diagram of the receiving part of the Doppler installation based on the
SDR receiver is shown in Figure 2. The signal from a highly stable (Δ f / f � 10−9) radio
transmitter, after reflection from the ionosphere, arrives via an antenna to the input of the
SDR receiver of RSPdx type, which is connected to a computer through the USB port. The
SDRuno program, designed for processing the signal from the RSPdx receiver, is set to the
CW telegraph signals receiving mode in the band of 150 Hz. As a result, at the output of
the computer sound card the signal appears with the frequency of about 1 kHz, which
contains the information on the Doppler frequency of the ionospheric signal.

Next, a PLL is organized for selection of the Doppler frequency shift of the ionospheric
signal. For this purpose, the 1 kHz signal is transferred by a mixer to a frequency of 215 kHz
and then, after filtering with a narrow-band electromechanical filter ( Filter 300 Hz), it is fed
to one of the inputs of a phase detector. The signal of a voltage-controlled oscillator (VCO)
comes to the other input of the phase detector. The output signal of the phase detector is
connected to a low-pass filter of proportional-integrating type (Filter #1), which determines
the parameters of the PLL. This signal acts on the VCO and adjusts it to the frequency of
the received signal, such that the change in the voltage at the output of the phase detector is
proportional to the Doppler shift. After the passage of a DC amplifier and another low-pass
filter (Filter #2), the voltage is digitized by an analogue-to-digital converter (ADC) of E-154
type (L-card, Moscow, Russia), and the results are kept as a file in the computer memory.

The selection principle of the Doppler frequency of a larger-amplitude beam in the
case of mutipath signal is described below in Section 2.2.

For remote control, the computer of the Doppler installation is connected to the
Internet via a Wi-Fi modem. The on-board time of the computer is synchronized over the
network from an NTP server of an atomic frequency and time standard. A special computer
program was designed to automate the measurement process, to organize the collection of
ADC data, and to visualize the results of the measurement.
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Figure 2. Functional scheme of the receiving part of the hardware-software complex for measuring
the Doppler frequency shift of the ionospheric radio signal using the SDR receiver. See the text
for explanations.

The non-linearity of the PLL based conversion of Doppler frequency into voltage was
verified by a reference oscillator with hopped adjustment of the output frequency. A highly
stable signal was tuned in steps of 0.5 Hz within a frequency range of 5 Hz and fed to the
input of the RSPdx receiver. Next, a graph was drawn of the dependence of frequency
change on the number of tunings N. As a result, the real transformation characteristic was
obtained, denoted as R in Figure 3. The analytic linear approximation of this characteristic
looks as f (N) = 1.012 · N − 3.396.

As it follows from Figure 3, some non-linearity was observed by comparison of the
ideally linear characteristic I with the real conversion characteristic R. Within the PLL
hold band, fhold = 15 Hz, the non-linearity of the real characteristic was less than 1%, and
had the value of 0.46%. This is quite sufficient for the high quality measurement of the
Doppler frequency shift of the radio signal reflected from the ionosphere in the short-wave
frequency range.
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Figure 3. Comparison of the real characteristic (R) of the PLL conversion of the Doppler equipment
with the ideal linear characteristic (I). The units along the horizontal axis are the number N of the
succeeding frequency tunings (see text). The plot is taken from the publication Salikhov and Somsikov,
2014 [33].

2.2. Measuring Doppler Frequencies in Multipath Conditions

As noted above, with single-beam receiving, the accuracy of the Doppler frequency
measurement is very high, and is determined only by the frequency instability of reference
generator and by the characteristics of ADC equipment. In contrast, by receiving a mul-
tipath signal, the interference beats occur between the incoming beams. In dependence
on the ratio between the amplitudes of interfering signals, the instantaneous values of
frequency spikes can reach tens of Hz, significantly exceeding the Doppler frequencies.

With multipath propagation of radio waves, it is often the case that one of the beams
has a higher amplitude than the others. By tracking with a PLL based synchronous-phase
detector the behavior of a larger-amplitude beam and averaging its instantaneous values
with a low-pass filter, one can quite accurately measure the Doppler frequency of the
larger-amplitude beam even in multipath signal.

The measurement accuracy of the Doppler shift of ionospheric signal was determined
in the measurements at a special test facility which imitated the conditions of multipath
receiving. For the check of the Doppler installation, it was sufficient to use a pair of highly
stable oscillators. As shown in Figure 4, two signals from the generators #1 and #2 come,
through attenuators, to a frequency mixer, and the interference signal from the mixer output
is fed to the input of the PLL-based Doppler equipment. Then, the signal at the output of
the PLL is digitized by an ADC and recorded in the computer memory as a text file. The
resulting signal of the beating between two frequencies can be simulated with the help of
this test facility.

The signal at the output of the mixer is illustrated by the vector diagram shown in
Figure 5, which represents most clearly the physical essence of the phenomenon. As known,
on a vector diagram any number of the beams received can be reduced to the two vectors
with time-varying amplitude and frequency [19]. With account to this fact, it is sufficient
to consider in detail the arrival of only two beams at the input of a radio receiver device.
In the simplest case we have the beating of two sinusoids, A1 and A2, and their resulting
oscillation can be determined using the vector diagram of Figure 5. The diagram is built for
the case when the circular frequency ω2 is higher then ω1, and the amplitude of the beam
A1 significantly exceeds that of A2, K = A2/A1 	 1.

Let’s suppose that the vector A1 revolves with the frequency ω1 together with the
drawing plane, such that it remains immovable on the diagram, while the vector A2 rotates
with the velocity equal to the circular frequency of the beating, ωd = ω2 − ω1. Then
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the resulting vector A3, which represents the geometric sum A1 + A2, turns out to be
modulated in its phase (frequency) and amplitude with the frequency of the beating ωd.
The frequency of the vector A3 oscillates around the frequency of the larger-amplitude
beam (A1) at all values K < 1. Consequently, the smaller K, the less the instantaneous value
of the resulting frequency differs from the frequency of the beam with the larger amplitude.

Figure 4. Schematic of the testing facility to check the operation of the hardware-software complex of
Doppler measurements in the imitated conditions of multipath receive.

Figure 5. The vector diagram of the resulting oscillation in a sum of two sinusoidal signals. Designa-
tions: A1—the vector of the larger-amplitude beam, A2—the vector of the smaller beam, A3—the
resulting vector, which equals to the geometric sum of the vectors A1 and A2, modulated in phase
(frequency) and amplitude by the frequency of the beating.

In Figure 6 an experimental record is shown of the beating of two signals with different
amplitude ratios, K = 0.2, K = 0.5, and K = 0.85, as registered by the Doppler installation
at the output of the frequency mixer (see Figure 4). It is seen that in the case of K = 0.85
(when the beam A1 is only 15% larger than A2), the resulting frequency deviates from the

150



Geosciences 2024, 14, 192

frequency of the larger-amplitude beam and reaches −4 Hz. With the amplitude ratios of
K = 0.5 and K = 0.2, the deviation of the resulting frequency is significantly lower.
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Figure 6. The change in the resulting frequency, per a cycle of the smaller-amplitude vector A2, as
measured with the different ratios K between the amplitudes of the two sinusoids A1 and A2.

According to the mathematical analysis of beats [34], in an ideal case the areas under
the positive and negative parts of the curves in Figure 6 are equal and opposite in sign.
When integrating the oscillations of the difference frequency with a low-pass filter over a
single period, a straight line will be obtained coinciding on the graph with the X axis. If the
frequency of the beam with larger amplitude varies, the graph obtained after application
of integrating filter to the oscillations of difference frequency will repeat the frequency
variation of the larger amplitude beam. In the Doppler installation, the averaging of the
difference frequency signal proceeds due to the integrating filter (Low-pass Filter #2 in
Figure 2). By proper choice of the time constant of this filter, it is possible to adapt the
installation to different conditions of multipath receive.

By the conversion of signals in the PLL system, some errors may appear caused both
by the operation of electronic devices and the conditions of radio wave propagation. To
reveal such errors, the special test measurements were made using the testing facility
from Figure 4 with two highly stable generators. One generator was always tuned to the
frequency of 5 MHz, the frequency of the other was changed between the limits of 5 MHz
+ 0.5 Hz and 5 MHz + 7 Hz, which corresponds to the change in the difference frequency
Fd from 0.5 Hz to 7 Hz. The parameters of the PLL of the Doppler installation, both the
double width of the hold band 2 · Δ fhold = 3.2 Hz and the time constant of the low-pass
filter 2 · τ = 20 s, remained the same throughout entire measuring time.

In Figure 7 a family of curves is shown which demonstrate the dependence of the
measurement error of difference frequency for the various ratios K between the amplitudes
of the summed signals: K = 0.85, K = 0.5, and K = 0.2. As it follows from this plot, the
measurement error of Doppler frequency increases with the rise of the difference frequency
Fd. For any value of K < 0.85 and Fd < 8 Hz, the error always remains below 0.04 Hz. With
decreasing K, the value of errors diminishes also, and at K = 0.2 the error does not exceed
0.002 Hz. Also, a characteristic segment is seen in the graph of Figure 7, where all curves
run parallel to the abscissa axis, and their bend begins at a value of Fd � 2 Hz.

Therefore, with optimal choice of the PLL double hold band 2 · Δ fhold, the accuracy of
the Doppler shift measurement with multipath signal can be better than 0.01 Hz, which is
1.5–2 orders of magnitude below the background variations level of the Doppler frequency
shift of ionospheric signal.
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Figure 7. The measurement error of the difference frequency Fd determined for the various amplitude
ratios K.

In Figure 8 an example is shown of the Doppler frequency shift registration by receiv-
ing of a real two-beam ionospheric signal on the inclined radio path “Urumqi—Institute
of Ionosphere” at a frequency of 9560 kHz. It can be seen there that by selection of the
interference signal with the low-pass filter, the Doppler frequency of the larger-amplitude
beam was clearly distinguished.
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Figure 8. Receiving a two-beam ionospheric signal by the hardware-software complex of Doppler
measurements in realistic conditions. 1—the interfering signal at the output of PLL, 2—the variation
of the Doppler shift of the larger amplitude signal selected by the low-pass filter (Filter #2 in Figure 2).

2.3. Registration of Short-Term Ionospheric Bursts in the Records of Doppler Frequency

In the monograph [35] Ya. L. Alpert mentioned the existence of unusual transient ion-
ization flashes which appear and shortly vanish in small regions of the ionosphere. When
analyzing the records of the Doppler ionosonde, our attention was drawn by the presence
of short-term Doppler bursts with the amplitudes essentially above the background. For
further analysis, the detection of such isolated bursts was selected into a special channel of
the Doppler installation. A sample of the data recorded in this channel is shown in Figure 9.
It was found that the intensity of such bursts was increasing, sometimes considerably,
under the influence on the ionosphere of various disturbing factors as, e.g., the sunrise
and sunset periods and solar flares. This observation gave the ground to suppose that the
intensity of the bursts of Doppler frequency should reflect the state of disturbance of the
ionosphere. In this regard, an idea has arisen to measure the intensity of the ionization
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flashes during Doppler measurements, and the principle of the counting of short-term
Doppler bursts was realized at the modification of the PLL based Doppler equipment.
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Figure 9. Two samples of the short-term Doppler bursts reflecting the ionization flashes in the
ionosphere. The vertical axis is expressed in the units of Doppler frequency FD.

For identification of the short-term Doppler bursts, additional units were incorporated
into the functional scheme of the hardware-software complex of Doppler measurements: a
high-pass frequency filter and a DC amplifier with the regulated gain. In Figure 2 above
these two blocks are indicated by hatching. The signal from the output of the phase
detector comes to the filter, where its high-frequency component is selected. Then, after
amplification, this signal is digitized with a periodicity of 25 Hz by the second ADC
channel, and the results are kept in the computer memory. The calculation and graphical
visualization of the variations in the intensity of short-term Doppler bursts is made by a
specially developed program.

3. Response of the Ionosphere in the Doppler Frequency Shift to Disturbances of
Seismogenic Origin

Each strong earthquake presents unique opportunity to study the response of the
ionosphere both prior and during the earthquake, and thereby better understand the
lithosphere-atmosphere-ionosphere coupling and identify the anomalies which could be
used for earthquakes prediction. With the development of the Doppler method of radio
sounding of the ionosphere, significant progress was made in the investigation of the
ability of acoustic waves to transmit energy from the ground to the uppermost layers of
the atmosphere. It was shown that the Doppler method is highly effective for detecting
the impact of acoustic waves on the ionosphere even at weak earthquakes and at the
earthquakes with the large distance to the epicenter [17,36].

3.1. The Ionospheric Response in the Doppler Frequency Shift to the M7.8 Earthquake in Nepal on
25 April 2015

The M7.8 25 April 2015 earthquake in Nepal occurred at 06:11:23 UTC. The epicenter
was located at 28.231◦ N, 84.731◦ E, and the depth of its focus was of 8.2 km [37]. The
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3.1.1. Determination of the Arrival Time of the Rayleigh Wave to the Sub-Ionospheric Point
and the Reflection Height of the Sounding Radio Wave

The acoustic waves generated by the propagation of surface Rayleigh waves cause
disturbances in the ionosphere and can be detected by a Doppler ionosonde. The time
of response appearing in the Doppler shift record is the sum of the propagation time of
the seismic wave to the sub-ionospheric point, plus the time necessary for an acoustic
wave to spread from the ground up to the reflection point of the sounding radio wave in
the ionosphere.

In the case of the 25 April 2015 Nepal earthquake, no seismic station was situated
near the sub-ionospheric point, where the arrival time of the Rayleigh seismic wave could
be directly determined. For this purpose, the information was used gained at the closest
seismic stations of the National Nuclear Center of the Republic of Kazakhstan: Karatau
(KKAR), Makanchi (MAKZ, MK31) and KNDC (Almaty). The data of these stations are
accessible at the site [39].

In the seismograms of the vertical Z-component recorded on 25 April 2015 and shown
Figure 12, it is clearly seen the successive passage of the Rayleigh wave preceding the
appearance of the disturbance in the Doppler shift. It is observed also a certain similarity
between the shape of the Doppler shift record and the waveform of the Z-component of
seismic wave at the station MAKZ, which was the closest to the sub-ionospheric point.

The information necessary for the calculation of the speed and arrival time of the
Rayleigh wave to the sub-ionospheric point is listed in Table 2. It is seen, that the seismic
stations were located at an approximately same distance from the epicenter of the earth-
quake. The arrival time of the seismic surface wave to the sub-ionospheric point, 630.5 s,
was deduced as an arithmetic mean of the indications of nearest seismic stations.
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Figure 12. The fragments of the Doppler shift record and of the seismograms of Z-component written
on 25 April 2015 at different distances from the epicenter, at the stations in Makanchi (MAKZ, MK31),
Karatau (KKAR), and Almaty (KNDC). The scale of the horizontal axis is expressed in seconds passed
since the moment of the earthquake.

Now, knowing the appearance time of the disturbance in the ionosphere, 1032 s, and
the arrival moment of the Rayleigh wave to the sub-ionospheric point, 630.5 s, the time
required for an acoustic wave to propagate from the earth’s surface to the reflection point
of the sounding radio wave in the ionosphere can be calculated as 1032 − 630.5 = 401.5 s.

To determine the propagation trajectory and the reflection height of radio waves,
we used the profile of the electron concentration calculated on the basis of the IRI2016
model [40] for the middle point of the radio path, 43.57 ◦ N, 81.75 ◦ E. The calculation was
made directly by the program resided at the model web site [40]. The parameters necessary
for the calculation: the index of solar activity F10.7 = 126 and the index of magnetic activity
Ap = 3 were taken for the date of interest, April 25th, from the sites, correspondingly, [41]
and [42].
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Table 2. Parameters of the seismological stations used for calculation of the arrival time of the
Rayleigh wave to the sub-ionospheric point.

Point Geographic Coordinates Epicenter Distance,
km

Arrival Time of the
Rayleigh Wave, s

The Rayleigh Wave
Propagation Speed, km/s

KNDC (Almaty) 43.21710◦ N, 76.96710◦ E 1796 642 2.797
MAKZ (Makanchi) 46.80800◦ N, 81.97700◦ E 2069 752 2.742
MK31 (Makanchi) 46.79370◦ N, 82.29040◦ E 2066 750 2.754
KKAR (Karatau) 43.10340◦ N, 70.51150◦ E 2087 774 2.706

sub-ionospheric point 43.67529◦ N, 81.72963◦ E 1732 630.5 1 2.747 1

1 calculated value.

Then, using the calculated profile of the electron concentration, the path of radio wave
propagation was defined by a special program, which took into account the geomagnetic
field in accordance with the IGRF13 model for the ordinary component. The result of the
calculation is shown in Figure 13, where it is especially indicated the reflection height of
the sounding radio wave at 126.0 km.
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Figure 13. The propagation trajectory of the sounding wave of Doppler measurements on the radio
path “Urumqi—Radiopolygon Orbita” in the time of the M7.8 Nepal earthquake.

3.1.2. The Propagation Time of Infrasonic Waves to the Reflection Point of the Sounding
Radio Wave

In this section, to determine the height in the ionosphere, which an acoustic wave
propagating vertically upward from the earth’s surface reaches in 401.5 s, we use the
calculation of an altitude profile of the sound speed with account to the viscosity and
thermal conductivity of the atmosphere. The calculation method, based on the international
atmosphere model NRLMSISE-00, is described in [43,44]. The calculation was made for the
coordinates of the sub-ionospheric point in the earthquake time, and for an accepted index
of solar activity F10.7 = 126. The result is shown in the left frame of Figure 14 as a plot of
the altitude profile of the sound speed.

Taking into account the profile of the sound speed, the dependence of the impact time
of acoustic wave at the various heights in the ionosphere was calculated, which is presented
in the right frame of Figure 14. According to this plot, for the time of 401.5 s the acoustic
wave reached a height of 124.9 km, which may be compared with the previous estimation
made by the calculation of the trajectory of radio wave propagation—126.0 km. The small-
ness of the difference between both estimates obtained by the two independent methods,
126.0 − 124.9 = 1.1 km, indicates a rather good agreement between the experimental and
calculated data.
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4. The Doppler Observations of Pre-Seismic Disturbances in the Ionosphere before
the M7.8 Earthquakes

Taking into account catastrophic consequences of large earthquakes, one of the most
pressing issues of modern geophysics is the detection of ionospheric anomalies which
could be precursors of seismic events. In recent decades, for investigation of ionospheric
anomalies before earthquakes most studies used the data of the Global Navigation Satellite
System (GNSS). Thus, intensive studies of seismogenic disturbances in the ionosphere were
carried out using the data from the electromagnetic satellites DEMETER and CSES [45,46].
In refs. [47–49], brief reviews are given of seismogenic phenomena interpreted as possible
precursors of earthquakes, which were recorded in the ionosphere by the ground-based
and satellite measurement methods. Up to the present, we have not met any examples of
identifying pre-seismic anomalies with application of the Doppler sounding method of
the ionosphere.

Short-Term Doppler Bursts before and during the M7.8 Earthquake in Nepal on 25 April 2015

The registration method of short-term Doppler bursts as indicators of ionization
flashes was used to study the response of the ionosphere to the earthquake in Nepal and to
the preparation process of this catastrophic event.

In Figure 16 the day-to-day records are presented of the variations in the amount of
the Doppler bursts. It is seen that the intensity of the bursts significantly increases in the
periods of sunrise and sunset, i.e., respectively, around the left and right margin of each plot.
During the daytime, the intensity of Doppler bursts remains, as a rule, minimal, provided
that the geomagnetic environment is calm and there are no other factors disturbing the
ionosphere. In Figure 16 this is clearly seen in the plots built for the days of 25 April 2014
and 15 April 2015.
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Figure 16. Intensity of the short-term Doppler bursts detected by the modified method of Doppler
measurements before and in the time of the M7.8 Nepal earthquake. The scale of the abscissa axis
is expressed in thousands of the seconds passed since the beginning of the day in local time; each
distribution covers the time interval of ∼18 h. Along the ordinate axis, the counting rate of short-term
Doppler bursts Imp(t) is recorded; the curves are displaced in vertical direction for convenience
of comparison.

As noted above, the geomagnetic situation in the period from 18 April to 30 April 2015
was calm. The earthquake occurred at noon, at 12:11:26 of the local time (06:11:26 UTC),
which made it possible to register the seismogenic effects in the ionosphere. A noticeable
increase in the intensity of Doppler bursts was detected on 24 April, the day before the
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earthquake, and on 25 April, approximately 90 min before the main shock. The maximum
intensity was reached 40 min after the earthquake. Further on, from day to day, the distur-
bances with decreasing trend were observed at the approximately same time on 26 and 27
April, which is apparently associated with aftershock activity after the earthquake. Thus,
the registration of short-term Doppler bursts made it possible to detect the seismogenic
disturbances in the ionosphere not only during the earthquake itself, but also in the period
of its preparation.

The precursor effects in the ionosphere were also identified at the 6 February 2023
M7.8 earthquake in Turkey. Using the PLL based hardware-software complex of Doppler
measurements, the Doppler frequency shift of ionospheric signal was monitored on an
inclined, 3010 km long, two-hop radio path “Kuwait— Institute of Ionosphere (Almaty)”. In
the variation record of Doppler signal, an expressed increase of the Doppler frequency shift
was found, which started approximately 8 days before the main shock, while the maximum
values of Doppler frequency were reached at the day of the earthquake [26]. According
to the calculated Dobrovolsky radius, the sub-ionospheric point at the first hop of the
radio path used was within the limits of the action zone of deformation processes in the
lithosphere. This permits to associate the appearance of anomalous effects in the ionosphere
with the processes which took place in the lithosphere region of the earthquake preparation.

5. The Lithosphere-Atmosphere-Ionosphere Coupling

5.1. Lithosphere-Atmosphere-Ionosphere Coupling on Example of the M4.2 Earthquake on
30 December 2017

Experimental data on the conjugacy and transmission sequence of seismogenic dis-
turbances in geophysical fields from the lithosphere to the ionospheric heights are of
undeniable importance for the study of anomalous phenomena arising at the final stage
of earthquake preparation. An important assumption by development of the methods of
seismological forecast is the expectation that the preparation process of a strong earthquake
should impact, at least, the local geophysical fields. This section presents the examples of
ionospheric signatures which have appeared simultaneously with the disturbances in the
flux of gamma-rays measured both in the subsoil layers of rock and in the ground-level
atmosphere 7 days before a M4.2 earthquake on 30 December 2017.

The measurements of the Doppler frequency shift of ionospheric signal were car-
ried out on a low-inclined radio path between the Institute of Ionosphere (43.17594◦ N
76.95342◦ E) and Radiopolygon Orbita(43.05831◦ N 76.97361◦ E). The flux of gamma rays,
as an exhalation marker of radon and gamma-radioactive products of its decay, was mea-
sured at a depth of 40 m inside a borehole, where a gamma detector on the basis of a
�40 mm NaI(Tl) crystal was installed. Another gamma detector, with a NaI(Tl) crystal of
150 mm in diameter, was placed close to the borehole on the surface of the ground. Both
detectors were operating in the continuous monitoring mode. It should be stressed, that
the measuring equipment was situated at a distance of only 5.3 km from the epicenter of
the earthquake.

On 23 December, seven days before the earthquake, an anomalous intensity outburst
of the flux of low-energy, (50–200) keV, gamma rays was registered in the borehole. Presum-
ably, the cause of this effect was a change in the stress-strain state of the rocks before the
earthquake, resulting in increased release of radon and its decay products. At the same time,
an acoustic microphone with a sensitivity of 25 mV/Pa, also installed in the borehole [50],
registered two episodes of the increasing geoacoustic emission, and the thermosensors
placed there detected the rising trend of local temperature [25]. As seen in Figure 17, an
enhanced level of gamma ray intensity was kept for 3 days, and then during the whole
subsequent period until the earthquake.
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Figure 17. The outburst of the flux of (50–200) keV gamma rays detected 40 m underground in the
borehole prior to the 30 December 2017 M4.2 earthquake, together with the simultaneous negative
anomaly in the Doppler frequency shift of ionospheric signal. The moment of the earthquake (EQ)
is indicated by a vertical line. The counting rate of gamma rays, Rγ, is expressed in the units of the
amount of pulses obtained from the gamma detector in 10 s. The data on the Doppler frequency fD,
in Hz, are presented with daily averaging.

In the ground-level atmosphere, an increase of the gamma radiation flux was also
observed by the on-ground gamma detector, as illustrated by Figure 18. In this plot, the
similar parts in the two records of radiation intensity both above and under the surface
of the ground are marked by vertical lines. It is seen that in the ground-level atmosphere
the maximum of the radiation flux was reached approximately 5 h later than inside the
borehole, which presumably may be stipulated by the sequence of the moving of radioactive
substances from the depth of the earth’s crust up to the surface.

Figure 18. Comparison of the gamma ray flux variations measured during the period of 22–27 Decem-
ber 2017 at a depth of 40 m in the borehole (1), and at the surface of the ground (2). The counting rates
of gamma radiation Rγ are expressed as the amount of detector pulses per one second. Two vertical
lines mark the mutually corresponding bursts of gamma ray intensity, which were successively
appearing, at first in the borehole and then in the ground-level atmosphere.

An advantage of the gamma ray registration 40 m deep in the borehole is the tempera-
ture stability, as well as the absence of any influence of atmospheric precipitation to the
radiation background. This is why the disturbance in the gamma radiation flux has revealed
itself more distinctly in the borehole, so that not only the burst itself was well registered
there, but also the fine structure of the response to the earthquake preparation process.

Simultaneously with the appearance of anomalous effects in the borehole, we reg-
istered the disturbances in the ionosphere. In Figure 17 it is seen that 7 days before the
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earthquake a decrease of Doppler frequency occurred, which happened in the time of a
sharp increase in the gamma ray intensity. In the day of the earthquake, 30 December 2017,
it was also observed small growing in the Doppler frequency shift. It should be noted, that
the geomagnetic conditions remained quite at that time, and any geomagnetic storms were
absent during the period since 18 until 31 December, which is an important condition for
revealing ionospheric response to earthquake preparation.

Thus, our experimental data have shown, that the ionization process of the ground-
level atmosphere which occurred during the short-term period of earthquake preparation
is an important link in realization of the lithosphere-atmosphere-ionosphere coupling and
in appearance of the precursor disturbance in the ionosphere.

5.2. Lithosphere-Atmosphere-Ionosphere Coupling on Example of Underground Nuclear Explosion

In the works of Pulinets et al. [51,52], convincing examples are presented of distur-
bances appearing in the ionosphere at the growth of the ionization in the boundary layer of
the atmosphere, including the cases of underground nuclear explosion. According to the
authors, during the underground nuclear explosion in North Korea on 12 February 2013, an
earthquake with a magnitude of M4.9 was registered. One hour after the explosion, when a
small quantity of radioactive components seeped out onto the surface of the Earth, the GPS
satellites registered a negative anomaly in the ionosphere. This observation confirms the
concept of the authors, that the burst of ionization may be accompanied by a local increase
of atmospheric conductivity, and by a change of electron concentration in the ionosphere
above the region with intensified conductivity.

Similar examples of disturbance appearance in the ionosphere at the release of radioactive
components of underground nuclear explosion on daytime surface we have observed in
1980th during the tests at the Semipalatinsk test site. To detect the response of the ionosphere,
it was used the PLL-based complex of Doppler measurements, and its ability to measure
the Doppler frequency shift of a larger amplitude beam was realized [21,53]. In Figure 19 an
original record of the Doppler frequency shift is presented, which was obtained at the last
underground nuclear explosion on 19 October 1989. The explosion, with a power of 75 kt
of TNT equivalent, was executed at 09:50:00 UTC in the borehole #1365 at the Balapan area
of the Semipalatinsk test site. The radio-sounding of the ionosphere was proceeding on the
radio-path “Kurchatov (50.715◦ N, 78.621◦ E)—Sarzhal (49.6◦ N, 78.683◦ E)” at a frequency
of 7727 kHz.

Figure 19. Two responses in the Doppler frequency shift fD of ionospheric signal detected at the 75 kt
underground nuclear explosion on 19 October 1989 at the Semipalatinsk test site. 1—510 s after the
explosion, 2—1005 s after the explosion. The scale of the horizontal axis is expressed in the seconds
passed since the moment of the explosion.

It is seen in the plots, that 510 s (8.5 min) after the explosion a disturbance appears in
the record of the Doppler frequency shift of ionospheric signal. This effect is caused by the
penetration into the ionosphere of the acoustic waves, the source of which is the movement
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of the Earth’s surface in the spallation zone (Figure 19, left). Then, 1005 s (16.75 min)
after the explosion, another frequency burst is observed, which has an essentially smaller
amplitude than that caused by the acoustic impact. From the comparison of experimental
records of the Doppler frequency shift it follows, that not only the appearance time, but
also the shape and amplitude of the secondary effect differ from the effect connected
with the impact of the acoustic waves from the explosion on the ionosphere. As a rule,
in our experiments the registration of the Doppler frequency shift proceeded no more
than (30–40) min; nevertheless, this occurred sufficient for the detection of the secondary
disturbance in the ionosphere. In average, the secondary effects in the records of the
Doppler frequency shift of ionospheric signal were registered (15–18) min since explosion.

We noted, that the appearance time of ionospheric anomalies after explosion was
comparable with the time of radioactivity enhancement in the atmosphere as revealed by
direct measurements of the radioactive background in the atmosphere from helicopters
and planes [54,55]. Thus, on 19 October 1989, in the borehole #1365 an exit of the products
of nuclear explosion onto the ground surface was observed, with a rise of radioactive
background up to (15–40) R/h in the epicenter zone [56]. According to statistics, explo-
sions of incomplete camouflage accompanied by the small exhalation of radioactive gases
composed a 45% share of the whole number of tests at the Semipalatinsk site [55], and 67%
of the tests at the Novaya Zemlya site [54]. The practice of the tests at the Arctic nuclear
polygon shows, that by all camouflage nuclear explosions an escape of radioactive products
of underground explosion onto the surface occurred, as a result of filtration through the
zones of melting, crushing, micro- and macro-fissuring. If the release happened less than
one minute after the explosion, the isotopes Sr-89, Sr-90, Ba-140, Cs-137 were detected
in the atmosphere. If the time delay between the explosion and the gas exit was above
one, but below 33 min, the isotopes Sr-89 and Cs-137 were detected, and after 33 min only
Cs-137 remained.

As a result of the seismic impact of the energy of nuclear explosion on rock massif,
large masses of natural Rn, Th and their daughter products are also thrown out into the
atmosphere [54]. The ingress of radionuclides in the atmosphere leads to ionization of
its ground-level layer, which may be one of the links of disturbance transmission in the
lithosphere-atmosphere-ionosphere system.

According to modern concepts, the key factor of anomalies generation in the iono-
sphere is the change in the conductivity of the atmospheric boundary layer and the complex
of physical and chemical processes proceeding under the influence of ionization [52,57].
Then, the appearance of anomalous effects in the ionosphere both after an underground
nuclear explosion and in the short-term period of earthquake preparation can be explained
on the basis of a general mechanism consisting of the processes which take place at the
ionization stage of the ground-level atmosphere. In the case of an underground nuclear
explosion, the exit of radioactive substances occurs after explosion, while by earthquakes
the ionization of the near-earth atmosphere, as an exhalation result of radon, thoron, and
their daughter products, is detected before the main shock.

Experimental records of the response of the ionosphere to underground nuclear ex-
plosions were a basis for an estimation of the velocity profile of an acoustic pulse by the
Doppler frequency shift of the sounding radio wave.

6. A Simple Formula for Estimating the Profile of an Acoustic Pulse Velocity by the
Doppler Shift of the Frequency of Sounding Radio Wave

In this section, a possibility is considered to restore the profile of the acoustic pulses
which have reached the reflection point of radio waves in the ionosphere from the two
underground nuclear explosions. In principle, such formula can be only derived under
exclusive conditions of a powerful acoustic impact on the ionosphere, and on the basis of
reliable data of Doppler sounding.

It should be noted, that proceeding of any direct acoustic observations at the height of
upper atmosphere (ionosphere) seems impossible. This is why we turned to an analysis of
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the historical records of the Doppler frequency shift obtained by the Doppler method using
PLL, the effectiveness of which was demonstrated during underground nuclear explosions
at the Semipalatinsk test site. Measuring the Doppler frequency shift by the short-wave
radio sounding of the ionosphere is a widely used instrument for studying the disturbances
in the thermosphere of both natural and artificial origin. Usually, the Doppler frequency
shift is calculated in the approximation of geometric optics, and its value is determined by
the rate with which the electron concentration changes in time along the trajectory of radio
beam [58].

Here, a simple formula is obtained which allows to acquire a good estimate for the
relationship between the velocity field of acoustic disturbances and the measured Doppler
frequency. The results obtained may be a reference point in the development of numerical
models of the propagation of an acoustic pulse from an underground nuclear explosion
into the upper layers of atmosphere.

Under disturbances that do not affect the ionization balance, the change in electron con-
centration over time is entirely determined by the velocity field of the charged component.
The velocity of the charged component can be related to the velocity of the neutral gas and,
as a result, the Doppler frequency shift can be represented as a functional of the velocity
field of the neutral component of the ionospheric plasma. This representation is conve-
nient, since calculating the Doppler shift no longer requires preliminary labor-intensive
reconstruction of the electron density profile from the field of disturbance velocities.

For the acoustic disturbances, the characteristic spatial size of which exceeds the size
of the region of significant interaction of the radio wave with the ionospheric plasma, it is
possible to analytically invert the expression for the Doppler frequency shift, and to obtain
a fairly simple formula for the velocity of the neutral gas, suitable for practical processing
of Dopplergrams.

In the isotropic case, the phase of the radio wave at the receiving point relative to the
transmission point is given by integrating the refractive index n =

√
1 − N/Nw along the

radio beam trajectory

φ = −ω

c

∫
L

n dl, (1)

where ω is the circular frequency of the sounding radio wave; c is the speed of light. By
virtue of Fermat’s principle:

δ
∫
L

n dl =
∫

L+δL

n dl −
∫
L

n dl = 0, (2)

the perturbation of the radio wave phase corresponding to the perturbation of the refractive
index can be expressed, accurate to linear terms, by an integral along an unperturbed
trajectory

φ + δφ = −ω

c

∫
L+δL

(n + δn) dl = −ω

c

∫
L

(n + δn) dl. (3)

This leads to the determination of the Doppler frequency shift [58]:

ωD =
∂

∂t
φ = −ω

c

∫
L+δL

∂

∂t
δn dl = −ω

c

∫
L+δL

∂

∂N
∂

∂t
δN dl, (4)

where δN is the disturbance of the electron density; dl is an element of the length along the
trajectory. Using the linearized continuity equation

∂

∂t
δN +∇ · Nv = 0, (5)

the rate of change in the electron concentration can be expressed in terms of the velocity
field of the charged component of the plasma. As a result, we get:
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ωD =
ω

c

∫
L+δL

∂n
∂N

(v · ∇N + N∇ · v) dl =
ω

c

∫
L+δL

∇n · (v + He∇ · v) dl, (6)

where He = ∇ ln N/(∇ ln N)2 is the height vector of the homogeneous ionosphere. The
equations for the change along the trajectory of the wave vector of a radio wave k, k = n ω

c ,

∂

∂l
k =

ω

c
∇n;

∂

∂l
r =

k
k

, (7)

allow us to express the Doppler frequency shift (4) through the parameters of the unper-
turbed trajectory

ωD =
∫
L

u · dk(l), u(r, t) = v + He∇ · v. (8)

Under the magnetization conditions of plasma ions, the charged component is en-
trained by the neutral component only along the geomagnetic field

v =
B
B2 B · vn, (9)

where vn(r, t) is the perturbation of the velocity field of the neutral component, B is
the induction of the magnetic field. Formulas (8) and (9) make it possible to efficiently
calculate the magnitude of the Doppler frequency shift in the numerical simulation of
the unperturbed beam trajectory r(l), k(l), which occurs due to the motion of the neutral
component of the ionospheric plasma. A noticeable change in the wave vector of the radio
wave, and consequently the contribution to the integral (8), occurs only in the regions
of significant interaction of the radio wave with the ionospheric plasma. Usually, it is
sufficient to consider a small neighborhood of the reflection point as such an area.

If the characteristic spatial scale of the acoustic disturbance exceeds the size of the
region of significant interaction of the radio wave with the ionospheric plasma, the integral
(8) can be approximated by the first terms of its asymptotic expansion at He → 0. To do this,
following the usual method of obtaining asymptotic expansions of this kind of integrals,
we decompose the integral expression into the Taylor series at the reflection point z0, and
the integration region is limited to the section of the radio beam trajectory in the interval of
altitudes from z∗ = z0 − He Z0 to z0. In this region, the change in the wave vector of the
sounding radio wave constitutes a ∼0.8 share of its complete change.

ωD(t) =
∫
L

uz dkz(z) ≈
∮
z∗

[
uz(r0) + (r − r0)

∂

∂r0
uz

]
dkz(z) =

Δkz

[
uz(r0) + 〈z − z0〉 · ∂

∂z0
uz

]
, (10)

where

z∗ = z0 − He, kz(z) =
ω

c
cos θkz

√
1 − N(z)

N(z0)
; (11)

Δkz = −2kz(z∗) = −2
ω

c
cos θkz

√
1 − N(z)

N(z0)
≈ −2

ω

c
cos θkz × 0.795; (12)

〈z − z0〉 = 1
kz(z∗)

z0∫
z∗

(z − z0) dkz(z) = −
z0∫

z∗

(
1 −

√
1 − N(z0)− N(z)

N(z0)− N(z∗)

)
dz ≈ −0.271He, (13)

where z0 is the altitude of the reflection point; θkz is the initial value of the angle between the
wave vector and the vertical; x+(z), x−(z) are the values of x-coordinates on the ascending
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and descending branches of the trajectory. The numerical values of the quantities are
obtained by approximating the electron concentration profile in the vicinity of the reflection
point by the exponent N(z)/N(z0) = exp[(z − z0)/He]. For formula (10) to be applicable,
it is necessary that the vertical linearity of the velocity profile was not less than h ∼ 0.271He,
and the horizontal dimension was not less than 〈|x − x0|〉 ≈ tan θkzHe.

Let us consider the problem of the Doppler frequency shift caused by the disturbance
from an acoustic wave. We approximate the velocity field of the neutral component vn(r, t)
in the vicinity of the reflection point of sounding radio wave by a longitudinal pulse
propagating with the local sound velocity cs and with exponential change of the amplitude
with altitude. The vector Ha is directed vertically upwards.

vn =
cs

cs
vn = cs exp

(
Ha · r

H2
a

)
ω(τ), τ = t − cs · r

c2
s

. (14)

By differentiating (14), we obtain the evolutionary equation for each of the components
of vn: (

cs

c2
s

∂

∂t
+

∂

∂r
− Ha

H2
a

)
◦ vn = 0. (15)

Let us express, with the help of (15), the spatial derivatives of the velocity field in
terms of temporal ones, for example:

∂

∂r
· vn =

(
cos θkz

Ha
− 1

cs

∂

∂t

)
vn;

∂

∂z
vn =

(
−cos θcz

c
∂

∂t
− 1

Ha

)
vn.

(16)

By substituting (16) into (10) and neglecting the second derivative of time, we get the
final formula:

ωD(t) =
1
L0

(
T

∂

∂t
− 1

)
va(ra, t), (17)

where

T =
cos θBc
cos θBz

He

cs

(
1 +

He

Ha

)−1
− cos θcz

h
cs

(
1 − h

Ha

)−1
; (18)

L−1
0 = Δkz cos θBz cos θBc

(
1 − h

Ha

)(
1 +

He

Ha

)
; (19)

h = −〈z − z0〉 ≈ 0.271He; Ha = 2H. (20)

θBc, θBz , θcz are the angles between the magnetic field and the direction of acoustic pulse
propagation, the magnetic field and the vertical, the direction of acoustic pulse propagation
and the vertical; H is the height of the homogeneous atmosphere at the reflection point;
cs is the speed of sound at the reflection point. When He → 0, formula (17) turns into the
formula for the Doppler frequency shift for a radio wave reflected from a moving mirror,
which is often used for estimates (though not always justified).

Formula (17) gives a solution to the problem of determining the Doppler frequency
shift from the time profile of the velocity of wave disturbance in the neutral gas at the
reflection point of radio wave. In addition, it is not difficult to reverse the formula by
solving differential equation, and thereby to solve the inverse problem of determining
the velocity profile from the measured Doppler frequency shift. The treatment will be
unambiguous if the physically necessary conditions of boundedness are imposed on the
velocity disturbance,

|va(ra, t)| < ∞;−∞ < t < ∞, (21)
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since Equation (17) for vn(r0, t) at ωD(t) = 0 has no non-zero bounded solutions. From (17)
and (21), taking into account the relation 1 − T ∂

∂t = − exp
( t

T
)
T ∂

∂t exp
(− t

T
)
, the desired

inversion formula follows (it is assumed that T > 0):

vn(r0, t) = −L0

∞∫
0

dt′

T
exp

(
− t′

τ

)
ωD(t + t′). (22)

Let us dwell in more detail on the case when the Doppler frequency shift occurs only
starting from the zero moment of time:

ωD(t) = 0 when t < 0. (23)

In this case, as follows from (22),

vn(r0, t) = vn(r0, 0) exp
(

t
T

)
when t � 0. (24)

From (24) we conclude that if the acoustic pulse is non-zero in the interval t � 0, then
it must have a leading edge of a special shape (vn(r0, t) ∼ exp

( t
T
)
, t � 0). In a real

experiment, such situation can only arise if additional measures were taken. We do not
consider this option, so we believe that vn(r0, 0) = 0. Thus, Dopplerograms that originate
at t = 0 must satisfy the condition

∞∫
0

t′
T

exp
(
− t′

τ

)
ωD(t′) = 0 (25)

Equation (25) can be used to adjust the parameter T if the available ionospheric data is
insufficiently reliable.

Our Equation (22) for reconstructing the velocity profile of an acoustic pulse depends
on only two parameters: L0, which has the dimension of length, and T, which has the
dimension of time. If we set the parameter T equal to zero, we arrive at the case of the
reflection of radio wave from a moving mirror, which is often used to estimate the velocity
profile of disturbance. It is important to note, that in this case, the restoring error of the
velocity profile can distort the result several times and distort the shape of the profile.

Figures 20 and 21 show the records of the Doppler frequency shift and reconstructed
velocity profiles in the reflection point of sounding radio wave for the two acoustic pulses
which were propagating from the underground nuclear explosions carried out at the
Semipalatinsk nuclear test site on 17 December 1988 and 19 October 1989.
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Figure 20. The record of the Doppler shift measured at the underground nuclear explosion on
17 December 1988, and the restored velocity profile vn(r0, t). The frequency of the sounding radio
wave ω = 7.7 MHz, the altitude of the reflection point z = 237 km, L0 = 225 m, T = 21.3 s.
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Figure 21. The record of the Doppler shift measured at the underground nuclear explosion on
19 October 1988, and the restored velocity profile vn(r0, t). The frequency of the sounding radio wave
ω = 7.7 MHz, the altitude of the reflection point z = 225 km, L0 = 232 m, T = 20.0 s.

The obtained results can serve as a reference point in development of the numerical
propagation models of the acoustic pulses which arise in the upper layers of the atmosphere
from underground nuclear explosions.

7. Conclusions

The article describes in detail the method and equipment for measuring the Doppler
frequency shift by inclined sounding of the ionosphere on the basis of PLL operation
principle. The task was to expand the capabilities of the Doppler method for registration
of the ionospheric response to seismogenic and anthropogenic impacts, and to detect the
appearance of pre-seismic signatures in the ionosphere prior to large earthquakes. As a
result, it became possible to register continuously, with good accuracy and reliability, both
the Doppler frequency shift and the short-term Doppler bursts which reflect disturbances
in the ionosphere.

1. Application of an SDR receiver using the digital technology of Software-Defined Radio
in the Doppler installation ensured the high characteristics of the radio receiving tract.

2. The use of the PLL system permitted to carry out the continuous measurement of
Doppler frequency and to measure the Doppler frequency shift of larger-amplitude beam
under multipath conditions; this is an evident advantage of the considered method.

3. With an optimal choice of the PLL hold band, it was achieved an accuracy of �0.01 Hz
in the measurement of Doppler frequency shift, which is 1.5–2 orders of magnitude be-
low the background variations of Doppler frequency in the F-region of the ionosphere.

4. A modification of the Doppler installation was made for the registration of short-term
ionization bursts in the ionosphere. For this purpose, two additional blocks were
included into the functional scheme of the Doppler installation: the high-pass filter
and DC amplifier, a separate channel of signal digitization was organized, and a
special program was developed for operation of the data obtained.

The radiophysical method of Doppler sounding of the ionosphere using PLL was ap-
plied for investigation of seismogenic and artificial disturbances in the ionosphere. During
the two M7.8 earthquakes, in Nepal (25 April 2015) and Turkey (6 February 2023), the pre-
and co-seismic effects in the ionosphere were revealed, the appearance of which relates to
different propagation mechanisms of seismogenic disturbance from the lithosphere up to
height of the ionosphere.

1. The co-seismic effects, which arose as a result of the penetration into the ionosphere
of the acoustic waves caused by propagation of Rayleigh wave, were detected by the
Doppler ionosonde at a distance of 1732 km from the epicenter of Nepal earthquake,
and at 1591 km from the epicenter of the earthquake in Turkey.
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2. Pre-seismic effects, as noticeable increase in the intensity of Doppler bursts reflecting
the disturbance state of the ionosphere, were registered one day before the earthquake
in Nepal, as well as 90 min prior to the main shock. The intensity of Doppler bursts had
a constant rising trend, and its maximum was achieved 40 min after the earthquake.

3. A pre-seismic effect in the ionosphere, as noticeable increase of the Doppler frequency
shift, was detected in the records of Doppler frequency 8 and 3 days before the
earthquake in Turkey, and the maximum value of Doppler frequency was achieved
on the day of the earthquake.

4. A channel of geophysical interaction in the system of lithosphere-atmosphere-iono-
sphere coupling was traced, when 7 days before a M4.2 earthquake the disturbances in
the ionosphere were detected simultaneously with an intensity increase of the flux of
gamma-rays both in the borehole, under the surface of the ground, and in the ground-
level atmosphere, which resulted in the ionization of the ground-level atmosphere.

5. The concept of lithosphere-atmosphere-ionosphere coupling, where the key role is
assigned to the ionization of the atmospheric boundary layer, found confirmation
in an retrospective analysis of the records of Doppler frequency shift of ionospheric
signal made during the underground nuclear explosions at the Semipalatinsk test
site in the late 1980s. It was established, that after nuclear explosion the Doppler
ionosonde registered first the distinct penetration signature of an acoustic wave into
the ionosphere, then a disturbance in the ionosphere coinciding with the rise of
radioactivity in the atmospheric boundary layer.

6. A simple formula for reconstructing the velocity profile of an acoustic pulse from
Dopplerogram was obtained, which depends on only two parameters, one of which
has the dimension of length, and the other the dimension of time. The article presents
the reconstructed profiles of the acoustic pulses from the two underground nuclear
explosions, on 17 December 1988 and 19 October 1989, which have reached the
reflection points of sounding radio wave in the ionosphere.
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Abstract: This study examines the response of the thermal channel within the Lithosphere–Atmosphere–
Ionosphere Coupling (LAIC) mechanism during the notable earthquake in Crete, Greece, on 27
September 2021. We analyze spatio-temporal profiles of Surface Latent Heat Flux (SLHF), Outgo-
ing Longwave Radiation (OLR), and Atmospheric Chemical Potential (ACP) using reanalysis data
from the National Oceanic and Atmospheric Administration (NOAA) satellite. Anomalies in these
parameters are computed by removing the background profile for a non-seismic condition. Our
findings reveal a substantial anomalous increase in these parameters near the earthquake’s epicenter
3 to 7 days before the main shock. The implications of these observations contribute to a deeper
understanding of the LAIC mechanism’s thermal channel in seismic events.

Keywords: lithospheric–atmospheric–ionospheric coupling; thermal anomaly; surface latent heat
flux; outgoing longwave radiation; atmospheric chemical potential

1. Introduction

Various complicated and nonlinear processes govern the interaction of the lithosphere,
atmosphere, and ionosphere. Studying various channels, like chemical, thermal, acoustics,
and electromagnetic channels, it was found that precursory earthquake activities begin
around a month before the actual catastrophe within the area known as the “preparation
zone”. These channels cover a wide range of parameters that can be treated as poten-
tial tools to understand the seismogenic effects from beneath the earth’s surface to the
magnetospheric heights [1]. These pre-earthquake activities involve complex, heteroge-
neous, multidimensional, and multi-parametric physical and chemical processes [1–5].
So, the precursory framework of seismic hazards includes a variety of chemical, thermal,
acoustic, mechanical, and electromagnetic events, each with its own set of characteristics.
Based on these characteristics and their interconnecting properties, a unified theory called
Lithospheric–Atmospheric–Ionospheric Coupling (LAIC) has been proposed to explain
the coupling that occurs across different layers of the atmosphere and ionosphere during
seismic events through a variety of channels, e.g., [1,6,7]. This idea has been addressed and
validated in light of the significant variabilities in several atmospheric and ionospheric pa-
rameters. This mechanism establishes the inter-relationships between various geochemical
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and geophysical processes related to earthquake occurrences. Radon emanation [8] is the
most commonly accepted possible primary cause of air ionizations in the near-surface area,
where the early geochemical and physical processes begin. Ion clusters are created when
the ions generated by this mechanism interact with water molecules. These nanometer-
sized cluster ions are then released into the atmosphere, changing the natural profile of air
conductivity and, as a result, the ionospheric potential also changes [7,9]. These ongoing
changes are therefore reflected in the ionosphere as seismogenic ionospheric disturbances,
as shown by [10–21]. In the lower atmosphere, the condensation of water molecules owing
to a change in the relative humidity of air eventually leads to latent heat release. The latent
heat release raises in the lower atmosphere are the total energy budget, which initiates the
emission of the Outgoing Longwave Radiation flux (W/m2) as measured on the topside of
the atmosphere during and prior to seismic events. These thermal anomalies are observed
from both ground-based and satellite observations [14,22,23].

It is well established that during the final stage of the earthquake preparation process,
the system tends to move to a self-organizing state from a chaotic state to reach the critical
state where one can expect the maximum instability in the strain energy profile that is about
to go through an avalanche, and after that it passes the system to another quality [24]. Using
nonlinear thermodynamics and synergetics, these processes can be described [25]. Some
integral parameters with threshold values mainly describe the system. When the parameter
crosses the threshold value, the system approaches the critical state. This threshold is the
final stage of the earthquake preparation and rupture processes in the seismogenic process.
Furthermore, the integral parameter describes several simultaneous processes that lead
the system to the critical state. The chemical potential of water vapor at a high ionization
level is one of the probable candidates to be the integral parameter during the seismogenic
process, as its values are derived from the anomalies in both the atmospheric temperature
and humidity.

Pulinets et al. [26] presented that during the phase transition, the latent heat required
by the water molecule is equivalent to its chemical potential. In multicomponent media
with external forcing, the relative humidity can be represented as

H(t) =
exp(−U(t)/kT)
exp(−U0/kT)

= exp
(

U0 − U(t)
kT

)
= exp

(
−0.032ΔUcos2t

(kT)2

)
, (1)

where U(t) = U0 + ΔUcos2t, and ΔU is the volume averaged correction of chemical
potential, arising from external forcing of the environment. The square of the cosine of time
represents the diurnal variation in the intensity of the solar radiation, and U0 represents
the boiling temperature. ΔU is a complex parameter reflecting the formation of cluster ions.
A higher value of ΔU indicates that the energy of the water molecule binding with ions
is also higher, and the cluster ions are more stable. These stable cluster ions have a much
longer lifetime and grow larger due to the attachment of water molecules.

Gorny et al. [27] first observed prominent signatures for thermal anomalies in the Cen-
tral Asian region. They analyzed a satellite image of the earth’s surface within the spectral
range of 10.5–11.3 mcm over some linear structures of the Middle Asian seismically active
region (Kopet Dagh, Talasso-Ferghana, and other faults) and observed positive anomalies of
IR radiation along the point of intersection of the Talasso-Ferghana and Tamdy-Tokrauss
faults. After that, several researchers started to study thermal anomalies associated with
large earthquakes using various parameters in China, Japan, India, Iran, and Algeria [28–33].
Pulinets et al. [34] presented that Atmospheric Chemical Potential (ACP) anomalies are
generated in the last stage of the seismic cycle. The temporal variation in the ACP is very
similar to the radon activity in the preparation zone. The magnitude of the ACP drops close
to the moment of the main shock. This magnitude of the ACP variation is weaker over the
ocean. It was also found that there are areas where ACP anomalies are very weak or negative
variation is observed. Pulinets et al. [35] presented the importance of ACP anomalies before
seismogenic activities and other atmospheric phenomena.
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In our study, we chose the Crete earthquake of 2021 to investigate the possible pre- and
co-seismic thermal anomalies from the satellite data and present them with the conventional
spatio-temporal variation in the anomalies by removing the background variation in the
non-seismic condition. Our main aim is to find the anomaly variation of various parameters
related to thermal channels before earthquakes to establish the hypothesis of a possible
coupling mechanism during pre-seismic conditions. This work emphasizes one of the most
important channels of the LAIC mechanism. The earthquake under study was chosen
in such a way that evidence of such seismogenic impression is already established by
using other parameters of other channels of LAIC [36]. This will also enable us to study
and compare a multi-parametric approach of LAIC mechanisms [37–41]. The plan of
this paper is as follows: In Section 2, we present our observations and the methods of
extracting anomalies; in Section 3, we present the results and discuss our results; and finally,
in Section 4, we make concluding remarks.

2. Data and Methodologies

In our study, we chose the Crete earthquake of 2021 to investigate the possible pre-
and co-seismic irregularities of thermal parameters. On 27 September 2021, at 06:17 UT,
an earthquake of Mw = 6 magnitude struck the island of Crete, Greece, at a depth of 6 km.
In Figure 1, we present the epicenter of the earthquake, marked with a tiny red circle;
the earthquake preparation zone, marked with a black circle; and the earthquake fault line,
marked with a red curve. We present the details of the earthquake in Table 1.

Figure 1. The location of the earthquake epicenter (red circle), the earthquake preparation zone (black
circle), and the local earthquake fault lines for the Crete, Greece, earthquake.

Table 1. Earthquake details.

Earthquake
Location of
Epicenter

Magnitude
(Mw)

Depth (km)
Date and Time

(UT)

Radius of
Preparation
Zone (km)

Crete
Earthquake

35.244◦ N
25.27◦ E 6 6 27 September

2021 06:17:21 380.189
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2.1. Surface Latent Heat Flux Anomaly

To identify thermal anomalies related to earthquakes, we first removed the diurnal,
seasonal variation, and other meteorological variations. We computed the background data
using the seismically quiet period for the same grid area. To compute the background data,
we used the following equation:

Gbac(x, y, t) =
1
N

n

∑
i=1

Gi(x, y, t). (2)

Here, Gi(x, y, t) is the background SLHF as a function of latitude (x), longitude (y),
and time (t) and Gbac is the background flux. For the studied case, the value of N is 3.
We computed the background data for the Crete earthquake using the years 2015, 2017,
and 2019, which were seismically quiet. We removed the background variation from the
seismically active time period to compute the anomaly as

Anomaly(x, y, t) = [G(x, y, t)− Gbac(x, y, t)], (3)

where G(x, y, t) is the data obtained for the seismically active time period.

2.2. Outgoing Longwave Radiation Data Analysis

Several researchers have used techniques to analyze Outgoing Longwave Radiation
(OLR) data; one of the most significant ones is the Eddy Field Calculation Mean method.
This method detects the presence of any singularities in OLR data between adjacent points
within the epicenter region [14,42–44]. The Eddy Field Calculation Mean is defined as
the “total sum of the difference value” of the “measured value” of OLR between adjacent
points [45]. This method compares the parameters for one particular point over the grid
data with their nearest adjacent grid locations (latitudinal and longitudinal directions).
The sum of the difference values of all measured values gives the parameter value for that
particular point. Finally, an interpolated values gives the spatio-temporal profile of the said
parameter. This method of computation can be expressed as follows:

S∗
d(xi,j, yi,j) = 4S(xi,j, yi,j)− [S(xi−1,j, yi,j) + S(xi,j, yi,j−1) + S(xi+1,j, yi,j) + S(xi,j, yi,j+1)], (4)

where S∗
d(xi,j, yi,j) is the daily Eddy field, S(xi,j, yi,j) is the daily mean, and x and y are

the latitude and longitude, respectively. i and j are the integers representing the number
of grids.

2.3. Atmospheric Chemical Potential Analysis

To compute the ACP, we followed the method suggested by Boyarchuk et al. [46]. The
authors expressed ΔU with the air temperature at the earth’s surface and relative humidity.
ΔU is expressed as

ΔU = 5.8 × 10−10(20Tg + 5463)2ln(100/H), (5)

where ΔU is in eV.
In this study, we used data obtained from the National Oceanic and Atmospheric

Administration (NOAA) reanalysis dataset. NOAA reanalysis data were taken from https:
//www.esrl.noaa.gov (accessed on 11 March 2023). These datasets data formats and classes
were previously discussed in several publications, e.g., [22]. For the Crete earthquake, we
used the latitude range 31◦ N to 39◦ N and the longitude range of 20◦ E to 30◦ E for the
spatio-temporal variation. We computed the anomalies in all these parameters and overlaid
the world map over the results to recognize the spatio-temporal variation regarding the
epicenter of the earthquake. This showed a systematic variation over both space and time
of the analyzed parameters to find out their temporal evolution and the most affected area
that shows the maximum perturbation around the EQ epicenter.
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3. Results

3.1. Surface Latent Heat Flux Observational Results

In Figures 2 and 3, we present the spatio-temporal variation in Surface Latent Heat
Flux (SLHF) anomalies in W/m2. This spatio-temporal variation gives direct evidence
of the increase in the SLHF. We present the SLHF anomalies from 13 September 2021
to 12 October 2021, from longitudinal and latitudinal spans from 20◦ E to 30◦ E and 31◦ N
to 39◦ N, respectively. The epicenter is indicated with a red dot and marked with the letter
“C”. Figures 2 and 3 show that the sudden intensification of the SLHF anomaly was observed
near the epicenter on 23 September 2021. The next day, the maximum intensification of the
SLHF anomaly was observed over the epicenter. The anomaly also propagated towards the
southeast direction on that particular day. From 25 September, no such anomalous behavior
of the SLHF was observed near the epicenter. From 30 September to 6 October, a slight
increase in the SLHF anomaly is observed within the preparation zone of the earthquake.
These increments in the SLHF are due to aftershocks followed by the mainshock and also
due to the combined effect of the earthquake of 12 October, which occurred very close to
the epicenter of the first earthquake.

Figure 2. Variation in the SLHF anomaly from 13 to 27 September 2021 for the Crete earthquake.
Along the X and Y axes, we present the geographic longitude and latitude, respectively. The black
outlines are the country border, and the red dot marks the epicenter of the Crete earthquake, also
denoted by the letter “C”.
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Figure 3. SLHF anomaly variation from 28 September to 12 October 2021. The figure format follows
the format of Figure 2. The black outlines are the country border, and the red dot marks the epicenter
of the Crete earthquake, also denoted by the letter “C”.

3.2. OLR Results

Figures 4 and 5 represent the daily OLR variation around the earthquake epicenter.
Figure 4 shows the OLR variation from 13 to 27 September 2021, whereas in Figure 4,
we present the same from 28 September to 12 October 2021. From Figure 4, it is clearly
found that the OLR variation was low from 13 to 17 September. On 18 September, the OLR
increased near the northern part of the earthquake preparation zone. The maximum in-
tensification was observed on 20 September. The OLR variation decreased in the next
few days and again started increasing on 23 September near the earthquake’s epicen-
ter. From 24 September, it started decreasing and completely vanished on 25 September.
In Figure 5, we see that the OLR again increased during the first week of October due to
aftershocks and the combined effect of another mainshock that occurred on 12 October,
south-southeast of Crete island [12 October 2021, 09:24:04.8 UT, (34.894◦ N, 26.472◦ N),
Mw = 6.4, depth = 10 km], near the epicenter of the earthquake under study. It is also
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found that on the day of the second earthquake, the maximum intensification of OLR
variation was observed within the region close to the epicenter.

Figure 4. Eddy Field OLR variations around the Crete earthquake epicenter during
13–27 September 2021 with a spatial span of latitudes 30◦ N to 39◦ N and longitudes 20◦ E to 30◦E.
The red dot and the letter “C” indicate the epicenter of the Crete earthquake. The country boundaries
are indicated by black lines. The color bar represents the intensity of the mean Eddy Field in W/m2.

3.3. ACP Variation

In Figures 6 and 7, we present the spatio-temporal variation in the ACP within the
earthquake preparation zone. The ACP value started showing an anomalous increase from
16 September, and the maximum ACP value near the epicenter of the studied earthquake
was observed on 21 September. Again, on 26 September, the ACP value increased rapidly
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near the epicenter. From Figure 7, it was found that during October, the ACP value
remained normal, and no rapid increase was observed near the epicenter.

Figure 5. Same as Figure 4 for 28 September to 12 October 2021. The black outlines are the country
border, and the red dot marks the epicenter of the Crete earthquake, also denoted by the letter “C”.
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Figure 6. ACP distribution around the epicenter of the Crete earthquake from 28 September to
12 October 2021. The black outlines are the country border, and the red dot marks the epicenter of
the Crete earthquake, also denoted by the letter “C”.
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Figure 7. Same as Figure 6 for 28 September to 12 October 2021. The black outlines are the country
border, and the red dot marks the epicenter of the Crete earthquake, also denoted by the letter “C”.
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4. Discussion

This work uses space-based observation to present the lower atmospheric thermal
anomalies associated with the Mw = 6 Crete earthquake that took place on 27 September 2021.
We investigated the anomalies in the SHLF, OLR, and ACP by using the NOAA reanalysis
data. The spatio-temporal profiles of these parameters were studied around the earthquake
occurrence day after the removal of background profiles by choosing a non-seismic period
of observation.

(i) It is evident from Figure 2 that the intensification in the SLHF is observed on
23 and 24 September 2021 over the epicenter region. The intensified SLHF shows a
longitudinal spread over the earthquake epicenter and migrates towards the southeast
direction. After the earthquake, comparatively less intensification is observed from 29
September to 6 October 2021 (Figure 2). For all these days, the anomalies are observed
mostly in the north–south direction over the epicenter. This can be attributed to the
combined effects of a series of aftershocks of the mainshock of 27 September and a
second mainshock that took place on 12 October 2021, south-southeast of Crete island,
the epicenter of which was in close vicinity of the first mainshock.

(ii) In contrast to the SLHF, the intensification in the OLR Eddy Field was observed from
18 to 21 September 2021, in two different patches in the northeast and northwest di-
rections of the epicenter, which lie within the earthquake preparation zone (Figure 4).
On 23 and 24 September, it became a single intensification over the epicenter, sim-
ilar to the SLHF variation. After the Crete earthquake, a similar post-earthquake
OLR Eddy field enhancement was observed with much less intensity (Figure 5).
On 12 September 2021, the Eddy Field again increased in the northern direction of the
epicenter, possibly due to the second mainshock mentioned above.

(iii) The ACP variation shows an anomalous increase from 16 September, and the maxi-
mum enhancement took place on 21 September 2021 (Figure 6). During this period,
the intensification of the ACP is found to be a bit away from the epicenter of the 2021
Crete earthquake. On 26 September, a secondary enhancement was observed near the
earthquake epicenter. For the ACP, no such post-earthquake enhancement is observed,
in contrast to the SLHF and OLR.

The analysis of very-low-frequency (VLF) sub-ionospheric propagation data re-
ceived at multiple receivers during the 2021 Crete earthquake shows a moderate shift in
electron density variation during the sunrise and sunset terminator times observed on
24, 25, and 27 September 2021 for the ISR-UWA propagation path [36]. Significant changes
were not observed during both terminator times for the ISR-GER propagation path. How-
ever, for the 12 October earthquake, a significant change in the electron density profile
was observed. Furthermore, some intermediate change in the electron density profile was
observed on 11 October [36]. In the present study, we also found thermal anomalies during
the same time period, which indicates that during the pre-seismic process, the lithospheric
perturbations percolate to the troposphere and lower ionosphere through various channels
according to the LAIC mechanism. The air ionization creates cluster hydration that releases
latent heat and increases the air temperature. According to the LAIC hypothesis, this may
create an ion uplift by the formation of an EQ cloud, and that reduces the air conductivity.
Thus, the ground–ionosphere potential differences are modulated. This changes the hori-
zontal electric field in the ionosphere, leading to ion drifts, and therefore, the electron and
ion concentration may become perturbed over the EQ preparation zone. So, a lithospheric
phenomenon can be coupled with ionospheric irregularities, as the LAIC theory prescribes.
Our study also found that ACP variation is much weaker for the 2021 Crete earthquake
than for the other studied case. It was previously reported that near the oceanic earthquake,
the ACP values were lower than those of the land earthquakes. We observed a similar
variation from the studied case.

Our manuscript shows that the OLR and SHLF give comparatively clearer indications
than the ACP. It needs to be noted the ACP is not a fundamental parameter but is derived
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from two important parameters, viz., air temperature and relative humidity. It is commonly
found that during or prior to seismic activities, the air temperature shows an increment,
and the relative humidity experiences a decrease in the profiles. Equation (5) in the
manuscript shows that the overall ACP values generally show an increase in nature due to
the increase and decrease in air temperature and relative humidity, respectively. As OLR
and SLHF are not derived parameters, the variabilities in these parameters are different in
comparison to the ACP. Furthermore, for a consistent change in the ACP, one can expect
equal proportionate changes in air temperature and relative humidity that can satisfy the
equation, which is possibly not always true. Thus, the intensification of ACP patches
may have more dynamic characteristics in comparison to the other two parameters in this
manuscript.

It is very important to accept that based on the research on the LAIC mechanism,
a variety of parameters are involved in each channel of LAIC (chemical, thermal, acoustic,
and electromagnetic). It needs to be remembered that the pre-seismic processes, as men-
tioned in LAIC coupling, are highly nonlinear, anisotropic, and multi-parametric in nature.
Refs. [38,41] gave a detailed description of this anisotropy and dependency of multi-
parameters. The works on surface deformation characteristics [38,47] before strong earth-
quakes indicate vital information about the frictional force that leads to generating enhanced
thermal profiles around an earthquake’s epicenter that sometimes follow the earthquake
fault lines. Furthermore, as the friction-generated heat energy is not very regular during
the earthquake preparation process [48,49], the increased energy budget due to friction
may not be synchronized with the heat energy originated due to geochemical mechanisms.
Therefore, there is always a possibility of breaking this synchronization, and it is difficult to
identify any particular thermal anomaly that will temporally dominate every time. This
is the same for the other parameters in other channels in LAIC. For example, for the well-
known Nepal earthquake in April and May 2015, refs. [14,22] reported the OLR and SLHF
separately. It is found that the temporal variation does not show proper synchronization.
The OLR intensification shows a maximum anomaly 4 to 5 days before the earthquake,
whereas the SLHF shows the maximum anomaly 4 to 5 days before the earthquake. Most
interestingly, the same parameter (OLR/SLHF) shows different time frames to show the
maximum anomaly before the earthquake. Therefore, this is not a linear problem where
one can expect similar outcomes every time. The synchronization of all the parameters in
individual channels may not happen every time. The anisotropy in the various parameters
may bar achieving uniform directionality. For example, even though the spatio-temporal
profile of OLR intensification followed the direction of the Himalayan fault line (east to
west), a significant amount of the OLR energy budget also went to the north-to-south
direction where there was no such fault line [14]. In the LAIC mechanism, the generation
of any anomaly is equally important as the migration of such anomalies for the source
location due to the presence of other atmosphere dynamics. Therefore, there is quite a
possibility that one cannot expect the most intense anomaly over the epicenter every time.
In our case, we experienced similar features for OLR anomalies.

5. Conclusions

During the pre-seismic process, the immediate after-effects are observed over the
surface and lower tropospheric regions. In this region, the observed effects are mostly
in the form of thermal anomalies, which makes it an important channel in the LAIC
mechanism. In this study, we used space-based observations of thermal excitation during
pre-seismic processes. The Outgoing Longwave Radiation from the fault lines changes
the normal temperature trends and relative humidity near the epicenter, which eventually
contributes to the Surface Latent Heat Flux anomaly. So, all of these parameters are
considered significant parameters in the LAIC mechanism. In this study, we tried to
investigate these parameters for the same earthquake and find the contrasting behavior of
the parameters due to the geographic location and the parameter with the most potential
for studying the precursory effects. We used parameters like the SLHF anomaly, which is
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originated from the coagulation of the water molecules to ions, whereas the OLR anomaly
is directly emerging thermal waves in the infrared range. On the other hand, the ACP
depicts the measure of these variations and the extent of the process criticality during
pre-seismic conditions. We found that all these parameters exhibit significant increases 3 to
7 days prior to the mainshock of the earthquake near the epicenter. To date, we have been
able to show the changes related to pre-seismic processes. So many significant parameters
are associated with the LAIC mechanism’s thermal channel and play various roles in
seismogenic conditions. We do not have a clear idea of how this complex interplay is taking
place and which are the most significant parameters in this interplay. We must study all
possible parameters for different geographic and climatic conditions to understand the
entire process. Multi-parametric and multidisciplinary approaches will help us understand
the LAIC process, starting from the lower atmosphere to the upper ionosphere. A further
approach to coordinate the observed anomaly with the ionospheric and magnetospheric
perturbations using a multidimensional approach will help us to understand the entire
LAIC process. These new approaches to solving the unanswered question of the LAIC
mechanism will be studied in the future and will be published elsewhere.
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Abstract: Geomagnetic field data have been found to contain earthquake (EQ) precursory signals;
however, analyzing this high-resolution, imbalanced data presents challenges when implementing
machine learning (ML). This study explored feasibility of principal component analyses (PCA)
for reducing the dimensionality of global geomagnetic field data to improve the accuracy of EQ
predictive models. Multi-class ML models capable of predicting EQ intensity in terms of the Mercalli
Intensity Scale were developed. Ensemble and Support Vector Machine (SVM) models, known for
their robustness and capabilities in handling complex relationships, were trained, while a Synthetic
Minority Oversampling Technique (SMOTE) was employed to address the imbalanced EQ data. Both
models were trained on PCA-extracted features from the balanced dataset, resulting in reasonable
model performance. The ensemble model outperformed the SVM model in various aspects, including
accuracy (77.50% vs. 75.88%), specificity (96.79% vs. 96.55%), F1-score (77.05% vs. 76.16%), and
Matthew Correlation Coefficient (73.88% vs. 73.11%). These findings suggest the potential of a
PCA-based ML model for more reliable EQ prediction.

Keywords: principal component analysis (PCA); ensemble; machine learning (ML); earthquake
(EQ) prediction

1. Introduction

The non-linear, chaotic, scale-invariant phenomena of earthquakes (EQs) have led
some researchers to conclude that predicting EQs in the conventional sense is inherently
impossible due to complex interactions involving plate tectonics, fault mechanics, and
material properties within the Earth’s crust [1]. EQ precursor studies have shown that
many short-term precursors are non-seismic, with the ionosphere, atmosphere, and
lithosphere being perturbed prior to an EQ [2]. Various methods can be employed for EQ
prediction, including the study of precursor phenomena such as fluctuations in electric
and magnetic fields [3], variations in the total electron content of the ionosphere [4],
observations of animal behavior [5], and the use of multiple remote sensing data sources
such as electron and ion density data [6,7]. Hattori et al. [8] and Ouyang et al. [9], in
their studies, observed distinctive perturbations in the spectral density ratio between the
horizontal and vertical components of Ultra-Low-Frequency (ULF) geomagnetic field
measurements. ULF magnetic data can provide useful EQ precursory information with
optimal prediction performance depending on the distance and event size [10].
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The dynamic nature of seismic events poses a challenge for traditional prediction
methods based on historical and empirical observations. These methods often struggle to
account for the complex factors that trigger EQs, leading to limitations in accuracy and
reliability. However, machine learning (ML) algorithms like the Support Vector Machine
(SVM), decision trees, and ensemble have demonstrated promising results in EQ forecast-
ing [11–14]. ML classifiers have also shown potential for making accurate EQ magnitude
predictions, which could significantly improve seismic risk assessment and preparedness
efforts [15]. EQ prediction using geomagnetic data faces a significant challenge in large
classification datasets. As data dimensions multiply, issues such as overfitting lead to in-
creased computational costs and decreased model stability, which become major concerns.
The dynamic nature and large coverage of the global geomagnetic field, including both
spatial and temporal variations, translates into a large number of variables within the
dataset [16]. Chen et al. [17] emphasize the need for effective dimensionality reduction
techniques to alleviate these challenges, recommending methods like principal component
analysis (PCA) or feature selection strategies to extract relevant information while handling
large dimensionality.

PCA is a widely utilized technique for dimensionality reduction in high-dimensional
datasets, including the electromagnetic or geomagnetic data that are consecutively applied
in EQ predictions [18,19]. Hattori et al. [20] demonstrated the effectiveness of PCA in
extracting the ULF signals associated with potential EQ precursors. Their study showcased
PCA’s ability to unravel the essential patterns within geomagnetic data, particularly those
linked to ULF phenomena indicative of EQs. Ensemble methods like bagging and boosting
have emerged as powerful tools for EQ prediction [21]. A study by Mukherjee et al. [22]
demonstrated that ensemble models not only capture complex spatiotemporal patterns in
seismic data but also exhibit a superior generalization performance compared to individual
models. The ensemble approach leverages diverse learning strategies and mitigates the
risk of overfitting, providing a robust framework for addressing the inherent uncertainties
and dynamic nature of seismic processes.

This study applies a PCA with ensemble and SVM models to enhance EQ prediction
using geomagnetic data categorized by the Mercalli Intensity Scale. Utilizing global geo-
magnetic data spanning from 1970 to 2021, sourced from SuperMAG (Laurel, MA, USA),
alongside EQ records from the USGS and focusing on events with magnitudes M5.0 and
above, this approach emphasizes dimensionality reduction via PCA to manage complex
datasets for ML. Model efficacy is evaluated through accuracy, precision, recall, F1-score,
and the Matthew Correlation Coefficient (MCC). By identifying key data components
that correlate with seismic activity, the integration of a PCA with the ensemble and SVM
algorithms aims to advance seismic risk mitigation by improving EQ prediction studies.

2. Data and Methods

This study utilized low-frequency 1 min global geomagnetic field data sourced from
the SuperMAG database [23], combined with EQ data from the USGS [24], covering
the period from 1970 to 2021. The dataset was filtered to include only EQs with a
magnitude equal to or exceeding M5.0 and hypocentral locations situated within a radius
of 200 km from their corresponding geomagnetic observatories, as can be observed in
Figure 1 [25]. The study focused on earthquakes occurring within a seven-day window
prior to significant seismic events, coinciding with the availability of station data [26].
The length of the observation period was chosen to maximize the number of constructed
datasets as well as to balance between model optimization and computational cost. A
total of 7525 EQs that met the criteria were selected. To refine the analysis, the Ap index
was applied, using values below 27 to eliminate and exclude periods of geomagnetic
quiescence, which represent geomagnetically quiet conditions. This ensures that the
analysis is focused on more dynamic conditions [27]. Additionally, a Dst index cutoff of
−30, which is commonly used to filter out instances of severe magnetic field disturbances,
was applied [28]. The EQ magnitude scale was categorized according to the Mercalli
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Intensity Scale to allow for a more refined multi-class model, encompassing distinct
seismic intensities ranging from Non (non-seismic days) to VI (M5.0 to M5.5), VII (M5.5
and M6.0), VIII (M6.0 to M6.5), IX (M6.5 to M7.0), X (M7.0 to M7.5), XI (M7.5 and
M8.0), and XII (>M8.0). The scale, which is based on observed effects and damage,
offers a complementary perspective that can potentially help mitigate these limitations,
therefore providing a more comprehensive picture for prediction purposes. The Mercalli
Intensity Scale allows for a more refined categorical classification (in this case, 8 classes)
compared to the Richter Scale, which uses a more generalized single-integer scale and
could potentially increase computational costs [29].

Figure 1. SuperMAG geomagnetic observatory locations around the world (blue pins) and filtered
geomagnetic observatory locations based on selected EQ events (red pins).

The resolution of SuperMAG data (1 min sampling period) into 7-day windows
resulted in a complex dataset, even with only three features (X, Y, Z). These features
exhibited intricate relationships and variations over time, crucial for understanding EQ
precursors. Applying a PCA addressed the complexity of the task by extracting the
most informative temporal patterns and reducing dimensionality, while preserving the
key interactions among the features. This approach facilitated the simplification of the
data for analysis, allowing the extraction of the most pertinent information for the EQ
prediction models. These components revealed key insights, including projected data
points that represent observations in the reduced space, the variance explained by each
component, and the contributions of features as indicated by the coefficient. While the
coefficient provided interpretability, the projected data points served as the primary
input for subsequent ML models. By choosing a cumulative explained variance threshold
that captured 87% of the data’s variance (number of components retained) based on a
combination of grid and random search, the approach ensured that most of the relevant
information was preserved while maintaining model flexibility. PCA proved to be a
valuable tool in navigating the challenges of high-dimensional data, facilitating further
analysis and model development.

To address the class imbalance caused by low-magnitude EQs, Synthetic Minority
Oversampling Technique (SMOTE) was employed [30] to potentially improve EQ prediction
accuracy. Bao et al. [31] successfully addressed the data imbalance issue in their EQ
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prediction model by employing SMOTE. This technique augmented the minority class
within the dataset, enabling the model to learn their characteristics more effectively. This
improvement did not compromise the model’s sensitivity to smaller EQs, for example,
class VII to IX, ensuring their proper identification and prediction. By oversampling the
minority, SMOTE created a more balanced dataset, allowing the model to learn equally
from both positive and negative examples. This reduced bias towards the majority class. A
new synthetic instance, xnew, can be generated using the following formula:

xnew = xi + λ × (
xj − xi

)
where xi represents a minority class instance and xj represents its randomly selected
neighbor, while 0 ≤ λ ≤ 1 controls the proportion of synthetic samples created.

Leveraging the dimensionality reduction achieved through PCA and the balanced
dataset obtained via oversampling, a 10-fold k-fold cross-validation was implemented.
This approach iteratively trained and tested the models on various data subsets, providing
a more reliable estimate of their generalizability compared to a simple train–test split and
mitigating potential biases specific to individual data distributions. Subsequently, two
models—an SVM and an ensemble model—were developed on the full dataset. Each model
underwent hyperparameter tuning through a grid search method, optimizing their key
settings to maximize their predictive power. The details of this hyperparameter selection
process are further discussed in Section 3.2. This comprehensive approach ensured the
models were not only accurate on the specific training data but also generalizable to unseen
examples, providing a more reliable estimate of their generalizability.

Model evaluation was conducted using the following multi-class classification metrics:

Accuracy =
TP + TN

Total samples

Sensitivity (Recall) =
TP

TP + FN

Speci f icity =
TN

TN + FP

Precision =
TP

TP + FP

F = 2
(Precision × Recall)
(Precision + Recall)

MCC =
(TP × TN − FP × FN)

2
√
(TP + FP)× (TP + FN)× (FP + TN)× (TN + FN)

where TP = True Positive, TN = True Negative, FP = False Positive, and FN = False Negative.
Given the multi-class nature of the EQ prediction model, the evaluation employed

metrics that provided a comprehensive understanding of its performance across all EQ
intensity levels. Metrics like precision, recall, and F1-score were utilized to assess the
model’s ability to correctly identify different EQ intensities, balancing the trade-off between
true positives and false positives/negatives. Additionally, the MCC offered a balanced
perspective on overall model performance by considering all true and false classifications.
The detailed workflow is shown in Figure 2.

189



Geosciences 2024, 14, 121

Figure 2. Illustration of the detailed workflow of a PCA-based approach for feature extraction and
dimensionality reduction, leading to the construction of a multi-class model for EQ prediction.

3. Results and Discussion

3.1. PCA Scores for Model Development

In the PCA results, each principal component was plotted with all three of its original
geomagnetic components. This approach was adopted to visually ascertain the relation-
ships and correlations of each PCA result with the geomagnetic components to determine
which components are most suitable for feature extraction. The position of each point on
the first principal component (PC1) in Figure 3a indicates its similarity to its geomagnetic X
component. Negative values aligned strongly with PC1, with a minimum of −2017.8 nT,
and positive values also showed strong alignment, reaching a maximum of 1334.9 nT. The
spread of points around zero values, highlighted by the yellow dashed box, reflects the
correlation between PC1 and the X component. A tight cluster, as shown in the red dashed
box, suggests a linear relationship, while a wider spread indicates a weaker or non-linear
connection. The interpretation of PC1 relied on its correlation with other variables. In this
case, its strong correlation with the X component signified northward variations in the
Earth’s magnetic field. The statistical values presented in Table 1 justified the resemblance
between PC1 and the X component, indicating a minimal trade-off between the X com-
ponent and PC1 when compared to the Y and Z components. The PC1 had a variance of
598.34 nT, slightly lower than the X component, with its variance of 624.26 nT. Similarly,
the standard deviation for PC1 was 24.46 nT, closely matching that of the X component,
which was 24.98 nT.

Table 1. Statistical value of geomagnetic components (X, Y, and Z) and principal components (PC1,
PC2, and PC3).

X (nT) Y (nT) Z (nT) PC1 (nT) PC2 (nT) PC3 (nT)

Mean 8.24 −0.35 1.46 7.33 × 10−8 −5.80 × 10−9 4.14 × 10−8

Median −4.75 −0.10 1.21 1.13 −0.09 0.02
Variance 624.26 132.58 169.87 598.34 138.28 52.12
Standard
deviation 24.98 11.51 13.03 24.46 11.75 7.21

Range 3343.75 3275.55 2711.71 3352.75 2429.60 1670.76
Min −1924.85 −1809.16 −1561.00 −2017.81 −1660.95 −926.62
Max 1418.90 1466.38 1150.70 1334.93 768.65 744.13
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Figure 3. Comparative plots of principal component and geomagnetic field components (X (blue),
Y (green), Z (red)) over data points. The y axis represents geomagnetic field values, and the x axis
enumerates data points. Subfigures: (a) PC1 against X, Y, and Z; (b) PC2 against X, Y, and Z; (c) PC3
against X, Y, and Z, with the PCs depicted by black lines. The unit values are nanoTesla (nT).

Similarly, points on the second principal component (PC2) axis in Figure 3b illustrate
their alignment within the Y axis. PC2 had a broader spread compared to PC1, capturing
a wider range of geomagnetic variability. The clustering of points slightly above zero
for PC2 indicated a correlation with the Y component. The statistical values for PC2
revealed a similarity with the Y component. Specifically, PC2 exhibited a similar variance of
138.28 nT compared to the variance of the Y component, which was 132.58 nT. Furthermore,
the standard deviation of PC2 was 11.75 nT, compared to the standard deviation of the
Y component, which was 11.51 nT.

The third principal component (PC3), as shown in Figure 3c, had a spread comparable
to PC2, suggesting that it captured a similar level of variability. However, its correlations
with geomagnetic components were even weaker than for PC2, indicating that PC3 most
likely captured subtle or complex variations influenced by multiple factors or smaller-
scale fluctuations. The statistical results showed no correlation with any component.
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Understanding PC3 might require additional context such as location, time, or specific
geomagnetic events. Therefore, PC3 was not included in the model training.

3.2. Hyperparameter Tuning and Algorithm Selection

This study evaluated Random Undersampling Boosting (RUSBoost), AdaBoostM2,
bagging, and SVM algorithms for multi-class EQ prediction. Despite being compared to
a baseline model, boosting methods like RUSBoost and AdaBoostM2 demonstrated poor
predictive accuracy. In contrast, bagging achieved a good performance across all EQ classes.
This finding underscores the importance of careful algorithm selection for multi-class
problems, as distinct methodologies exhibit varying sensitivities to class imbalance and
data complexity.

The optimization of SVM hyperparameters in Table 2 shows that the Gaussian kernel
function was selected for its effectiveness in handling non-linear data relationships. The box
constraint, set at 50, and the kernel scale, chosen as 0.5, were pivotal in balancing the trade-
off between model complexity and overfitting, ensuring its robust predictive capability.
The Nu parameter, fixed at 0.01, regulated the model’s margin of error in classification,
fine-tuning its sensitivity to seismic activity indicators. Subsequent hyperparameter tuning
further optimized the bagging model, as shown in Table 2. Two hundred base learners were
identified as offering a balance between model complexity and computational efficiency. A
split size of 13,000 facilitated effective data partitioning, enhancing the model’s ability to
capture underlying patterns. Additionally, a minimum leaf size of 0.01 prevented overfitting
while maintaining optimized model performance. The predictor selection strategy focusing
on curvature had a minimal impact on performance.

Table 2. Optimized hyperparameter selection for the SVM and ensemble models.

SVM Hyperparameter SVM Ensemble Hyperparameter Ensemble

Kernel function Gaussian Method bagging
Box constraint 50 Num of learners 200

Kernel 0.5 Split size 13,000
Nu 0.01 Leaf size 0.01

Predictor selection curvature

The accuracy of the models in Table 3, which represents the overall correctness of the
predictions, showed that the ensemble model’s algorithm outperformed the SVM with
77.50% accuracy compared to 75.88%. Sensitivity, which measures the ability to correctly
identify positive instances, also favored the ensemble model at 77.50%, surpassing the
SVM’s performance of 75.88%. Both models exhibited high specificity, with the SVM at
96.55% and the ensemble model at 96.79%, indicating that both models correctly identified
negative cases and rarely predicted an EQ when none actually occurred. High specificity
might indicate inherent biases in the models due to their architecture, the potential over-
sampling of negative data instances, and the imbalanced nature of the EQ data itself, as
negative cases greatly outnumbered positive classes. Precision, which reflects the accu-
racy of positive predictions, was slightly higher for the SVM, at 77.56%, compared to the
ensemble model, at 76.69%. However, the F1-score, which considers both precision and
sensitivity, favored the ensemble model at 77.06% against the SVM at 76.16%. The MCC
values for both models were almost identical at 73.88% for the ensemble and 73.11% for
the SVM, suggesting a balanced performance in capturing true and false positives and
negatives. Overall, the ensemble model demonstrated superior predictive capabilities
for EQ prediction in this multi-class model, showcasing its effectiveness across multiple
performance metrics.
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Table 3. Performance measurements demonstrate that the ensemble model outperforms the SVM model.

Model SVM Ensemble

Accuracy 75.88% 77.50%
Sensitivity 75.88% 77.50%
Specificity 96.55% 96.79%
Precision 77.56% 76.69%
F1-score 76.16% 77.05%

MCC 73.11% 73.88%

3.3. Handling Imbalanced Data Using SMOTE

The implementation of SMOTE successfully mitigated the imbalance challenge by
oversampling the underrepresented high-magnitude events. SMOTE’s effectiveness is re-
flected in the showcased model’s performance, as shown in the confusion matrix presented
in Figure 4. The model achieved high precision and recall values for low-magnitude EQs,
indicating its accurate identification of both positive and negative cases. Furthermore, for
high-magnitude EQs exceeding scale VII, the model demonstrated near-perfect accuracy. By
oversampling the scarce high-magnitude data, the model received more training examples
to learn patterns specific to these critical events. However, it is important to acknowledge
the potential limitations of SMOTE. While oversampling increases the representation of
the minority class, it is crucial to ensure the introduced synthetic data points maintain
proximity to their original distribution. Otherwise, overfitting or biased predictions could
occur. In this case, the quality of the synthetic data generated was carefully monitored
and its impact on model performance was evaluated through cross-validation techniques.
Despite oversampling, the overall EQ data might still be limited, particularly for rare events
like class XI and XII EQs. This limitation could restrict the generalizability of the study’s
findings and potentially lead to the models’ overfitting to the specific dataset used. While
the employed models offered good overall performance, their “black-box” nature presents
another challenge. The lack of interpretability makes it difficult to fully understand their
decision-making process, potentially hindering the evaluation of their prediction validity
and identification of potential biases or inaccuracies.

 

Figure 4. SVM (a) and ensemble (b) tend to produce confusion matrices that are susceptible to non-
and low-magnitude EQs.
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3.4. Ensemble Model Performance Based on PCA

This study explored EQ prediction using various ML models and addressed challenges
like imbalanced data through oversampling. Both the ensemble and SVM models benefited
from using a reduced feature set derived from PCA. This mitigates the risk of overfitting
on the limited EQ data, especially for rare events like “XII” EQs, where overfitting can lead
to unreliable predictions. By focusing on the most significant features extracted through
PCA, both models can generalize better and potentially improve their performance on
unseen data. This improvement can be attributed to two key factors. First, the improved
separability of EQ classes: reduced dimensionality helps emphasize the essential features
that distinguish different EQ categories, leading to more accurate classifications. Second,
enhanced computational efficiency: working with fewer features reduces training time
and complexity, which is particularly beneficial for complex models like SVMs. The
ensemble model’s advantage lies in its inherent diversity. Combining multiple decision
tree models captures different perspectives on the data, which is particularly valuable in
complex, non-linear domains like EQ prediction, where SVMs, with their single hyperplane
approach, might struggle. This aligns with previous findings by Cui et al. [32], where
stacking ensembles outperformed individual models, including SVMs, in EQ magnitude
prediction. Furthermore, ensembles exhibit greater resilience to data imbalances compared
to individual models like SVMs. This advantage stems from their ability to collectively
learn from scarce data points across multiple models, potentially addressing the imbalanced
classes suggested by the oversampling used in these models.

4. Conclusions

As a conclusion, this study investigated the feasibility of ML models for EQ prediction
based on the Mercalli Intensity Scale, while simultaneously addressing the challenge of
imbalanced data. PCA proved valuable in reducing the dimensionality of geomagnetic
data and as feature extraction, potentially mitigating overfitting and improving model
performance. Among the evaluated models, the ensemble approach achieved the highest
performance across multiple metrics (accuracy: 77.50%, sensitivity: 77.50, precision: 76.69%,
F1-score: 77.05%, and MCC: 73.88%). This suggests a significant potential for accurate
EQ prediction, reflecting the method’s effectiveness despite the fundamental challenges of
this field. These results suggest the promising potential for integrating such techniques
into existing earthquake monitoring systems to enhance their prediction capabilities and
disaster risk reduction. Overall, this study has demonstrated the feasibility of utilizing
ML techniques for EQ prediction based on the Mercalli Intensity Scale. This study is
part of the ongoing challenges we face in understanding earthquakes, and in specifically
aiming to minimize false alarms. Further research exploring new dimensionality reduction
methods and interpretable models could pave the way for even more accurate and reliable
predictions, ultimately contributing to enhanced EQ preparedness and risk mitigation.
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Abstract: This paper presents a study of global Rayleigh wave attenuation and group velocity at a
period of around 20 s using data from the International Seismological Centre (ISC) bulletin. Rayleigh
waves at this period are sensitive to the crustal structure beneath continents and the uppermost
mantle beneath oceans. Tomographic imaging reveals strong continental-ocean contrasts due to this.
Oceanic group velocities are high but vary with seafloor depth, while oceanic attenuation shows
mid-ocean ridges. Subduction zone regions display high attenuation but little velocity reduction,
indicating scattering attenuation. Low attenuation regions are associated with the Earth’s major
cratonic regions, but there are no associated velocity changes. This implies that intrinsic attenuation
is low and scattering dominates. Cratonic crustal scatterers have been annealed. A new surface wave
magnitude scale is constructed that is valid from near-source to near-antipode distances.

Keywords: Rayleigh waves; attenuation tomography; velocity tomography

1. Introduction

Global Rayleigh wave attenuation and velocity play a crucial role in understanding
the behavior of seismic waves propagating through the Earth’s interior. By studying
the attenuation and velocity of these waves, we can gain insights into the composition,
structure, and temperature of the crust and mantle. These properties play a significant
role in understanding the dynamic processes occurring within the Earth, such as mantle
convection, plate tectonics, and the formation of geological features. The amplitudes and
velocity of Rayleigh waves are also crucial in assessing seismic hazards since understanding
and accurately estimating the locations and magnitudes of seismic events is essential for
characterizing global seismicity and improving our ability to predict earthquake-related
ground motion. Furthermore, researching the worldwide attenuation and velocity of
Rayleigh waves is crucial for seismic monitoring. Amplitudes play a key role in discerning
the Mb/Ms ratio for discrimination and assessing yield in seismic events.

Most previous global tomographic studies of global Rayleigh waves used waveform
and ambient noise data for periods of 40 s and above to image phase velocity and attenua-
tion [1–7]. At these long periods, the mantle is imaged and shows both higher attenuation
and lower velocity beneath the oceans. Midocean ridges and subduction zones show high
attenuation, while continental cratons have low attenuation. At periods nearer to 20 s,
midocean ridges, subduction zones, and cratons are still visible [2,8–15].

In this study, the International Seismological Centre (ISC) bulletin surface wave ampli-
tude and group travel time data [16] collected at periods of around 20 s were used to image
both global attenuation and group velocity using standard tomographic methods. For the
continents, the wave velocities and attenuation are sensitive to crustal attenuation and
velocity structure, but for the oceans, the sensitivity is within the top of the mantle. Ocean
ridges, subduction zones, and cratons are imaged. Furthermore, the simultaneous use of
both velocity and attenuation tomography allows intrinsic attenuation to be distinguished
from scattering attenuation.

Geosciences 2024, 14, 50. https://doi.org/10.3390/geosciences14020050 https://www.mdpi.com/journal/geosciences197
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2. Methods

The basic tomographic method here uses great circle raypaths along with both event
and station terms [17]. Geodesic rays on the ellipsoid were traced using the Vincenty [18]
algorithm. For velocity tomography, the data is first inverted for the average slowness
using the following equation:

ti = a + Δi

(
1
v

)
(1)

where ti is the travel time for event i and Δi is the distance. The equation is solved for the
intercept, a, and the average slowness, 1/v , using standard least squares.

The residuals are then inverted using the following equation:

tij = ai + bj + ∑
k

Δijkδ

(
1
vk

)
(2)

where tij is the residual travel time from station i to event j and Δijk is the distance the ray

travels in cell k. The unknowns are the station delays, ai, the event delays bj, and δ
(

1
vk

)
is

the slowness perturbation in cell k. The sum is over all cells crossed by the raypath, and in
this study, five-degree cells are used. These equations are inverted on a latitude-longitude
grid using great-circle raypaths. On a latitude-longitude grid, the cell sizes differ, especially
near the poles. This is compensated for by using the following damped least squares
solution:

m = (A T A + DTWTWD
)−1

ATd (3)

where the model vector, m, is composed of the station delays, event delays, and slownesses,
and the data vector, d, is composed of the travel times. Smoothing is performed with a
Laplacian operator, D, and W is a diagonal weighting matrix with elements proportional
to the area of the cell sizes. This equalizes the weighting per unit area. Without this, the
solution will be overdamped at the poles. The LSQR conjugate-gradient algorithm was
used to invert the data [19,20].

Tomography using the amplitudes proceeds much the same way as with velocity
tomography. The operative attenuation equation is [21] as follows:

A =
1

(sin Δ)
1
2 Δk

10a10Mse
−πΔ
vTQ (4)

where A is the amplitude, Δ is the distance in degrees, v is the velocity, T is the period, and
Q is the attenuation quality factor. The sine term is the geometrical spreading factor on a
sphere. The factor Δk represents the temporal spreading due to dispersion. According to
Ewing et al. [21], k should be one-half for Rayleigh waves and one-third for Airy waves.

First, the log-amplitude data are fit to an attenuation function using the following
equation:

log Ai − Msi + 0.5log sin Δi + klog Δi = a − log eπΔi
vTi

1
Q

(5)

Here, Ai is the amplitude of arrival i, and Msi is its event magnitude. The unknowns
are the intercept, a, and the average attenuation, 1/Q. The log of the amplitude is corrected
for event size by subtracting the magnitude, and then a spherical geometric spreading
correction is added.

The residuals for this equation are then used for the tomographic equation

log Aij = ai + bj − ∑
k

ln 10πΔijk

vTi
δ

(
1

Qk

)
(6)

This is applied to the five-degree grid of cells, and the sum is over a great circle raypath.
Here Aij is the residual reduced amplitude between event i and station j, and Δijk is the
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distance the ray travels in each cell. The unknowns are the station and event gains, ai and
bj, and the attenuation in each cell k, δ

(
1

Qk

)
. Because the station and event terms trade off,

the average of the station terms is set to zero. The least-squared equations are then again
solved using the LRSQ algorithm.

The formula used for converting the attenuation perturbation, Δ
(

1
Q

)
to ΔQ is given

by solving 1
Q = 1

Q0
+ Δ 1

Q for ΔQ = Q − Q0:

ΔQ =
−Q2

0Δ
(

1
Q

)
1 + Q0Δ

(
1
Q

) (7)

where Q0 is the Q value from the initial line fit to the data. Traditional checkerboard tests
are performed to evaluate resolution and variance. The checkerboards consist of alternating
squares of low and high. Rays are traced through this, an appropriate amount of noise
is added, and the results are inverted in the same manner as the data. An approximate
resolution width can be found by finding the smallest square size that can be reasonably
imaged.

One source of error is the potential for focusing. Unfortunately, phase velocity is
not available for these data, and thus focusing cannot be estimated using the methods of
Dahlen and Tromp [22] and Dalton and Ekstrom [5]. This could create noise in the image.
Another source of error is using great circle raypaths. As shall be seen, there are significant
variations in velocity that cause refraction, especially along the coastlines. However, Dalton
and Ekstrom [5] argue that the refraction effect is negligible at global scales. Bao et al. [23]
compared different methods of accounting for focusing. They found that methods other
than great-circle paths did improve the image, but the major features were visible without.
Chen et al. [24] examined deviations from great circle raypaths and found errors in the
phase velocity tomography of 1.5% at 30 s, with the effect increasing for shorter periods.
This is a relatively small source of error. A final source of error includes not correcting for
focal mechanisms, but with a minimum of 10 arrivals per event and station, this should
average out. The above error sources are not directly represented in the checkerboard tests
except as being included as random errors.

3. Results

Data is from the ISC bulletin [16] (International Seismological Centre, 2023) up until
February 2020 for events of Ms > 4 and above and depths less than 50 km. There are
several different designations for surface wave amplitude measurements in the bulletin for
different stations at different times. This study used the measurements labeled LR, MLR,
AMS, and IAMs_20. Only vertical components were used.

The time-distance curve for the travel time data is in Figure 1. Unlike most travel time
data, the data fans out with distance. This is because of the dichotomy between the low
continental velocities and the high oceanic velocities. In addition, there are mispicked Love
wave phases forming a line at 4.0 km/s apparent velocity. These were cut out of the data set
for both velocity and attenuation tomography. Travel time data were restricted to distances
of 2 to 160 degrees based on Figure 1. Ten arrivals at each station and event were required,
with a maximum residual of 1000 s. A total of 1,044,918 arrivals were used. The initial fit
gave an average group velocity of 3.2 km/s but had a very large standard deviation of 65 s.
The final inversion used cell sizes of five degrees, and the results are in Figure 2. There are
small artifacts at the poles because the raypath tracing step size becomes comparable to
the width of the cell; nevertheless, structure in the Arctic and Antarctica is still resolvable.
Checkerboard test results show that 10-degree squares can be imaged (Figure S1).
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Figure 1. Travel time data from ISC data. The apparent cutoff at 99 degrees corresponds to the far
body-wave cutoff distance at the shadow zone. Many stations do not pick arrivals past this distance.
The cutoff at 160 degrees corresponds to the far cutoff from the surface-wave magnitude definition.
Only a few stations pick arrivals past this distance. Blue lines indicate the range of data used in the
inversion (2 to 160 degrees). The Love wave arrivals at 4 km/s were cut out of the data.

Figure 2. Results of velocity tomography.

A normalized amplitude-distance curve after the 1
2 log(2πRsinΔ) geometrical spread-

ing correction is shown in Figure 3. There is linearity in the data with no indication of
the 1/(

√
Δ) curvature predicted by dispersion. Furthermore, adding the dispersion term

gave average Q values that seemed too high. As a result, k was set to zero, and it is
concluded that dispersion does not play a role in determining amplitude within the instru-
ment bandwidth. Hearn et al. (2008) [25] made a similar conclusion for six-second period
surface waves in China; however, this contrasts with Rezapour and Pearce (1998) [26], who
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did find a 1/ 3
√

Δ dependence in early ISC data. Amplitude data were restricted to 2 to
99 degrees, the body-wave cutoff, based on Figure 3. Only events with reported surface
wave magnitudes were used. Amplitude data had a minimum of 10 arrivals at each station
and event and a maximum residual of two magnitude units. The modern definition of Ms
amplitude uses periods between 18 and 22 s, so data was restricted to this range. However,
it was found that using the measured period in the inversion made no improvement in the
fit, so 20 s was used in the inversion. The initial fit for the attenuation tomography gave an
average 1/Q value of 1/275 with an rms of 0.23 magnitude units for 844,079 arrivals. The
intercept was 0.75 magnitude units.

Figure 3. Amplitude data from ISC data after correction for magnitude and geometric spreading.
Note the apparent linearity. The discontinuity in the data at 100 degrees corresponds to the far
Mb-magnitude cutoff distance. Blue lines indicate the range of data used (2 to 99 degrees).

From these results, a physics-based magnitude relation can be defined based on the
following vertical amplitudes:

Msp = log A + 0.5log(2πRsinΔ) + 0.0086Δ − 0.75; 18s ≤ T ≤ 22s; 2◦ ≤ Δ ≤ 178◦; h < 40 km (8)

where R is the Earth’s radius of 6371 km. The factor 0.0086 is equal to log(e)π
vTQ times

111.19 km/deg. Its residual plot is shown in Figure 4a. As can be seen, the formula is good
for the nearly entire measured distance range. One-degree averages were made, and the
first two bins had averages of over 0.1 magnitude units, so the formula was truncated at two
degrees to avoid source and antipodal effects. The period is not required in this formula.
The current effective ISC Ms magnitude formula is (isc.ac.uk/standards/magnitudes) as
follows for vertical components:

Ms = log
A
T

+ 1.66log Δ + 0.3 + 0.074; 18s ≤ T ≤ 22s; 20◦ ≤ Δ ≤ 160◦. (9)
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(a) (b) 

Figure 4. (a) Magnitude residuals with distance for the physics-based magnitude scale Msp. Yellow
dots represent 1-degree averages with standard deviations. (b) Magnitude residuals using the
effective ISC Ms formula; note that these are only valid in the prescribed 20 to 160 degree range. Blue
lines indicate the range of data for the magnitude scale.

The last term corrects for a slight measured bias of the average station ISC Ms magni-
tude residuals in the 20 to 60 degree range. This probably occurs because ISC is not using
the exact same set of data to compute magnitude. Residuals for the Ms formula are plotted
in Figure 4b. The standard Ms expression has a slight bias within its range, and it is clearly
invalid for distances of less than 20 degrees. The two expressions yield the same value at
56 degrees for a 20 s period. The physics-based magnitude scale is calibrated to the current
scale but with an extended range (Figure S2).

Attenuation tomography results are shown in Figure 5. Contrasts between the con-
tinents and oceans, subduction zones, and cratons can be observed. The checkerboard
tests show resolution is at best 15 degrees wide (Figure S3). There are some places where
focusing could occur; in particular, there are some patchy low attenuation zones in the
Pacific that seem odd, and Russia seems patchy too; however, the overall results clearly
correspond to major tectonic features.

Figure 5. Results of attenuation tomography.

4. Discussion

4.1. Other Studies

A similar study of global Rayleigh wave attenuation at 20 s was carried out by Selby
et al. [27], where they imaged corrections to the surface wave magnitude equation. They
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used an independent data set of amplitudes measured for Ms magnitude determination.
Their images show the low-velocity ridges and high-velocity cratons in similar positions as
in the ISC image. A study of the global Rayleigh wave group velocity at 20 s was carried
out by Ritzwoller [9]. In the oceans, he imagined the ocean depth as the ISC data does. His
low velocity features match what was found with the ISC data, and no cratons were imaged.
There are also regional studies of Rayleigh waves at 20 s period. Yanovskaya (2003) [10]
found low group velocities beneath Tibet. Yang et al. [11] and Zhou et al. [28] were able
to image low attenuation beneath the North China and South China Cratons along with
the high attenuation Tarim Basin. The two cratons are too small to be resolved with the
ISC data, but Mongolia is not. Zhou et al.’s China tomography also imaged Mongolia as
a low-attenuation region with Q values approaching 1000, and this does match the ISC
tomography. Bao et al. [13] imaged S wave velocities beneath China at 20 s. Most of the
features he images are beneath the resolution of the ISC data (Figure S3); however, Tibet has
low crustal velocities. Feng et al. [29] and Nascimento et al. [30] imaged South American
group velocities at 20 s and found low velocities beneath the Andes but no apparent cratons.

Levshin et al. [8] imaged the Artic group velocity structure at 20 s and found patterns
like the ISC tomography. In Asia, Levshin et al. [12] imaged the Rayleigh wave attenuation
for Asia at 20 s. They image the low attenuation features in Mongolia, Russia, and the
Arabian Plate, as does the ISC data. Their average attenuation value of about 300 agrees
with the ISC data, but they have many values over 500. For South America, 20 s waves
give an average group velocity of 2.97 km/s with some low velocities beneath the Andes,
and this is similar to what the ISC data gives [30]. In comparison to the above results,
which generally do not show many Q values greater than 1000, the ISC tomography shows
that quite a few of the cratonic regions do have Q values above this. The checkerboard
tests show that some of this may be due to some overshoot from the tomography, but that
cannot completely explain the high Q values. This may be because other studies isolate the
fundamental mode.

At a 25 s period, Babikoff and Dalton [14] imaged the US phase velocities and found
a low velocity west and a high velocity east. The ISC tomography only has a resolution
to roughly image that. At a 40 s period, Ma et al. [2] have images of both phase velocity
and attenuation. They imaged the cratons in both images, but this would be at mantle
depths. Studies of global Rayleigh wave attenuation and velocity at longer periods im-
age solely at mantle depths and show low phase velocities [4,5,31–33] and shear wave
velocities [15,34,35] and high attenuation beneath midocean ridges [1,4,6,12,36–38]. Group
velocity maps at these periods are not available. Many of the same along-ridge variations
in attenuation can be found in both the long-period tomography and the ISC tomography.
Cratons are also imaged at longer periods in both velocity and attenuation and represent
the deeper cratonic roots.

4.2. Interpretation

The most visible feature in both images is the contrast between the continents and
oceans. Again, this occurs because 20 s waves are sensitive to the crust beneath the
continents and sensitive to the mantle beneath the oceans. The contrast is particularly
clear for the velocity images where the crust-to-mantle velocity contrast is high. To further
explore the sensitivity with depth, sensitivity kernels from a two-layer continental and a
three-layer oceanic model were made using the CPS software version 3.3 [39]. The kernels
showed the oceanic mantle to have maximum sensitivity over the top 25 km of mantle and
the continental crust to have sensitivity over the entire crustal column.

The average oceanic Rayleigh wave group velocity is around 3.6 km/s, and its pattern
mimics the bathymetry, with the highest velocities near the ridge crests. Indeed, modeling
shows that reducing the ocean depth by two kilometers of ridge height causes a 0.6 km/s
difference—about the amount shown in the tomographic image. Any effects of mid-ocean
ridge-related temperature are obscured by this. In contrast, modeling shows that ocean
depth has little effect on phase velocity and attenuation, and this allows the image to show
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the effects of mid-ocean ridge cooling in the image with the highest attenuation along
the ridge crest. However, this attenuation is not always consistent along the ridge crests,
showing that temperature varies along the ridges. There is no obvious connection between
ridge spreading rates and temperature, but it is interesting that the Arctic Ridge is both the
hottest ridge and, also, one of the slowest spreading subduction zones.

Subduction zones are represented by high-attenuation regions. This occurs because
subduction zones disrupt the oceanic wave guide with slabs, volcanism, and backarc
spreading. Less attenuation occurs in the simpler subduction zones of South and North
America, while the more complicated subduction zones of the South Pacific, Caribbean,
West Pacific, and Mediterranean are very attenuative. In contrast, the velocity image does
not show most subduction zones. It seems unlikely that attenuation can change by such
an extreme amount without changing the velocity if the attenuation is intrinsic. Thus, the
subduction zone attenuation must be due to scattering. At 20 s, the wavelength is 66 km,
and there are many features at this scale within a subduction zone, including the subducted
slab itself.

Continental crustal attenuation shows strong low attenuation features in the crust,
with Q values over one thousand. Most of the low-attenuation regions are associated with
the Australian, East Antarctica, North American, Amazon, West African, South African,
Baltica, Siberian, and Greenland cratons. There are exceptions. The Rio de la Plata Craton
in South America is barely visible. Zhou et al. (2020) [28] did image the North China
Craton, but it is too small to be resolved in the present study. The India and Madagascar
Cratons also seem unresolvable. The Australian low attenuation anomaly lies beneath
the central Australian shield but excludes the western and northern cratons, forming an
exception to the rule. Furthermore, not all low-attenuation regions are beneath cratons.
Mongolia, central Russia, and the eastern USA have low attenuation zones even though
they are not cratons.

The key to explaining the above observations is to note that the cratons are not visible
in the velocity image. Modeling shows that increasing Q values to 1000 requires the whole
crustal column to be involved. This cannot be due to a change in intrinsic attenuation
because that would require a large change in temperature or rock type that would be seen
in the velocity tomography. The only way to increase Q by that factor is if the intrinsic
attenuation of the crust is small and that continental crustal attenuation is mainly due to
scattering. The ancient Archean and Paleoproterozoic crust, originally hotter, was annealed,
and the internal structure changed as a result. This is supported by receiver function
studies, which show few internal boundaries in the Archean crust [40].

5. Conclusions

Global Rayleigh wave velocities and attenuation have been imaged for data near the
20 s period, and a new surface wave magnitude equation is derived that is valid from
near-source to near-antipode distances. Only geometric spreading and attenuation are
required to explain the data, and dispersion-related attenuation is not needed. In the 20 s
period range, Rayleigh waves are sensitive to the top of the mantle beneath the oceans
and to the crust beneath the continents. Continents and oceans have very different group
velocities and attenuations because of this. In the oceans, group velocity is related to
water depth, and the tomography images the bathymetry; however, the attenuation is not
sensitive to water depth and shows mid-ocean ridges as high attenuation anomalies. These
are interpreted as being intrinsic attenuations due to thermal anomalies. Subduction zones
disrupt the wave guide and cause attenuation but do not affect the velocity much. This
occurs because the attenuation is mostly due to scattering and is not intrinsic. Continental
cratons stand out as low-attenuation regions but do not affect velocity tomography. This
must occur due to a change in scattering attenuation, with intrinsic attenuation being low. It
is concluded that the cratonic crust has been annealed, with the internal structures changed
and scatterers removed.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/geosciences14020050/s1. Figure S1: Checkerboard pattern for ve-
locity tomography; Figure S2: Magnitude corrections; Figure S3: Checkerboard pattern for attenuation
tomography.
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Abstract: Understanding the process of earthquake preparation is of utmost importance in mitigating
the potential damage caused by seismic events. That is why the study of seismic precursors is
fundamental. However, the community studying non-seismic precursors relies on measurements,
methods, and theories that lack a causal relationship with the earthquakes they claim to predict,
generating skepticism among classical seismologists. Nonetheless, in recent years, a group has
emerged that seeks to bridge the gap between these communities by applying fundamental laws of
physics, such as the application of the second law of thermodynamics in multiscale systems. These
systems, characterized by describing irreversible processes, are described by a global parameter called
thermodynamic fractal dimension, denoted as D. A decrease in D indicates that the system starts
seeking to release excess energy on a macroscopic scale, increasing entropy. It has been found that
the decrease in D prior to major earthquakes is related to the increase in the size of microcracks and
the emission of electromagnetic signals in localized zones, as well as the decrease in the ratio of large
to small earthquakes known as the b-value. However, it is still necessary to elucidate how D, which
is also associated with the roughness of surfaces, relates to other rupture parameters such as residual
energy, magnitude, or fracture energy. Hence, this work establishes analytical relationships among
them. Particularly, it is found that larger magnitude earthquakes with higher residual energy are
associated with smoother faults. This indicates that the pre-seismic processes, which give rise to both
seismic and non-seismic precursor signals, must also be accompanied by changes in the geometric
properties of faults. Therefore, it can be concluded that all types of precursors (seismic or non-seismic),
changes in fault smoothness, and the occurrence of earthquakes are different manifestations of the
same multiscale dissipative system.

Keywords: b-value; electromagnetic signals; multiscale thermodynamics; earthquake precursor

1. Introduction

The study of pre-earthquake physics holds significant relevance in our efforts to safe-
guard lives and infrastructure from the destructive impact of seismic events. Extensive
research has been conducted, focusing on pre-earthquake measurements, such as ground-
water level variations, electromagnetic signals, ionospheric variations, seismic clustering,
radon liberation, other gas seeps emissions, or thermal radiation, that offer promising
indications of a potential link to impending earthquakes [1–25]. Particularly, these studies
highlight the presence of anomalous data during abnormal periods compared to normal
background conditions. Nevertheless, it is crucial to recognize that the majority of these
studies have primarily focused on establishing spatial and temporal correlations between
the observed anomalies and the occurrence of earthquakes.

Although there are studies linking measurements to earthquake magnitude [9,20,26–30],
the crucial question of actual causation, which represents the fundamental link between the
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measured signals and the underlying physics of earthquake rupture, is addressed by only a
limited number of researchers within the pre-earthquake signal community [31–36]. This
gap in our understanding has generated concerns and skepticism within the seismological
community, as the reliability and predictive capabilities of pre-earthquake measurements
are called into question [37,38]. This skepticism has made it challenging to overcome the
prevailing paradigm that denies the existence of pre-earthquake phenomena [39]. To bridge
this gap, considerable attention has been directed toward experiments conducted on rock
samples, offering valuable insights into the behavior of pre-failure physics [40–51]. These
studies have explored various phenomena, such as multiscale cracking, rock electrification,
changes in acoustic emissions, increases in internal damage, or alterations in strain and
stress [52–54]. It is thought that the knowledge gained from these rock sample experiments
could be extrapolated to understand large-scale lithospheric dynamics.

Significant progress has been achieved in the integration of pre-earthquake signals of
the lithosphere with seismic rupture parameters, employing the principles of multiscale
thermodynamics and entropy production of rocks [34,35]. A crucial parameter in this
framework is the thermodynamic fractal dimension, which accounts for the dissipation of
energy across different scales, and specifically characterizes the distribution of multiscale
cracking within materials. Notably, the generation of multiscale cracking indicates the dissi-
pation of energy preceding impending earthquakes, marking the culmination of the seismic
cycle [36]. This critical stage, which garners significant attention in pre-earthquake signal
research, allows for the interpretation of anomalous measurements as manifestations of
irreversible processes and impending earthquake occurrence. In this line, Venegas-Aravena
et al., 2022 [34] found a relation between the large-scale entropy change to the expected
earthquake magnitude. Additionally, Venegas-Aravena and Cordaro 2023 [36] suggested
that the multiscale properties of lithospheric dynamics such as the thermodynamic fractal
dimension could be linked to fault properties such as the b-value, which indicates the ratio
between the larger and smaller earthquakes in a given zone.

In that line, one notable consequence of large-scale entropy production is the emer-
gence of smoother fault surfaces [35,36]. This is relevant because seismological studies
describe the fault interface and the seismic source as heterogenous [55–57], implying that
friction coefficients depend on the roughness of the surface. For example, rougher surfaces
are related to higher friction coefficients as well as smooth surfaces host lower friction
coefficients [58]. That is why large slips are more related to smoother faults [59,60]. In that
sense, the smoothing of faults indicates the release of accumulated energy and a reduction
in resistance to energy storage in multiple seismic cycles [61–63]. To comprehensively
understand fault properties, including earthquake magnitude, it becomes essential to es-
tablish a connection between fault smoothing and the global parameters of the system.
Multiscale thermodynamics provides a suitable framework for analyzing fault behavior
and linking it to pre-earthquake signals. In line with these considerations, the present
work utilizes a multiscale thermodynamic approach to investigate the relationship between
pre-earthquake signals and fault properties. In that line, Section 2 of this study delves into
the intricacies of the principles of multiscale thermodynamics and its application to the un-
derstanding of the seismic background. Building upon this foundation, Section 3 explores
the relationship between two crucial aspects of fault properties: seismic magnitude and
fault geometry. Moving forward, Section 4 investigates the connection between multiscale
thermodynamics and fracture energy. The discussion section is in Section 5. Here, the focus
shifts to the relationship between fault properties, multiscale thermodynamics, and other
pre-seismic processes. Finally, Section 6 presents the conclusions drawn from the findings
of the study.

2. Multiscale Thermodynamics

In the context of multiscale cracking, the study of energy dissipation processes is
essential to understand the complex behavior of materials under stress. Cracks in rocks,
resulting from external loads, exhibit a multiscale nature as they propagate across different
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length scales [64,65]. These cracking processes are inherently dissipative, reflecting the
irreversible release of accumulated energy within the material [66]. To quantitatively
analyze and describe such dynamics, a thermodynamic framework is needed. Recent work
on multiscale thermodynamics provides this framework, offering insights into entropy
production and the thermodynamic fractal dimension as measures of energy dissipation
and complexity. One of the key equations in multiscale thermodynamics work relates the
thermodynamic fractal dimension (D) to the multiscale entropy production balance [35]:

D = −kV ln ΩV , (1)

where D represents the thermodynamic fractal dimension, which characterizes the com-
plexity of the cracking process. The constant kV is associated with the scaling factor r by
the relation kV = 1/ln(r/r0), reflecting the relationship between different length scales.
r0 is the size of the smallest components of the system and ΩV , the multiscale entropy
production balance, quantifies the interplay between macroscopic (dS) and microscopic
(dS0) entropy productions. It captures the relative contribution of entropy production at
different scales and provides a measure of the overall energy dissipation in the system.
According to Venegas-Aravena et al., 2022 [35], the parameter ΩV can be expressed as:

ΩV =
dS
dS0

× e(
1−DE

kV
)
, (2)

where DE is the Euclidean dimension. By merging Equation (2) into Equation (1), it can be
concluded that:

dS
dS0

=
1

ω0
e−D/kV , (3)

where ω0 = e(
1−DE

kV
)

which corresponds to the exponential term in Equation (2). The
equation enables an investigation into how the dominance of macroscopic or microscopic
entropy production impacts the thermodynamic fractal dimension. When the macroscopic
entropy production dominates (resulting in a larger value of ΩV), it implies a stronger
influence of the dissipation at larger scales, leading to a decrease in the thermodynamic
fractal dimension. Conversely, when the microscopic entropy production dominates, the
thermodynamic fractal dimension tends to increase, indicating a stronger influence of the
smaller scales in the energy dissipation process.

Cracking in materials, such as rocks or brittle solids, involves the propagation and
interaction of cracks at various scales. At the macroscopic level, the overall cracking be-
havior and energy dissipation can be captured by the macroscopic entropy production
(dS). On the other hand, the microscopic entropy production (dS0) represents the entropy
production at smaller scales, capturing the contributions from microcracks, grain bound-
aries, or other microscopic features. These microscale cracks and defects contribute to the
dissipation of energy through processes such as crack propagation, dislocation motion, and
local stress concentrations.

3. Seismic Moment and Thermodynamic Fractal Dimension

A relationship has been established between the magnitude of an earthquake (Mw)
and the rate of entropy change (dS/dt) [34]. This relationship is given by:

MW ∼ log10

[(
dS
dt

)p]
, (4)

where the exponent is p = 3/(5 − D). This relationship shows a connection between
the dissipative processes associated with entropy change and the generation of seismic
activity. That is, Equation (4) implies that as the rate of entropy change (dS/dt) increases,
the magnitude of the earthquake (MW) also tends to increase. Furthermore, the value of p
is influenced by the thermodynamic fractal dimension D. When D is smaller, closer to 5, p
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diverges, indicating a stronger relationship between the entropy change and earthquake
magnitude. On the other hand, as D increases, p tends to 0, suggesting a weaker coupling
between entropy change and earthquake magnitude. It is important to note that the global
entropy change, represented by dS/dt, provides insights into the overall energy release
and dissipation processes occurring within the system. This includes both the cracking
generation within the medium and the rupture process during an earthquake. This implies
that the entropy production is directly related to the rupture process of faults, including
the fault roughness. This can be seen after replacing Equation (3) into Equation (4) after
considering that dS/dt =

(
dS
dS0

)(
dS0
dt

)
:

MW ∼ log10 e−α(D), (5)

where α(D) = pD
kV

. As Equation (5) directly depends on the thermodynamic fractal di-
mension D, which describes the complexity of surfaces, it implies that Equation (5) links
the magnitude and the geometrical irregularities of faults. This implies that smoother
surfaces, characterized by lower D, may be associated with larger magnitude earthquakes.
Conversely, more complex, and rough surfaces, represented by higher fractal dimensions,
may result in smaller magnitude earthquakes (Figure 1a). In terms of rupture area, Venegas-
Aravena et al., 2022 [34] have also shown a relation between entropy change and ruptured
area A, expressed as follows:

A ∼
(

dS
dt

) 2p
3

. (6)

Just as Equation (5), Equation (6) can be formulated in relation to the thermodynamic
fractal dimension as follows:

A ∼ e−β(D), (7)

where β(D) = 2α/3. Equation (7) highlights the connection between the ruptured area
and the fault’s irregularities, where the thermodynamic fractal dimension (D) serves as a
measure of the system, encompassing the fault roughness within this context. Additionally,
Equation (7) states that smoother faults, resulting from reductions in microscopic stresses
or increases in macroscopic stresses, are associated with larger rupture areas (Figure 1b).
This equation implies that larger earthquakes are generated in areas characterized by
smoother surfaces. While Equations (4)–(7) emerge from the application of multiscale
thermodynamics, further exploration is necessary to provide a more comprehensive seis-
mological description of the rupture process and its relationship to fault surfaces. For
instance, Figure 1c offers a visual representation highlighting the relationship between
the thermodynamic fractal dimension and fault surface characteristics. In this schematic,
the yellow area represents the rupture zone, depicting that larger thermodynamic frac-
tal dimensions are associated with rough fault surfaces, smaller ruptured area, and in
consequence, smaller magnitude. In contrast, Figure 1d presents a schematic of a fault
with a smaller thermodynamic fractal dimension. The schematic representation of a fault
surface shown in this figure appears smoother, without the jagged features present in the
schematic representation shown in Figure 1c. A smaller fractal dimension corresponds to
smoother fault surfaces. Interestingly, faults with smoother surfaces and a smaller fractal
dimension exhibit larger rupture area. Consequently, they also tend to generate greater
seismic magnitudes, as indicated by the expanded yellow area in the diagram.
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Figure 1. Relationship between seismic magnitude, rupture area, and the thermodynamic fractal di-
mension. (a) demonstrates that smaller values of the thermodynamic fractal dimension are associated
with larger earthquake magnitudes, while (b) shows how smaller fractal dimensions correspond to
larger rupture areas. The thermodynamic fractal dimension also influences fault surface characteris-
tics, with larger values indicating rougher surfaces (c), whereas smaller fractal dimensions result in
smoother fault surfaces (d).

4. Fracture Energy

The fracture energy, denoted as GC, is a measure of the energy required to propa-
gate an earthquake rupture and extend it further within the medium. The value of GC
depends on various factors, including the material properties and the nature of the fracture
process [67]. In terms of material properties, different compositions and regimes, such
as brittle or ductile behavior, can significantly affect the fracture energy. Ductile mate-
rials are generally more resistant to fracture and require a larger amount of energy to
propagate the rupture [68]. In contrast, brittle materials exhibit lower fracture energy, as
they are more prone to sudden and catastrophic failure [69–71]. Interestingly, both brittle
and ductile regimes are characterized by relatively small fractal dimensions, resulting in
smoother surfaces [69,70]. Smoother surfaces indicate a lower degree of complexity or
roughness, as described by the fractal dimension [35]. This can be attributed to the nature
of the fracture process in these materials, which tends to generate relatively uniform and
well-defined fracture surfaces. On the other hand, composite materials, which consist of
a combination of different constituents, exhibit rougher surfaces and tend to have larger
fractal dimensions [67]. The presence of multiple materials with different properties in-
troduces heterogeneity and increases the complexity of the fracture surfaces. Figure 2a
provides a schematic representation that illustrates the variation of the fractal dimension
across different material types as shown by Williford (1988) [69]. Specifically, it shows
that brittle and ductile materials tend to exhibit smoother crack surfaces. On the other
hand, composite materials display a larger fractal dimension, indicating more irregular
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and complex crack surfaces. Figure 2b serves as a schematic representation that further
elucidates the relationship described in Figure 2a.

Figure 2. The figure presents a comprehensive analysis of the dependence of the fractal dimension on
material composition and regime. (a) Schematic representation illustrating how the fractal dimension
varies according to different material types. Brittle and ductile materials exhibit smoother crack
surfaces, while composite materials have a larger fractal dimension; (b) Schematic representation of
the relationship described in (a); (c) Demonstrates the interplay between available energy (magenta
line) and fracture energy (blue line), both influenced by the thermodynamic fractal dimension;
(d) Analytic depiction of the residual energy, which is the difference between available energy and
fracture energy, as a function of the thermodynamic fractal dimension.

According to Ohnaka (2013) [71], there is a relationship between fracture energy and
the geometrical irregularities of fault interfaces. The geometrical irregularities on faults are
characterized by a parameter called λC. Ohnaka (2013) [72] suggests that materials with
smoother fault interfaces have smaller values of λC and, therefore, require less fracture
energy to propagate the rupture. In contrast, materials with rougher fault interfaces have
larger values of λC, resulting in a higher fracture energy requirement to spread the rupture.
This can be seen as:

GC = c0λC, (8)

where c0 is a proportional factor and represent a material-dependent constant. If c0 is
considerably larger for ductile materials compared to brittle materials, it implies that the
same amount of geometrical irregularity (λC) or roughness will result in a higher fracture
energy (GC) for ductile materials. This is consistent with the observation that ductile
materials can absorb more energy due to their ability to accommodate greater plastic
deformation and exhibit higher fracture energy, even with similar levels of smoothness
on fault interfaces. Thus, Equation (8) implies that the absence of significant roughness
reduces the resistance to rupture propagation, resulting in lower energy requirements.
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The fracture energy plays an important role in the generation of earthquakes. For
instance, according to Noda et al., 2021 [73], earthquakes are more likely to occur in
zones where the residual energy (Eres) is positive. This energy is defined as the difference
between the available energy ΔW0, which is partly produced by stress accumulation, and
the fracture energy:

Eres = ΔW0 − GC. (9)

Equation (9) does not directly address the concept of fault smoothing or roughness.
However, it can draw a connection based on the underlying mechanisms. For example,
the fractal dimension is proportional to the logarithm of the roughness: D ∼ log λC [74].
Equivalently, λC ∼ 10D. This in Equation (8) leads to GC being written in function of D as
∼ 10D. In that sense, the increase of geometrical roughness implies the increase of fractal
dimension and the increase of GC as shown Figure 2c (blue line). This into Equation (9)
leads to Equation:

Eres = ΔW0 − d010D, (10)

where d0 is a constant. Equation (10) means that when a fault surface is smoother, with
fewer geometric irregularities or asperities, it requires less energy to propagate the rupture
(i.e., lower fracture energy). This means that the energy released during an earthquake is
relatively higher compared to the energy needed for fault motion. As a result, the residual
energy tends to be positive. In contrast, if the fault surface has more irregularities or
roughness, it requires more energy to propagate the rupture (i.e., higher fracture energy).
This leads to a lower release of energy during the earthquake relative to the energy needed
for fault motion. In such cases, the residual energy may be negative or close to zero and
could result in no earthquake generation. Therefore, it can be inferred that smoother fault
surfaces, associated with lower fracture energy, are more likely to result in positive residual
energy, indicating a higher potential for seismic activity. On the other hand, rougher fault
surfaces, associated with higher fracture energy, may lead to lower residual energy and a
reduced likelihood of earthquakes.

Therefore, the reduction in fracture energy can lead to an increase in the area character-
ized by positive residual energy. In other words, more regions become capable of sustaining
earthquake propagation due to the lower energy threshold required for rupture. As a result,
the areas with reduced fracture energy can increase the areas of potential seismic rupture
compared to the pre-smoothing condition. This expansion of the area with positive residual
energy increases the overall potential for larger earthquakes to occur.

The available energy ΔW0 is dependent on a function that describes the initial stress
states S0(x) [73,75], which represents the macroscopic stress states (σ). By utilizing the
relationship between macroscopic (

.
σ) and microscopic (

.
σ0) stress change balance, expressed

as dS/dS0 = ω .
σ

.
σ

2/
.
σ

2
0, where ω .

σ [36], the macroscopic stress change can be written as
.
σ =

.
σ0γ0e−D/2kV , where γ0 =

(
ω .

σω0
)−1/2. Thus, after temporal integration, the available

energy can be described in terms of the thermodynamic fractal dimension as follows:

ΔW0 ∼ e−D/2kV . (11)

This equation shows that the macroscopic available energy decreases as the faults are
rougher (magenta line in Figure 2c). Here, it is important to note that the rougher surfaces
imply greater degree of irregularity and complexity at the small scale. This implies that
the stress concentration phenomena are primarily localized and occur on the microscale,
resulting in the increase of small-scale available energy. In that sense, Equation (11) offers
a complement perspective such as the decrease of the large-scale available energy. By
combining Equations (10) and (11), the residual energy in terms of D is

Eres ∼ e−D/2kV − 10D. (12)

The relationship between the thermodynamic fractal dimension and residual energy
provides a valuable insight into the seismic activity of faults. Specifically, Equation (12)
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and Figure 2d indicate that smaller values of D are associated with larger residual energy
values, while larger values of D correspond to negative values of residual energy. The
implication of this relationship is that faults with smoother surfaces and smaller values of
D have the potential to host larger amounts of residual energy. Consequently, they may
have a higher likelihood of generating future earthquakes. In contrast, rough faults with
larger values of D are less likely to accumulate substantial residual energy, resulting in
negative values which indicates a fault that is less prone to rupture.

Equations (5), (7), and (12) demonstrate that smaller values of the thermodynamic
fractal dimension are correlated with larger areas, magnitudes, and residual energies.
Consistent with this, Figure 3a illustrates the relationship between residual energy and the
rupture area. Figure 3a confirms that as the residual energy increases, the area prone to
rupture also increases. This relationship is captured by the best-fit curve, which correlates
residual energy and the area prone to rupture through Equation (13).

A(D) ∼ (Eres(D))m. (13)

Figure 3. (a) Relationship between the rupture area A and residual energy Eres. The segmented
line represents the best second-order power fit. The color bar indicates the thermodynamic fractal
dimension; (b) Schematic representation of the relationship depicted in (a) for times t1 and t2. The
yellow area highlights regions prone to rupture. Notably, for smoother surfaces, the area prone to
rupture is larger at t2 compared to t1; (c) Schematic representation of subduction. The shallow sections
are characterized by rougher surfaces compared to the deeper sections. Subduction is considered a
fault-smoothing mechanism.

Equation (13) and Figure 3a indicate that rough fault surfaces have a lower capacity to
store residual energy, resulting in smaller areas prone to rupture. Conversely, smoother
fault surfaces allow for a larger portion of the fault to accommodate significant residual
energy. In Figure 3b, areas A1 and A2 represent cases for rougher and smoother fault
surfaces, respectively. These figures illustrate how smoother surfaces can store more
residual energy, leading to larger areas of potential rupture.

214



Geosciences 2023, 13, 243

5. Discussions

During an earthquake, the process of rupture involves the fracturing and sliding of rock
layers along the fault surface. This process necessitates overcoming resistance forces and
the release of accumulated stress energy. However, few studies manage to link processes
inside faults with non-seismic precursors. In recent decades, there have been numerous
efforts to explain earthquake precursor phenomena or anomalies [16,76,77]. These efforts
involve the deformation of lithospheric material, chemical reactions, or the migration of
fluids. In addition to not being able to physically link these effects to the earthquakes they
try to predict, there are two major additional challenges. Firstly, experiments demonstrate
that rock electrification can occur even in the absence of macroscopic stress changes [78].
Secondly, none of these explanations can be directly associated with the earthquakes they
are supposed to precede because they cannot be linked to basic rupture parameters within
faults [38]. In order to incorporate seismicity, numerous efforts have been focused on
describing pre-earthquake phenomena using more fundamental tools, such as the entropy
change of the lithosphere [34–36,79–81]. In that line, the framework proposed by [31,33–36]
suggests that fundamental parameters of seismology, such as magnitude, stress drop,
fault friction, or changes in b-value, can be linked to precursor measurements when
considering the multiscale crack propagation. These small-scale cracks act as pathways
for energy dissipation and contribute to the overall change in entropy [34]. The increase of
macroscopic entropy, as described by Equations (2) and (3), is associated with a reduction
in the thermodynamic fractal dimension (Equation (1)). This reduction in fractal dimension
implies smoother fault surfaces or less geometrical irregularities which are associated with
lower fracture energy (Equation (8)). As a consequence, the global features of the system,
such as the entropy production, the cracking process, and the physical and geometrical
faults are linked. Particularly, based on Equations (5), (7), (12) and (13), there exists
an analytical relationship among earthquake size, magnitude, residual energy, and the
geometric characteristics of faults. This connection suggests that smoother fault surfaces
are more likely to produce larger areas of positive residual energy, which, in turn, can give
rise to larger earthquakes.

The connection between smooth fault interfaces and large earthquakes finds support
in observations of subduction zones. Specifically, studies suggest that significant Chilean
earthquakes occurring in subduction zones, like the Valdivia 1960 Mw9.5 earthquake, may
be associated with smooth features within the subduction channels [82]. These smooth
features result from the extensive accumulation of sediments during the subduction process,
which creates fewer resistance barriers [83]. Furthermore, large-scale simulations demon-
strate that smoother surfaces have a greater propensity to generate larger ruptures [84].
On the contrary, Equation (8) suggests that rougher faults result in greater fracture energy,
which reduces the probability of obtaining positive residual energy. This interpretation of
Equations (8) and (12) indicates that rougher faults tend to generate smaller earthquakes,
as described by Equation (13). This finding aligns with studies on subduction zones, which
have revealed that geometrical irregularities act as barriers to seismic activity [85].

Studies have demonstrated that moderate-to-large earthquakes predominantly oc-
cur at deeper zones within subduction areas [86–88]. In contrast, the shallow sections
of subduction zones serve as reservoirs for stress accumulation, owing to their higher
frictional strength which enables the accumulation of larger stress levels in these shallow
regions [89,90]. Hence, deeper zones are more susceptible to earthquake rupture. As
illustrated in Figure 3a, this condition aligns with smoother fault surfaces. Consequently,
from a multiscale thermodynamic perspective, the shallow sections of the subduction
zone exhibit rougher surfaces, while the deeper sections display smoother surfaces. This
means that less energy is required to initiate and propagate fractures along these smooth
fault interfaces. When the fracture energy is lower, it means that a larger portion of the
available energy can be utilized to generate seismic activity (Equation (9)). This can lead
to an increase in the area of positive residual energy, as more energy is retained in the
system after subtracting the fracture energy. The increase in the area of positive residual
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energy suggests a greater potential for the occurrence of large earthquakes at deeper zones.
This scheme suggests that the subduction of the oceanic crust undergoes a smoothing
process as the tectonic plate subducts. Figure 3c provides a schematic representation of this
smoothing process, illustrating that the deeper interface sections are smoother compared to
the shallower sections. In alignment with this idea, Figure 4a–c indicates the process by
which stresses can fracture and smooth out jagged interfaces, resulting in the formation of
smoother faults. Figure 4a presents a schematic representation inspired by the experiments
conducted by Iquebal et al., 2019 [91], illustrating the polishing of rough surfaces (Figure 6
in Ref. [91]). Figure 4a consists of four surfaces. The first one (1) was created using the code
by Chen and Yang [92] to generate a random fractal surface. The other surfaces (2, 3, and 4)
were generated by progressively truncating the minimum values. In other words, values
smaller than a certain number are set to zero, and this minimum value increases progres-
sively, causing the surfaces to become increasingly gray. These numbered stages resemble
the progression of the repetitive sliding contacts shown by reference [91], with higher
numbers corresponding to more extensive sliding and consequently smoother surfaces.
In this context, Figure 4b,c provide a schematic illustration of how spatial irregularities
can store stresses, as demonstrated in Figure 2c (magenta line). In cases where the fractal
dimension D is 3, representing a rougher interface (Figure 4b), the storage of stresses is
limited due to the lower resistance offered by the geometry, resulting in the smoothing of
these irregularities. Conversely, Figure 4c depicts a smoother surface that offers greater
resistance. Consequently, smoother surfaces tend to be characterized by larger areas, such
as the one-dimensional distance L2 illustrated in this case. As residual energy is dependent
on stresses (Equation (9)), it follows that larger residual energy is associated with larger
areas, as shown in Figure 3a and described by Equation (13). This analysis suggests that the
deeper sections of subduction faults, characterized by multiple stages of slip or earthquakes,
may exhibit smoother surfaces. The smoothing process as a function of the slip discussed
above has significant implications for fault dynamics. For instance, as the fault roughness
decreases, there is a tendency for the fractal dimension of the slip distribution to also
decrease [93]. In addition, as noted by Morad et al., 2022 [94], fault surfaces that exhibit
exceptionally smooth characteristics experience minimal stress increases and sustained slip.
This particular behavior may contribute to the occurrence of slow slip events within the
deeper sections of megathrust faults, as reported by Ito et al., 2007 [95]. Consequently, the
presence of slow slip events suggests that the smoothing process, influenced by the cyclic
macroscopic loads described in Equation (1), has already taken place during the fault’s
precursor phase. Note that there is evidence supporting the slow slip events as a precursor
mechanism [96–99]. This implies that what is commonly referred to as a slow slip is likely
the phase in which the fault, aiming to increase entropy and decrease the thermodynamic
fractal dimension of the system, starts to slowly be smoothing the fault at the macroscopic
scale, thus becoming one of the final mechanisms for releasing the excess energy. Further-
more, the role of the polishing process can be associated with the “Mogi Doughnut” effect,
which describes the seismicity surrounding a large rough patch or asperity prior to its
eventual rupture or smoothing (representing a major earthquake) [100–102]. In this context,
the polishing process reveals the presence of smooth zones surrounding the rough patch,
as depicted in Figure 4a. Each rupture event acts as a polishing mechanism that reduces
the size of the asperity. Consequently, the immediate surrounding zones of a rough patch
are smoother and more prone to generating seismic activity. As the thermodynamic fractal
dimension (D) decreases, indicating smoother faults, more sections of the fault become
susceptible to ruptures in the zones surrounding the large asperity. Thus, the decrease in
the thermodynamic fractal dimension provides an explanation for the “Mogi Doughnut”
effect through the concept of the polishing process.

According to research conducted by Venegas-Aravena and Cordaro (2023) [36], Equa-
tion (1) not only relates to the geometric properties of faults such as the smothering of faults,
but also to other global parameters, such as the b-value. For example, it has been observed
that when studying systems that span multiple scales, the b-value is proportionate to the
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fractal dimension [36]. However, in certain cases, a complex positive correlation between
the b-value and fractal dimension is observed [36]. This discovery aligns with the positive
correlation observed between the b-value and fractal dimension in real natural faults [103].
Therefore, the b-value serves as a measure of the stress states within the lithosphere and
can indicate zones that are more prone to seismic activity [104]. Specifically, the b-value
has been found to exhibit a negative correlation with stress states [105,106]. This implies
that as the load on faults increases, the b-value and thermodynamic fractal dimension
decrease [35,36]. Consequently, this phenomenon contributes to the smothering of faults,
resulting in the accumulation of residual energy and an expansion of the area prone to
rupture. The increase in macroscopic entropy production within the system is also associ-
ated with the generation of electromagnetic signals prior to earthquakes or macroscopic
failure in rock samples [31,34]. In particular, the propagation of multiscale fractures and
the movement of charged particles within the newly formed cracks, as a response or dissi-
pation mechanism to the accumulation of external stress, can give rise to electromagnetic
emissions, as demonstrated by experiments conducted on rock samples [78,107–109].

 

Figure 4. (a) Smoothing process. The number indicates the number of sliding stages. That is,
there are more sliding stages which generate smoother fault at deeper sections of fault. (b,c) shows
schematic representation illustrating the stress storage capacity in two cases. Case (b) exhibits a small
capacity to hold stresses due to the thin bulge compared to case (c); (c) Schematic representation
highlighting the stress storage capacity. In this case, the bulge is thicker, allowing for a larger capacity
to hold stresses; (d) Correlation between the thermodynamic fractal dimension and other quantities.
Positive correlation is represented by green, while negative correlation is represented by red. Here,
the thermodynamic fractal dimension serves as a global parameter controlling various aspects of
pre-earthquake physics within the lithosphere.
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Furthermore, as the fracture energy decreases, it facilitates the flow of fluids through
the fractures, permeating the surrounding rock matrix [110,111]. This migration of flu-
ids can have diverse implications, including the alteration of pore pressure distribution,
influencing the stability of the fault zone, and potentially triggering or affecting seismic
activity [112]. Consequently, it becomes apparent that the generation of electromagnetic
signals, the reduction of fracture energy, fluid migration, fault surface smoothing, increases
in the area of positive residual energy, and the occurrence of large earthquakes are intercon-
nected manifestations of the underlying entropy production processes within the Earth’s
crust. These processes can be analytically described in terms of the thermodynamic fractal
dimension, as summarized in Figure 4d, with the green and red colors indicating positive
and negative correlations with the thermodynamic fractal dimension.

Finally, adopting a multiscale perspective reveals that the reduction in thermodynamic
dimension signifies a diminished capacity of the lithosphere to release excessive energy
at a small scale, such as through minor cracks. Consequently, the system strives for
release on progressively larger scales. This phenomenon facilitates the development of
larger cracks, establishing additional pathways for fluid migration, thereby potentially
causing phenomena like heightened surface temperature or the liberation of trapped
gases. Furthermore, these enlarged cracks contribute to intensified levels of anomalous
electromagnetic signals. Concurrently, a decrease in the b-value and the smoothing of faults
can occur, potentially linked to the occurrence of slow slip events, resulting in an expanded
area of positive residual energy. When energy dissipation remains inefficient at this level,
the predominant mechanism shifts to macroscopic rupture, ultimately culminating in an
earthquake on a larger scale.

6. Conclusions

The main conclusions are listed below:

• The relationship between the magnitude of earthquakes and thermodynamic fractal
dimension was established.

• The increases of large-scale entropy production generate the reduction of geometrical
irregularities which leads to larger earthquake magnitudes.

• The large-scale entropy production reduces the fracture energy which increases the
probability of generating larger ruptures.

• Smoother surfaces found at the deeper sections of subduction faults are more prone to
generating heightened seismic activity.

• Subduction can be seen as a mechanism that contributes to the smoothing of faults
because it increases macroscopic entropy production.

• Non-seismic earthquake signals are also a manifestation of this entropy change in the
system. This means that the system attempts to release the excess energy through
the generation of cracks, which can serve as pathways for fluid migration. This can
result in changes in ground temperature or the release of gases trapped underground.
Additionally, the increase in entropy causes a decrease in b-value and thermodynamic
fractal dimension, while also smoothing the faults, thereby reducing the resistance to
earthquake generation. This can lead to precursor seismicity.

• Both the geometry of faults and the stored stresses are heterogeneous. Therefore,
future studies should focus on establishing how the smoothing process occurs in
faults, both in natural settings and laboratory experiments, while other precursor
signals are being produced.
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