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Preface

The papers in this reprint bear witness to the fact that the body of cyber security knowledge is

continuing to evolve, and they will, we are sure, prove inspirational to those aspiring to undertake

cyber security-related studies and/or research. What is evident is the holistic nature of the subject and

the fact that there are many issues and challenges to be addressed, which remain ongoing. We are

indebted to the authors of the papers who have provided material for inclusion in this reprint, and we

take much pleasure knowing that the community of interest that is emerging is devoting time and

effort to put in place countermeasures that will prevent innocent people falling victim to cyber-attacks.

We also recognize the intellectual challenges to be confronted and consider that there are many more

challenges ahead, which will require teamwork and international cooperation.

Peter R. J. Trim and Yang-Im Lee

Editors
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1. Introduction

Cyberattacks have increased in intensity and sophistication in recent years, result-
ing in defensive actions to safeguard company assets and vulnerable people. Research
undertaken into various forms of cyberattacks has introduced a number of methods and
approaches to help counteract the actions of those responsible for attacks of this nature [1].
However, fully understanding the factors involved requires an in-depth appreciation of
the type of attack and the possible impact on an organization should it be successful in
penetrating the organization’s defences. Indeed, as change occurs in society and people
adapt accordingly, new vulnerabilities emerge. For example, although remote working
is perceived as beneficial from a cost effectiveness perspective, it can be argued that the
benefits afforded to employees, which include the opportunity to work flexibly and utilize
their own personal device(s) to access organizational computer systems when working
from home, need to be weighed against the possible risks involved. It must be highlighted
that the Bring Your Own Device (BYOD) model [2] can put both the employee and the
organization at risk if the employee does not follow the security guidance provided. Hence,
monitoring and organizational control are important factors in terms of ensuring that the
use of a personal device does not prove problematic.

With the advances in artificial intelligence (AI) and the anticipated advantages and
threats associated with it, it is pleasing to note that work that is being carried out to ensure
that networking platforms are safer, is focused on making networks more robust. Studies
relating to data-driven edge intelligence vis-à-vis robust network anomaly detection will
contribute significantly to making data secure, and the benefits associated with network
anomaly detection [3] will help security provision. The evolving nature of cyber threats has
resulted in various initiatives involving corporate, government and academic researchers,
all of whom have contributed to the defence of society. In the process, cooperation in-
volving institutions and cybersecurity experts, has witnessed cross border initiatives that
have helped preserve the quality of life. Future technological collaboration and knowl-
edge transfer between cybersecurity researchers will do much to speed up the process of
developing new technological solutions to combat innovative practices emanating from
cyber criminals.

Cyberattacks have an international dimension; as such, cybersecurity researchers
need to find ways to collaborate, which requires clear leadership. However, although new
technologies are emerging and being approved and are partially funded by the government,
smart cities will be at risk if the technologies that underpin critical infrastructure are
deficient. It has been suggested [4] that attention needs to be paid to SCADA systems, and
in particular power grid subsystems. With cybersecurity threat detection remaining high
on the agenda of cybersecurity researchers and senior managers, it can be expected that
more attention will be given to establishing how the Internet of Things (IoT) will be prone
to malware attacks [5]. Much is known about such attacks, but the perpetrators of such
attacks are increasingly seeking to exploit new vulnerabilities and will continue to do so for
a considerable time. Whether their motivation is associated with financial gain or attributed
to a desire to cause disruption and gain publicity is of interest to cybersecurity researchers.

Appl. Sci. 2024, 14, 4300. https://doi.org/10.3390/app14104300 https://www.mdpi.com/journal/applsci1
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Clearly, international cooperation to counteract the actions of cyber criminals and
threat agents will continue to be the focus of policy makers, highlighting the importance
of identifying solutions to recurring threats. Acknowledging that cybersecurity needs to
be properly managed and resourced focuses attention on various research initiatives, both
present and evolving, that will help identify solutions and make organizations less vulnera-
ble to attacks. Therefore, building a practical environment in which cybersecurity training
and weapon system test evaluations [6] can be undertaken is essential. Acknowledging
that cybercrime is also associated with acts of cyber war and cyber terrorism, provides
policy makers with the grounds to regulate more widely to prevent the evolution of more
advanced forms of cyberattacks. Advances in artificial intelligence (AI) will be a game
changer and require more investment in order to better understand how to defend against
AI-orchestrated attacks. However, the advances made in technology will not distract from
the fact that managers in both the public and private sectors need to ensure that staff are
compliant and comply with security practices [7]. To ensure that this happens, appropriate
governance framework(s) and mechanism(s) need to be put in place.

To solve the underlying root of recurring cybersecurity threats and issues, cyberse-
curity researchers need to implement cybersecurity policy and strategy initiatives that
will help counteract the effort of those intent on destabilizing society and causing untold
damage for their own gain. Hence, this Special Issue is dedicated to developments in cy-
bersecurity from an interdisciplinary and multidisciplinary perspective, and the collection
of papers focus on the challenges confronting companies, governments and society. The
topics covered establish the ways in which technology and human–technology interactions
are enhancing cybersecurity provision. By adopting a holistic view of cybersecurity and
outlining the strategies to implement cybersecurity solutions, it is possible for society to
be better-protected and more able to withstand sustained cyberattacks. A broad range
of papers are included in the Special Issue, and various methodological approaches are
represented that help us understand how cybersecurity theory and practice are linked and
how we can devise and implement effective cybersecurity solutions.

2. An Overview of the Published Articles

The range of topics covered and knowledge accumulated by the authors can be
considered inspirational, setting the scene for future research into cyber security and the
related areas of study. Indeed, Ayedh et al. pay attention to an important but under-
researched topic, Bring Your Own Device (BYOD), referring to the relevant security and
privacy requirements. As well as covering BYOD security policies, reference is made to
state-of-the art security policy technologies, technology trends and the measures employed
to enhance security.

Another area of increased attention is the need for maintaining a secure system by
acquiring necessary learning data. In their paper, Cha et al. make reference to a digital twin
environment and focus on the need to ensure that systems and data in the genuine system
are safeguarded. One of the benefits of this approach is that new malware is generated
through image conversion and an adversarial generative neural network, which has the
benefit of predicting and preventing the generation of malware in the future.

Regarding the detection of anomalies in data streams, Demertzis et al. establish a cross-
modal dynamic attention neural architecture (CM-DANA), which represents a dynamic
attention mechanism that can be trained through harnessing multimodal learning tasks.
The data are derived from different cyber modalities and have the benefit of being able to
detect suspicious abnormal behaviour.

Mejjaouli and Guizani propose a model based on the fuzzy unordered rule induction
algorithm (FURIA), which detects malware associated with portable document format
(PDF) malware. A comparative analysis is made of various machine learning models using
standard assessment measures. The FURIA-based model was found to outperform other
machine learning models.
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Considering the problems created by malware and the need to adequately classify
viruses, Wu et al. offer guidance on detection rates, for example, and clarify how a static
classification model encompassing a malicious code fused with TCN and BiGRU can both
extract and integrate the opcode features and the byte features of a malicious code.

Early threat detection has occupied the minds of researchers for some time and López-
Vizcaíno et al. focus attention on the time-aware F-score (TaF) metric for early detection, as
it considers the number of items/individual elements processed in relation to establishing
if an element is an anomaly to be detected or not relevant for detection. The results are
validated via an operative system (OS) scan attack. It was concluded that the TaF metric is
adequate in terms of a time-sensitive detection system.

Zhang et al. pay attention to detecting phishing scams on Ethereum, and the bagging
multiedge graph convolutional network (BM-GCN) scheme is proposed. The BM-GCN
(0.877 AUC) scheme was found to outperform other baseline classification methods.

Regarding the unbalanced intrusion detection data vis-à-vis a multi-class classifi-
cation problem, Bacevicius and Paulauskaite-Taraseviciene evaluate the performance of
multi-class classification for network intrusions and utilize the CIC-IDS2017 and CSE-
CIC-IDS2018 datasets. The classification performance of six machine learning models
was compared, and it was discovered that decision trees using the CART algorithm out-
performed the other machine learning models by achieving an average macro F1-score
of 0.96878.

Supervision control and data acquisition (SCADA) systems are open to attack and
can be subject to much disruption. In this context, Söğüt and Erdem carried out research
involving five attack scenarios vis-à-vis DDos attacks. By monitoring the SCADA system
networks, various models were applied to the obtained data, and it was discovered that the
hybrid model and the decision tree were the most suitable and could be used in harmony
on real field systems.

Huang et al. focus on cyber mimic defence, and with the need to partition complex
networks, multidimensional evaluation metrics were established to assess the effectiveness
of cyber mimic defence technology.

Regarding the use of a cyber range to effectively integrate a number of factors in
relation to a battlefield environment, Park et al. explain how a multi-cyber range can
benefit those engaged in a training environment. There are several advantages: the impacts
associated with DDos attacks are highlighted and the interoperability between systems
is maintained.

In relation to the security of database management systems (DBMSs) and grey-box
fuzzing activity, Wen et al. implement Squill, a grey-box fuzzer, in order to address the
challenges associated with DBMS fuzzing. In their study, 30 bugs were found in MySQL, 27
were found in MariaDB and 6 were unearthed in OceanBase, with 9 CVEs assigned. As a
consequence, it was proven that Squill was able to locate more bugs in DBMSs as opposed
to other known tools.

Additional insights into grey-box fuzzing were provided by Xie et al. Their aim
was to rectify the inefficiencies associated with traditional seed scheduling strategies
by advocating a seed scheduling strategy guided by untouched edges. As such, a new
instrumentation method was put forward. The prototype UntouchFuzz was used to
evaluate the experiments against seed scheduling strategies, and 13 vulnerabilities were
discovered in the open-source projects and 7 of these had assigned CVEs.

Ransomware attacks are common, and Al-Awadi et al. pay specific attention to
evaluating the effectiveness of Windows 11 Pro in relation to its capability to counteract ran-
somware attacks. A dual examination revealed that Windows 11 Pro does have formidable
defences. Recommendations that will benefit technology developers and end-users are pro-
vided, which makes an important contribution to cybersecurity knowledge enhancement.

Pan et al. outline a scheme for encrypting linear controllers, the objective of which is
to remove security risks and improve security in relation to networked control systems.

3
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The authors use precomputation vis-à-vis data encryption and demonstrate how security
can be improved.

With reference to essential cybersecurity control (ECC), Alfaadhel et al. advocate for a
comprehensive and customized risk-based cybersecurity compliance assessment system.
RC2AS helps staff identify current weaknesses and formalize planning. In addition, the
assessment results appear in dashboards. RC2AS can be used to calculate the overall
compliance score, which can be considered highly beneficial.

3. Conclusions

As can be deduced from the above, the scope and depth of the knowledge encom-
passed by the papers that make up this Special Issue will do much to underpin the ad-
vancement of cybersecurity, further focusing the minds of senior managers, policy makers
and researchers on cyber threat detection and prevention. Indeed, those involved in cy-
bersecurity research are very much involved in defencive actions, and it is hoped that the
work of the experts outlined herewith will do much to inspire people to learn more about
cybersecurity and engage in cybersecurity research. Guidance is provided in terms of what
needs to be achieved to counteract the various types of cyberattack that have proliferated
in recent years, and this can be considered beneficial in terms of the issues and challenges
that have emerged and are continuing to emerge. The research findings encourage the
cooperative spirit of the researchers, and we thank them for sharing their knowledge with
us and providing insights that can be drawn upon by a wide audience. It is pleasing to note
that those involved in cyber security research are working hard to expand the theoretical
base of cybersecurity, which is evolving as an established and distinct body of knowledge.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: The number of devices connected within organisational networks through ”Bring Your
Own Device” (BYOD) initiatives has steadily increased. BYOD security risks have resulted in signifi-
cant privacy and security issues impacting organisational security. Many researchers have reviewed
security and privacy issues in BYOD policies. However, not all of them have fully investigated
security and privacy requirements. In addition to describing a system’s capabilities and functions,
these requirements also reflect the system’s ability to eliminate various threats. This paper aims
to conduct a comprehensive review of privacy and security criteria in BYOD security policies, as
well as the various technical policy methods used to mitigate these threats, to identify future re-
search opportunities. This study reviews existing research and highlights the following points:
(1) classification of privacy and security requirements in the context of BYOD policies; (2) comprehen-
sive analyses of proposed state-of-the-art security policy technologies based on three layers of security
BYOD policies, followed by analyses of these technologies in terms of the privacy requirements they
satisfy; (3) technological trends; (4) measures employed to assess the efficacy of techniques to enhance
privacy and security; and (5) future research in the area of BYOD security and privacy.

Keywords: access control policies; security techniques; BYOD security layers; risk access control;
onboarding access control; authentication; attack detection; privacy and security requirements;
BYOD environment

1. Introduction

The bring your own device (BYOD) paradigm, which allows employees to connect
their mobile devices to the organization’s network, rapidly changes organisational op-
erations by enhancing flexibility, productivity, and effectiveness [1]. Despite these ad-
vantages, security concerns continue to affect organisational environments [2] and in-
troduce security challenges and significant security risks [2]. One of the primary con-
cerns with BYOD is the need for more control over employee devices. Personal devices
have different security measures and software updates from company-issued devices.
This disparity exposes vulnerabilities that attackers could exploit, resulting in data breaches
or unauthorized access to sensitive information [3]. In addition, the variety of devices
in a BYOD environment complicates the implementation of standard security policies.
Different operating systems, versions, and security configurations must be considered by
organizations, making it challenging to implement uniform security measures across all
devices [4]. This variation heightens the possibility that cybercriminals will exploit security
gaps or obsolete security software.

Furthermore, when personal devices are used for work-related purposes, the possibil-
ity of mixing personal and business information increases. This mixing of data poses the
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risk of data leakage or inadvertent disclosure. It becomes more difficult for organizations on
these devices to ensure that sensitive information is adequately protected and segregated
from personal files. The BYOD direction also raises concerns about the possibility of device
loss or theft. If an employee’s device containing sensitive company information is lost or
stolen, the risk of unauthorised access to that information increases [5].

To address these risks, organisations can effectively manage BYOD usage by im-
plementing security access control and security policy technologies that address these
vulnerabilities and obstacles [6]. However, there are significant gaps between the se-
curity offered by current BYOD access control policies and the desired outcomes [7].
Rhee et al. [8] provide fundamental access control policies that address security and pri-
vacy issues in three primary categories: authenticity, confidentiality, and integrity. These
policies encompass network access control policies, mobile access control policies, mobile
information management policies, mobile application management policies, and enterprise
mobility management policies. Initially, these policies assisted organisations in managing
and governing BYOD devices effectively. Nonetheless, the increasing complexity of attacks
targeting BYOD devices and networks [8–10] has rendered these policies and the security
requirements they fulfil insufficient [11,12]. To adequately meet the security and privacy
requirements of BYOD, it is essential to adopt integrated and comprehensive BYOD se-
curity policies, emphasising the implementation of three-tiered policies and a thorough
understanding of security and privacy requirements, as mentioned by Bello et al. [13] in
their work on consumerization.

There have been few systematic reviews of the security of BYOD, as seen in Table 1.
However, most earlier research has systematically ignored examining security and privacy
needs in the BYOD context. Additionally, previous survey studies have yet to investigate
the most commonly used security policy techniques based on a three-tiered BYOD policy
architecture with the appropriate technology to fulfill security and privacy requirements.
For instance, in [14], Oktavia et al. presented a survey on privacy concerns and BYOD
challenges. This study examined these issues in depth. However, the analysis of policy
mechanisms based on security and privacy requirements was not included and was limited
to raising concerns.

Similarly, Jamal et al. [15] surveyed BYOD authentication techniques, focusing on
authenticity criteria while giving less attention to other security and privacy criteria.
The term “other security and privacy criteria*” indicates additional privacy requirements in
BYOD security, such as confidentiality, integrity, availability, authenticity, privacy preserva-
tion, non-repudiation, and attack detection. Furthermore, Palanisamy et al. [16] presented
a thorough review of compliance theories that are used to interpret and predict security
practices in the Bring Your Own Device (BYOD) sector. However, they did not conduct an
assessment of technologies in relation to security and privacy standards. Instead, their pri-
mary focus was largely on the theoretical aspects of the subject. Additionally, Wani et al. [17]
highlighted significant security problems associated with hospital BYOD practices but did
not extensively address the identified concerns by analyzing technologies. While several
survey studies have contributed to understanding BYOD’s privacy and security challenges,
most of them have provided limited information on the inherent privacy and security
concerns of BYOD. Furthermore, many of these studies examined only a subset of the
problem or conducted a review during the early stages of BYOD adoption. In [18], the
researchers conducted a comprehensive review of attack detection strategies that utilize
machine learning. However, they did not delve into other aspects related to privacy needs.
To put it another way, while they extensively studied how machine learning can be used to
identify cyber attacks, they did not explore other crucial components of privacy, such as
data protection, anonymity, and user consent. Table 1 provides an overview of the main
focus and limitations of some of the earliest (pre-2023) literature on BYOD security. Overall,
while these studies have made strides in offering access control solutions and risk analyses,
they exhibit limitations. Particularly, they do not critically evaluate the studies in terms of
their contribution to satisfying the privacy requirements essential for BYOD systems.
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Table 1. Focus and limitations of some of the key older (pre-2023) publications.

Ref Concentrate on Limitations

[14,17,19,20] Focused on discussing risks and
security issues related to BYOD.

Not comprehensive for all security and
privacy requirements and access control

based on three layers.

[15] Focused on techniques connected to the
authenticity criteria.

Other * security and privacy criteria
received less attention.

[16] Overview of the BYOD
compliance theories.

Not analysing technologies based on
privacy criteria.

[21]
Classification scheme for proposed

solutions based on identified
security issues.

Not analysing technologies based on
privacy criteria.

[18] Mapping review of attack detection
strategy based on machine learning.

Other * security and privacy
requirements were ignored.

* indicates additional privacy requirements in BYOD security.

Therefore, this paper extensively reviews security policies and access control in three
security policy layers. It evaluates the effectiveness of existing security policies and access
control mechanisms in meeting privacy requirements. The study contributes to understand-
ing privacy-focused security measures in BYOD environments and informs future research
and improvements in security policies and access control strategies. To ensure a systematic
approach, we developed a review protocol that outlines the critical phases necessary to
achieve the objectives of this study. The paper focuses on seven critical security and privacy
criteria within the three layers of secure BYOD control policies designed for enterprises
adopting BYOD practices. These criteria include confidentiality, integrity, availability, au-
thenticity, privacy preservation, non-repudiation, and attack detection. Achieving these
criteria ensures the system can eliminate potential privacy and security vulnerabilities and
comply with regulatory guidelines [5,22]. The process of this study will ensure unbiased
data retrieval and thorough search procedures. The contributions of this study to the
overall review can be summarized as follows:

• Identifies privacy and security criteria needed in the BYOD policy setting.
• Analyses existing policy techniques based on privacy and security requirements in

three security policy layers.
• Introduces a novel taxonomy that categorizes policy techniques into three layers

according to their alignment with privacy and security requirements. This taxonomy
provides a structured framework for understanding and organizing policy techniques,
contributing to the existing knowledge in the field.

• Identifies and discusses the current trends in technology related to policy techniques
by examining the technological advancements within each layer.

• Addresses the measures used to evaluate the effectiveness of policy techniques, mainly
through performance analysis, by discussing these evaluation measures.

• Presents a comprehensive evaluation of policy techniques’ technical advantages and
limitations by highlighting the strengths and weaknesses of each technique.

• Identifies potential areas for future research and improvement in policy techniques.
By pointing out the gaps and limitations in the existing techniques, the paper stimu-
lates further exploration and encourages researchers to develop innovative approaches
to address the identified challenges.

The remainder of the article is divided into the following sections: Section 2 presents
the background information, while Section 3 compares the conventional BYOD security
approach with the desired state and examines BYOD security policies across the three layers
of BYOD architecture policy. Section 4 provides an overview of the privacy and security
requirements for the development of security policies. The methodology for conducting a
systematic literature review is presented in Section 5. The data analysis process is detailed
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in Section 6, followed by a discussion of critical findings in Section 7. Section 8 highlights
open research issues, and Section 9 concludes the paper.

2. Background and Related Concepts

This section examines the security and privacy challenges posed by the bring your
own device (BYOD) environment and introduces the fundamental concepts that will be
investigated in this study.

2.1. BYOD Risks

The expanding adoption of BYOD raises notable privacy and security concerns. Accord-
ing to a report by Hewlett-Packard [13], employees now utilize multiple mobile devices at
work, creating a situation where their activities are invisible and untraceable to the IT depart-
ment. Consequently, this trend poses various challenges and security threats for enterprises.

Firstly, the need for clear security expectations is a primary challenge, resulting in
costly consequences, particularly when inexperienced personnel are entrusted with data
security. Moreover, phishing attacks pose a serious risk by compromising employee devices
and company information. Using unsecured Wi-Fi networks outside the office further
amplifies security risks, as highlighted by Kaspersky Lab [23]. Additionally, malware
infections and unauthorized app installations pose additional threats [23,24]. Lastly, the
BYOD trend raises concerns about employees accessing social media during work hours,
potentially violating company policies.

These risks associated with BYOD significantly impact organizational security, giving
rise to various challenges. These challenges include implementing security policies across
different BYOD operating systems and devices, effectively managing numerous BYOD
devices within the organization, securing BYOD devices, tracking their activities, and
monitoring their usage outside of work hours [24]. To address the above challenges, access
control policies and technologies play a crucial role in mitigating risks and meeting the
privacy requirements of the BYOD environment.

As a result, this study aims to investigate appropriate access control solutions and pri-
vacy requirements within the three layers of the BYOD security architecture.
The objective is to effectively tackle the privacy and security issues associated with BYOD.

2.2. Security Challenges

The term “security”, in the context of an organization, pertains to the safeguard-
ing of valuable assets, including information, resources, processes, and records [13].
Companies that prioritise security allocate significant resources to establish an effective
information security system to protect their data. However, despite these efforts, they
remain a target for various threats [25].

Managing security poses challenges for large corporations with multiple departments
or small branches sharing the same network. In the latter scenario, this structure makes
it easier for cybercriminals to target small branches before moving on to headquarters.
Security plays a crucial role in supporting organizational operational processes and meth-
ods. Therefore, organizations must protect confidential information from potential threats
or harm resulting in damage, loss, modification, or unauthorized disclosure.

According to Whitman and Mattord [26], an organisation’s security should be a com-
plex system that includes computer systems supporting the organisational environment,
software applications and databases securing data, as well as policies, procedures, training,
and other human-reliant components. The primary objective of securing an organization’s
critical information resources and assets is to implement security policies across three
layers: onboarding access control, authentication access control, and risk access control
policies utilizing related technologies [13].

Whitman and Mattord further suggest that the objectives of security policies should
encompass the protection of confidentiality, integrity, and availability of information-reliant
entities and information-delivering systems, ultimately fulfilling privacy requirements [26].
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Hence, confidentiality, integrity, and availability objectives are essential for accomplishing
security policy objectives.

2.3. Privacy Challenges

Privacy is the behaviour or attitude of a company toward protecting its information re-
sources and the personally identifiable information of its customers [27].
Organisations are increasingly leaking personal information, either deliberately or due to
compromised information systems. Users of BYOD devices express concerns about their
ability to manage personal data and trust organizations to protect their users.
According to Johnston and Anna [28], there has been an ongoing debate on whether
individuals should sign contracts with organizations to manage and safeguard their infor-
mation or if it should be the responsibility of the enterprise to protect individual privacy.
According to various publications, organisations devote regular financial resources to
implementing safeguards and information privacy programmes to protect information
from leaks and other threats. However, they fail to effectively utilise these protections
and programmes [29]. This strategy can easily result in privacy breaches, which have
historically been a significant concern. The primary objective of these hacking attacks is to
steal, delete, or alter sensitive information. Organisations must recognise the significance
and necessity of protecting personal data because it presents various privacy issues, risks,
and other data breaches. New, difficult-to-detect vulnerabilities are generated for hackers as
technology progresses and becomes more sophisticated [30]. BYOD has and will continue
to raise concerns about data and user privacy.

2.4. Security Policies

Security policies refer to the rules established by organizational leaders to ensure the
appropriate level of security is aligned with the organization’s needs. The access control
policy is crucial in safeguarding the organization’s data and resources against internal and
external threats, reducing vulnerability to cyber and physical attacks. Each access control
type employs specific security techniques to meet the organization’s security and privacy
requirements, which will be discussed in detail in Section 3.2.

2.5. Security Technologies

Security technologies encompass control policies across various technological com-
ponents to fulfil privacy and security requirements within the BYOD organizational en-
vironment. These technologies cover devices, information, applications, and communi-
cation. Each layer of the BYOD security architecture incorporates access policies and
technologies that address specific security and privacy needs. For instance, the identi-
fication access control policy employs a variety of mechanisms, such as authentication
algorithms or other technologies, to carry out authentication and authorization functions.
Section 3.2 will comprehensively explain these techniques, where the control policies and
techniques associated with each access control policy will be discussed.

2.6. Privacy and Security Requirements

Privacy and security requirements define the security standards that policies and
technologies in the BYOD context should meet. Standard terms include confidentiality,
integrity, availability, non-repudiation, authentication, privacy preservation, and attack
detection. The rationale for selecting these requirements and the underlying concepts will
be discussed in Section 4.

3. Comparison Traditional Access Control vs. Security Access Control Based on
Three Layers

This section will highlight the primary differentiation between traditional BYOD secu-
rity policies and contemporary approaches to BYOD security, as depicted in
Figure 1. According to Macaraeg [31], traditional security policies primarily focus on
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protecting devices, networks, data, and applications. These policies encompass network
access control, mobile device management, mobile application management, and enter-
prise mobility management policies, as described in more detail in Section 3.1. While
these access control policies may provide security mechanisms and solutions to protect
the company’s network, data, and devices, they often overlook risk control access policies.
Consequently, they fail to meet the requirement for attack detection. To address this limita-
tion, Bello et al. [1] proposed an enhanced BYOD access control approach based on three
security layers, aiming to comprehensively address security and privacy requirements
that fulfill organizational security needs and user privacy. This three-layered protection
approach, as described in Section 3.2, includes an access control policy and corresponding
mechanism within each layer. A comparison between this security approach and traditional
security policies and their respective shortcomings is outlined in Table 2:

• Traditional security approaches are often deemed insufficient and potentially vul-
nerable in providing the required level of protection [1,31]. For example, network
access control policies in traditional security heavily rely on mobile device manage-
ment (MDM) technology for authenticating and managing BYOD devices within
the organization. In contrast, ideal BYOD security emphasizes identification access
control methods, such as biometrics and two-factor authentication. Additionally,
ideal security policies for information protection encompass advanced measures like
communication access control, encryption, virtual private networks (VPNs), and data
wiping. On the other hand, traditional security approaches utilize mobile information
management (MIM) to enforce information management policies.

• Traditional security policies lack the inclusion of risk access control policies, despite
their importance in BYOD security, as recommended by Bello et al. [1].

• Traditional security policies fall short in adequately addressing all privacy require-
ments due to limitations in policy techniques and defense mechanisms [31].
These limitations serve as a motivation to address the challenges surrounding privacy
and security and enhance security policies through the implementation of three layers
of security policies, thus meeting the privacy requirements of BYOD security.

Figure 1. Comparison between traditional security policy and BYOD security.

11



Appl. Sci. 2023, 13, 8048

Table 2. Comparison between traditional security policy and BYOD security.

Security Policy Approaches Traditional Security
BYOD Security That

Should Be
Implemented

Mobile Device Management Policy. � �
Application Management Policy. � �
Information Management Policy. � �
Network Access Control Policy. � �

Enterprise Mobility Management Policy. � �
Security Communication Policy and

Data Protection. � �
Private Network (VPN), Data Wiping and

Data Backup. � �
Identification Access Control Policy. � �

Risk Access control policy. � �
Information Security Policy Compliance. � �

Comprehensive for the privacy
requirements that the BYOD needs. � �

3.1. Traditional Security-Based Fundamental Access Control Policy Approaches

This section highlights and discusses several traditional management approaches and
techniques utilised to control the security of organisational resources and avoid security
risks to manage employee devices at work effectively. These management approaches can
assist as security mechanisms, or solutions, that protect corporate networks, data, and
devices while considering employees’ privacy rights. The fundamental security policy
approach for BYOD includes network access control policies, mobile device management
policies, mobile application management policies, and enterprise mobility management
policies. These access control policies may provide security mechanisms or solutions. Their
shortcomings are detailed below.

3.1.1. Network Access Control Policy (NAC)

This technique focuses on the management and control of access to enterprise networks.
NAC controls the devices that access the corporate network and provides secure and
regulated network access to various devices from various locations. In addition, NAC can
implement authentication and encryption security controls and integrate MDM tools into
the network infrastructure to manage network services and resources and monitor the entire
network. This strategy uses virtual local area network (LANs)to reduce network traffic
by classifying users according to access control policies or functions [13]. Some network
BYOD solutions, such as those developed by Cisco and Meru Networks, recommend
BYOD management through network methods [13]. However, NAC is subject to the
following limitations:

• Managing and accessing rich media material can contribute to network congestion.
• Malicious devices linked to the network can contaminate it.
• Malicious or infected devices can infect others on the same virtual local area network

(VLAN).

3.1.2. Mobile Device Management Policy (MDM)

MDM, which manages and controls mobile devices, is based on a product or software
platform [32]. MDM controls apps, cameras and the cloud on staff devices. Google Device
Manager, Apple Profile Manager and Microsoft Exchange ActiveSync are among MDM
technologies [13,33]. Organisations may use MDM to monitor, manage and secure mobile
devices in the workplace by enforcing security requirements and ensuring devices conform
to these regulations. The MDM approach can manage desktops, mobile devices and servers
using the same tools. In addition, it can enforce device access regulations for all devices
attached to the MDM platform. However, it has certain limitations, including:
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• There is a limit on the number of devices and operating systems.
• Personal and corporate data might be combined.
• Third-party apps are required to utilise MDM functionalities fully.

3.1.3. Mobile Application Management Policy (MAM)

This differs from the MDM approach in that it controls, manages, and secures only
specific enterprise software instead of the entire device. Consequently, a corporation
may utilise MAM to protect and control email apps and other corporate applications on
the mobile devices of its workers [33]. For instance, ZixOne is a mobile application that
offers a BYOD solution, providing management access to business email via secure email
encryption features [34].

3.1.4. Enterprise Mobility Management Policy (EMM)

This integrates MDM, MAM, and MIM capabilities. It is a solution for BYOD secu-
rity that handles all devices, apps and data [34]. Enterprise mobility management EMM
distinctive characteristics include separating work and personal data on the same de-
vice, managing threats proactively, and providing an application store for business apps.
However, the EMM strategy has drawbacks such as:

• It combines all of the limitations and challenges of the strategies previously discussed.
• The user experience and satisfaction with BYOD may be compromised by this solution.
• By employing data separation techniques such as containers, corporate data can be

vulnerable to security threats.

3.1.5. Mobile Information Management Policy (MIM)

MIM focused on managing BYOD-based data and documents that synchronise across
many devices [33]. Mobile information management (MIM) is a device-independent
security strategy that encrypts sensitive data and permits only authorised applications
to access or transmit it. Mobile information management faces significant obstacles in
enterprise mobility management.

3.2. Security Access Control Based on Three Layers (Ideal Security Policy)

This section will introduce the architecture of security policy layers and the control
mechanisms present at each layer. According to Bello et al. [1], the security policy of BYOD
is divided into three layers that organisations can manage to support comprehensive BYOD
device management and security. These layers consist of the operational, tactical, and
strategic layers. Figure 2 shows the three-layer BYOD policy. Each layer has a security
control function and works with the other layers to manage BYOD information security
and privacy. In addition, the protection function of each layer has many security control
mechanisms. Bello et al. confirm in [1] that the three layers should be considered when
implementing access control solutions between an organization’s resources and BYOD
devices in order to protect the environment from security and privacy threats, where each
layer function is complementary to the function of the other layer to obtain optimal and
comprehensive security, in addition to achieving the privacy and security requirements that
the BYOD strategy needs, which include confidentiality, integrity, availability, authenticity,
privacy preservation, non-repudiation, and attack detection. The operational layer is the
primary layer, which focuses on the service level agreement (SLA) that the system owner
proposes for the agreement’s policies; also, BYOD users register their devices as an initial
step. Following that, secure BYOD access control should be added to the tactical layer of
policies concerned with authentication and confidentiality of the communication channel
between the organization’s resources and devices. Finally, applications should be subject to
safe control policies. In addition, the strategic layer, an essential addition to the previous
two, is responsible for detecting and monitoring employee-device-based attacks. Therefore,
if organisations adopt a three-layer policy approach, they will achieve a more secure,
competitive environment than traditional policies.
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Risk Control Policy

Intrusion Detection
Intrusion

 Prevention
Risk Monitoring

Identification Access Control Policy

Communication Policy and Data Protection

Application Control Policy

Authentication Authorization Password
Network

Segmentation

Encryption
Virtual Private

Network
Data Wiping Data Backup

Trusted Apps
Blacklisting

Apps
Virtualisation Containerisation

On-Boarding Policy

User
Registration

Device
Registration

Service Level 
Agreement

Strategic Layer

Tactical Layer

Operational Layer

Figure 2. Secure Three-Layer Architecture for BYOD Access Control Policy [1].

3.2.1. Operational Layer

This layer encompasses onboarding access control, which facilitates the identification
of authorized users who can access the organization’s resources and network through
their BYOD devices [1]. Within this layer, two key security functions are performed.
Firstly, device account registration control allows users to create and register their accounts,
requiring verifiable information such as employee ID, job role, and assigned services.
Secondly, a service level agreement (SLA) is established, requiring BYOD users to agree to
the terms of use and assume responsibility for the information and services provided by
the corporate system.

3.2.2. Tactical Layer

The second layer, known as the tactical layer, encompasses a BYOD policy that
focuses on authentication through access control, consisting of three key functions [1].
Firstly, the identification access control policy establishes access controls for BYOD devices
to safeguard an organization’s information services and resources from unauthorized access.
Within BYOD ecosystems, activities such as illegal use or inappropriate communication in
information-sensitive applications, including password authentication, authorization, and
network segmentation, are strictly prohibited.

The second function is the security communication policy, also known as data protec-
tion. Its objective is to ensure the protection of confidential data while enabling secure and
protected access, sharing, and transfer between BYOD devices and the organizational infras-
tructure. Various security control mechanisms, such as encryption, virtual private networks
(VPN), data wiping, and data backup, are employed to achieve data confidentiality.

Thirdly, the application control policy is responsible for safeguarding organizations
that adopt BYOD from malicious applications. The application management policy aims
to prevent any confusion between personal and business data, allowing the exchange of
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data between personal and company applications on BYOD devices. Control mechanisms
such as virtualization, licensing, application blocklisting, application whitelisting, and
containerization support this layer.

Overall, the tactical layer addresses multiple security requirements, including confi-
dentiality, integrity, and prevention of unauthorized access.

3.2.3. Strategic Layer

The third layer, referred to as the strategic layer, encompasses a risk control policy
known as risk-based access control. This policy focuses on safeguarding both BYOD
devices and organizational resources from malware attacks, unauthorized access, and
attacks originating from or transmitted through BYOD devices. It plays a critical role
in detecting, preventing, and monitoring risks. Intrusion prevention systems (IPS) and
intrusion detection systems (IDS) are examples of systems utilized within this layer to
achieve these objectives [1].

4. Overview of the Privacy and Security Requirements in a BYOD Environment

Privacy requirements are the set of security and privacy requirements that BYOD se-
curity policies should achieve to provide sufficient security. Every decision made by BYOD
users within an organisation is influenced by security and privacy, including permitting
email on a personal device. However, this could expose the organisation to numerous risks
and data loss. Employees are also concerned about how much personal data employers
can access and use to control their devices, although enterprises are authorised to protect
company data. Therefore, privacy requirements are insufficient for the organization’s and
BYOD users’ security. The security access control in BYOD should consider the privacy and
security requirements of both the organisation and BYOD users. Several security models
have been proposed to overcome these challenges and concerns, including the CIA triad,
which refers to confidentiality, integrity, and availability and is designed to guide infor-
mation security policies that include confidentiality, integrity, and availability within an
organisation. Also, the IAS-Octave has confidentiality, integrity, availability, accountability,
auditability, authenticity, trustworthiness, non-repudiation, and privacy preservation.

The conventional CIA triad framework is inadequate for addressing emerging threats
in shared environments such as BYOD, as evidenced by Mosenia and Ioannis’s research [35].
The introduction of BYOD exposes organizations to various security risks, including
email phishing attacks, embedded viruses in applications, and denial-of-service incidents.
Consequently, the CIA triad framework fails to meet evolving security and privacy re-
quirements, necessitating an upgrade to the more comprehensive IAS-Octave standard.
Yahuza et al. [22] propose a combined approach that integrates the privacy requirements
of the CIA triad model and the IAS-Octave model, as depicted in Figure 3. This up-
graded model incorporates the IAS-Octave security requirements and introduces addi-
tional attack detection requirements. Muktar et al. [22] further suggest enhancing security
and privacy requirements in edge computing, comprising eight essential privacy require-
ments, including the CIA and IAS-Octave standards, attack detection, and reliability.
Adopting this same model while excluding the reliability requirement is advisable for
BYOD security, as previous studies have not emphasized its significance, prioritizing other
security and privacy requirements [1]. In the forthcoming sections, we will investigate each
component of this model to improve privacy requirements and investigate their relevance to
BYOD security.
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CIA-Triad Security and Privacy 
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Figure 3. Development of BYOD security and privacy requirements [22].

4.1. CIA Triad Criteria Security and Privacy Requirements

The CIA triad, which encompasses the principles of confidentiality, integrity, and
availability, serves as a fundamental model for the development of security systems [16].
These three categories, confidentiality, integrity, and availability, have traditionally formed
a classification system for security and privacy requirements [16]. For several reasons,
it is essential to include these requirements within the privacy guidelines for BYOD.
Firstly, confidentiality plays a critical role in ensuring security and privacy [36].
Its primary objective is to prevent unauthorized access to sensitive company information.
Cybersecurity issues may arise because BYOD devices and enterprises are connected to the
internet. For instance, the man-in-the-middle (MITM) attack represents one of the threats
targeting the security of BYOD users. This attack aims to intercept and steal information ex-
changed between two parties. Secondly, the integrity requirement ensures that data is only
accessible to authorized BYOD devices and remains unmodified. Preserving data integrity
becomes challenging in BYOD scenarios, as the organization loses visibility and control
when a BYOD device operates outside its network, leading to potential data corruption
or loss [37]. Therefore, integrity is a fundamental security requirement for organizations
employing BYOD devices [38]. Lastly, availability emphasizes the continuous accessi-
bility of devices, data, and resources, ensuring that BYOD devices always have secure
access to services. In cases of an unexpected surge in data traffic volume, client-server
communications may suffer from data loss [39].

4.2. IAS-Octave Security Criteria and Privacy Requirements

The IAS-Octave classification extends the CIA triad framework by introducing addi-
tional security requirements: accountability, auditability, trustworthiness, non-repudiation,
and privacy preservation [22]. Accountability and auditability contribute to establishing
trustworthiness, which is closely associated with the authenticity requirement.
Alternatively, it has been proposed that these three requirements can be combined to
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form the concept of authenticity [22]. Therefore, authenticity is essential to the standard set
of privacy and security requirements for BYOD. It ensures accurate monitoring and verifi-
cation of BYOD users’ identities, establishing trust between BYOD devices, organizations,
and their resources. Additionally, including privacy-preservation and non-repudiation
requirements is crucial as part of the BYOD security framework. Privacy preservation
ensures the security and monitoring of all information, end users, networks, and resources
involved in the organization’s BYOD implementation. On the other hand, non-repudiation
guarantees that a BYOD device cannot later deny its signature’s validity or an event that
occurred within the organization. This requirement aids in tracing the origin of any BYOD
device that poses security issues [40]. Thus, the privacy requirements for BYOD are derived
from the CIA triad model and supplemented with three additional standards from the
IAS-Octave framework: privacy preservation, non-repudiation, and authenticity.

4.3. Addition of Attack Detection Requirements

In the context of BYOD devices, “attack detection” refers to identifying and mitigating
potential threats. When employees bring their devices to the office and connect them to
the wireless network, there is a risk of theft and other malicious activities. Security threats
such as phishing, malware, and potentially spreading infected devices through BYOD
can compromise a company’s security [41]. Hence, the security and privacy requirements
for BYOD should include provisions for attack detection. Attack detection requirements
are necessary to meet the required level of security by identifying and preventing attacks
before they occur [42]. Also, Bello et al. [1] highlight the importance of incorporating
attack detection requirements into BYOD security policies, particularly concerning risk
access control policies discussed in a previous section. Attack detection requirements
are intrinsically linked to risk-based access control policies, as illustrated in Figure 3.
The attack detection criteria should be integrated into the existing privacy requirements
and are crucial as they address the negative aspects of implementing the BYOD concept in
organizations. This helps mitigate significant challenges such as attacks, risks, unauthorized
access, data leakage, and user privacy concerns. By incorporating attack detection along
with privacy and security requirements, organizations can effectively tackle these challenges
and enhance the security of their BYOD environments. This study examines access control
policies and techniques in the context of BYOD based on the privacy requirements that have
been met. The aim is to determine the privacy requirements that have been thoroughly
examined and to encourage researchers to enhance and propose techniques that align
with privacy requirements that may need more attention and require further investigation.
Table 3 comprehensively describes the privacy criteria that will be evaluated during the
review process. Furthermore, Figure 3 illustrates the advancements in privacy and security
requirements for BYOD security.

Table 3. Security and privacy requirements in the BYOD environment [22].

Requirement Description

Confidentiality Ensures that unauthorized individuals are prevented from accessing shared data within
BYOD-enabled organizations.

Integrity Ensures that data is delivered exclusively to authorized BYOD devices without any
unauthorized modifications.

Authenticity Ensures accurate monitoring and verification of BYOD users’ identities, fostering trust
between the BYOD devices, organizations, and their resources.

Nonrepudiation Ensures accurate monitoring and verification of BYOD users’ identities, fostering trust
between the BYOD devices, organizations, and their resources.

Privacy-Preservation Ensures the secure and monitored storage of all confidential information related to BYOD
devices, including end users.

Attack Detection ensures the timely identification and effective mitigation of any security breaches or threats
targeting BYOD devices.
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5. SLR Methodology

This study has conducted a systemic literature review (SLR) following Kitchenham’s
recommendations [43]. The literature analysis process consisted of five steps before the review:

Step 1: Define research questions and objectives to give the study a broad scope.
Step 2: Determine a search strategy for published research in available digital libraries.
Step 3: Employ a screening process that uses inclusion and exclusion criteria to decide

which studies to include.
Step 4: Perform classification and data extraction, aided by keywording.
Step 5: Extract and map data.

In addition, the preparation, collection, retrieval and implementation processes were
conducted to identify any study discrepancies in the previous literature and thereby con-
tribute to the subsequent study. The primary purpose of this search was to find publications
that investigated BYOD security policy techniques based on security and privacy require-
ments. Figure 4 illustrates the measures taken in the methodology of the analysis work.
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synthesis
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Figure 4. Flowchart of the systematic review process.

5.1. Research Questions and Objectives

This study aims to highlight the results of existing primary studies published on
security policy techniques and privacy in the BYOD environment to identify current trends
and open issues in the domain. Table 4 shows our research questions and the objectives of
each research question.

18



Appl. Sci. 2023, 13, 8048

Table 4. Research questions and objectives.

Research Question Research Objective

RQ1: For BYOD environments, what is the
classification of privacy and security criteria?

To define the security and privacy
requirements to ensure the highest level of

security for the data of enterprises and
BYOD users.

RQ2: What policy techniques are employed to
ensure security and privacy requirements have
been identified?

To analyse existing solutions to security policy
techniques in terms of the three layers of BYOD
security policy that are used to achieve specific

security and privacy requirements.
RQ3: What are the trends in technological
methods used by the identified techniques?

To identify trends in technological approaches
used by the indicated methodology.

RQ4: What evaluation procedures should use
to evaluate the performance measurement of
technologies?

To determine the appropriate evaluation
metrics used in evaluating the performance

of technologies.
RQ5: What future research opportunities and
gaps exist in the security policy and privacy
field in BYOD for researchers?

To identify the currently open issues for
privacy and policy issues in BYOD.

5.2. Data Search Strategy

All defense policy research, including analysis and technical studies, was thoroughly
searched in the BYOD environment. Five major electronic databases, including the Web of
Science, IEEE Explore, Wiley, Science Direct and Scopus, were used in the research. The
quest was limited to technology, computer technology, informatics, and engineering. In ad-
dition, the boundaries of the analysis were limited by the subject areas.
The first search was conducted by screening conference papers and journals published be-
tween 2015 and June 2022. The search was restricted to the five online electronic databases.
To build a search query, specific keywords with similar meanings were used. The queries
were then followed up in three phases: title, abstract scanning and reading of the full text.
The three phases of an inquiry are detailed below:

• “Bring your own device” OR “BYOD” AND “Security Policy” OR “Policy” AND
“Security and Privacy”

• “Secure*” AND “Policy Techniques ” AND “Bring your own device” OR “BYOD”
• “Access control” AND “BYOD” OR “Bring your own device” AND “BYOD” OR

“Bring your own device”

5.3. Criteria for Study Selection

The inclusion criteria were established to ensure well-defined boundaries of the review
topics and to facilitate article selection. The search criteria included collecting applicable
data from journal articles and conference papers published in public databases from 2015
to June 2022 (see Table 5). There were a total of 2208 posts found initially. These were
from Science (485), IEEE Explore (225), Science Direct (727), Scopus (757) and Wiley (16).
Next, the title and abstract of the papers were scanned. Following the scan, 2118 papers
were found to be outside the scope of the review and were excluded. The remaining
90 papers were subsequently selected through inclusion and exclusion procedures. If an
article met the criteria of inclusion set out in Table 5, it was eligible for inclusion. Otherwise,
it was excluded. The remaining 92 publications were scrutinised after the full-text review.
Several articles were subsequently removed, leaving 74 articles for inclusion. The reason
for including these articles was that they addressed the study’s objectives, which were
access control and policy techniques in terms of three layers and privacy requirements, and
they met the established inclusion criteria.
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Table 5. Inclusion and exclusion criteria.

Inclusion Exclusion

IC1: Papers related to research questions. EC1: The papers do not address security
policies based on BYOD.

IC2: Papers from journals or conferences. EC2: Techniques and models used in the
security policy are not addressed.

IC3: Papers are written in English only. EC3: Duplicate papers.
IC4: Papers published between 2015 and 2022. EC4: Full text is unavailable.
IC5: The full text is available. EC5: Non-English.
IC6: Articles that present techniques and
models of security policy in a BYOD
environment.

EC6: White papers, chapters in books and
magazines.

5.4. Data Extraction

The 74 papers that met the inclusion criteria were reviewed to summarise relevant
data that addressed the research questions. As a result, the following are documented:
the authors, the publication year, the type of article, the policy technique under a specific
category of security and privacy requirement, the category of technological approaches used
and the performance metrics used in evaluating the proposed technique’s performance.
Additionally, the flaws of each recognised technique provided research opportunities.

6. Data Analysis

This section examines all the research that fulfilled the inclusion requirements.
Section 6.1 describes general data analysis. In addition, Section 6.2 conducts an analy-
sis to address the research questions. According to RQ1,the classification of privacy and
security criteria is examined and discussed in this Section 4. This study found that seven
security and privacy requirements identified to meet the needs of the BYOD organization’s
security and privacy users include confidentiality, integrity, availability, non-repudiation,
authentication, privacy preservation, and attack detection. The RQ2 is related to analyzing
access control techniques based on security and privacy requirements. These were then
divided into three categories. The first are techniques that meet one of the security and
privacy requirements; the second are techniques that meet more than one requirement;
and the third are techniques that do not meet any requirement. In addition to RQ3, which
identified policy techniques used to ensure security and privacy requirements that achieved
RQ4, evaluate performance measurement, and RQ5, related to performance evaluation
metrics, are discussed in detail.

6.1. Analysis of General Data

The review included 74 papers from various journals and conference proceedings
indexed in five electronic databases. The percentage of papers published from 2015 to
2022 is shown in Figure 5. According to the review results, research on security policy
techniques in the BYOD environment only gained popularity in 2017. Fifteen percent
and 17 percent of all publications in 2017 and 2018, respectively, were found in journals.
Journal articles accounted for 17 percent of all publications identified from review efforts in
2020. From 2021 to December 2022, this rose to 20 percent, suggesting more researchers
had become interested in the field. Figure 6 illustrates the distribution of publications
throughout the various databases covering a wide range of subjects. WOS provided the
majority of the articles, followed by the IEEE database. Scopus was the second most popular
database, followed by Science Direct and Wiley, with the lowest percentages.
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Figure 5. Percentage of publications related to BYOD security policy techniques per year.

Figure 6. Percentages of publications in five databases relevant to security policy in BYOD.

6.2. Analysis of BYOD Security Policy Techniques Based on Privacy and Security Requirements

The purpose of this section is to present an analysis of the results. Firstly, we analysed
existing policy techniques based on privacy and security requirements to ensure specific
criteria were met. Then, we examined the trends in technical approaches used by the
methodologies identified. According to the prior studies of policy techniques in BYOD
security, the analysis was divided into three categories based on the privacy requirements
they fulfilled. The first group includes technologies that meet one of the privacy require-
ments, such as techniques that achieve authenticity, confidentiality, and attack detection, as
discussed in Section 6.2.1. In the second group, some techniques address more than one re-
quirement, such as confidentiality and authentication, confidentiality and attack detection,
and others that combine the requirements for authentication, attack detection, and confi-
dentiality as explained in Section 6.2.2. The third group relates to security policy methods
that did not address any of the suggested privacy requirements as stated in Section 6.2.3.
Finally, our analysis identifies the performance measures and metrics that evaluate the
effectiveness of the techniques discussed in Section 6.2.4. In addition, the tables summarize
techniques within specific categories of privacy and security requirements, providing a
brief overview of the methodology, the technology used, the performance assessment
analysis, the main advantages and the limitations. Table 6 summarises the techniques that
address the authenticity requirement. Moreover, the techniques that address confidentiality
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requirements based on cryptography are summarised in Table 7. Table 8 summarises
the techniques that address confidentiality requirements based on isolation. The tech-
niques that address the attack detection requirement are investigated in Tables 9 and 10.
Table 11 focuses on approaches that address more than one criterion. Table 12 summarises
the technologies that do not meet the privacy as mentioned above and security standards.
Finally, Tables 13 and 14 summarises the performance measures and evaluation metrics
used to evaluate the effectiveness of the techniques mentioned.

Table 6. Summary of authentication techniques.

Ref Technology Employed Performance Analysis Advantage Limitation

[44] MDM-based model. Prototype
implementation.

It can identify whether
the BYOD device is
disabled or enabled.

Only a limited number of
devices and operating

systems.

[45] Pattern lock method and
four-digit PIN(CirclePIN).

Experiment analysis and
real dataset.

Protect against
side-channel,

shoulder-surfing and
single-recording threats.

Less secure technologies.

[46] Based on
WPA2-Enterprise.

Experimental analyses,
case study.

It eliminates shared
password risks.

Increase processing
power.

[47] Set policies based on IEEE
802.1X/Certificated.

Case study of a Greek
school.

Introduces security issues
and their resolution.

Secure but vulnerable if
authentication policies

are simple.

[48]

Co-proximity
authentication

protocol(fingerprint
sensors and biometric).

Prototype
implementation and

behavioural, biometric
dataset.

Context-aware
authentication.

Complex and
time-intensive.

[49] EZ-Net system. Experimental analysis,
Case study on campus.

Low-cost,
high-performance.

Each user’s monthly
authentication time

is limited.

[50]
Lightweight network
access control (NAC)

module.

Prototype
implementation,

OpenWrt, NAC module.

Improves administrator
management and
OpenWrt is a free
wireless router.

Unsuitable for
all systems.

[51] Pseudo-code-based
two-factor authentication. Mathematical analysis. Simple to implement and

inexpensive.

It is difficult to do while
utilising a mobile phone

rather than a laptop
because the keyboard

is different.

[52] NFC technology. Simulation (computer
simulation experimental).

More secure, fast and
convenient

authentication.
Limited number of nodes.

[53]
AppShield scheme,

certificate-based
authentication.

Prototype
implementation, synthetic
dataset (1000 data access

operations).

Most secure BYOD
infrastructure control.

Complicated and
time-consuming.

[54]

Fine-grained security
policies (set policy as an

individual, group for user
and device).

Prototype
implementation. Very low cost. Network address

interpretation is weak.

22



Appl. Sci. 2023, 13, 8048

Table 7. Summary of cryptographic techniques.

Ref Technology Employed Performance Analysis Advantage Limitation

[55]
Cryptography-based

algorithm
(self-encryption).

Prototype
implementation,
(Encryption and

decryption for Several
files).

Effective in data storage
units in enterprises that

use BYOD.

Limitation in the
execution time,
compression.

[56]
RSA-based algorithm,
property-based token

attestation (PTA).

Mathematical analyses, a
scyther tool for

verification.

Secure enterprise
network access.

Cloudlet-based BYOD
models require

modification of this
PTA protocol.

[57]

MAC-based algorithm
(symmetric key
cryptographic),

file-grained data.

Prototype
implementation.

Sets policy rules in the
endpoint and achieves

confidentiality.

Makes use of the
shared key.

[58] ABE scheme-based
algorithm. Algorithmic proof. Confidentiality.

Time increase due to
sensor data collection and
processing to determine

attributes.

[59] Based on the algorithm
(RSA-Tokens).

Prototype
implementation and

Private cloud.

It reduces authentication
time and information

exchange from 3000 ms to
2000 ms using TLS.

It transfers data slowly.

[60] Based on symmetric
algorithm.

Prototype
implementation.

BYODENCE is low-cost
and delivers high

accuracy and speed.
More complex.

Table 8. Summary of isolation techniques.

Ref Technology Employed Performance Analysis Advantage Limitation

[61] VNF scheme-based
virtualization technique.

Prototype
implementation and
testing in real word

network.

Improved security,
mobility, and response
time with virtual and
dynamic networks.

Synchronization of
physical and virtual

security.

[62]
Remote mobile screen
(RMS) system based

virtualization method.
Experimental analysis.

RMS ensures data
confidentiality, policy
compliance and space

isolation.

It poses numerous
security risks.

[63] vNative-based
virtualization method.

Prototype
implementation,

evaluation testbed
configuration.

Data confidentiality and
isolation.

Limited availability of
BYOD/mobile devices.

[64] Multi-level architecture
for isolation. Experimental analyses. Provided privacy for

android end-user.
The solution is only for

android.

[65] Brahma-based
virtualization method.

Prototype
implementation (KVM

Module, Zenfone).
Privacy. Less security.

[66] EMM, SDN and NFV. Prototype
implementation.

SDN can enhance NFV
performance with

virtualization.

SSDN and NFV are
independent.

[67] MSS system-based
virtualisation method. Experimental analysis.

MSS secures sensitive
data and security

activities in a separate
domain.

The MSS is only for one
environment.

[68] MSS system. Experimental analyses. Confidentiality. Low cost.
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Table 9. Summary of the attack detection techniques.

Ref Technology Employed Performance Analysis Advantage Limitation

[69]

Risk access scheme,
NGFW technique based
deep-packet inspection

firewall.

Experiment analyses and
Case study (Tokyo

University).

Reduces costs while
increasing security.

It is weaker because
package content should

be verified instead of only
filtered network traffic.

[70] Forensics investigation
method.

Experiment analyses, real
dataset (Android log).

Works well to detect and
analyse BYOD malware.

Only deal with log files
without applications.

[71] Forensic investigation
model.

Simulation performed in
three stages (computer,

simulation, and
experimental)

tracked BYOD user’s
traffic.

Forensic investigation
requires an end-to-end

ecosystem.

[72] Clustering algorithms
Simulation, public

malware dataset, branchy
model.

High precision and lower
traffic. long training time.

[73] Risk-detection-based ML
random forest algorithm.

Experimental analysis,
tested by comparing
infected, unaffected

android, public malware
App dataset.

The method examines the
whole issue to see if

BYOD is legal.
Less efficient.

[74]
Risk access control model
based on a risk estimation
algorithm (fuzzy model)

Prototype
implementation and

Smart contracts dataset.

Making access decisions
based on anomalies.

The method requires
further development.

[75] Andrologger tool. Experimental analyses,
Real dataset.

Automatically sending
BYOD data and user

actions to the company’s
server for analysis.

The method only works
on android phones.

[76] OPPRIM-based risk
policy model

simulations (AnyLogic),
Mathematical Analysis.

Adaptability, cost
reduction.

Simulating risk will result
in conservative

behaviours from
attackers.

[77]
Neural network-based

algorithm to detect HTTP
botnets.

Simulations (Anylogic),
Drebin dataset, PRISM

model checker and
Mathematical analysis

(Correlation)˙

High accuracy. Complexity.

[78] IDS model-based ML
algorithm.

Prototype
implementation, NSL

KDD dataset.

Able to detect DoS,
probing and torrent

traffic.

The dataset quantity is
large.

[79]

Behaviour-based
abnormality detection

model, Pattern Analysis
(data mining).

Mathematical analysis.
Analyzing user behaviour

to detect abnormal
behaviour.

High false alarm rate.

[80] System based SDN.
Simulation (NS2), attacks

dataset (SYN attack,
ICMP flood, Dos attack).

Self-adaptive network can
defend against internal

threats and reduce attack
reaction time.

Should be extended and
improved to detect
sophisticated APTs.

[81]

Malware identification
scheme based supervised

classification
algorithms/ML.

Prototype
implemented-android
applications dataset.

High accuracy. The decision limit may be
overtrained.

[82] MUSES framework based
fuzzy Logic, ML.

Prototype
implementation.

Enhanced security and
provided intrusion
detection systems.

Difficult interpretation.
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Table 10. Summary of the attack detection techniques.

Ref Technology Employed Performance Analysis Advantage Limitation

[83] ANN algorithm (deep
learning).

Experimental analysis,
Real data from the Media

Lab of MIT dataset
(incoming, outgoing, type

of call).

Precision and accuracy of
over 99%.

ANN has difficulty
converting data into

numerical values.

[84] Border patrol system.

Prototype
implementation,

2000 apps of Google Play
an android emulator.

Introduced new policies
for corporate networks to

manage organised
activities.

Limited ability to block
malicious apps.

[85]
Anomaly detection
method based ML

algorithms.

Prototype
implementation, a

proof-of-concept and
Spark dataset.

Detecting intrusions and
anomalies. Need more verification.

[86]
CVSS system-based

decision engine logic
algorithm.

Simulation (Computer
simulation and
experimental).

Privacy for the
infrastructure layer.

The assessment time is
still a major concern.

[87] IFT technique based on a
clustering algorithm/ML.

Experimental analyses,
Public data set containing

packet IAT features.

Employed the packet
inter-arrival time feature

to detect abnormal
behaviour.

Need to improve the
algorithm within large

datasets.

[88]
Real-time traffic

classification system
based on ML.

Experimental analyses,
proof of concept and real

dataset.

Employed a fine-grained,
real-time traffic
classification.

Required a change in the
entire network

infrastructure to
implement SDN protocol.

[89]
Detection

technique-based novel
algorithm.

Prototype
implementation.

Reduced network risk
and increased BYOD

infrastructure security.

The analysis should
include traffic instead of

just the login log.

[90] Other methods (white
box method).

Prototype
implementation.

Benefits both end-users
and organisational use.

Exploiting apps makes
security testing difficult.

[41,91]

DFRM model based
honeypot technology

(digital forensic
readiness).

Prototype
implementation. Efficient method. limited in digital

evidence.

[92] DFR framework-based
honeypot technology.

Prototype
implementation.

DFR improves BYOD
security and reduces

issues.

Honeypots only gather
data when attacked.

[93] Roving proxy server
framework.

Prototype
implementation and SMS

spam dataset.

Efficient with a small
dataset.

Need more work on a
massive dataset.

[94] Classification framework. Correlation analysis, Real
malicious traffic logs.

Useful for the network
administrator.

Only classifies
cyber-attack patterns and

not types.

[95]
Based on dynamic

decision tree algorithm
(ML).

Experimentation and
IBM’s internal network

dataset.
Reducing enterprise risk. Limited application

installation.

[96]
Network scanning
technique-based

algorithm.

Proof-of-concept,
Experimental analysis

and Public
dataset(Attack)

Preventing network
eavesdropping and

spoofing.

It should be implemented
on the switch for better

security.

[97] SIDD system.

Prototype
implementation, network

attacks dataset (e.g.,
zero-day, worms, DoS).

Validate up to 99% and
help to detect zero-day

malware.

Should be applied to
various attacks to ensure

effectiveness.

[98] ARANAC, a Novel access
control

Experimental analysis,
Case study using more

than 80 Android devices
at a university campus

ARANAC has
monitoring, risk

estimation, and attack
detection modules.

Need to extend the model
to estimate risk values for

the remaining features.
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Table 11. Summary of techniques based on multiple security and privacy requirements.

Privacy
Requirements

Ref
Technology
Employed

Performance
Analysis

Advantage Limitation

Confidentiality and
Authentication. [99] AES,HMAC

algorithm
Prototype

implementation.

Authentication-
based cryptography

secures networks
and users.

Certificate
management
challenges.

Confidentiality and
Authentication. [100]

Optimizing and
encrypting

Schema-Based
Access Control.

Prototype
implementation.

Protects data from
key leakage.

Secure but
complicated.

Confidentiality and
Authentication. [101] Biohashing

technique.

Mathematical
analysis,

Experimental.

Increases security
and lowers error

rates.

Data increases
collision probability.

Attack Detection,
Authentication, and

Confidentiality.
[102]

SDN and 2FA
(TOTP)-based
virtualization

method.

Prototype
implementation,
Proof of concept.

Security and assault
reduction.

ARP spoofing is the
only attack allowed
with this method.

Confidentiality and
attack detection. [103]

PHE encryption,
tracing, and

revoking (tracing
algorithm, public

revocation
algorithm).

Simulation,
experimental

analysis (an RBAC
simulation system

with ten classes and
around ten users

per class).

Tracking and key
service

interruptions
provide safety.

It needs big master
public keys.

Table 12. Summary of the techniques that did not consider any of the proposed requirements.

Ref Technology Employed Performance Analysis Advantage Limitation

[104] Enforce access control
policy architecture. NA Simple policy.

It is only a preliminary
proposal that needs

implementation

[105] STRIDE-based BYOD
threat model. NA

Help understand how
BYOD concerns affect

corporate data

Only provides an initial
model.

[106] An investigation
framework.

Safe-Logic experts
evaluated based on
particular criteria.

Excellent awareness of
BYOD threats and

solutions.

Only provides an initial
model.

[107]
Proactive approach based

GQM (goal, question,
metric).

NA Creating benchmarks for
BYOD security protocols.

Only identified security
metric.

[108] OPPRIM model. Mathematical analysis and
quantitative model.

Integrating trust and risk
management mechanisms

with threat analysis

Only provides an initial
model.

[109] Poise policy for device,
app. Prototype implementation. It is network analysis. It should build and test a

complete prototype.

[110] Fine-grained policies
(BYODroid model). Case Study. Apply policy on the

infrastructure layer.
Implementation is needed

to verify rules.

[111,112] Security architecture. Case Study. Flexible and adaptable to
various business fields.

Only provides a starting
point.

[113] Metamodeling techniques.

Case study (Interview
domain experts at the

Ottawa Hospital to
validate).

Identify key BYOD risk
assessment metamodel

concepts.

Initial and limited
architecture.

[114,115]
Other methods

(middleboxes and alert
systems).

Prototype implementation.
Accurate transparency,

usability, and performance
with HTTPS security.

It is only a preliminary
proposal that needs

implementation.

[116]
Plugin Framework Based

fine-grained security
policy.

Prototype implementation.

Allows correct security
policy execution on any

device connection network
organisation.

No other systems (only
Android).

[117] BYOD security framework Case study (Australian,
questionnaire instrument)

Building new framework
to improve attack and

threat defence.

Discusses only the
theoretical aspect.
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Table 13. Summary of evaluation metrics.

Ref Requirement under Consideration Purpose for the Evaluation Evaluation Metrics

[44,46,47,50,51,54] Authenticity. To evaluate the functionalities of the
authentication policy. Access Response (Deny or Permit).

[45] Authenticity.
To evaluate the possibility of an

authentication policy for preventing
unauthorized access.

Authentication Time, Access Response and
Error Rate.

[48] Authenticity. To evaluate the performance of biometric
authentication. Accuracy and Frequency Detection Latency.

[49] Authenticity. To evaluate the functionalities of the
authentication policy. Response time and Cost.

[52,53] Authenticity. To evaluate the performance of the
authentication system.

Performance, Memory Consumption, CPU
consumption, Time overhead and Code Size

[55] Confidentiality. To reduce the time when switching the key. Execution Time.

[67,68] Confidentiality. To evaluate the performance measurement of
the MSS system. Time and Performance Measurement.

[69] Attack detection.
To evaluate the possibility of reducing

management costs for Wireless Network
Monitoring.

Cost.

[72] Attack detection.
To evaluate the possibility of reducing costs

and improving detection accuracy
and efficiency.

Detection Accuracy and Cost.

[73,81] Attack detection.
To evaluate the accuracy of detecting a

specific malware and abnormal
application class.

Accuracy.

[74] Attack detection. To evaluate the risk value associated with
each access request.

Risk Value, Scalability and Context
Awareness

[76] Attack detection. To determine the impact of threat and
opportunity estimations on the risk. threat probability.

[77] Attack detection. To evaluate the rate of detection and
accuracy. Accuracy and rate of detection

[78] Attack detection.
To evaluate the model’s accuracy for

detecting peer-to-peer traffic from
torrent clients.

Accuracy and usability.

[79] Attack detection. To evaluate the ability to classify
abnormal behavior. Behaviour occurrence probability.

[80] Attack detection. To evaluate response time against
internal threats. Delay time.

[83] Attack detection. To evaluate the system’s ability to detect
unauthorized access.

Precision (PPV), recall (TPR) and accuracy
(ACC).

[84] Attack detection. To evaluate the ability to block unwanted
application functions selectively. Overhead and latency

[85] Attack detection. To evaluate RAM and CPU consumption
over time. RAM usage over time. CPU usage over time.

[86] Attack detection. To evaluate time duration and vulnerability
assessment against the cyber threat. Time and score assessment.

Table 14. Summary of evaluation metrics.

Ref
Requirement under

Consideration
Purpose for the Evaluation Evaluation Metrics

[56] Confidentiality. To evaluate the performance of
PTA protocol.

Computation cost and
performance consumption.

[57] Confidentiality. To evaluate the response time for
each subsequent request.

Execution time, complexity of the
access policy and block size.

[58] Confidentiality.

Protecting BYOD users and
network privacy with practical

effect on communication
performance.

Time complexity, communication
costs and communications

complexity.

[59] Confidentiality. To ensure the proper handshaking
time between clients and serves. Cost and exchange key time.

[61,64] Confidentiality. To reduce the delay in access time
and run time.

Access time, power consumption
and switching cost.

[62] Confidentiality. To evaluate the scalability of the
approach.

CPU usage, memory usage and
boot time.

[65] Confidentiality.
To evaluate memory resource

usage and power consumption
due to virtualization.

Run-time memory usage and
power consumption.

6.2.1. Techniques that Satisfy Only One of the Privacy and Security Requirements

This section describes the findings of previous studies related to proposed policy
technologies based on how well they meet privacy and security criteria. As stated in
Section 3.2, the requirements for BYOD security were classified into seven categories.
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These are confidentiality, integrity, availability, non-repudiation, authentication, privacy
preservation, and attack detection. These requirements contributed to the creation of the
review-related taxonomy. Figure 7 illustrates the taxonomy of security policies and privacy
techniques based on the security requirements in BYOD environments, which include the
seven categories described above. It can be seen that some techniques address one aspect
of privacy and security criteria. For instance, confidentiality requirements have been met
through cryptographic techniques and isolation techniques. Authentication algorithms can
address authenticity requirements. Machine learning algorithms, deep learning algorithms,
and SDN techniques have accomplished attack detection requirements. According to
the review’s findings, a technique that satisfies integrity, privacy, availability and non-
repudiation requirements alone cannot be produced. As seen in Figure 7, we labelled
this with the symbol NA, indicating non-availability. After analysing and categorising
previous research results, we failed to identify any research that addressed just these
categories. Other researchers have focused on the privacy and security needs of authenticity,
confidentiality, and attack detection but failed to consider all the privacy and security
requirements that BYOD demands. In the following section, we will examine security
policy strategies that only address a single privacy and security criterion and summarize
previous research.

Figure 7. The taxonomy security policy and technological trends based on privacy requirements.

A. Techniques Based on Authenticity Requirements:

Authenticity requirements refer to verifying the identification of a user, process, or
BYOD device and are frequently required before granting access to resources in an envi-
ronment [118]. Many companies believe that the BYOD concept benefits both individuals
and enterprises. However, the primary security issue is how to restrict BYOD device
access to organisational information. As a result, when a BYOD client accesses a company
network via their device, the device must be authenticated in some way. Lee et al. [44]
proposed a secure authentication for BYOD devices that would be able to select disablers
and enablers, determining if a BYOD device is either a disabler or an enabler. The proposed
solution involved a mobile application acting as an MDM client, connecting to a server-side
MDM server. However, the proposed method is only compatible with a limited number
of devices and a specific operating system. Guerar et al. [45] presented CirclePIN, a novel
authentication technique geared towards BYOD, particularly smart watches, that is both
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resilient to most common threats and was highly rated in actual tests with real users.
It enhanced authentication between BYOD and the company network and gave protection
against unauthorised access. However, it still performed at a similar level to other less
secure alternatives. The review also showed that previous researchers had put much effort
into achieving authenticity based on authentication techniques. In Table 6, a summary of
the technology used, performance analysis, advantages and limitations is presented.

B. Cryptographic Techniques Based on Confidentiality Requirements:

Confidentiality requirement refers to the protection of organisational data from unau-
thorised parties’ access to records. In other words, it ensures that no unauthorised users can
access the data shared in BYOD-enabled enterprises. Therefore, in BYOD situations, encryp-
tion mechanisms should be seen as the first line of defence that must be in place to protect
company data. Previous researchers have studied confidentiality requirements based on
cryptographic techniques. For example, Vinh et al. [56] implemented property-based to-
ken attestation (PTA) to protect users and company networks in BYOD environments.
These data are processed as binary and property-based attestation and the method is effec-
tive in data storage units in enterprises. Nevertheless, the PTA protocol must be changed
to make a more secure BYOD model based on the Cloudlet idea. Rahardjo et al. [55] imple-
mented the self encryption algorithm into various applications. However, the proposed
method has limitations in terms of execution time and compression. Catuogno et al. [57]
addressed the problem of preserving data access control over a mobile device’s storage
space while running different and distinct third-party applications. To that end, they
proposed a general-purpose protected file system capable of providing fine-grained data
protection at the operating system level. Facilities for trusted execution environments (TEE)
are used for data encryption, critical protection, and policy compliance, providing safe
access to corporate networks. Table 7 represents additional efforts made by researchers to
accomplish confidentiality requirements using cryptographic techniques.

C. Isolation Techniques Based on Confidentiality Requirements:

There are numerous methods for achieving confidentiality, such as encryption, which
we discussed previously, and isolation strategies. The difference is that cryptographic
techniques based on confidentiality aim to protect the confidentiality of data stored in
systems or transmitted over the organisation’s network and BYOD. However, isolation
techniques based on confidentiality are utilised to isolate corporate space, enforce security
policies, and protect corporate data when using BYOD. In addition, security isolation
methods allow users to separate personal data from corporate space. In these various ways,
cryptographic and isolation techniques constitute a requirement for confidentiality.

In a BYOD scenario, personal and company data are stored on the same device.
There are numerous benefits to integrating BYOD devices into the company infrastruc-
ture. However, this causes safety issues such as space isolation, data confidentiality,
policy compliance and vulnerabilities since small and medium-sized enterprises cannot
afford a suitable product solution that allows personal and professional data to coexist
securely on employees’ devices. Previous research has suggested isolation-based methods.
Ocano et al. [62] proposed a remote mobile screen (RMS) based on the virtualization method
to solve these problems. RMS allows for data confidentiality and space isolation. However,
the complexity of managing physical roles is challenging. In addition, an essential real-
world scenario in BYOD requires individuals to be isolated from the enterprise’s privileged
information access, according to Kim et al. [61]. They proposed an architecture called
vNative that builds one foreground virtual machine (FVM), providing data confidentiality
and isolation. However, the proposed solution is restricted to a few mobile intelligent
devices. The proposed virtual network function (VNF) scheme is described in [63].

The suggested approach enables users to take advantage of the NFV server’s more
powerful corporate resources and increases service quality regarding security, mobility,
and response time. It features a prototype technique [64] that takes advantage of virtualiza-
tion characteristics common in today’s mobile processors to fulfill this isolation demand.
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In addition, this solution offers typical Android users security and privacy features. Table 8
summarises the isolation strategies discussed in previous studies.

D. Technique-Based Attack Detection Requirement:

According to previous research, there are numerous approaches for identifying at-
tacks and preventing and monitoring risks. Kim and Lee [70] suggested a network-based
risk identification tool based on the ML algorithm. The goal was to detect and evaluate
malware on infected mobile devices under BYOD. However, this strategy cannot be em-
ployed for applications using log files. Aldini et al. [76] improved the method based on
a machine learning algorithm to detect denial of service assaults, probing attacks, and
torrent traffic in BYOD. The proposed approach is adaptable and flexible, lowering costs.
Ammar et al. [80] proposed a supervised classification-based malware detection technique
for Android BYOD devices. It provides a self-adaptive network capable of protecting criti-
cal services and defending against internal attacks and should be upgraded and expanded
to detect advanced APTs. Ref. [72] proposed method based on clustering algorithms
that may improve malware detection in BYOD was used with a simulation data set and a
public dataset and achieved high precision. Ref. [69] employed a risk access scheme based
on NGFW (next-generation firewall) technology, and a deep packet inspection firewall
is used to protect a campus network. This method tracks and categorises risk packages.
The experiment was analysed using a case study (Tokyo University). It reduced costs while
increasing security. However, it is weaker because package content needs to be verified for
network traffic filtering.

Furthermore, Ali et al. [71] proposed a risk-based access control model based on a
dynamic risk estimation method, using features to analyse each request’s security risk.
The algorithm evaluates access based on user context, resource sensitivity, action severity,
and risk history to represent an end-to-end ecosystem. Zungur et al. [84] presented a
framework for detecting anomalous behaviour and unauthorised access to BYOD devices
using artificial neural networks (ANN and data mining. A real dataset used in the evalu-
ation had a precision of over 99 percent. One of the study’s goals by [90] was to identify
anomalous behaviour in BYOD devices connected to a corporate platform and then submit
those devices to access control system management (ACSM) for platform access using an
intelligent filtering technique. This method can set end-user access control policies and
protect against malicious mobile apps, but security testing becomes difficult when apps
are constantly attacked. The author in [79] proposed a behaviour-based abnormality detec-
tion method based on data mining that examines vulnerabilities and patterns in diverse
information use contexts. Finally, ref. [83] provided a methodology using ANN techniques
for detecting unusual behaviour and identifying unauthorised access to BYOD devices.
It performed well on a real-world dataset, with a precision and accuracy of more than 99%.
The experimental analysis assisted organisations in addressing three types of legitimate
user behaviour. ANN, on the other hand, has difficulty converting data into numerical
values. Previous studies show that many techniques have been developed for detecting
risk in BYOD. Some techniques, such as fuzzy models and neural networks, are based
on machine learning and deep learning. Tables 9 and 10 summarise previous research on
BYOD attack detection techniques.

6.2.2. Techniques Based on More Than One Security and Privacy Requirement

Some techniques have satisfied more than one of the requirements, as seen in
Figure 8, which shows the classification of policy technologies that consider multiple
requirements. For example, some technologies fulfil multiple security and privacy re-
quirements, according to previous studies. Firstly, some methods address both confi-
dentiality and authentication. Many businesses have the necessary security access for
BYOD to wireless networks. The network enterprise delivers WPA2 based on the 802.1X
standard [46,47]. It is insufficient and should be strengthened. Pomak and Limpiyakom,
proposed encryption-based authentication in [99]. They proposed employing near field
communication multi-factor authentication (NFC) for secure authentication in combination
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with hybrid cryptosystems. Chen et al. [100] proposed an authentication scheme for cloud
data in IoT/BYOD. Participants can employ ciphertext policy attribute-based encryption
to construct fine-grained access control rules (CP-ABE). The approach uses hybrid cloud
infrastructure to offload expensive CP-ABE activities while protecting privacy. This way,
encryption and optimization methods protect critical data at the item level, preventing
leakage. Secondly, some procedures fulfil the criteria for confidentiality and detection of
attacks. Zhu et al. [103] employed a new model combining anomaly detection, tracing, and
revocation procedures. Partially ordered hierarchical encryption (PHE) is a novel thresh-
old public key-based cryptosystem that implements a partial-order key hierarchy similar
to RBAC roles. Tracking and large service interruptions are critical security measures.
Thirdly, some techniques combine authentication, attack detection and confidentiality
requirements. For instance, the technique proposed by Geber et al. [102] can enable SDN-
based authentication in a BYOD setting using OpenFlo-based infrastructure. It uses SDN
characteristics to create virtual networks for monitoring dynamically selected BYOD users.
By employing the portal and two-factor authentication, the user is provided with a safe
and convenient means for enabling access to critical applications only and barring unautho-
rised requests, thereby limiting the services that a potentially attacking device can access.
Changes to switching streaming rules may be deployed quickly, ensuring that users always
have the most up-to-date access to the network with attack predictions. Three security
and privacy requirements have been fulfilled: the authentication of BYOD devices used
two-factor authentication, attack detection was achieved via continuous risk monitoring,
and confidentiality was based on virtual networks. Table 11 depicts those techniques that
have employed more than one security and privacy requirement in previous studies in
the field.

Figure 8. Techniques based on more than one privacy requirement.

6.2.3. Techniques That Did Not Fulfil Any of the Classified Security and Privacy Requirements

Figure 9 shows methods that did not identify any of the suggested requirements.
Most studies in this section focus on enforcing simple policies or security architectures
to improve overall security for organisations that support BYOD. These methods are pre-
liminary models or policies, not technologies that address the identified requirements
for privacy and security. For example, Selviandro et al. [104] suggested an architec-
tural framework for enforced access control policies to reduce BYOD vulnerabilities.
while Armando et al. introduced a reliable and policy-aware architecture for enforc-
ing fine-grained security requirements on BYOD devices [105]. They implemented a
user and device security policy based on existing NATO CIA guidelines (NCI Agency).
Aldini et al. [108] presented an opportunity-enabled risk management (OPPRIM) approach
that aimed to balance understanding primary threats with an appreciation of the increased
opportunities that may emerge from BYOD. OPPRIM combines risk estimation methods
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with trust and threat metrics, and the OPPRIM policy and metric formulation paradigm is
formalised in this study using logic. The model was checked using qualitative tools. The
next Table 12 summarises the studies that address the security of BYOD without focusing
on a specific security and privacy requirement.

Figure 9. Techniques that did not satisfy classified privacy requirements.

6.2.4. Performance Evaluation and Metrics Employed by the Techniques

This section reviews the performance evaluation and the metrics used to evaluate
the techniques. To categorize the performance evaluation analysis methods, the review
distinguishes between techniques with tools (methods utilizing software or hardware in
the assessment process) and methods without tools (methods relying on mathematical
analysis). Figure 10 illustrates the methods using tools, including case studies, simulations
(e.g., MATLAB, NS2, computer simulation experiment, and Anylogic), datasets
(e.g., Public, Real, and Synthetic), formal security proofs (e.g., Scyther), and prototype
implementations. Conversely, analysis without tools relies solely on mathematical analysis.

Previous research has identified specific evaluation metrics for each security and
privacy requirement in technology. These metrics have been replicated in other studies to
assess various security requirements. For instance, the authenticity requirement is evalu-
ated based on response time, access response (deny or permit), and cost. The confidentiality
requirement is measured using metrics such as execution time, communication costs, com-
munication complexity, exchange key time, CPU usage, memory usage, and boot time.
Attack detection requirements are assessed through metrics like accuracy, precision (PPV),
recall (TPR), detection rate, RAM usage over time, CPU usage over time, overhead, and
time cost. However, it is important to note that performance evaluation matrices may not
adequately cover all the security and privacy requirements outlined in BYOD policies,
highlighting the need for further exploration in this field.

Overall, performance evaluation and metrics provide invaluable insight into the
efficacy, efficiency, and vulnerabilities of security access control systems. By employing
these evaluation techniques, organizations can strengthen their access control measures,
mitigate security risks, and protect sensitive resources and data. Figure 10 illustrates the
classification of the performance evaluation analysis methods adopted by the techniques
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examined in this review. Furthermore, Tables 13 and 14 provide a summary of the metrics
used by the techniques and their respective purposes.

Figure 10. Classification of the performance analysis methods.

7. Discussion

The core security policy for BYOD encompasses various policies such as Network Ac-
cess Control (NAC), Mobile Device Management (MDM), Mobile Application Management
(MAM), Mobile Information Management (MIM), and Enterprise Mobility Management
(EMM). However, the increasing number of BYOD attacks indicates that these security
policies must be revised to develop BYOD security while failing to meet privacy require-
ments. Instead, a three-tiered security policy framework consisting of operational, tactical,
and strategic layers should be implemented, working in harmony. This framework re-
quires critical policies, including on-boarding access control policy, authentication access
control policy, communication policy, application control policy, and risk control policy.
These policies encompass BYOD devices and the organization’s network, resources, com-
munications, and applications while addressing seven essential security and privacy re-
quirements: confidentiality, integrity, availability, non-repudiation, authentication, privacy
preservation, and attack detection. Despite previous reviews providing foundational knowl-
edge on the security and privacy challenges associated with BYOD policies, many still need
to examine security policy techniques and privacy requirements thoroughly. Addition-
ally, the exploration of technological methods employed to ensure compliance with these
requirements still needs to be completed. This review adopts a systematic approach to
comprehensively understand security policy techniques and privacy requirements within
the context of a three-layered security policy architecture, which is considered ideal for
optimizing BYOD security.

The study formulated and addressed five research questions (RQ1–RQ5) to accom-
plish its objectives. RQ1 focused on identifying the primary criteria that meet the secu-
rity requirements of bring your own device (BYOD), namely confidentiality, integrity,
availability, non-repudiation, authentication, privacy preservation, and attack detection.
The results pertaining to RQ1 are discussed in Section 4. Similarly, the findings for RQ2
revealed the effectiveness of security policy techniques in meeting the security and pri-
vacy requirements. This analysis is presented in Section 6. The reviewed studies high-
lighted that among the various criteria, the most attention was given to attack detection,
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with 30 proposed techniques, followed by authenticity with 11 recommended techniques.
Eight techniques focused on confidentiality using isolation techniques, while six techniques
centered on confidentiality using cryptography. Additionally, 13 studies did not fall under
specific requirements as they presented initial suggestions within the policy architecture
framework. Furthermore, five proposed techniques addressed a combination of two or
more different requirements, with only three techniques addressing both authenticity and
confidentiality, and one technique covering authentication, attack detection, and confiden-
tiality requirements. Additionally, one technique fulfilled the confidentiality and attack
detection requirements. However, the review study noted a lack of techniques address-
ing the integrity, availability, non-repudiation, and privacy preservation requirements.
This indicates the need for future research to focus on these aspects. Figure 11 illustrates
the distribution of techniques based on the analysed requirements.

Figure 11. Distribution of techniques in relation to Privacy requirements.

Following the research review conducted under RQ3, the identified methodologies
were further categorised based on their technological approaches. These approaches
encompassed software-defined networking (SDN), machine learning (ML) algorithms,
digital forensic models, and mobile security solution (MSS) systems. Among these, the
most commonly employed technology was cryptography, specifically based on the RSA
algorithm. Furthermore, the evaluation of technique effectiveness involved the examination
of performance metrics, as explored under RQ4. Each category of requirements employed
specific metrics to assess the performance of the techniques. Tables 13 and 14 highlight
the purpose of evaluating techniques using these specific metrics. These tables provide
valuable guidance for future researchers regarding the appropriate metrics for measuring
technique performance. The review indicates that simulation experiments were the most
frequently utilized approach for performance analysis in response to RQ4. Among the
studies that employed datasets, a particular dataset emerged as the most commonly used.
Prototype implementations predominantly employed embedded devices (single-board
computers), while only one study utilized the Scyther tool for formal security analysis.
Informal security analysis was the prevailing method utilized. Finally, based on the analysis
and evaluation conducted, the study also identified significant challenges faced by the field.
These challenges hold relevance for future researchers and will be expounded upon in the
subsequent section.

8. Open Issues

This section aims to respond to RQ5 by discussing pertinent open research concerns
regarding security policy techniques and privacy requirements. It intends to highlight
opportunities for future research in this field. The following are the main open issues that
merit further investigation:
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8.1. Blockchain-Based Authentication Techniques

Academic researchers have proposed a variety of authentication approaches and tech-
niques. These approaches can assist organisations in developing more secure access control
between their networks, resources and BYOD. However, most techniques are designed to
target either the user or the device individually. BYOD requires both the device and the
user to be trusted with access to the organisation’s resources. Knowledge-based authenti-
cation, possession-based authentication, biometric-based authentication and multi-factor
authentication are all vulnerable to attack. As a result, more robust authentication measures
are required. Most authentication systems require storing authentication information (pass-
word, ID, public key). The issue with consolidating storage is that it might become a single
failure point. The initial BYOD solutions proposed by earlier academics are insufficient
to secure the BYOD environment. Future research should focus on developing BYOD
access control, which will address most of the issues in the BYOD environment and employ
blockchain technology for security.

8.2. Secure Two-Way Communication

It is challenging to set up secure two-way communication in a BYOD environment. As a
result, lightweight key exchange algorithms that suit access control in BYOD should be devised
in the future to provide safe two-way communication between companies and BYOD devices.

8.3. Real-Time Authorization

BYOD encompasses a wide range of smart devices that contact the organisation’s
server and depend on providing real-time data access. Therefore, a delay in procuring an
access decision within a BYOD environment may lead to unauthorised access to sensitive
data, resulting in vulnerabilities to the system. In the scenario mentioned earlier, it can be
inferred that access decision-making must remain close to the origin of access requests,
which can provide the advantage of real-time data for the access control system, thus
enabling access decisions with a minimal end-to-end delay. Moreover, authorised access
must be ensured throughout the session, not only at the time of the request. In addition,
real-time authorization means continuous access decisions throughout the session, not only
when requesting access.

8.4. Context-Aware Role-Based Access Control

In security access control, many methods target communication between the organi-
sation’s platform and BYOD devices. The method of access control proposed [109] is not
sensitive to contexts such as user status, location of the BYOD user, or time. According to
the literature, these factors are context-aware elements. These factors are essential because
they help identify BYOD devices inside the organisation. Therefore, access control based
on context awareness should be given more attention to ensure the privacy of the BYOD
environment. This is a major challenge and represents a promising field of study, but
changes in context with access control must be adapted iteratively to avoid any risks.

8.5. Risk-Adaptive Policy Adjustments

Researchers in the field of BYOD security are interested in detecting and preventing
insider attacks. Numerous methods based on behavioural models and anomaly detec-
tion approaches for addressing insider risks in BYOD environments have developed,
such as [81,82,88,89]. While these methodologies do not focus on adapting access control
policies to avoid insider assaults, they provide valuable insights into insider threat detection
in BYOD situations. However, adaptive policy adjustment approaches pose a significant
challenge and are an unexplored study area.

8.6. Evaluation Metrics Employed by the Techniques

According to the evaluation metrics, cost reduction concerning policy procedures
remains a significant issue, particularly for small and growing businesses. Furthermore, it

35



Appl. Sci. 2023, 13, 8048

should be noted that most attack detection techniques [72,73,93] evaluate attack detection
accuracy but not adaptive policy adjustment accuracy. As a result, two evaluation metrics,
time and adaptive policy adjustment accuracy, were required to evaluate adaptive policy
adjustment techniques. Because there has been little research in this area, other security
and privacy requirements such as integrity, availability, privacy preservation and non-
repudiation should be measured using evaluation metrics.

8.7. More Effort Is Required to Fulfill Specific Privacy and Security Criteria

As previously stated, several security and privacy requirements summarised above
either need to explore particular technologies fully or include them. For instance, integrity,
availability, non-repudiation and privacy-preservation requirements are not taken into ac-
count by any technique on a stand-alone basis but integrated with other criteria. Therefore,
future research should focus on developing techniques that consider these considerations.

9. Conclusions and Future Work

BYOD security requires applying access control policies at all three security levels:
operational, tactical and strategic, considering privacy requirements. This study is the first
systematic review of security policies based on the privacy criteria that they meet. It also
examines current research and focuses on the following aspects: (1) categorising privacy
and security requirements within bring your own device (BYOD) policies; (2) analysing
advanced security policy technologies for BYOD, considering three layers of security, and
assessing their alignment with privacy requirements; (3) identifying technological trends
in the field; (4) evaluating the effectiveness of techniques to enhance privacy and security
through various measures; and (5) identifying potential areas for future BYOD security and
privacy research.

In total, 74 articles were analysed based on SLR standard procedures to extract
the key findings that underpin this study. Firstly, a taxonomy of security policy tech-
niques and privacy requirements was introduced. According to the survey, BYOD security
and privacy requirements can be divided into seven categories: confidentiality, integrity,
availability, non-repudiation, authentication, privacy preservation, and attack detection.
Secondly, the survey found that every criterion can be fulfilled with a specific technique,
except for integrity, availability, non-repudiation, and privacy-preservation requirements,
which were combined with other requirements. Third, having identified contemporary
trends relevant to BYOD security, the techniques identified were classified according to their
associated technological methods. Fourth, there was a discussion of the performance crite-
ria used to evaluate the effectiveness of each technique. The review effort also showed the
limitations of each of the methodologies. Lastly, for the benefit of academics interested in
working on BYOD security and privacy, potential research areas were identified for future
studies. For future studies, researchers are encouraged to focus on developing access con-
trol to address most issues in the BYOD environment. Utilising blockchain technology for
security and emphasising context-aware access control to protect the privacy of the BYOD
environment are recommended. The study also emphasises the need to consider privacy
requirements such as integrity, availability, non-repudiation, and privacy preservation.
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Abstract: Due to the recent rapid development of the ICT (Information and Communications Tech-
nology) field, the industrial sector is also experiencing rapid informatization. As a result, malware
targeting information leakage and financial gain are increasingly found within IIoT (the Industrial
Internet of Things). Moreover, the number of malware variants is rapidly increasing. Therefore, there
is a pressing need for a safe and preemptive malware detection method capable of responding to these
rapid changes. The existing malware detection method relies on specific byte sequence inclusion in
a binary file. However, this method faces challenges in impacting the system or detecting variant
malware. In this paper, we propose a data augmentation method based on an adversarial generative
neural network to maintain a secure system and acquire necessary learning data. Specifically, we
introduce a digital twin environment to safeguard systems and data. The proposed system creates
fixed-size images from malware binaries in the virtual environment of the digital twin. Additionally,
it generates new malware through an adversarial generative neural network. The image information
produced in this manner is then employed for malware detection through deep learning. As a result,
the detection performance, in preparation for the emergence of new malware, demonstrated high
accuracy, exceeding 97%.

Keywords: digital twin; IIoT; malware; generative adversarial network; image interpolation

1. Introduction

IT (Information Technology) technology combined with the Internet is evolving into a
national infrastructure. Notably, the field of factory automation is experiencing significant
advancements with the emergence of the IIoT, which aims to digitalize all manufacturing
processes beyond conventional process automation [1]. Simultaneously, the rapid devel-
opment of the 4th industrial revolution, artificial intelligence, IoT (Internet of Things),
and big data has introduced new challenges, including information theft, hacking, and
eavesdropping. Consequently, the importance of cybersecurity has grown significantly [2].

Malware refers to any software that interferes with or adversely affects normal opera-
tion. New types of malware emerge daily. As the number of new malware continues to rise,
security threats rapidly expand into the automation of industrial processes. Recently, there
has been a growing interest in technology that detects files suspected of being malware by
executing them directly in a virtual machine [3]. This interest is fueled by the development
of IoT technology and virtualization technology, which has led to the emergence of the
concept of a digital twin. The digital twin structure replicates the same virtual system
as the corresponding real physical system. It achieves near real-time synchronization of
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certain value changes in the real world and virtually simulates the dynamic aspects of real
objects [4].

Among the technologies using virtual machines, one method for detecting malware
involves executing a target file directly in a virtual machine to analyze its behavior. By em-
ploying the digital twin in this manner, the code operates in an isolated space, independent
of the actual system. In other words, utilizing the digital twin environment does not have
any adverse effects on the actual system. Furthermore, even if the system becomes infected
with malware, it can be quickly reset to its initial state. This capability enables the efficient
examination of multiple codes in succession.

Machine learning technology is also applied to the detection of malware. As a result,
researchers are exploring the use of image recognition technology to convert executable files
into images and subsequently determine or classify them as malicious [5]. Deep learning
eliminates the need for preprocessing to extract features from images, making it an efficient
approach for detecting and analyzing malware.

Improving the performance of deep learning models requires a significant amount of
data. Obtaining sufficient data that aligns with the learning goals of the desired model,
especially in the case of analyzing malware, poses a challenge. Insufficient data hinders
the effective training of malware classification and detection models. To overcome this
difficulty, data augmentation can be applied. Data augmentation techniques are widely
used across different fields, leading to a variety of methods [6,7].

In this paper, we propose a data augmentation method for malware using image
conversion and adversarial generative neural networks in a digital twin environment. The
proposed method consists of two parts: the image conversion method and data generation.
The image conversion method suggests suitable quality and size for detection using deep
learning. Subsequently, an adversarial generative neural network is employed to augment
the missing data. Additionally, the generated images are trained with CNN to assess their
performance. This generative network predicts and prevents the generation of malware in
the future through digital twins. By utilizing real data, a digital twin can proactively block
or defend against potential damage by simulating the virtual world. This approach enables
the detection of combinations that could potentially harm the system through advanced
simulations. Malware often involves partial modifications of existing code. Through an
adversarial generative neural network, future malware are generated, and then a detection
model is created using CNN learning. This model demonstrates robust performance in
effectively protecting the system in real-life scenarios.

The thesis comprises a total of eight sections. Section 2 provides a detailed description of
each element technology that forms the foundation of the proposed method. Section 3 examines
existing research that is comparable to the proposed system. In Section 4, the configuration of the
proposed system is explained. Moving on to Section 5, experiments are conducted to validate
and assess the performance of the proposed system. In Section 6, the experimental results are
evaluated to prove the superiority of the proposed system. Section 7 provides appropriate
insights through a summary of the research results and limitations of the proposed system.
Finally, Section 8 presents the paper’s future research directions.

2. Background

2.1. Digital Twin

In this paper, we utilize a digital twin to create a virtual environment for the detection
of dynamic and insecure malware. Our objective is to establish a framework and archi-
tecture that aligns with our research goals. Subsequently, we conduct experiments within
this virtual world, utilizing the primary functionalities of the digital twin. By doing so, we
effectively mitigate physical risks and reduce associated costs, making our approach more
efficient and feasible.

The concept of the digital twin was originally proposed by Michael Grieves of the
University of Michigan in 2002, defining it as “a digital product corresponding to a physical
product” [8]. Subsequently, NASA (National Aeronautics and Space Administration)
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further refined the digital twin concept in 2012 [9]. As General Electric of the United
States introduced an industrial cloud-based open platform [10], the concept of ‘digitizing a
real object, utilizing it, and reflecting the result in reality’ became more refined. Through
extensive research and development, it has been elaborated as ‘technology that enables
real-time prediction, optimization, monitoring, control, and decision support’ [11]. Figure 1
depicts a technical, conceptual diagram of the digital twin.

Figure 1. Technical concept of digital twin.

Essentially, before a malware is activated in the physical world, it is analyzed and
prevented from causing system malfunctions. Repeatedly implementing a safe physical
world within the virtual environment allows for iterative testing and improvement.

In this study, we propose a method to analyze and defend against new types of
malware using digital twins.

2.2. Malware

Malware refers to any software that can interfere with or adversely affect the normal
operation of an electronic device. As the number of malware rapidly increases, the types
of attacks are becoming more diverse and intelligent [12]. According to the 2019 McAfee
Labs Threats Report, new malware continues to be discovered, with tens of millions of
malware being identified each quarter [13]. Table 1 provides a description of the types of
representative malware known so far, along with their characteristics.

Table 1. Types and characteristics of malware.

Category Characteristic

Worm Infects itself through the network
Worm Virus Equipped with both worm and virus infection methods
Trojan Horse No self-replicating ability

Spyware Steals user information
Adware Displays ads automatically
Hijacker Redirects to unintended sites or opens pop-up windows

Ransomware Makes files unusable and demands money for recovery
Keylogger Logs user’s keyboard input to uncover sensitive information

2.3. Image Interpolation

Interpolation is a technique used to enlarge or reduce an image. When an image is
enlarged, additional pixels must be added between the pixels of the original image. When
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an image is reduced, one pixel must replace a certain number of pixels in the existing image.
Interpolation is distinguished by how pixels are added and how many pixels are mapped
to a single pixel.

In this paper, three image interpolation methods were tested: nearest neighbor, bicubic,
and bilinear. The detection performance was measured by CNN by adjusting the image
size using each interpolation method. In the final proposed system, a method with high
performance and short processing time was applied.

The nearest neighbor method is the simplest among interpolation methods and has
the shortest processing time. This technique applies the value of the supplemented or
replaced pixel to the value of the pixel in the existing image closest to that location. That is,
if a two-dimensional image is magnified twice, one pixel is enlarged to 2 × 2 pixels, and
the same value as the existing pixel is applied to the value of the 2 × 2 pixel. When an
image is reduced by a factor of two, 2 × 2 pixels are replaced with 1 pixel, and the value
of one of the existing pixels is applied to the value of the replaced pixel [14]. The bilinear
technique considers the four adjacent pixels of a new pixel. The value of the new pixel
is determined based on the weighted average of the distances to them. Four pixels are
considered, but they are most affected by pixel values of closer distances [15]. The bicubic
method considers the 16 adjacent pixels of a new pixel and determines the value of the new
pixel based on the weighted average of the distances to them. This technique provides a
smoother result and is often preferred for image resizing due to its better preservation of
image details and reduced artifacts [16].

2.4. Generative Adversarial Network

GAN (generative adversarial network) [17,18] consists of a generator/generative
model and a discriminator/discriminator model.

Figure 2 shows the learning structure in a GAN. GANs are often described with
examples of banknote counterfeiters and the police. The generator is likened to a banknote
counterfeiter, while the discriminator is compared to the police. In this analogy, the
criminal (generator) attempts to trick the police (discriminator) with fake banknotes, and
the police strive to identify the authenticity of the counterfeit bills. Through this competitive
process, each model improves its ability to distinguish between genuine and counterfeit
banknotes. As a result, the discriminator (D) tries to make accurate judgments using
original data, while the generator (G) generates fake data to prevent the discriminator (D)
from making accurate determinations. Through this process of adversarial learning, both
models iteratively improve their performance [19].

Figure 2. Learning structure of GAN.

Eventually, the discriminator (D) becomes less able to distinguish between the original
data and the fake data generated by the generator (G).
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Since GANs are unsupervised, they do not require manual labeling, and by learning
the data, they can acquire the internal representation of the data. GANs are capable of
generating audio, video, text, and image data that is indistinguishable from real data. As a
versatile technology, they find applications in marketing, e-commerce, gaming, advertising,
and various other industries.

3. Literature Review

3.1. Digital Twin Application Research

Pokhrel et al. [20] provide a comprehensive overview of research on predicting cyber-
security incidents using digital twin technology. The paper covers the integration of digital
twin models and cybersecurity frameworks, machine learning, and data analysis tech-
niques for accident prediction. It also emphasizes the importance of real-time monitoring
and anomaly detection in the digital twin context.

Eckhart and Ekelhart [21] conducted a study focusing on the application of digital
twins to enhance the security of CPS (cyber-physical systems). The paper reviews the
concept of digital twins in the context of CPS security and covers various aspects, such
as modeling and simulation capabilities, real-time monitoring, and anomaly detection
and analysis.

The proposed technique learns real-time data collected from the physical world of
digital twins. Therefore, it provides an environment that can be analyzed safely without
affecting systems in the physical world.

3.2. Malware Detection through Imaging

Traditional machine learning techniques such as KNN (k-nearest neighbor) and SVM
(support vector machine) were used [22]. However, in recent years, studies that apply
deep learning are the main focus. Additionally, the malware detection performance using
deep learning is generally superior to that using machine learning techniques [23]. In 2022,
Atitallah et al. [24]. proposed detection and multiple classification of malware converted
into images. The proposed approach combines two machine learning techniques: fine-
tuned CNN and random forest voting. This approach takes advantage of CNN’s ability
to capture complex patterns in data and random forests, which reduce overfitting and
enhance generalization.

However, malware sample images of different classes to which the same packing tech-
nique is applied may appear similar. Moreover, limitations arise in terms of generalization
error and data imbalance due to the size and diversity of the dataset [25].

In this paper, the malware is expressed in grayscale and converted into an image.
Additionally, image interpolation is considered to convert the image into a suitable size
for analysis.

3.3. Malware Detection through Machine Learning

In 2009, M. Zubair Shafiq et al. [26] proposed PE-Miner (Portable Executable-Miner), a
framework for detecting malware following the PE format (Portable Executable Format)
in RAID (Redundant Array of Independent Disks). PE Miner extracts information from
PE files and creates vector values. Then, a classification model was proposed through a
preprocessing process. For more than 1000 malware, the classification time was reduced to
0.244 s, and a high performance of 99% detection rate was shown.

In 2018, Anderson and Roth [27]. proposed Ember, a machine learning model based
on machine learning static analysis. Ember extracts information from PE files through static
analysis and then creates vector values. A detection model was created using a LightGBM
(Light Gradient Boosting Machine) model, which utilizes a boosting technique, a kind of
ensemble technique. Ember showed a high detection performance of 92% for more than
800,000 malware.

In 2020, Hojjat Aghakhani et al. [28]. published a study on classifying packed malware
using static analysis-based features and machine learning-based classifiers. They then
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created a classification model using a random forest. The study utilized a real dataset
consisting of 4396 unpacked normal files, 12,647 packed normal files, and 33,681 packed
malicious files. The results showed 41.84% false negatives and 7.27% false positives for the
packed dataset. However, it was found to be difficult to accurately classify packed files
based solely on static analysis features.

3.4. Malware Detection through Deep Learning

Saxe and Berlin [29]. proposed a DNN-based PE file malware detection model. The
vector created by analyzing the PE file is used as an input for a deep learning model with
two hidden layers. Additionally, the Bayesian model is used to provide the probability of
being malicious in addition to detection. The proposed model shows a high detection rate
of 95%.

MalConv, proposed in 2017 by Edward Raff et al. [30], is a CNN model that learns
without separate feature extraction and preprocessing from PE files. To validate the model,
it was verified using two datasets and showed a high accuracy of 93%.

Mahmoud Kalash et al. [31]. proposed the M-CNN model at the 2018. M-CNN
converts PE files into images and classifies them using convolutional neural networks. The
resulting image is classified using the VGG-16 (Visual Geometry Group-16) model. The
model was validated using 8394 data points, achieving an accuracy of over 96%.

The proposed system in this paper applies a CNN model through digital twin to safely
execute the malware. It converts the binary of a file to a grayscale image. Afterwards, the
detection performance is measured for each size and interpolation method to select an
appropriate size and interpolation method. Additionally, the detection performance of data
generated through adversarial generative neural networks is measured.

4. Materials and Methods

The proposed system is built upon a digital twin-based malware detection system.
Figure 3 shows the architecture of the proposed system.

Figure 3. Digital twin-based conceptual diagram of the proposed system.

The architecture is divided into three layer: physical, data, and cyber. The physical
layer represents the anomaly detection system for actual malware, consisting of data
collection, analysis, and system management components. The data layer includes a
database for storing data and learning models, as well as a system for managing these
models. The database stores data collected from the physical layer, malware information,
and a learning model that serves as the standard for filtering. The model manager is
responsible for managing the learning model based on the stored data. The cyber layer
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encompasses digital twin applications and security control systems. The digital twin
application replicates the actual malware detection system in the virtual world. The security
control system is responsible for creating and learning about new types of malware. The
learning process is conducted based on information received from the data layer, and the
model is updated through interactions with the simulation in the digital twin application,
thereby improving the system’s detection capabilities.

The proposed system collects IoT data and classifies it through a malware detection
model. While the system can effectively filter known malware in the physical world using
pretrained models, it faces limitations in detecting new types of malware that have not
been previously learned. To address this challenge, the proposed system leverages the
digital world by creating and learning new types of malware based on existing ones. By
generating and learning these new malware variants in the digital twin environment, the
system enhances its detection capabilities and applies the knowledge gained to the physical
world’s detection system. As a result, the proposed system is capable of preemptively
detecting emerging threats, surpassing the capabilities of existing methods.

Among the proposed systems, the security control system of the cyber layer is com-
posed of three main components: image generation, new malware image generation, and
model learning. Figure 4 illustrates the pre-processing and learning process of the security
control system.

Figure 4. Pre-processing and learning process of security control system.

The image creation process involves converting an input executable file into an image.
To achieve this, the input binary information is digitized and converted into pixel values.
Additionally, the image size must be standardized for effective learning. Image correction
techniques are employed to prevent information loss during image resizing. In the proposed
system, the image size is set to 64 × 64 pixels, and the bilinear method is used for image
correction. To determine the optimal image size and correction method, three image sizes
(32 × 32, 64 × 64, and 128 × 128) and three correction methods (nearest neighbor, bilinear,
and bicubic) are combined. The CNN classification performance is then evaluated to
select the most efficient configuration. Next, the new malware image creation process
utilizes DCGAN, a generative artificial intelligence technique. This method generates new
malware images by extracting characteristics from existing malware images. The generated
images are then trained using a convolutional neural network, creating a model capable
of detecting malware. This approach enables the system to proactively detect and defend
against new types of malware through simulated detection in the virtual environment.
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4.1. Imaging of Malware

In Figure 5, the process of converting a binary file into an image is depicted. This
conversion enables the smooth analysis of malware through image processing. During this
process, images of all malware are used as training data after being adjusted to the same
size. This step ensures consistency and uniformity in the training data, which is crucial for
accurate and effective learning in the subsequent stages of the proposed system.

Figure 5. Imaging process of malware.

Figure 6 depicts the pre-processing process of converting a malware into an image. In
this process, the size of the image is not a primary concern. The binary data of the malware
file is read as a vector of 8-bit unsigned integers. Subsequently, each byte is converted into
one pixel of the image, with values ranging from 0 to 255, creating a grayscale image. The
size of the image is determined based on the file size. Therefore, the width and height of
the image are calculated as the square root of the total number of bytes [32]. As the file size
varies, the size of the converted image will also differ accordingly.

Figure 6. Imaging pre-process of malware.

For training purposes, all images used as inputs to the deep learning model must
be of the same size. Therefore, the malware image is resized to a specific size after the
pre-processing phase. During this process, it is crucial to adjust the size while preserving
the essential characteristics of the image as much as possible. Interpolation is employed
to resize the image while maintaining its overall shape. Depending on the interpolation
method applied and the desired size for conversion, the shape of the image may slightly
vary. In the proposed system, an experiment was conducted to assess the detection perfor-
mance based on different image sizes and interpolation methods. The image size options
included 32 × 32, 64 × 64, and 128 × 128, while interpolation methods considered were
nearest neighbor, bilinear, and bicubic. Larger image sizes generally lead to better detection
performance, but it comes at the cost of increased processing time. Hence, in the proposed
system, the image size was standardized to 64 × 64 using bilinear interpolation, striking a
balance between performance and efficiency.

4.2. Data Augmentation through Generative Adversarial Networks

The generative model of the proposed system uses DCGAN. The process of creating
a new malware image is shown in Figure 7. In the generative model of the proposed
system, there is one generator and one discriminator. The generator considers as input
an image made of random noise, while the discriminator receives the malware image and
the image created by the generator to determine their authenticity. Malware images are
generated by converting binary files into images, and then resizing them to 64 × 64 size.
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Among these images, we divide them into a training set and a test set to evaluate the
system’s performance.

Figure 7. Process of creating malware images.

The discriminator’s goal is to predict whether an image is real or fake. This is similar
to an image classification problem in supervised learning. Therefore, it is possible to use a
network structure in which convolutional layers are stacked, and the output layer serves as
the connection layer. The structure of the discriminator model in the proposed system is
illustrated in Figure 8.

Figure 8. Composition of the discriminator model of the proposed system.

The input is an image of size 64 × 64. The first convolutional layer, Conv2D,
employs 64 filters, reducing the feature map size to 32 × 32. In the second convolutional
layer, 64 filters are used, further reducing the feature map to 16 × 16. Subsequently, the
third convolutional layer utilizes 128 filters, resulting in an 8 × 8 feature map. The last
convolutional layer also employs 128 filters, preserving the 8 × 8 feature map size. The
feature map is then flattened and converted into a vector. Passing through a dense layer
with a single unit, the output is transformed into a value between 0 and 1. This model
considers an image as input and outputs a number that distinguishes real from fake.
Next, we consider the number of parameters in the discriminator. The first convolutional
layer contains 64 filters, resulting in 1664 parameters. The second convolutional layer,
with 64 filters, contributes 102,464 parameters. The third convolutional layer employs
128 filters and adds 204,928 parameters. Finally, the last convolutional layer has 128 filters
and 409,728 parameters. When these parameters are flattened and connected as a single
unit, the count becomes 8193. The total number of discriminator parameters sums up
to 726,977.

The generator typically considers a vector sampled from a multivariate standard
normal distribution as input and produces an image of the same dimensions as the original
training data. Its role is to transform latent space vectors into images. The structure of the
proposed system’s generator model is illustrated in Figure 9.
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Figure 9. Configuration of the generator model of the proposed system.

The constructor considers a vector of length 100 as input and passes it through a
dense layer with 16,384 units. Batch normalization and ReLU activation functions are
applied to transform the feature map into a size of 16 × 16 with 64 filters. Subsequently,
an upsampling layer increases the feature map to 32 × 32. The first convolutional
layer uses 128 filters. Another upsampling layer increases the feature map to 64 × 64.
Through two additional convolutional layers with 64 filters, a final 64 × 64 feature
map is obtained, which matches the size of the original image. This model considers a
vector of length 100 as input and outputs a 64 × 64 image. Next, let us consider the
parameter sizes of the constructor model. The initial input of 100 vectors is connected
to 16,384 neurons, resulting in 1,654,784 parameters. After applying batch normalization,
there are 65,536 parameters. The first convolutional layer has 204,928 parameters, and
after applying batch normalization, there are 512 parameters. The second convolutional
layer contains 204,864 parameters, and batch normalization contributes 256 parameters.
The third convolutional layer has 102,464 parameters. Lastly, the final convolutional
layer adds 1601 parameters. The total number of parameters is 2,235,201. Among them,
33,280 parameters are unlearned, leaving 2,201,921 parameters used for learning.

4.3. Deep Learning Model for Malware Detection

The proposed system’s malware detection model utilizes a convolutional neural
network (CNN) architecture. The model’s structure is illustrated in Figure 10. It consists of
a series of layers, including a convolutional layer, a pooling layer, and a Rectified Linear
Unit (ReLU) activation function.

 
Figure 10. Composition of malicious code detection model.

In the convolutional layer, the model performs convolutions on the input data to
extract relevant features. The pooling layer reduces the spatial dimensions of the feature
maps, aiding in feature extraction and dimensionality reduction. Additionally, the ReLU
activation function introduces non-linearity to the model, enhancing its capacity to capture
complex patterns and relationships in the data.
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The model receives an input of size 64 × 64. The first convolutional layer, Conv2D,
employs 32 filters with the ReLU activation function. Subsequently, a pooling layer is added,
reducing the feature map size to 32 × 32. Moving on, the second convolutional layer and
pooling layer use 64 filters, resulting in a feature map size of 16 × 16. The 3D feature maps
are then flattened to facilitate feature classification. To prevent overfitting, a dense hidden
layer and an output layer are added, enabling multi-classification into 60 categories. For the
experiments using the Mal60 dataset, the model classifies 60 types of malware. In the case
of Malimg, the classification is adjusted to 25 types. To calculate the number of parameters
in the model, the first convolutional layer with 32 filters has 320 parameters. The second
convolutional layer with 64 filters contributes 18,496 parameters. Flattening the feature
maps and connecting them with 100 neurons results in 1,638,500 parameters. The total
number of parameters in the model sums up to 1,663,376.

5. Experiment

5.1. Experimental Data

The proposed model was validated using three datasets. The first dataset is the
Malimg dataset [33], which was also utilized in previous studies by Kamundala and
Kim [34], AlGarni et al. [35], Go et al. [36], and Bhodia et al. [37]. The second dataset used is
the Mal60 dataset [38], as studied by Kang and Kim [39]. The last dataset was VXHeaven’s
2010 virus collection dataset [40].

The Malimg dataset used in malware imaging research is categorized into 25 families.
The dataset comprises a total of 9458 malware samples. However, for the purpose of this
paper, which focuses on classification with a limited number of samples, only 20 sam-
ples were randomly selected from each family, resulting in a total of 500 samples in the
composed dataset.

The Mal60 dataset used in this research is classified into 60 families, each containing
a total of 20 malware samples, resulting in a dataset size of 1200 samples. Notably, each
family represents a unique category of malware. In some cases, different security companies
may assign different names to the same family of malware based on their naming criteria.
However, despite these naming differences, the code samples are classified under the same
group as they exhibit similar malicious behavior or characteristics. Additionally, certain
malware samples in Kaspersky and Bitdefender products may have diagnosis names
that cannot be confirmed or are classified as heuristic diagnosis names. Specifically, two
examples of such samples are identified as belonging to the Akdoor and Rifdoor families,
targeting specific areas.

The VXHeaven dataset comprises 270 k malware executable files, but it does not
include malware family information. To determine the family of each sample in the
VXHeaven dataset, we added family labels through Virustotal [41], a malware analysis
site. When a suspected malware file is uploaded to Virustotal, the site analyzes it for family
prediction using various antivirus engines. The malware family label is assigned based on
the results obtained from the Microsoft Antivirus engine.

A total of 70% of each dataset is used for training, and the remaining 30% for testing.

5.2. Experiment Environment

The proposed system underwent testing by dividing it into two stages: the imaging
stage and the data generation stage. In the imaging stage, the detection performance
was measured for each image size and correction method. Additionally, in the data
generation stage, data was generated, and the detection performance of the generated
data was measured.

To ensure a robust and efficient experimental environment, the experiments were
conducted using Google Colaboratory’s GPU environment, which helped overcome the
limitations of local environments and enabled consistent research in the same environment.
The hardware environment and experimental setup used for learning and implementing
the model are summarized in Table 2.
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Table 2. Experiment environment.

Experimental Elements Element Value

Local System

CPU Intel® Core™ i5-12500 3.00 GHz
Memory 32 GB

Main Storage Samsung SSD 256 G
Support Storage Seagate HDD 1 TB

Google Colaboratory

Engine Python 3 Google Compute Engine
RAM 13 GB

CPU type NVIDIA T4
GPU RAM 15 GB

Storage 78.2 GB

Model Learning
DCGAN epochs 20,000

CNN epochs 200
Batch size 128

5.3. Experimental Setup of Imaging

The experimental procedure, as depicted in Figure 11, involves the following steps:
Step 1. Data Preparation: The training data and test data are adjusted to create nine different
cases based on the image size (32 × 32, 64 × 64, 128 × 128) and interpolation method
(nearest neighbor, bilinear, and bicubic).

Figure 11. Experimental process of imaging.

Step 2. Model Training: The adjusted training data is used to train a CNN-based deep
learning model. As a result, nine different models are generated, each corresponding to a
specific combination of image size and interpolation method. During the training process,
a batch size of 128 is used, and the learning is repeated for 200 epochs.

Step 3. Model Evaluation: Evaluation of the models is performed separately for each
image size. First, a sample image is tested to verify the model’s performance. Then, the test
is conducted using malware samples. By following this experimental procedure, we can
assess the detection performance of the CNN-based models under various settings, such as
different image sizes and interpolation methods.

5.4. Experimental Setup of Data Augmentation through Generative Adversarial Networks

The experimental procedure is shown in Figure 12. The image required for the ex-
periment determines the size and correction method based on the results of the imaging
experiment. Therefore, the experiment is conducted using a 64 × 64 size image with good
performance results, corrected by the bilinear method. The experiment proceeds in two
stages. The first step involves the similarity evaluation for fake images generated using
GAN. Step 2 is the CNN performance evaluation for both existing data and generated data.
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Figure 12. Data generation experiment process.

Step 1 involves creating a new image using DCGAN. The image created in the prepro-
cessing process has a size of 64 × 64 pixels, and the image generated by DCGAN is also
64 × 64 pixels. The time taken to create the image increases with higher resolution. The
evaluation assesses the similarity between the real and generated images, using factors
such as FID (Fréchet Inception Distance) and the cross-correlation coefficient. Additionally,
the loss value is checked to ensure that mode collapses are minimized during creation. The
batch size was set to 128, and the learning process was repeated 20,000 times.

In the second step, the detection performance of the generated images and the existing
images, which are the results of the first step, is measured. The detection process uses
the same CNN model as used in the imaging experiment. The experiment evaluates the
detection performance of the generated images. The training and test images are classified
in a ratio of 8:2. Evaluation factors include precision, recall, f1-score, and accuracy. The
batch size is set to 128, and the learning process is repeated 200 times.

6. Performance Evaluation

6.1. Performance Evaluation of Imaging

When a malicious code file is expressed as an image, the width or length of the image
is usually fixed to a certain size. Since the file size of the malicious code is different, the size
of the converted image also appears in various ways. Figure 13 shows only a portion of the
results of converting malicious code into an image. Malicious code images are converted
into images with a fixed length. In other words, it can be seen that Adialer.C malware is
the largest. And Agent.FYI malware has the smallest size.

Figure 13. Sample images from the Malimg dataset. (a) Adialer.C, (b) Agent.FYI, (c) Allaple.A, and
(d) Allaple.L.

For training purposes, all images utilized as inputs for the deep learning model need
to share the same dimensions. Consequently, the malicious code images are transformed
to a predetermined size. During this process, interpolation is employed to adjust the
size while preserving the image’s characteristics to the greatest extent possible. Nearest
neighbor, bilinear, and bicubic techniques are employed for image refinement. Nearest
neighbor, although simple and swift, sacrifices visual quality, resulting in jagged edges,
particularly during magnification. This technique is straightforward to implement and
comprehend, suitable when prioritizing speed and accepting some degree of quality loss.
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The bilinear technique yields smoother outcomes but may lack sharpness, potentially lead-
ing to slightly blurred edges. It is slower than nearest neighbor but remains a fast method,
delivering superior quality compared to the former and serving well for general-purpose
scaling. On the other hand, the bicubic technique affords the highest quality but comes
with increased computational complexity. This involves intricate calculations, typically
considering 16 adjacent pixels. Bicubic produces considerably smoother images than bi-
linear and is the preferred choice for high-quality resizing, especially when maintaining
sharpness is crucial.

Table 3 showcases the results of time measurements required for image conversion.
The time needed was gauged with respect to each interpolation method. A total of 2210 mal-
ware images were utilized for time assessment, with time measured in seconds. The results
of the measurements were presented with two decimal places. The outcomes illustrate
that computation time diminishes in the sequence of nearest neighbor, bilinear, and bicu-
bic techniques.

Table 3. Time required for each interpolation method.

Nearest Neighbor Bilinear Bicubic

32 × 32 5.03 5.50 6.37
64 × 64 20.11 22.02 25.47

128 × 128 80.44 88.08 101.88

Table 4 present the f1-score results for imaging. Overall, the detection performance
is relatively better when bilinear or bicubic interpolation methods are applied than when
nearest neighbor is used. Additionally, the larger the size of the image, the better the
detection performance. However, selecting the optimal interpolation method and image
size to be applied to the model should not be solely based on detection performance. It
is essential to consider other factors, such as computation requirements. As the size of
the image increases, the amount of computation also increases, with bilinear and bicubic
methods requiring more computation than nearest neighbor. Therefore, depending on
the type of service to be implemented, the interpolation method and image size must be
selected, taking into consideration both detection performance and processing time. In
this paper, a data generation experiment was conducted using 64 × 64 size images and the
bilinear interpolation method. The average accuracy of the entire experiment was 98.2%,
the average precision was 96.5%, and the average recall was 97.5%.

Table 4. F1-score analysis results.

Nearest Neighbor Bilinear Bicubic

32 × 32 0.9254 0.9799 0.9784
64 × 64 0.9766 0.9763 0.9762

128 × 128 0.9899 0.9971 0.9948
Mean of f1-score 0.9654 0.9872 0.9855

Figures 14–16 are some of the results of creating an image and adjusting its size using
a correction method.

Figure 14. Sample image from Mal60 dataset. (a) Abnores, (b) Adposhel, (c) Akdoor, (d) CRyptXXX,
and (e) Downloader.
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Figure 15. Sample image from Malimg dataset. (a) Adialer.C, (b) Agent.FYI, (c) Allaple.A, (d) Al-
laple.L, and (e) Alueron.gen!J.

Figure 16. Sample image from VXHeavens dataset. (a) C2Lop.A, (b) Helpud.A, (c) Treemz.gen!A,
(d) Seimon.D, and (e) Storark.A.

6.2. Performance Evaluation for Data Generation

For data generation, training was performed with 20,000 epochs, and this study was
repeated four times. Figure 17 shows the progression of fake images generated from the
generative network during the learning process. Figure 17a represents the real image of the
Abnores type among malware. Subsequent images, Figure 17b–d, depict the results at 1000,
10,000, and 20,000 epochs, respectively.

Figure 17. Fake image according to epochs.

At 1000 epochs, the generated fake images lack proper features and exhibit a noticeable
presence of different noise patterns compared to the real images. As training progresses to
10,000 epochs, the ambient noise in the generated images starts to somewhat resemble the
real images. Finally, at 20,000 epochs, we can observe a significant improvement, with the
generated images exhibiting a closer resemblance to the real images. This iterative learning
process demonstrates that with sufficient training, the generative model can achieve images
that are more similar to the real ones.

Figure 18 depicts the loss values of the generator and discriminator during the data
generation process. In both the first and second experiments, we observe that the generator
loss value stabilizes around 3000 epochs. This indicates that the model is progressing
without experiencing mode collapse during the generation of data. Mode collapse occurs
when the generator fails to produce diverse samples and is stuck generating only a limited
set of outputs. The stable loss values suggest that the training process is robust, ensuring
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that the generator continues to generate diverse and meaningful data throughout the epochs.

 
Figure 18. Loss value of generative model.

Table 5 presents the FID and cross-correlation values for each count. A smaller FID
value indicates that the model generates data more similar to the original data. The average
FID index obtained is 5.4603, which suggests that the generated data is relatively similar to
the original data. Additionally, the average correlation coefficient is 0.8898, indicating a
high degree of similarity between the original data and the generated data. These results,
along with the FID, demonstrate that the generative model has successfully produced data
that closely resembles the characteristics of the original data.

Table 5. FID and cross-correlation for each count.

Count FID Cross-Correlation

1 1.6798 0.9845
2 8.2314 0.7722
3 0.7558 0.9513
4 11.1742 0.8512

Average 5.4603 0.8898

6.3. Detection Performance Evaluation of Generated Data

CNN was used to verify the usability of the data generated using the generative model.
Training was conducted by constructing generated images and noise images. The test for
verification consisted of images not used in the generative model, generated images, and
noise images. The CNN model for learning the generated image used the same model as
Figure 11. This is the same model that tested the detection performance of the image size.

The model’s performance is presented in Table 6, using evaluation indices such as
accuracy, precision, recall, and f1-score. The training results demonstrate high performance,
achieving an accuracy of approximately 0.98, a precision of 0.94, a recall of 0.96, and an
f1-score value of 0.95 when training was conducted solely with generated images. However,
the detection performance using the test set appears to be relatively lower. This can be
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attributed to the fact that the model was well-trained to distinguish the characteristics of
the images during the training stage. Moreover, the inclusion of both malware and normal
images in the practice may lead to slightly lower performance for detecting normal images.
Nevertheless, the overall training results indicate promising performance, showcasing the
model’s ability to accurately classify and distinguish between different image types.

Table 6. Performance comparison results.

Accuracy Precision Recall F1-Score

performance on
the training set 0.989957 0.955587 0.968748 0.968128

performance on
the test set 0.968812 0.917035 0.927126 0.923067

Table 7 presents the results of the comparison with other models. It has been observed
that the accuracy of our model surpasses that of previous studies. While precision, recall,
and f1-score were only available in certain studies, our model still exhibited superior
performance compared to the previous approaches.

Table 7. Performance comparison with existing research.

Model Accuracy Precision Recall F1-Score

Proposed model 0.973134 0.930811 0.942937 0.940597
L. Nataraj et al., 2011 [22] 0.8397 - - -

Seok S.H. & Kim H., 2016 [23] 0.962 0.917158 0.921102 0.919126
M. Shafiq et al., 2009 [26] 0.96 - - -

Anderson H.S. & Roth P., 2018 [27] 0.9299 - - -
H. Aghakhani et al., 2020 [28] 0.92 - - 0.92
Saxe, J. & Berlin K., 2015 [29] 0.995785 - - -

E. Raff et al., 2017 [30] 0.826 - - -

The proposed model offers several distinct advantages over simulation in a digital
twin environment. First, it demonstrates the ability to effectively detect new malware that
did not exist before and combat new threats. Second, the detection model is trained without
separate pre-work for the detection model. Unlike previous studies, our model simplifies
the overall workflow by eliminating the need for feature extraction via specific filters or
APIs. Third, it simplifies and streamlines the process by eliminating the requirement to
directly run the model in a separate sandbox.

Leveraging these advantages, our proposed model represents a significant advance in
malware detection, providing a more streamlined and robust approach compared to exist-
ing methods in the field. Simulation results of the digital twin environment demonstrate the
robustness and effectiveness of the proposed model in protecting against evolving threats.

7. Discussion

In this paper, we present an innovative intelligent detection technology that leverages
generative neural networks within a digital twin-based Industrial Internet of Things (IIoT)
environment. Moreover, we propose a novel method for detecting malware solely based on
images of the malware using convolutional neural networks (CNN), which is a powerful
technique employing deep neural networks.

Three different datasets were used to test the performance of the proposed system.
The performance of the system was measured in three stages. First, in the imaging stage,
the detection performance of the 64 × 64 bilinear technique was the best. Second, a new
malware image was created using the image interpolation method and size determined in
the previous experiment, and similarity with the original images was measured. As a result
of the measurement, the FID index was 5.4403 and the correlation coefficient was 0.8698,
confirming high similarity. Third, the malware detection performance using the generated

59



Appl. Sci. 2023, 13, 10196

malware image was measured. The performance measurement result was detected with an
accuracy of 0.97, and was measured with a precision of 0.93, a recall of 0.94, and an f1-score
of 0.94. This confirmed a higher level of performance than previous studies.

The proposed system does not analyze the data collected in the IIoT environment on
the user’s system. Instead, it utilizes the digital twin to analyze malware in the digital space.
As a result, it does not adversely affect the actual system, providing a safer and more secure
analysis environment. Additionally, the system offers the advantage of quick initialization
if any problem occurs in the digital space. By converting malware into images that reflect
their characteristics, the proposed system eliminates the need to execute or directly analyze
the code, minimizing potential risks. Leveraging generative adversarial networks allows
for the generation of synthetic malware, which enhances the efficiency of the analysis
process. The unpredictable nature of when and in what form malware will emerge poses
a challenge for traditional detection methods. However, in the digital twin environment,
the proposed system can quickly respond to new forms of malware by generating and
analyzing them based on existing malware. This adaptability and responsiveness make the
system well-suited for addressing emerging threats in the digital space.

The table provided below (Table 8) illustrates the datasets that will be contrasted with
the research findings presented in Table 7. In this paper, the Mal60 dataset, the Malimg
dataset and the VXHeaven dataset were employed. To enable an objective comparison
of studies, we utilized datasets from prior research. The datasets from earlier studies
predominantly comprise data made available from 2010 to 2015.

Table 8. Dataset status of research for performance comparison.

Model Dataset

L. Nataraj et al., 2011 [22]
Host-Rx reference dataset

Malhuer dataset
VX Heavens virus collection

Seok S.H. & Kim H., 2016 [23]
Microsoft Malware Classification Challenge

VX Heavens virus collection

M. Shafiq et al., 2009 [26] VX Heavens virus collection
Malfease dataset

Anderson H.S. & Roth P., 2018 [27]
VX Heavens virus collection

Malfease dataset

H. Aghakhani et al., 2020 [28] A commercial anti-malware vendor provided executables
EMBER dataset

Saxe, J. & Berlin K., 2015 [29] Invincea’s own computer systems and customers
networks

E. Raff et al., 2017 [30] Provided by an anti-virus industry partner

This study has certain limitations. During the image downsizing process aimed at
reducing computational complexity, some intricate characteristics of the malicious code
may diminish. Detection can be influenced by various factors such as the chosen image
interpolation method, image size, and the aspect ratio of image width and height. Addi-
tionally, accuracy can be compromised when the flows and patterns of malicious codes
exhibit similarity only in minute sections. Moreover, augmenting the model’s reliability
necessitates training it with a contemporary and comprehensive dataset.

8. Conclusions

Research efforts persist in the realm of malicious code detection. Prior investigations
have involved feature extraction through methods like image conversion or direct analysis
of PE files for malicious code detection. Conversely, the exploration of techniques for
real-time detection within virtual machines has also been pursued. Notably, there has been
a surge in research centered on detection through machine learning technologies. Nonethe-
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less, the extraction of feature points constitutes an additional requisite step. Furthermore,
the analysis conducted within a user’s system might potentially trigger system-related
issues, thus presenting a drawback. Machine learning, by its nature, necessitates substantial
volumes of data.

Therefore, in this study, an intelligent detection technology was introduced within
a digital twin environment that replicates the real-world scenario digitally. By operating
within a separate space from the actual system, this approach ensures no impact on the
genuine system. Moreover, even in the event of an issue, swift reinitialization is feasible.
Among the techniques harnessing deep neural networks for detection, convolutional neural
networks (CNN) are utilized to identify malicious code solely using images of such code.
Additionally, generative neural networks were employed to augment insufficient malicious
code data or generate new instances of malicious code data. A comparison was conducted
against seven models from previous studies. The results indicated that the proposed system
achieved an f1-score of 0.94, showcasing the effectiveness of the proposed approach. The
system exhibited a slightly favorable performance outcome.

In the future, our research will focus on developing technologies capable of surmount-
ing and rectifying the aforementioned limitations. In pursuit of this objective, we will
analyze the correspondence between the technique of categorizing malicious code by its
function and representing it through intricate images, and the disassembly code associated
with each function. Furthermore, we will explore methods to avert the loss of intricate
features during image correction. Additionally, we plan to undertake supplementary
investigations that encompass other factors, including the horizontal and vertical ratios
of images.
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Abstract: Detecting anomalies in data streams from smart communication environments is a chal-
lenging problem that can benefit from novel learning techniques. The Attention Mechanism is a very
promising architecture for addressing this problem. It allows the model to focus on specific parts
of the input data when processing it, improving its ability to understand the meaning of specific
parts in context and make more accurate predictions. This paper presents a Cross-Modal Dynamic
Attention Neural Architecture (CM-DANA) by expanding on state-of-the-art techniques. It is a novel
dynamic attention mechanism that can be trained end-to-end along with the rest of the model using
multimodal data streams. The attention mechanism calculates attention weights for each position in
the input data based on the model’s current state by a hybrid method called Cross-Modal Attention.
Specifically, the proposed model uses multimodal learning tasks where the input data comes from
different cyber modalities. It combines the relevant input data using these weights to produce an
attention vector in order to detect suspicious abnormal behavior. We demonstrate the effectiveness of
our approach on a cyber security anomalies detection task using multiple data streams from smart
communication environments.

Keywords: cross-modal learning tasks; dynamic attention mechanism; neural architecture; anomaly
detection; data streams; smart communication environments

1. Introduction

Detecting anomalies in data streams [1] from smart communication environments
is a critical problem that has significant implications for various applications, including
cyber security [2], monitoring cyber-physical systems [3], and controlling the industrial
ecosystem [4]. The vast amount of data generated in these environments makes it difficult
to detect abnormal behavior in real-time, which can lead to significant damages and security
breaches [5]. Anomaly detection in these data streams is challenging due to the volume and
complexity of the data and the need for real-time detection to prevent potential damages
or security breaches [6,7]. Traditional methods for anomaly detection in data streams rely
on statistical techniques or rule-based systems, which may not be effective in identifying
subtle or unknown anomalies [8]. Machine learning approaches, particularly deep learning
methods, have shown promise in addressing this challenge by enabling automated and
accurate detection of anomalies in complex data streams [9].

One of the key advantages of deep learning methods for anomaly detection is the
ability to learn relevant features from the input data without relying on pre-defined rules
or assumptions. Attention mechanisms, in particular, have emerged as a powerful tool
for capturing relevant input data features and improving neural network performance in
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various applications [2]. Recent research has focused on developing novel deep-learning
architectures that effectively leverage attention mechanisms to detect anomalies in data
streams from smart communication environments. These architectures often use simple
attention mechanisms that can adapt to changes in the input data over time and can
be trained end-to-end using data streams to capture the complex interactions between
sophisticated processes [10,11].

Simple attention involves computing a fixed set of attention weights for the input
data learned during training based on the task-specific objective function. The network
then uses these fixed attention weights to weigh the input features in subsequent neural
network layers. These simple attention mechanisms have become a powerful tool for
capturing relevant input data features and improving neural network performance in
various applications [12].

On the other hand, dynamic attention allows the network to adjust the attention
weights at each time step to give more or less importance to different parts of the input
sequence depending on their relevance to the task. Dynamic attention mechanisms can be
useful in applications where the types and frequencies of anomalies may change over time,
allowing the model to adapt to changes in the input data [13].

Both simple and dynamic attention mechanisms have strengths and weaknesses
depending on the specific application and data. Simple attention is more straightforward
and can be effective in many cases. In contrast, dynamic attention can improve the model’s
ability to adapt to changes in the input data over time. The appropriate attention mechanism
type depends on the input data’s nature and task [14,15].

This paper presents a novel and holistic neural architecture called CM-DANA for
detecting anomalies in data streams from smart communication environments. The model
is based on a hybrid approach that combines attention mechanisms and multimodal
learning techniques to capture the complex interactions between different modalities of
data effectively. The CM-DANA model uses a dynamic attention mechanism that calculates
attention weights for each position in the input data based on the model’s current state. This
attention mechanism is a location-based attention mechanism that uses the position of the
input features in the sequence of real-time data streams to calculate the attention weights.
The more sophisticated character of the proposed model is that it is trained end-to-end
using multimodal data streams. This allows the model to attend to different features in
different modalities based on the model’s current state and detect suspicious abnormal
behavior by combining the relevant input data from different modalities using adaptive
attention weights.

The motivation for the CM-DANA model is to improve the accuracy and efficiency of
anomaly detection in data streams from smart communication environments by effectively
capturing relevant features and suppressing noisy or irrelevant features. The use of dy-
namic attention and multimodal learning techniques allows the model to attend to different
features in different modalities based on the model’s current state, which can improve its
ability to detect suspicious abnormal behavior in real-time. Overall, the motivation for the
paper is to develop a novel deep-learning architecture that can effectively detect anoma-
lies in data streams from smart communication environments. By leveraging attention
mechanisms and multimodal learning techniques, the CM-DANA model, presented for the
first time in the literature, aims to be a promising approach to improving the accuracy and
efficiency of anomaly detection in various applications.

2. Literature Review

Anomaly detection in data streams has been an active research area due to the increas-
ing volume and complexity of data generated by IoT devices and smart environments [2].
Traditional anomaly detection methods, such as statistical techniques [5], clustering [16],
and classification [8], have been applied to data streams [6], with varying degrees of success.
However, they often struggle to adapt to the dynamic nature of data streams, which may
have changing distributions and evolving patterns [5]. For example, during a timed event,
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the traffic pattern can change dramatically, potentially causing statistical methods that rely
on historical data to label the surge in traffic as an anomaly due to the shift in statistical
properties like mean and variance [17]. In addition, the traditional clustering methods
might not recognize the sudden appearance of a new cluster as an anomaly, leading to de-
layed detection, or traditional classifiers might struggle to identify novel patterns that were
not present in the training data [6]. In summary, traditional anomaly detection methods
have limitations that become more pronounced in dynamic data streams with changing
distributions and evolving patterns. The technical challenges of concept drift [17], high-
dimensional data [7], computational efficiency [18], and feature engineering [19] contribute
to their struggles in adapting to these scenarios. This has prompted the exploration of more
advanced techniques, including deep learning-based approaches, which have shown better
adaptability and scalability in handling the dynamic nature of data streams.

Recently, deep learning-based techniques [2] have been proposed for data stream
anomaly detection, including autoencoders [20], recurrent neural networks (RNNs) [21],
and convolutional neural networks (CNNs) [22]. These methods have demonstrated
better adaptability and scalability compared to traditional methods, but they still face
challenges in dealing with heterogeneous data types and efficiently focusing on relevant
features. Specifically, deep learning techniques face significant challenges in dealing with
heterogeneous data types and efficiently focusing on relevant features [2]. These challenges
include handling diverse data types, ensuring feature relevance and selection, addressing
data imbalance, and interpreting deep models [23]. Heterogeneous data types, such as
numerical, categorical, text, image, and time series data, can be challenging to integrate
and process effectively [7,24]. Researchers are exploring techniques to handle multiple data
types [25], such as specialized network architectures [26] or converting different data types
into a common feature space [27]. Feature engineering and selection techniques aim to
identify the most informative features, while data imbalance can lead to models favoring
the majority class and performing poorly in anomaly detection [28]. Interpretable models
are crucial to understanding the underlying patterns learned by deep learning models, such
as in manufacturing processes where engineers need to know which factors contributed
to anomaly detection [29]. Researchers are developing techniques to explain deep model
decisions, such as attention mechanisms, feature attribution methods, and gradient-based
visualizations, to provide insights into which features were influential in making anomaly
predictions [30].

Cross-modal learning [31] refers to the process of learning shared representations from
multiple data modalities, such as images, text, and audio. It has shown great potential in var-
ious applications, including multimedia retrieval [32], recommendation systems [33], and
multimodal sentiment analysis [25]. Several methods have been proposed for cross-modal
learning, including deep neural networks [34], matrix factorization [35], and probabilistic
graphical models [36]. Recently, cross-modal learning has been integrated with attention
mechanisms to improve the interpretability and performance of the learned representa-
tions [37–39]. However, the application of cross-modal learning to anomaly detection in
data streams from smart communication environments is still relatively unexplored. This
approach offers several benefits, but also presents challenges, such as developing effective
fusion strategies, addressing domain-specific issues, dealing with varying data modalities,
and managing computational complexity [36]. Additionally, data privacy and ethics are
critical concerns in smart communication environments, and researchers must address
these concerns when designing cross-modal anomaly detection systems [25].

Attention mechanisms have been introduced in neural networks to help the model
focus on the most relevant parts of the input data for a specific task [12]. The concept of
attention was initially proposed in the context of Natural Language Processing (NLP) [15]
and has since been extended to various domains, such as computer vision [14] and speech
recognition [40]. Different types of attention mechanisms have been proposed, including
self-attention [41], local attention [42], and global attention [43]. Attention mechanisms
have also been combined with other neural network architectures, such as RNNs [44],
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CNNs [45], and Transformer models [46], to improve their performance and interpretability.
The application of attention mechanisms in anomaly detection has shown promising results,
particularly in terms of handling large-scale and high-dimensional data [27]. However,
incorporating dynamic attention mechanisms into cross-modal learning for anomaly de-
tection in data streams remains a challenge. Specifically, incorporating dynamic attention
mechanisms into cross-modal learning for anomaly detection in data streams requires
a careful balance between adaptability, efficiency, interpretability, and performance [37].
Researchers need to devise novel approaches that address these challenges and tailor dy-
namic attention mechanisms to the specific requirements of dynamic data streams and
multi-modal data fusion [14]. Despite the challenges, successfully implementing dynamic
attention can significantly enhance the accuracy and robustness of anomaly detection
systems in complex and rapidly evolving environments [12].

In summary, research gaps from the literature review in anomaly detection in dynamic
environments include adapting traditional methods to handle changing distributions and
patterns, integrating heterogeneous data types, improving the interpretability of deep
models, exploring cross-modal anomaly detection, incorporating dynamic attention mecha-
nisms, and addressing privacy and ethics concerns. These areas highlight opportunities
for innovation and exploration in anomaly detection in smart communication environ-
ments, particularly in integrating heterogeneous data types, enhancing interpretability, and
effectively utilizing dynamic attention mechanisms and cross-modal learning techniques.

By addressing these gaps, the proposed approach proposes a more effective anomaly
detection method that can handle diverse data types, improve interpretability, and main-
tain privacy and ethics in cross-modal anomaly detection systems. Specifically, this paper
presents a novel CM-DANA for detecting anomalies in data streams generated from smart
communication environments. The proposed architecture leverages the advantages of
cross-modal learning and dynamic attention mechanisms to effectively analyze heteroge-
neous data streams from different cyber modalities and identify anomalous patterns in
real-time. Recent advancements inspire this approach in cross-modal learning and attention
mechanisms in neural networks. Cross-modal learning has shown its potential in various
applications where data comes from multiple sources or modalities, while attention mech-
anisms have been successful in helping models focus on relevant parts of input data for
specific tasks. By combining these two concepts, our proposed approach not only improves
the overall performance of anomaly detection but also enhances the interpretability and
adaptability of the model in handling diverse and evolving data patterns.

The proposed method addresses research gaps in anomaly detection in dynamic data
streams from smart communication environments by enhancing traditional methods, in-
tegrating heterogeneous data types, enhancing interpretable deep models, incorporating
cross-modal learning, and incorporating dynamic attention mechanisms. These contri-
butions can help develop more accurate, adaptive, and interpretable anomaly detection
systems that can effectively operate in complex and rapidly evolving scenarios. By incor-
porating concepts from both the dynamic attention and anomaly detection domain, the
proposed CM-DANA technique ensures that data from different modalities are integrated
in an accurate way. By focusing on these contributions, the proposed approach makes
significant strides in advancing the field of anomaly detection in dynamic data streams
from smart communication environments.

3. Materials and Methods

The proposed CM-DANA consists of 4 main modules: the Feature Extraction Mod-
ule, Cross-modal Learning Module, the Dynamic Attention Module, and the Anomaly
Detection Module. The architecture is designed to process and analyze heterogeneous
data streams from different cyber modalities, such as network traffic, log files, and user
behavior patterns. The Feature Extraction Module extracts features from each modality;
the Cross-modal Learning Module learns shared representations. The Dynamic Attention
Module then computes attention weights to emphasize the most relevant features, forming
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an attention vector. Finally, the Anomaly Detection Module uses the attention vector to
identify anomalous patterns.

An efficient and novel combination of intelligent algorithms is used in the CM-DANA
method. Specifically, it is a combination of Convolutional Neural Networks (CNNs) for
feature extraction, Transformers for cross-modal learning, Gated Recurrent Units (GRUs)
for dynamic attention, and Theil-Sen Regressor as an anomaly detector. This combina-
tion leverages the strengths of each algorithm to enhance predictability performance. A
high-level representation of the CM-DANA methodology is presented in the following
Algorithm 1:

Algorithm 1 Pseudocode of CM-DANA methodology

# Feature Extraction Module
def feature_extraction(input_data):

# Input Data Preparation
preprocessed_data = preprocess(input_data)
# Convolutional Layers
convolution_output = apply_convolutional_layers(preprocessed_data)
# Activation Functions
activated_output = apply_activation_functions(convolution_output)
# Pooling Layers
pooled_output = apply_pooling_layers(activated_output)
# Flattening
flattened_output = flatten(pooled_output)
# Fully Connected Layers
features = apply_fully_connected_layers(flattened_output)
return features

# Cross-modal Learning Module
def cross_modal_learning(modalities):

shared_representations = []
for modality in modalities:

features = feature_extraction(modality)
shared_representations.append(features)

# Process shared representations using Transformers
processed_representations = process_with_transformers(shared_representations)
return processed_representations

# Dynamic Attention Module
def dynamic_attention(shared_representations):

attention_vector = []
for representation in shared_representations:

attention_weights = compute_attention_weights(representation)
attention_vector.append(weighted_sum(representation, attention_weights))

return attention_vector
# Anomaly Detection Module
def anomaly_detection(attention_vector):

# Use TheilSenRegressor for linear regression
model = TheilSenRegressor()
model.fit(attention_vector)
# Calculate residuals
predicted_values = model.predict(attention_vector)
residuals = calculate_residuals(attention_vector, predicted_values)
# Set dynamic threshold
threshold = set_dynamic_threshold(residuals)
# Identify anomalies
anomalies = identify_anomalies(residuals, threshold)
return anomalies

# CM-DANA Methodology
def CM_DANA(input_modalities):
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Algorithm 1 Cont.

# Feature Extraction Module
extracted_features = feature_extraction(input_modalities)
# Cross-modal Learning Module
shared_representations = cross_modal_learning(extracted_features)
# Dynamic Attention Module
attention_vector = dynamic_attention(shared_representations)
# Anomaly Detection Module
anomalies = anomaly_detection(attention_vector)
return anomalies

The end-to-end training approach of the CM-DANA model ensures that the model
learns to identify and capture the complex interactions between different modalities of
data. This leads to more accurate anomaly detection in smart communication environ-
ments where data streams from multiple sources can provide valuable information about
anomalies and potential threats.

It must be noted that the 4 modules of the proposed methodology introduce signifi-
cant innovative aspects that collectively enhance the accuracy and efficiency of anomaly
detection in the proposed CM-DANA model. Specifically, the use of CNNs for feature
extraction is an innovation that tailors the architecture to the nuances of cybersecurity data.
While CNNs are commonly used for image analysis, adapting them to cybersecurity data
highlights a key innovation. By processing diverse modalities like network traffic, log files,
and behavior patterns with CNNs, the architecture acknowledges the spatial features that
hold significance in cybersecurity contexts. This customized feature extraction enhances
anomaly detection’s precision in identifying spatial irregularities hidden within complex
data patterns.

In addition, the integration of Transformers in the Cross-modal Learning Module is
an innovative approach to capturing cross-modal interactions and dependencies. Trans-
formers were originally designed for sequence-to-sequence tasks but adapting them for
cross-modal learning is a novel application. By processing different modalities with dedi-
cated subnetworks and then aggregating shared representations using Transformers, the
architecture harnesses the strength of Transformers in capturing contextual and long-range
relationships within different types of data. This integration contributes to the architecture’s
ability to learn complex patterns across modalities.

Also, the Dynamic Attention Module introduces innovation by employing GRUs to
compute attention weights. While attention mechanisms are common in machine learning,
using GRUs for dynamic attention reflects an innovative application. GRUs, being recurrent
neural network components, adaptively adjust attention weights based on the current state
and input sequence. This dynamic attention mechanism helps the model focus on the
most relevant features at each time step, allowing it to adapt to changing data patterns and
improving anomaly detection accuracy.

Moreover, the application of the Theil-Sen Regressor for anomaly detection is an
innovative choice. While the Theil-Sen Regressor is primarily used for linear regression,
adapting it as an anomaly detection algorithm shows innovation. By fitting a linear model
to the attention vector and calculating residuals, the architecture detects anomalies in a
manner that accounts for potential outliers and noise, contributing to robust and accurate
anomaly identification.

Collectively, the innovation of the CM-DANA methodology lies in its thoughtful
combination of these components and algorithms to address the challenges of detecting
anomalies across multiple cyber modalities. The details about the specific components are
presented in the following subsections.

3.1. Feature Extraction Module

The feature extraction module is responsible for processing the input data from dif-
ferent modalities and extracting relevant features that capture the characteristics of the
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data. It plays a crucial role in representing the data in a format that the subsequent mod-
ules can effectively analyze. The features extracted from each subnetwork are then passed
through a fusion layer, which learns to combine the multimodal features into a single shared
representation. This representation is used as the input for the subsequent cross-modal
learning module.

It must be noted that the input processing layer of the features extraction module takes
in data streams from multiple modalities, such as data acquisition systems, sensors, or
web services. CNNs are particularly effective at extracting spatial features from input data,
making them suitable for processing certain modalities. Specifically, CNNs architecture
(Figure 1) have shown excellent performance in extracting spatial features from data,
making them suitable for processing data streams from multiple cybersecurity modalities.

Figure 1. A Convolutional Neural Network (CNN).

The integration of Convolutional Neural Networks (CNNs) for the purpose of feature
extraction within the CM-DANA architecture involves a series of sequential procedures.
Specifically, commencing with Step 1, the preparation of input data is undertaken. Data
originating from diverse modalities is subjected to preprocessing procedures to conform
to formats conducive to CNN-compatible representations. In Step 2, the architecture
employs a succession of convolutional layers to process the input data. Within these layers,
convolutions are executed using adaptable filters, which effectively capture spatial features
across varying levels of abstraction. The parameter adaptability, encompassing filter depth
and size, assumes significance in ensuring proficient feature extraction that corresponds to
the intricacy inherent in the data.

Following each convolutional layer, as elucidated in Step 3, non-linear activation
functions, such as the Rectified Linear Unit (ReLU), are introduced. This introduction of
non-linearity serves the purpose of capturing intricate patterns present within the data.
Strategic insertion of pooling layers, as delineated in Step 4, contributes to the overall
architecture. These pooling layers, which encompass MaxPooling and AveragePooling,
serve the dual role of diminishing computational complexity and preserving pertinent
features. The outcome of these layers is a downsampling of feature maps, thereby fostering
spatial invariance.

Step 5 entails the flattening of output feature maps that are generated by the convolu-
tional layers. This flattening operation transforms the feature maps into one-dimensional
vectors, thereby preparing them for subsequent stages of processing. Transitioning to
Step 6, the flattened features are directed into fully connected layers. The role of these
layers is to enhance the extracted features by capturing more complex relationships and
representations that exist at higher levels of abstraction. Finally, Step 7 culminates in the
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generation of a distinct output. The output stems from the fully connected layers and
serves as a unique representation of features. This representation, in essence, encapsulates
crucial spatial information inherent within the input data.

The innovation of CM-DANA becomes evident in its incorporation of CNNs tailored
for anomaly detection across smart communication environments. Specifically, the pro-
posed approach introduces a pioneering innovation that lies in the thoughtful integration
of CNNs module for feature extraction, specifically designed to address the challenges of
cybersecurity modalities by extracting spatial features that hold particular significance in
cybersecurity contexts. Unlike conventional anomaly detection approaches, which often
employ generic feature extractors, CM-DANA tailors its feature extraction to the nuances
of the data, enhancing its anomaly detection prowess.

CNNs are particularly adept at capturing spatial patterns within data, while the
proposed architecture leverages the inherent ability to learn hierarchies of features, enabling
them to uncover intricate relationships within the data streams. This feature amplifies the
model’s potential to detect anomalies hidden within complex data patterns in real-time.

The CM-DANA architecture’s uniqueness further emerges in its fusion of features
across modalities. Extracted features from distinct subnetworks are merged through a
fusion layer, creating a unified representation that encodes the combined knowledge of
different data streams. By integrating CNNs for feature extraction, CM-DANA elevates this
fusion process, as it now incorporates spatial insights that other architectures might over-
look. This enables the architecture to capture cross-modal interactions and dependencies
more effectively.

In addition, the incorporation of CNNs amplifies the architecture’s ability to capture
localized and global spatial features. As anomalies within smart communication environ-
ments often manifest as intricate spatial irregularities, the proposed model’s innovative
CNN-based feature extraction enhances its precision in pinpointing subtle anomalies that
might be missed by traditional methods. This leads to more accurate and efficient anomaly
detection in complex, evolving data streams.

Finally, it must be noted that the CNNs within the CM-DANA model do not operate
in isolation. They serve as integral components within the cross-modal learning module,
collaborating with other components to decipher complex interactions between data modal-
ities. By enriching the feature extraction step with CNNs, the model contributes to more
informative feature representations that empower subsequent modules in making more
accurate anomaly detection decisions.

By leveraging CNNs to extract features, the CM-DANA architecture stands out as
a promising method for capturing complex interactions between data modalities and
advancing anomaly detection capabilities.

3.2. Cross-Modal Learning Module

The cross-modal learning module is responsible for processing the input data from
multiple modalities and learning shared representations. Each modality is processed by
a dedicated subnetwork tailored to the specific data type. Transformers have proven
to be highly effective in modeling long-range dependencies and capturing contextual
information. In the cross-modal learning module, transformers are used to process data patterns.

An illustration of the transformer model’s core components where layers were nor-
malized after multiheaded attention is depicted in Figure 2 [47].

Transformers excel at learning representations from sequential data and can capture
the temporal relationships within cybersecurity modalities like log files, network traffic,
and behavior patterns.

The foundational constituents of a transformer architecture have been extensively
delineated in prior literature [12,47,48]. Firstly, the architecture inherently encompasses an
Encoder–Decoder Structure, manifesting as two distinctive modules: an encoder tasked
with assimilating the input sequence, and a decoder orchestrating the generation of the
corresponding output sequence.
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Figure 2. Transformer model’s core components.

Secondly, a pivotal mechanism operative within this framework is the Self-Attention
Mechanism. This mechanism engenders the capacity for individual elements within the
input sequence to selectively attend to other constituent elements within the same sequence.
In effect, attention weights are computed, thereby endowing the model with the faculty to
emphasize pertinent informational elements during the input processing phase.

In tandem with this, the paradigm incorporates the Multi-Head Attention mechanism,
which entails the integration of multiple attention layers, colloquially referred to as “heads”.
This arrangement facilitates the discernment of disparate forms of interrelationships ex-
isting amongst the elements comprising the input sequence. Concatenation or amalga-
mation of the outputs stemming from these distinct heads affords a more exhaustive and
holistic representation.

Subsequently, following the application of the self-attention mechanism, the architec-
ture integrates Feed-Forward Neural Networks. These neural networks serve to further
process the representations that have been subjected to the self-attention mechanism, aug-
menting the model’s ability to capture intricate patterns within the data.

Furthermore, an intrinsic challenge pertaining to the transformer architecture per-
tains to its inability to inherently fathom sequential information. To circumvent this, the
framework incorporates Positional Encoding. By integrating positional encoding into the
input embeddings, the model gains access to crucial positional information. This aug-
mentation equips the transformer with the proficiency to effectively manage and interpret
sequential data.

The first sublayer obtains the decoder stack’s previous output, augments it with
positional information, then applies multi-head self-attention to it. While the encoder is
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meant to attend to all words in the input sequence regardless of their position, the decoder
is adjusted to only attend to the words that come before them. As a result, the prediction
for a word at position i can only be based on the known outputs for the words preceding
it in the sequence. This is accomplished in the multi-head attention mechanism (which
implements numerous, single attention functions simultaneously) by applying a mask to
the values obtained by the scaled multiplication of matrices Q and K.

Masking is accomplished by suppressing matrix values that would otherwise corre-
spond to illegal connections [49]:

mask
(

QKT
)
= mask

⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣

e11 e12 . . . e1n
e21 e22 . . . e2n

...
...

. . .
...

em1 em2 . . . emn

⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ =

⎡⎢⎢⎢⎣
e11 −∞ . . . −∞
e21 e22 . . . −∞

...
...

. . .
...

em1 em2 . . . emn

⎥⎥⎥⎥⎥⎥⎦
The second layer utilizes a multi-head self-attention technique identical to the one

used in the encoder’s first sublayer. On the decoder side, this multi-head mechanism takes
queries from the preceding decoder sublayer as well as keys and values from the encoder
output. This enables the decoder to process all of the words in the input sequence. Finally,
the third layer implements a fully linked feed-forward network, similar to the one used in
the encoder’s second sublayer.

3.3. Dynamic Attention

The dynamic attention module computes attention weights for the shared representa-
tion generated by the cross-modal learning module. It employs a self-attention mechanism
to assess the importance of each feature in the shared representation. The self-attention
mechanism calculates the relevance of each feature by measuring its interaction with other
features in the representation. These attention weights are then used to produce an attention
vector, which is a weighted sum of the shared representation features. The attention vector
captures the most relevant information across all modalities, emphasizing the features that
contribute the most to the anomaly detection task.

GRUs are employed in the dynamic attention module to compute attention weights
and generate the attention vector. GRUs are a type of recurrent neural network that can
capture temporal dependencies and adapt to changes over time. By using GRUs, the model
can dynamically adjust attention weights based on the current state and input sequence,
improving the model’s ability to focus on relevant features and to adapt to changes in the
input data over time. It calculates attention weights for each position in the input data
based on the model’s current state.

The attention mechanism is a location-based attention mechanism that uses the posi-
tion of the input features in the sequence of real-time data streams to calculate the attention
weights. The attention mechanism is a hybrid approach that combines content-based and
location-based attention. Content-based attention uses the input features to calculate the at-
tention weights. In contrast, location-based attention uses the position of the input features
in the sequence to calculate the attention weights. The attention weights are adaptive and
can be adjusted at each time step to give more or less importance to different parts of the
input sequence depending on their relevance to the task.

3.4. Anomaly Detection Module

The anomaly detection module of the CM-DANA model combines the relevant input
data from different modalities using the adaptive attention weights to detect suspicious
abnormal behavior. The Theil-Sen Regressor was used as an anomaly detection module in
the CM-DANA architecture. The Theil-Sen Regressor is a robust linear regression algorithm
that estimates the slope and intercept of a linear relationship between input features and
target variables. While it is primarily used for regression tasks, it can also be adapted for
anomaly detection by setting a threshold on the residuals used for outlier detection.
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Specifically, after the dynamic attention module obtains the attention vector, it serves as
the input to the anomaly detection module. The Theil-Sen Regressor fits a linear regression
model to the attention vector and estimates the slope and intercept of the linear relationship.
During the anomaly detection phase, it calculates the residuals by comparing the predicted
values from the Theil-Sen Regressor with the actual values of the attention vector. Finally,
a dynamic threshold on the residuals identifies instances where the deviation from the
predicted values is significant. Data instances with residuals above the threshold are
considered anomalous. Figure 3 is an example of how to fit a line through almost linear
data. The orange Theil-Sen Regressor outperforms the blue linear regressor.

Figure 3. Theil-Sen Regressor.

4. Case Study: Application in Cybersecurity Anomaly Detection

To demonstrate how CM-DANA can identify advanced cybersecurity anomalies, we
present a case study in a Smart Communication Environment. This environment generates
data streams encompassing multiple modalities that can be utilized to detect security
breaches, including infiltration attempts, DDoS attacks, and malicious software prolifera-
tion. The case study involves structured, semi-structured, and unstructured data streams
that require sophisticated preprocessing and feature extraction techniques for accurate anal-
ysis. Intelligent models must handle temporal interdependencies and high-dimensional
data streams while processing large volumes of data in near real-time. Furthermore,
anomaly detection models must be adaptable to evolving data patterns for consistent
performance over time.

To address these challenges, we explain the operational methodology used by CM-
DANA in this case study. Specifically, the initial phase encompasses the systematic acqui-
sition of data. This involves a continuous retrieval of data from diverse cyber modalities,
encompassing elements such as network traffic, log files, and user behavioral patterns.

Subsequent to data collection, a distinct data preprocessing stage is executed for each
modality. This entails the independent processing of raw data, converting it into formats
conducive to analysis, and extracting pertinent features. The ensuing preprocessed data
undergoes standardization and normalization procedures to engender consistency and
optimize subsequent model training endeavors.

The structure proceeds with the inclusion of a Cross-modal Learning Module. In this
module, the preprocessed data are channeled, wherein dedicated subnetworks associated
with each modality orchestrate the processing of input data. These subnetworks facili-
tate the acquisition of modality-specific attributes and representations. The products of
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these distinct subnetworks are subsequently aggregated through a fusion technique, for
instance, concatenation or summation. This culminates in the generation of a collective
representation, encapsulating information from all modalities.

Succeeding this, the collective representation is subjected to the Dynamic Attention
Module. This module assumes the responsibility of ascertaining attention weights for
each feature or modality. Through this mechanism, the model acquires the capability to
selectively concentrate on salient features germane to anomaly detection. Consequently,
both the precision and comprehensibility of the model are augmented.

The ensuing step entails the Anomaly Detection Module. Within this module, the
attention-weighted collective representation traverses through one or more fully con-
nected layers, subsequently undergoing a softmax or sigmoid activation function. The
module’s function entails the computation of the probability associated with a given in-
stance manifesting as normal or anomalous. Decisive outcomes are generated based on a
predetermined threshold.

The operational framework then extends to real-time monitoring and alerting func-
tionalities. CM-DANA undertakes the continuous surveillance of the smart communication
environment, actively processing incoming data streams, and in the process, discerning
latent anomalies. Upon anomaly identification, the system promptly generates alerts.
These alerts encompass crucial information concerning the detected anomaly, its potential
repercussions, and the implicated data or devices.

Subsequent actions materialize within the Response and Mitigation phase. Upon the
receipt of an alert, the security apparatus of the smart communication environment, whether
human security personnel or automated systems, is empowered to initiate fitting responsive
measures. Such measures might encompass the blocking of dubious IP addresses, the
isolation of impacted devices, or the notification of security administrators.

To ensure the perpetuation of optimal performance, the model espouses Continuous
Learning and Adaptation. Periodic infusions of new training data serve to align the model
with shifting data patterns and evolving cyber threats. This proactive measure safeguards
the model’s sustained efficacy in the domain of anomaly detection.

5. Experiments and Evaluation

In this section, we outline the experiments conducted to evaluate the performance of
the proposed CM-DANA for anomaly detection in smart communication environments.
We describe the experimental setup, including the dataset used, the baseline methods for
comparison, and the evaluation metrics employed.

5.1. Experimental Setup

In order to test the CM-DANA architecture a smart communication environment
scenario with multiple data modalities was used. In this scenario, we consider a smart
communication network that consists of various interconnected systems, including network
devices, servers, user devices, and communication channels. Specifically, data streams
from network devices, capturing network packets, protocols, traffic patterns, and flow
information. Also, the scenario incorporates logs generated by network devices, servers,
and applications, containing system events, user activities, and error messages. Finally,
user interaction data, including login/logout events, access patterns, file transfers, and
application usage, are used to identify user behavior patterns. The goal is to detect anoma-
lous activities or potential threats within the smart communication environment using the
CM-DANA architecture.

In the proposed CM-DANA architecture, the feature extraction module utilizes a 3D
CNN to process the network traffic data, log files, and user behavior patterns. The feature
extraction process includes the following steps:

1. Data Preparation. Convert the network traffic data into a 3D tensor format, where
the dimensions represent time, traffic flow, and features. Represent log files as a
3D tensor, with time, log events, and log features as the dimensions. Structure user
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behavior patterns as a 3D tensor, with time, user activities, and behavioral features as
the dimensions.

2. Input Data. Combine the network traffic data, log files, and user behavior patterns
into a single 3D tensor, ensuring that the data are aligned along the time dimension.

3. Convolutional Layers. Apply two 3D convolutional layers to capture spatiotemporal
features from the combined data with the following configuration:

a. Convolutional Layer 1: Number of filters: 32, filter size: (3, 3, 3), stride: (1, 1, 1),
padding: ‘same’

b. Convolutional Layer 2: Number of filters: 64, filter size: (3, 3, 3), stride: (1, 1, 1),
padding: ‘same’

4. Activation Function. Apply Rectified Linear Unit (ReLU) activation function after
each convolutional layer to introduce non-linearity and capture complex patterns in
the data.

5. Pooling Layers. Insert two 3D pooling layers. Specifically, a MaxPooling3D after the
first convolution layer and a AveragePooling3D after the second convolutional layer.
These layers aim to downsample the spatiotemporal feature maps and reduce spatial
dimensions while retaining important features.

6. Flattening. Flatten the output feature maps from the convolutional layers into a
one-dimensional vector.

7. Fully Connected Layers. Connect the flattened features to one or more fully connected
layers. The number of fully connected layers and the number of neurons in each
layer can be adjusted based on the complexity of the data and desired representation
learning capabilities. In this scenario there are three fully connected layers with
decreasing number of neurons. In the first layer the number of neurons is 512, in the
second layer 256, and in the third layer 128.

8. Output. The output of the fully connected layers represents the extracted features from
the 3D CNN for the combined network traffic data, log files, and user
behavior patterns.

By using a single 3D CNN architecture for feature extraction, the model can learn
shared representations across the different data types and capture the relationships
between them.

In the cross-modal learning module of the CM-DANA architecture, transformers are
used to process the data patterns from log files, network traffic, and behavior patterns,
specifically, using Input Embeddings. Transformers convert the input data from each
modality into an embedded representation. This is carried out using positional encodings
and word embeddings techniques to capture the sequential nature of the data. Specifically,
we converted data into a sequence, where each of them is represented by a set of features.
We applied embedding techniques, such as one-hot encoding, to represent the categorical
features of each event or process (e.g., source IP, destination IP, protocol, log type, log source,
activity type, application name, etc.). Numerical features (e.g., packet size, timestamp)
were scaled and normalized to a fixed range. Also, we processed the textual content using
techniques like word embeddings (e.g., Word2Vec, GloVe) to capture semantic information.
Finally, we combined the embedded representations of the categorical and numerical
features to create the input embedding for all data.

The architecture for the dynamic attention module, which computes attention weights
and generates an attention vector based on the shared representation from the cross-modal
deep learning module [24], includes:

1. Input: The input to the dynamic attention module is the shared representation gen-
erated by the cross-modal learning module. This shared representation captures the
learned features from the multiple modalities and serves as the input for the attention
mechanism.

2. GRU: The module employs a single GRU, with two hidden layers and 64 neurons
in the first hidden layer and 32 neurons in the second hidden layer. The GRU as a
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recurrent neural network (RNN) is capable of capturing temporal dependencies and
adapting to changes over time [50]. It takes the shared representation as input and
processes it sequentially, considering the temporal order of the data.

3. Attention Weights Calculation: The GRU in the dynamic attention module is respon-
sible for computing attention weights for each position in the input data based on
the model’s current state. The attention mechanism used is a hybrid approach that
combines content-based and location-based attention.

(a) Content-Based Attention: Content-based attention calculates attention weights
by measuring the relevance of each feature in the shared representation. It
assesses the interaction between features in the representation to determine their
importance. The content-based attention mechanism allows the model to focus
on features that contribute the most to the anomaly detection task.

(b) Location-Based Attention: Location-based attention uses the position of the input
features in the sequence of real-time data streams to calculate attention weights.
It considers the temporal order of the data and assigns different weights to
features based on their position in the sequence. Location-based attention allows
the model to adaptively adjust the attention weights at each time step, giving
more or less importance to different parts of the input sequence depending on
their relevance to the task.

4. Attention Vector: The computed attention weights are used to produce an attention
vector. The attention vector is a weighted sum of the shared representation features,
where the weights correspond to the importance of each feature. The attention vector
captures the most relevant information across all modalities, emphasizing the features
that contribute the most to the anomaly detection task.

5. Output: The output of the dynamic attention module is the attention vector, which
represents the refined and focused representation of the shared features. This at-
tention vector is passed on to the subsequent layers for further processing and
decision-making.

By utilizing GRUs and a hybrid content-based and location-based attention mecha-
nism, the dynamic attention module in the CM-DANA architecture can dynamically adjust
attention weights based on the current state and input sequence.

Finally, in the CM-DANA architecture, the anomaly detection module utilizes the
Theil-Sen Regressor algorithm as a robust linear regression approach to detect anomalous
behavior based on the attention vector obtained from the dynamic attention module.

Specifically, the attention vector generated by the dynamic attention module serves as
the input to the anomaly detection module. The Theil-Sen Regressor algorithm estimates
the slope and intercept of the linear relationship between the input features (attention
vector) and the target variable. During the anomaly detection phase, the Theil-Sen Re-
gressor predicts the values of the attention vector based on the fitted linear regression
model. The residuals are calculated by subtracting the predicted values from the actual
values of the attention vector. A dynamic threshold is set on the residuals to determine
anomalous instances.

The threshold is determined using a rolling mean and standard deviation. Particularly,
the process starts by defining a window size and an initial threshold factor. The window
size determines the number of previous data points to consider, and the threshold factor
determines the number of standard deviations away from the rolling mean that will be
considered anomalous. Calculate the rolling mean and standard deviation of the residuals
over the defined window size.

The rolling mean represents the average value of the residuals within the window,
while the rolling standard deviation quantifies the variability of the residuals. Update the
dynamic threshold at each time step by multiplying the rolling standard deviation by the
threshold factor and adding it to the rolling mean. This dynamic threshold represents the
upper limit beyond which a residual is considered anomalous. Compare the absolute value
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of each residual to the dynamic threshold. If the residual exceeds the dynamic threshold,
the corresponding data instance is flagged as an anomaly.

Data instances with residuals above the threshold are considered anomalous, indi-
cating significant deviation from the predicted values. This approach allows the model
to leverage shared information and potentially improve the overall performance of the
anomaly detection system in the smart communication environment.

5.2. Dataset

To test the proposed CM-DANA method create a synthetic dataset that simulates
various types of abnormal behavior:

1. Network Traffic Data: Generate network traffic data by simulating different types
of network activities, such as data transfers, protocol interactions, and traffic pat-
terns. Vary the traffic volume, packet sizes, and communication protocols to create
diverse network scenarios. Introduce anomalies by generating unusual traffic patterns,
sudden spikes in traffic, or malicious activities like DDoS attacks.

2. Log Files: Create synthetic log files that capture system events, user activities, and er-
ror messages. Generate logs with different levels of severity, timestamped events, and
log features. Introduce anomalies by injecting unusual log patterns, error messages,
or log entries associated with suspicious activities.

3. User Behavior Patterns: Simulate user behavior patterns by generating synthetic
user interaction data. Create login/logout events, access patterns, file transfers, and
application usage logs. Vary the frequency, duration, and sequence of user activities
to mimic normal and abnormal behavior. Introduce anomalies by generating user
behavior patterns that deviate significantly from typical usage patterns or exhibit
suspicious activities.

4. Labeling Anomalies: Assign labels to the generated data to indicate whether each
instance is normal or anomalous. You can manually label the synthetic data based
on the known anomalies injected during the generation process. Alternatively, you
can use outlier detection techniques or anomaly scoring algorithms to automatically
identify anomalies in the synthetic data.

5. Data Combination: Combine the generated network traffic data, log files, and user
behavior patterns into a single dataset, ensuring that the timestamps are aligned
across the different modalities.

Table 1 shows examples of anomalies injected into the synthetic dataset. These anoma-
lies cover a wide range of potential attacks and unusual behaviors that the CM-DANA
method strives to detect:

5.3. Results and Discussion

The CM-DANA algorithm was evaluated for anomaly detection using a comparison
of baseline methods, including statistical methods, clustering-based methods, classification-
based methods, and deep learning-based methods. Statistical methods, such as the Z-
score, IQR, and Grubbs’ test, provide a baseline for comparison, while clustering-based
methods group similar instances and identify anomalies based on distance or density.
Classification-based methods, like SVM, Random Forests, and k-NN, aim to learn a decision
boundary between normal and anomalous instances. Deep learning-based methods, like
Autoencoders, Recurrent Neural Networks, and CNNs, have shown promising results
in anomaly detection tasks, but their performance is affected by architecture, activation
functions, and optimization techniques.
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Table 1. Anomalies injected into the synthetic dataset.

Anomaly Type Modality Description

DDoS Attack Network Traffic Introduce sudden, high-volume traffic from multiple sources,
overwhelming the network.

Port Scanning Network Traffic Simulate repeated attempts to access different ports on a target system.

Malware Communication Network Traffic Generate traffic patterns resembling communication with known
malware C&C servers.

Unusual Protocol Usage Network Traffic Inject instances of uncommon or unauthorized protocols being used in
the network traffic.

Data Exfiltration Network Traffic Simulate large data transfers outside the network, indicating potential
data leakage.

Brute Force Attacks User Behavior Generate multiple failed login attempts in a short time, indicating
password guessing.

Insider Threat User Behavior Simulate an authorized user accessing sensitive files or systems they do
not normally use.

Abnormal Application Usage User Behavior Introduce unusual sequences of application usage or accessing
applications at odd times.

Log Tampering Log Files Inject altered log entries to cover up malicious activities or
unauthorized access.

Privilege Escalation User Behavior Simulate a user gaining unauthorized access to higher-level privileges
or systems.

System Resource Abuse Log Files Create log entries indicating excessive use of system resources or
suspicious activity.

Time-Based Anomalies All Modalities Introduce events that occur at unexpected times or during unusual
hours.

We present the experimental results, comparing the performance of the CM-DANA
model and the baseline methods across all evaluation metrics. The results demonstrate
that the proposed model outperforms the baseline methods in most, if not all, of the
metrics, showcasing its effectiveness in detecting anomalies in data streams from smart
communication environments. The use of cross-modal learning and dynamic attention
mechanisms enables the CM-DANA model to adapt to the diverse and evolving nature of
the data, providing timely and accurate anomaly detection. Table 2 presents a performance
comparison of anomaly detection methods.

Table 2. Performance Comparison of Anomaly Detection Methods.

Method Accuracy Precision Recall F1 Score AUC-ROC AUC-PR Time (s)

Z-score 0.76 0.62 0.78 0.69 0.78 0.65 10.5
IQR 0.80 0.65 0.80 0.71 0.82 0.67 11.2

Grubbs’ test 0.74 0.58 0.76 0.66 0.75 0.62 12.8
k-means 0.82 0.69 0.82 0.74 0.83 0.70 45.6
DBSCAN 0.78 0.63 0.78 0.70 0.79 0.68 62.3

LOF 0.79 0.65 0.79 0.71 0.81 0.69 53.9
SVM 0.85 0.76 0.85 0.80 0.86 0.75 132.4

Random
Forest 0.86 0.78 0.86 0.82 0.87 0.76 243.7

k-NN 0.81 0.71 0.81 0.75 0.80 0.70 76.2
Autoencoder 0.88 0.82 0.88 0.85 0.88 0.78 180.6

RNN 0.89 0.85 0.89 0.87 0.89 0.80 215.3
CNN 0.87 0.80 0.87 0.83 0.86 0.76 198.9

CM-DANA 0.92 0.88 0.92 0.90 0.92 0.85 315.2
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Here are the bar plots comparing all evaluation metrics (Figure 4):

Figure 4. Bar plots comparing all evaluation metrics.

This comprehensive comparison demonstrates the advantages of the proposed CM-
DANA in handling heterogeneous and dynamic data streams. Specifically, we can observe
that traditional statistical methods such as Z-score, IQR, and Grubbs’ test have lower
performance compared to machine learning algorithms like k-means, DBSCAN, SVM,
Random Forest, k-NN, Autoencoder, RNN, and CNN. However, CM-DANA outperforms
all the methods, including these machine learning algorithms, in terms of all the evaluation
metrics (Accuracy, Precision, Recall, F1 Score, AUC-ROC, and AUC-PR).

The CM-DANA model is trained end-to-end using multimodal data streams. This
allows the model to attend to different features in different modalities based on the model’s
current state and detect suspicious abnormal behavior by combining the relevant input
data from different modalities using adaptive attention weights.

To handle the input data as a stream of data in sliding windows, we apply a mask to
the attention scores to ignore encoder outputs that are outside of the current window. This
allows the attention mechanism to focus only on the relevant parts of the input data as the
window slides over the input stream. Also, the use of cross-modal learning and dynamic
attention mechanisms enables the CM-DANA model to adapt to the diverse and evolving
nature of the data, providing timely and accurate anomaly detection.

The CM-DANA model’s ability to integrate diverse data modalities is a significant
advantage over the baseline methods, which typically focus on single modalities. By
leveraging the complementary information present in different modalities, the CM-DANA
model can achieve better performance in detecting anomalies. Also, the dynamic attention
module allows the CM-DANA model to focus on the most relevant features for anomaly
detection, which contributes to its improved performance compared to the baseline methods.

This mechanism also enhances the model’s interpretability, as it provides insights
into which features or modalities are most important for identifying anomalies. The
experimental results, in addition, indicate that the CM-DANA model can effectively handle
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real-time data processing, making it a suitable choice for real-world applications. It must
be noted that the CM-DANA model’s capacity for continuous learning and adaptation
ensures that its performance remains consistent over time, despite evolving data patterns
and emerging cybersecurity threats. This feature sets the model apart from the baseline
methods, which may struggle to adapt to changing data and threat landscapes.

The following threshold plot (Figure 5) is a graphical representation that helps under-
stand the performance of the binary classification approach (anomaly or not) at different
decision thresholds. The dynamic threshold indicates if the predicted probability of an
instance is classified as an anomaly. The threshold plot helps visualize how performance
metrics like accuracy, precision, recall, and F1-score dynamically change as the decision
threshold is adjusted. As the threshold is moved, the model may show a trade-off between
false positives and false negatives in predictions. Higher thresholds result in increased
precision but decreased false negatives, while lower thresholds lead to increased true
positives but decreased precision.

Figure 5. Threshold Plot of CM-DANA.

In addition, the following validation curve (Figure 6) is a graphical representation that
visualizes the CM-DANA model’s performance changes with different hyperparameter values.
This process aims to find the hyperparameters leading to the best model generalization.

The following lift curve (Figure 7) graphically represents the CM-DANA model for
anomaly detection performance evaluation. It compares the model’s effectiveness against a
baseline approach and helps understand its ranking of positive outcomes.

The Lift Curve is closely related to the Cumulative Gains Curve (Figure 8) which
provides a way to evaluate the effectiveness of the predictive model by analyzing how well
it identifies positive instances as it moves through different percentages of the dataset.

The following Kolmogorov–Smirnov (KS) statistic plot (Figure 9) is a graphical rep-
resentation used to evaluate the CM-DANA model’s probability predictions. It measures
the maximum vertical distance between cumulative distribution functions (CDFs) of the
two classes (anomaly or not). A higher KS statistic indicates better separation between
predicted probabilities, suggesting the model’s calibration and discrimination capabilities.
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Figure 6. Validation Curve Plot of CM-DANA.

Figure 7. Lift Curve Plot of CM-DANA.
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Figure 8. Cumulative Gains Curve Plot of CM-DANA.

Figure 9. Kolmogorov–Smirnov (KS) Statistic Plot of CM-DANA.

In conclusion, the results and discussion of the experiments demonstrate the effec-
tiveness of the CM-DANA model in detecting anomalies in smart communication envi-
ronments, highlighting its advantages over the baseline methods in terms of cross-modal
learning, dynamic attention, real-time processing, and adaptability. These findings validate
the potential of the CM-DANA model as a valuable tool for anomaly detection in various
smart communication environments and applications.

6. Conclusions and Future Work

A CM-DANA was proposed in the paper, a novel and promising approach for de-
tecting anomalies in data streams from smart communication environments. The model
extends the state-of-the-art attention mechanism by using a hybrid method called cross-
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modal attention, which combines attention weights for different modalities to capture
complex interactions between them better.

The proposed model is trained end-to-end using multimodal data streams, allowing
it to learn to attend to different features in different modalities based on the model’s
current state. This enables the model to detect suspicious abnormal behavior effectively by
combining the relevant input data from different modalities using attention weights.

The paper demonstrates the effectiveness of the CM-DANA model in detecting cyber-
security anomalies using multiple data streams from smart communication environments.
This is a challenging task due to the diversity and complexity of the data streams. Still, the
model achieves high accuracy by attending to relevant features and suppressing noisy or
irrelevant features. This approach has the potential to significantly improve the accuracy
and efficiency of anomaly detection in a variety of applications.

While the CM-DANA has shown promising results in detecting anomalies, there are
some limitations and areas for future research. Specifically, while the model employs a cross-
modal attention mechanism to capture interactions between modalities, interpreting the
exact nature of these interactions is challenging. Future research should aim to enhance the
model’s interpretability by providing clearer insights into how and why certain modalities
contribute to anomaly detection decisions.

Also, the hybrid cross-modal attention approach, while beneficial for capturing intri-
cate relationships between modalities, introduces additional complexity to the model. This
results in increased computational load during training and inference. Future research stud-
ies should explore optimization techniques to mitigate this challenge and ensure efficient
real-time processing, especially for large-scale environments.

In addition, the model’s effectiveness in detecting anomalies must test it in more so-
phisticated data streams from various domains without distinct characteristics. In this point
of view, future work should focus on enhancing the model’s adaptability and transferability
across diverse large-scale environments. Also, it should explore strategies to address data
limitations, such as data augmentation or domain adaptation techniques and the model’s
ability to capture anomalies with longer-term patterns.

The model’s dynamic attention mechanism allows it to adapt to changing data pat-
terns. However, in highly dynamic scenarios, there is a risk of overfitting to short-term
fluctuations. Balancing adaptability with stability is crucial, and further investigations
should focus on preventing overfitting while maintaining responsiveness to evolving
anomalies. Moreover, striking the right balance between accuracy and interpretability
while maintaining high performance remains an ongoing challenge.

Finally, the most challenging aim is transitioning the proposed model from research
to real-world deployment. This might pose challenges related to model maintenance,
adaptability to new environments, and integration into existing systems. Future studies
should address these challenges to ensure successful practical application.

By addressing these limitations and exploring future research directions, the CM-DANA
model can be further improved and refined, ensuring its effectiveness and adaptability in a
wide range of smart communication environments and anomaly detection scenarios.
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Abstract: The number of cyber-attacks is increasing daily, and attackers are coming up with new
ways to harm their target by disseminating viruses and other malware. With new inventions and
technologies appearing daily, there is a chance that a system might be attacked and its weaknesses
taken advantage of. Malware is distributed through Portable Document Format (PDF) files, among
other methods. These files’ adaptability makes them a prime target for attackers who can quickly
insert malware into PDF files. This study proposes a model based on the Fuzzy Unordered Rule
Induction Algorithm (FURIA) to detect PDF malware. The proposed model outperforms currently
used methods in terms of reducing error rates and increasing accuracy. Other models, such as Naïve
Bayes (NB), Decision Tree (J48), Hoeffding Tree (HT), and Quadratic Discriminant Analysis (QDA),
were compared to the proposed model. The accuracy achieved by the proposed model is 99.81%,
with an error rate of 0.0022.

Keywords: Portable Document Format; cyber-attack; malware detection

1. Introduction

Intelligent attacks utilizing documents with malicious codes have been increasing
rapidly in recent years as file transfers expand. The majority of Internet users are aware of
the risk posed by execution files that are attached to emails or web pages. However, because
users are unaware of the documents, they serve as an effective means of spreading malware.
Because Portable Document Format (PDF)s are more flexible than other document formats,
they are one of the main attack vectors among the malware that has been identified. The
majority of malicious PDF documents include JavaScript or binary scripts that exploit
certain security flaws and carry out destructive deeds, as explained in [1]. On the internet,
there are countless billions of PDF files. Not all of them are as benign as one might expect.
In actuality, PDF files may include a variety of objects, including binary or JavaScript
codes. These items might occasionally be harmful. Malware software could try to infect a
computer by finding a reading weakness [2]. In 2017, Adobe Acrobat Reader was found
to have sixty-eight vulnerabilities. There are about fifty of them that may be used to run
arbitrary codes. Each reader has certain weaknesses, and a malicious PDF file may discover
a method to exploit them [3].

1.1. Reason for the Selection of PDF Files

The PDF format is one of the most widely used file types for sharing digital documents
between different platforms and applications. Refs. [4,5] contain a full description of the
PDF standard. A few elements make PDFs one of the preferred file types for malware
authors to disseminate dangerous content. (a) PDF is extensively utilized by people in both
professional and social settings. Academic papers, technical reports, design documents,
and electronic receipts are a few examples of typical instances; (b) PDF is independent of
platforms and operating systems (OS). A standalone PDF reader or a modern web browser
can be used to access a PDF file on a Windows PC, a Linux system, or a mobile device
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(with a PDF viewer plug-in); (c) it is a very versatile file format. In addition to text, PDF
also allows other sorts of data, such as video files, interactive forms, links to other files,
JavaScript, Flash, and unified resource locators (URLs). Additionally, different encoding
and compression techniques can be utilized to reduce file size, conceal important material,
or both; and (d) it is stealthy and sophisticated. In general, executable files are thought
to be more dangerous than PDF files. Setting a policy to prohibit staff members from
downloading executable files from the internet or including them in email attachments
is a common security measure, but it is uncommon to do the same with PDF documents.
The enormous ubiquity and adaptability of the PDF file format also provide attackers with
several opportunities to spread malware through PDF documents.

1.2. PDF-Based Malware

Phishing and exploits are the two main types of PDF-based attacks. Phishing attempts
frequently appear in emails. A typical instance is a PDF delivery or purchase confirmation
receipt attached to an email that seems to be from a trustworthy online store or logistics
company. Apart from the social engineering techniques used to persuade recipients to
open phishing PDF attachments, the text content of such emails is largely meaningless.
These PDF documents are typically one page long and include social engineering elements
as well as a phishing URL that leads to a suspicious website where malicious downloads,
personal data collection, and other activities can be carried out. In contrast to plain-text-
based phishing efforts, PDF documents include binary or a blend of binary and ASCII
languages, making them harder to detect. This is one of the factors contributing to the rise
in the popularity of phishing attempts based on PDFs. Its motivation is identical to that of
standard phishing scams. The information that attackers collect from victims may be used
by them or may be sold on the illicit market for use in the so-called shadow economy [6].

The PDF file format is a popular option for use in offices because of its high effi-
ciency, dependability, and interactivity. The development of non-executable file assault
technologies and attack techniques such as the advanced persistent threat has seriously
jeopardized PDF’s security since malicious PDF files are the most researched infection
routes in adversarial scenarios [7,8]. With the development of machine learning (ML)
technology [9] in recent years, researchers have developed a variety of ML-based tech-
niques to recognize distinct attack types related to PDF files. The technology for detecting
malicious PDF files may be divided into techniques based on static analysis, dynamic
analysis, and techniques based on a combination of static and dynamic analyses. Modern
research has demonstrated that PDF detectors based on ML may achieve excellent accuracy
with a remarkably low false positive rate (FPR) [10]. However, such a study focuses on the
proposed Fuzzy Unordered Rule Induction Algorithm (FURIA) for malware detection in
PDF files compared with Naïve Bayes (NB), Decision Tree (J48), Hoeffding Tree (HT), and
Quadratic Discriminant Analysis (QDA). These models are compared based on some of
the well-known assessment measures, including accuracy (ACC), F-measure (FM), recall,
precision, Matthew’s correlation coefficient (MCC), and mean absolute error (MAE). This
study has two primary objectives:

• To propose a malware detection model that will protect the systems from any harmful
activity caused by PDF malware;

• To compare the findings from the suggested and existing models in use to discover a
better and more effective solution for PDF malware detection.

The main contributions of this study are summarized as follows:

• We propose a FURIA-based model for the PDF malware detection;
• We analyze the outcomes of the proposed model with four well-known ML models:

NB, J48, HT, and QDA;
• We do several tests on the dataset available at: http://205.174.165.80/CICDataset/

CICEvasivePDFMal2022/Dataset/ (accessed on 5 February 2023);
• We disclose the intuition of the experiments using MAE, ACC, FM, MCC, precision,

and recall metrics.
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The rest of this paper is organized as follows: Section 2 summarizes the literature
review. Sections 3 and 4 discuss the methodology and results analysis and discussion,
respectively. Finally, Section 5 concludes this work.

2. Literature Review

Several studies have been conducted on PDF malware detection using various ML
and deep learning (DL) models. The use of the Portable Document Format was explained
by Reum et al. [11]. They provided a comprehensive study of the JavaScript content and
structure found in the XML-embedded PDF. After that, they developed a range of features,
including configuration and metadata such as file size, keywords, versions, and content
features, as well as encoding strategies such as keywords, names, and JavaScript-readable
strings. Due to the complexity of its features and the robustness of machine learning
algorithms to small modifications, adversarial examples are challenging to construct. To
reduce the possibility of adversarial assaults, they also develop a recognition model uti-
lizing black-box-style models with structure and content properties. Utilizing observable
robustness features, Chen et al. [12] described how to train robust PDF malware classi-
fiers. For instance, a classifier must always recognize PDF malware as dangerous, no
matter how many pages from benign forms are placed into the document. They show
how to rigorously assess a malware classifier’s worst-case behavior concerning specific
robustness characteristics.

ML techniques have been used to create classifiers for PDF malware in several projects.
Wepawet [13] and PJScan [14] were two earlier efforts that concentrated on the harmful
JavaScript that was included in PDF malware. These tools include a JavaScript code extrac-
tor and a classifier for malicious JavaScript that can be either dynamic or static. Recent PDF
malware classifiers have concentrated on structural aspects of PDF files since not all PDF
malware contains embedded JavaScript and because PDF malware developers have learned
several ways to conceal JavaScript codes [15]. We aim to develop cutting-edge structural
feature-based classifiers in this effort. There have been studies that specifically looked at
the JavaScript codes in PDFs. Features based on functions, constants, objects, methods, and
keywords, as well as lexical characteristics of JavaScript scripts, were established by Khitan
et al. [16]. Zhang [5] also utilized elements from the PDF structure, entity characteristics,
metadata information, and content statistics, along with JavaScript features, including the
number of objects, number of pages, and stream filtering information. Based on the finding
that malicious JavaScript functions differ from legitimate JavaScript functions, Liu et al. [17]
presented a context-aware technique. This method opens the PDF file while monitoring
suspicious behavior based on JavaScript statements by passing the original code as input
to the “eval” function.

In [18], Smutz and Stavrou combined the PDF parser with a random forest classifier to
identify fraudulent PDF files using information gleaned from document metadata and file
structure. They looked into 202 features, including /Font and /JavaScript. According to
Liu et al. [17], current protections against malicious PDFs are inadequate, prone to evasion,
and too computationally costly to be utilized online. They recommended leveraging static
and run-time features to identify JavaScript in context. A software engineering approach
was used to provide a detection method based on behavioral differences in those systems
since a PDF document acts identically on different platforms [19]. A malicious document,
on the other hand, will act differently depending on the platform. According to Li et al. [20],
the weakness of all harmful detection methods that extract JavaScript is their dependency
on 3rd-party extraction tools that precisely follow the Acrobat standard. A bigger training
dataset does not always result in improved detection, according to Scofield et al. [21],
and very little research has been conducted to establish the minimal size of a dataset
required to achieve high detection accuracy. As a consequence, ref. [21] proposes a dynamic
analysis-based detection technique.
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3. Research Methodology

This study aims to develop a FURIA-based model for PDF malware detection. The
overall research methodology is presented in Figure 1, which starts from data acquisition
to comparison and performance analysis of each employed model. The dataset used
in this study has been taken from the University of New Brunswick (UNB), Canadian
Institute for Cybersecurity, http://205.174.165.80/CICDataset/CICEvasivePDFMal2022/
Dataset/ (accessed on 5 February 2023). The dataset consists of 33 features, of which 32 are
independent and 1 is dependent. The first 11 features are removed because they do not act
in the analysis phase. These attributes are known as general features, including PDF size,
metadata size, encryption, header, page number, text, image number, font objects, object
number, number of embedded files, and the average size of all the embedded media. For
extracting such features, we have used ClassifierAttributeEvaluator methods using a ZeroR
classifier and the Ranker searching method. The selected features are ranked as follows:

Selected Features: 21,7,8,10,6,5,4,3,2,9,11,20,18,19,12,17,16,15,14,13,1:21.
These features are titled as: colors, startxref, pageno, ObjStm, trailer, xref, end-

stream, stream, endobj, encrypt, JS, XFA, launch, EmbeddedFile, Javascript, RichMedia,
JBIG2Decode, Acroform, OpenAction, AA, and obj, respectively. Table 1 presents the
description of each selected feature.

 

Figure 1. Methodology workflow [22].
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Table 1. Selected features with their descriptions.

S No. Feature Description

1 Obj This might be a sign of an attempt to obfuscate.

2 endobj Many other forms of obfuscations are supported by PDFs, including string obfuscations in hex, octal, etc.
that are typically used for evasion efforts.

3 Stream This represents the quantity of binary data sequences in the PDF.

4 Endstream Keywords that signify the streams’ termination.

5 Xref Size of the stream because streams may include a dangerous code.

6 Trailer How many trailers there are in the PDF.

7 Startxref How many keywords include “startxref,” which designates the location where the Xref table is begun.

8 Pageno Because malicious PDF files do not care how their material is presented, they often contain fewer
pages—often only one blank page.

9 Encrypt This function indicates if a PDF file is password-protected or not.

10 Objstm streams with other items in them.

11 JS The proportion of Javascript-containing objects.

12 Javascript This indicates the amount of items that include a Javascript code, the most often used feature, as is clear.

13 AA specifies a particular response to an event.

14 OpenAction Defines a specific action to be taken when the PDF file is opened. The bulk of common malicious PDF
files have been found to use this functionality in conjunction with Javascript.

15 Acroform Form fields in Acrobat forms, which are PDF files, offer scripting technology that may be abused
by hackers.

16 JBIG2Decode
A popular filter for encoding harmful stuff is JBig2Decode.

How many items have nested filters? Nested filters can make decoding more challenging and may be an
indicator of evasion.

17 Richmeddia The quantity of flash files and embedded media is indicated by the number of RichMedia keywords.

18 Launch A command or program can be run by using the term launch.

19 EmbeddedFile PDFs can attach or embed a variety of things inside themselves that may be exploited, such as additional
PDF files, Word documents, pictures, etc.

20 XFA Certain PDF 40 files contain XFAs, which are XML Form Architectures that offer scripting technologies
that can be abused by attackers.

21 Color In the PDF, many colors are utilized.

22 Class Classify as malicious or benign.

For model training and testing, a standard method of K-fold validation [23,24] is
used. Here, the value of K is selected as 10. The performance of each employed model is
evaluated using some of the standard evaluation metrics, including mean absolute error
(MAE), recall, precision, Matthew’s correlation coefficient (MCC), FM, and classification
ACC. These measures can be calculated as follows:

MAE =
1
2 ∑n

j=1|yi − y| (1)

Recall = TP/(TP + FN) (2)

Precision = TP/(TP + FP) (3)

MCC =
TP ∗ TN − FP ∗ FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(4)

FM =
TP

TP + 1
2 (FP + FN)

(5)
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ACC =
TP + TN

TP + TN + FP + FN
(6)

Here, the important thing is to discuss the use of MAE in this study. MAE is typically
used as an evaluation metric in regression problems, where the goal is to predict a contin-
uous numerical output. However, in some cases, MAE can also be used in classification
problems to evaluate the performance of the classification model. In classification, the
output is a categorical variable, so using MAE as the primary evaluation metric might not
be as informative as other classification-specific metrics such as accuracy, precision, recall,
F1-score, or AUC-ROC. These metrics provide a more detailed understanding of how well
the model performs in terms of correctly identifying positive and negative examples. How-
ever, in some cases, using MAE in classification can provide additional insights into the
model’s performance. In this scenario, MAE can be used to evaluate how far the predicted
probabilities are from the true labels.

Fuzzy Unordered Rule Induction Algorithm (FURIA)

The FURIA is a new algorithm introduced by Huhn and Hullermeier that is responsible
for generating fuzzy logic rules from a given database and classifying it using the obtained
rules [22]. Fuzzy logic algorithms are well-known for their properties, such as classification
rules that are simply understood by the reader, the capacity to analyze linguistic input,
and the ability to enable expert judgment. They can also be used as a tool for classification
purposes [25,26]. FURIA is the advanced version or derivative of the Repeated Incremental
Pruning to Produce Error Reduction (RIPPER) algorithm. The RIPPER Algorithm is a
classification algorithm based on rules. The training set is used to generate a set of rules.
It is a famous rule induction algorithm. It generates fuzzy rules rather than traditional
rules to replicate more flexible classification parameters. The fuzzy rules are constructed by
substituting fuzzy intervals with a trapezoidal relevance function in association with the
original RIPPER algorithm’s advanced rule induction approach [27].

It has an appealing feature, which is the rule’s extension. The generalization of the laws
to include every option is the extension. It is a local technique that looks for information
near the query. The simplest way to find the smallest generalization of a rule is to exclude
those antecedents that are not met by the query [22]. The pseudo-code for a single rule, r, is
shown in Algorithm 1 below, and the flowchart of FURIA is presented in Figure 2.

Algorithm 1: Generation of single ruler [22].

Let A be the set of numeric antecedents of r

While A �= ∅ do
amax ← null (amax denotes the antecedent with the highest purity )
purmax ← 0 (purmax is the highest purity value, so f ar)
f or i ← 0 to size (A) do

Compute the best fuzzification of A[i] in terms of purity
purA[i] ] ← to the purity o f this best f uzzi f ication

i f purA[i] > purmax then
purmax ← purA[i]
amax ← A[i]

end
end
A ← A\amax Update r with amax

end
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Figure 2. FURIA algorithm flowchart [22].

4. Results, Analysis, and Discussion

This section presents and discusses the study’s findings. A new model, namely
FURIA, is presented for PDF malware detection. FURIA and other benchmarked models
are evaluated using a variety of criteria, which are ACC, FM, MCC, MAE, recall, and
precision. Figure 3 illustrates the true positive rate (TPR) and false positive rate (FPR)
analyses of each model compared with the proposed model. These analyses show the better
performance of the FURIA, with the lowest FPR and better TPR. In both situations, it can
be found that NB shows the worst outcomes. Figure 4 illustrates the outcome assessed via
MAE. The MAE analysis shows the better performance of the proposed model with the
lowest error rate, which is 0.0022, and the worst performance of NB with an error rate of
0.0147. All these values are achieved using a confusion matrix. Confusion matrix values
achieved via each model are presented in Table 2.
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Figure 3. TPR and FPR analysis of each model.

 

Figure 4. Proposed model comparison based on MAE.
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Table 2. Confusion matrix values achieved via each employed model.

Models No Yes

FURIA
no 8995 11

yes 27 10,953

NB
no 8807 199

yes 97 10,883

J48
no 8977 29

yes 33 10,947

HT
no 8943 63

yes 67 10,913

QDA
no 8942 64

yes 82 10,898

Figure 5 presents the outcomes assessed via precision, recall, and FM. These outcomes
also depict the better performance of FURIA, with a value of 0.998 for precision, recall, and
FM, respectively. The HT and QDA have the same outcomes of 0.993 for recall, precision,
and FM, respectively, while the NB shows the poorest performance with a value of 0.985
individually for recall, precision, and FM.

 
Figure 5. Models comparison based on precision, recall, and F-measure.

Figure 6 illustrates the evaluation of each model using R2, accuracy, and a logarithmic
trendline. The logarithmic trendline, which is extremely useful when the rate of change
in the data is rapidly increasing or falling and then leveling out, is the best-fit curved line.
The positive and negative values can both appear on a logarithmic trendline [28]. It may be
obtained as follows:

y = a ∗ ln(x) + b (7)
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Figure 6. Accuracy analysis through each employed model.

Here, “ln” is the natural logarithmic function, and a and b are constants in the equation.
The following generic equations, which differ only in the most recent input, can be used to
retrieve the constants:

a = INDEX(LINEST(y, LN(x)), 1) (8)

b = INDEX(LINEST(y, LN(x)), 1, 2) (9)

R2, also known as the coefficient of determination, is a statistical measure that repre-
sents the proportion of variance in the dependent variable (or the outcome) that can be
explained by the independent variable(s) (or the predictor(s)) in a regression model [28]. It
can be calculated as:

R − squared =
Explained Variation

Total Variation
(10)

R2 is consistently between 0% and 100%. The model does not take into consideration
any fluctuation in the answer data around its mean, as shown by the 0%. 100% means
that the model fully accounts for all the variability in the response data surrounding
its meaning.

The properties of PDF encouraged hackers to take advantage of several security flaws
and circumvent security measures, making the PDF format one of the most effective attack
vectors for harmful malware. Therefore, it is essential for information security to accurately
recognize malicious PDF files. To this end, this study proposes a model based on FURIA
for PDF malware detection. According to the analysis described in the preceding section,
the proposed FURIA performs better than other employed models in terms of increasing
accuracy and reducing the error rate. The accuracy percentage difference (PD) between
FURIA and other applied algorithms is shown in Figure 7. This analysis shows that there is
very little difference between the proposed model and the J48, which is only 0.12%, while
the difference between the proposed model and the NB is greater than other employed
models, which show the poorest performance of the NB as compared to the proposed
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model. The value of PD can be obtained using Equation (11), where x1 represents the value
of FURIA and x2 represents the value of other employed algorithms.

PD =

(
|x1 − x2|
(x1+x2)

2

)
∗ 100 (11)

 

Figure 7. Accuracy percentage difference between FURIA and other employed models.

The advantage of using FURIA is that it works well on datasets with imbalanced class
distributions. If a dataset has a large number of records and the majority of those records
fall into one class but the remaining records fall into other classes, the dataset is said to have
an unbalanced distribution of classes [22,28]. We also have an unbalanced distribution of
the data in the dataset, which is why the performance of the projected model is better as
compared with other employed models.

The data obtained from the UNB are used in all of the experiments. The rest of the
algorithms in use are assessed using several common assessment metrics, such as MAE,
precision, FM, recall, MCC, and accuracy, along with the proposed model. The models are
trained and evaluated using the 10-fold cross-validation method. The threat now is that if
the dataset is changed, the new results could outperform our analysis. The findings might
potentially be affected by changing the criteria for data training and testing in place of the
10-fold cross-validation, for example, by using a percentage division. Another risk is that if
a new algorithm is developed and it proves to be more effective than the one we now use,
the results might be improved.

5. Conclusions and Future Direction

This study proposed a FURIA-based model for PDF malware detection. The proposed
model is benchmarked with some of the well-known ML models, which are NB, J48,
HT, and QDA. The performances of all these models are evaluated using some of the
standard assessment measures that include MAE, ACC, FM, MCC, precision, and recall
on the dataset taken from the UNB repository. The overall outcome presents a better
performance of the proposed model, with an accuracy of 99.81% and a lowest error rate of
0.0022. FURIA outperforms other models; however, there are some limitations of FURIA.
FURIA generates a large number of rules, which can make it difficult to understand and
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interpret the resulting model. This complexity can also lead to longer processing times
and increased computational resources. Although fuzzy rules can be more interpretable
than other machine learning models such as neural networks, they can still be difficult to
interpret in complex data sets, which can limit their usefulness in some applications.

The FURIA-based model outperforms other well-known machine learning models for
PDF malware detection; there are several potential future directions for research. There may
be opportunities to refine the model further. For example, the model’s parameters could be
further optimized, or new features could be added to improve the model’s performance. It
may be beneficial to explore the potential benefits of combining the FURIA-based model
with other ML models. Such hybrid models have the potential to improve the overall
performance of the model.
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Abstract: Currently, malware shows an explosive growth trend. Demand for classifying malware is
also increasing. The problem is the low accuracy of both malware detection and classification. From
the static features of malicious families, a new deep learning method of TCN-BiGRU was proposed in
this study, which combined temporal convolutional network (TCN) and bidirectional gated recurrent
unit (BiGRU). First, we extracted the features of malware assembly code sequences and byte code
sequences. Second, we shortened the opcode sequences by TCN to explore the features in the data
and then used the BiGRU network to capture the opcode sequences in both directions to achieve deep
extraction of the features of the opcode sequences. Finally, the fully connected and softmax layers
were used to output predictions of the deep features. Multiple comparisons and ablation experiments
demonstrated that the accuracy of malware detection and classification were effectively improved by
our method. Our overall performance was 99.72% for samples comprising nine different classes, and
our overall performance was 96.54% for samples comprising two different classes.

Keywords: deep learning; malware classification; sequential feature; temporal convolutional network;
bidirectional gated recurrent unit

1. Introduction

With the continued development of information technology, security incidents are
exponentially growing while the network is becoming increasingly sophisticated and
convenient. Since the first virus, Morris worm, was discovered in the 1980s, there has been
a growing international concern about cyberspace security. Currently, malware is evolving
at an increasingly rapid pace, and the creators of viruses have introduced polymorphism to
counteract virus detectability by constantly modifying and obfuscating malware, resulting
in malware of the same type that, although having the same malicious behavior, appears
to be different software. The multiplicity and amorphism of malware have made the
prevention and control of cyberspace security extremely difficult. The current problem is,
therefore, to quickly detect and classify malware so as to protect the network accordingly.

The problem of malware family detection is essentially a classification problem, i.e.,
the malicious samples to be detected are classified into different families for screening.
Malware detection analysis is divided into dynamic and static analyses. The dynamic
analysis approach runs in a secure and controlled environment and analyzes the behavior
of malicious samples. Using a secure and controlled environment for analysis makes it
easy for malicious samples to detect differences in the environment, but it is too costly for
dynamic analysis to be exclusively used in the real environment. Static analysis, on the
other hand, is a way to understand the logical structure of the code without executing it
and make judgments accordingly. Compared with dynamic analysis, the static analysis
method consumes much less time and resources; thus, this study adopted the static analysis
method. This method generally extracts features through reverse engineering technology
to build a model. The extractable features include string [1], opcode [2], executable file
structure [3], and function call graph [4]. Opcodes are machine language instructions
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describing program execution operations, which are relatively more practical and reliable.
The n-gram method is used to extract opcodes. The advantage of this method is that it
uses great likelihood estimation and is easy to understand. After extracting the features, a
model is constructed to classify the malicious families. Santos [5] et al. proposed a method
to detect the maliciousness of unknown programs by calculating the frequency values of
opcodes appearing in the code as features. Kang et al. [6] proposed extracting the sequence
of opcodes from the disassembled files to represent the temporality of malware execution
and then used the n-gram algorithm to characterize opcode sequences. Since Nataraj et al.
first proposed converting malware executable files into two-dimensional grayscale maps
using image texture features with a certain level of similarity in each family for training,
image features have been widely used in the field of malware. In recent years, deep
learning algorithms have developed rapidly in areas such as natural language processing,
which has powerful learning capabilities and more advantages in mining data structures in
high-dimensional data. Applying deep learning to the field of malware is a hot topic of
current research. Deep learning algorithms such as the recurrent neural network (RNN) [7]
and gated recurrent unit (GRU) can be used to implement malware detection. Kwon
et al. [8] proposed an RNN approach using an API call function to classify malware. These
authors used dynamic analysis to extract representative API call functions of nine malware
families as a training set and used LSTM for classification with an average accuracy of
71%. Messay-Kebede et al. [9] proposed a detection model using both traditional machine
learning methods and autoencoder-based methods. A few classes were identified by the
traditional machine learning model, and others were classified with autoencoders. Gibert
et al. [10] extracted byte and opcode sequences, which were fed into a classifier composed
of two convolutional neural networks (CNNs). Although the structure was relatively
simple, the accuracy failed to exceed that of complex classifiers. Yan et al. [11] proposed
the Malnet detection model, which used CNN to learn the features of grayscale maps and
LSTM to learn the opcode and then merged the classifications using a simple weighting
approach. Barath et al. [12] used a CNN-LSTM approach for feature extraction and two
types of machine learning for classification using support vector machines and logistic
regression. Researchers Ahmadi M and Zhang Y et al. [13,14] extracted 15 and 6 features
from malware, respectively, with more comprehensive information extraction, but feature
extraction and selection were time-consuming and contained features that had little effect
on classification.

Because a single feature has limitations, and in order to improve the ability of fea-
ture mining, the accuracy of malware classification, and reduce the interference of mal-
ware variants, packaging and obfuscation technologies, the present study proposed a
multi-classification method of malware families incorporating TCN-BiGRU. The main
contributions are as follows.

1. A malware detection and classification method (TCN-BiGRU) that fuses the temporal
convolutional network and the bidirectional gated recurrent unit was proposed to
improve the overall performance of the malware detection and classification model.

2. Opcode and bytecode sequences were fused to obtain their occurrence frequen-
cies, reduce interference from shelling and obfuscation techniques, and improve
the accuracy rate.

3. The feature extraction capability of temporal convolutional networks (TCN) for tem-
poral data was introduced to fully learn the dependency relationship among data.

4. The output of the maximum pooling layer and the output of the average pooling layer
were fused for relatively comprehensive extraction of data features.

5. The nonlinear fitting ability of a bidirectional gated recurrent unit (BiGRU) was used,
and further feature extraction was conducted to learn the dependency of the before
and after information in the opcode sequence, extracting the opcode features based
on the time series to improve the model classification detection effect.

This paper proceeds as follows. Section 1 introduces the relevant background and
related work. Section 3 presents the model. Section 4 presents the experimental results and
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analysis. Finally, Section 5 summarizes the experimental conclusions and discusses future
research prospects.

2. Related Technology

2.1. N-Gram Method

N-gram is an important method for processing utterances in natural language process-
ing; it uses the Markov assumption to relate the probability of occurrence of the nth word to
the first n−1 words only. Based on this assumption, the probability value of the occurrence
of a sentence in a text is calculated by multiplying the probability of the occurrence of each
word or phrase, which is expressed in Equation (1) as follows.

P(T) = P(ω1)× P(ω2)× · · · × P(ωn)
= P(ω1)× P(ω2|ω1)× · · · × P(ωn|ω1ω2 · · ·ωn−1)

(1)

The n-gram in the field of malware detection refers to the n opcode or byte sequences
that occur in a piece of code [15] to obtain a tighter contextual connection.

The algorithm is implemented by fixing a sliding window of size n and moving
forward one opcode at a time. The value of n in the n-gram is generally an integer from
1 to 5. The computational volume of the model increases with the value of n; thus, more
information is obtained, and classification accuracy is higher. At the same time, model size
exponentially increases. In practical applications, the selection of n values also affects the
accuracy of the model and the size of the loss value.

2.2. Temporal Convolutional Network (TCN)

A temporal convolutional network (TCN) is a network structure proposed by Bai,
Shaojie, et al. [16] for processing time series data based on convolutional neural networks
(CNNs). TCN incorporates causal convolution to make causal relationships between upper
and lower layers and uses dilated convolution and skip connect to avoid the gradient
disappearance problem of RNNs. The use of a temporal convolutional network model not
only maintains a large receptive field for the data but also reduces computational effort to
better control model memory length and improve time series classification accuracy [17].

Compared with ordinary 1D convolutional networks, TCN brings three main
improvements.

(a) Causal convolution: The output value for any moment t is related to the input
only before moment t and the previous layer [18]. While traditional CNN networks
can see future information, causal convolution can only see past information; it is
causally consequent, so causal convolution has very strict temporal constraints and is
a one-way structure. When the number of convolutional kernels is 4, a single causal
convolutional structure is shown in the left panel of Figure 1, and the overall structure
is shown in the right panel of Figure 1. A convolution kernel of 4 means that four
points are selected from the previous layer for sampling input to the next layer.

 
Figure 1. Causal convolution.

(b) Dilated convolution: With the gradual increase in the number of dilated convolution
layers, the dilation coefficient exponentially increases, and the increase in the range of
the receptive field of each layer reduces the number of convolution layers to reduce
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computational effort and simplify the network structure. To address the problems
of traditional neural networks that require the linear stacking of multiple layers of
convolution to extend the model of time series, TCN achieves a reduction in the
number of convolutional layers by increasing the range of the receptive field of each
layer by using dilated convolution [19], with a convolutional kernel of 4 and a dilation
coefficient of 1, as shown in Figure 2. When the dilation coefficient of the input layer
is 1, the samples in this model are sampled from the previous layer at an interval of 1
and input to the next layer.

Figure 2. Dilated convolution.

The difference between dilated convolution and normal convolution is that dilated
convolution allows the presence of interval sampling of the input during convolution, and
the sampling rate depends on the dilation coefficient. Equation (2) of the receptive field is

RF = (K − 1)× d + 1 (2)

where K is the convolution kernel size, and d is the dilation coefficient.
There are two ways for the TCN to increase the receptive field: one is to increase the

size of the dilation coefficient, and the other is to choose a larger value of the convolution
kernel. In the dilated convolution operation, the dilation coefficient exponentially grows
with the depth of the network, so it is possible to use fewer layers to obtain a larger
receptive field.

(c) Residual block: This is another important network structure in the TCN network. The
residual block, shown in Figure 3, contains two layers of dilated causal convolution
and nonlinear mapping. It has a constant mapping method of connection across layers,
which enables the network to transfer information through a connection across layers.
Through skip connect, it can not only speed up the response and convergence of the
deep-level network but also solve the problem of too slow learning due to overly
complex network hierarchical overlay structure. Dropout and batch normalization
are also added to prevent model overfitting and speed up training [20].

The skip connect transforms the input x-value through a series of modules to output
f(x); the equation for skip connect is

f(x) = h(x) − x(1) (3)

2.3. Bidirectional Gated Recurrent Unit (BiGRU)

As a variant of RNN, gated recurrent unit (GRU) also has a recursive structure similar
to that of RNN and has the function of “memory” in processing time series data. At
the same time, GRU can effectively alleviate the gradient disappearance and gradient
explosion problems that may occur during RNN training, thus effectively solving the
long-term memory problem. Long short-term memory (LSTM) networks are also a variant
of RNN [21] and are comparable to GRU in terms of performance, but GRU is structurally
simpler and can reduce computational effort and improve training efficiency [22]. The
internal structure of GRU is shown in Figure 4. GRU has two inputs, the output state at the
previous time and the input sequence value at the current time; the output is the state at
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the current time. GRU mainly updates the model state through a reset gate and an update
gate. The reset gate controls the degree of forgetting historical state information so that the
network can discard unimportant information; the update gate controls the weight of the
past state information into the present state to help the network remember the information
for a long time [23]. The internal equations of GRU are as follows:⎧⎪⎪⎨⎪⎪⎩

rt = σ(Wrxt + Urht−1)
zt = σ(Wzxt + Uzht−1)

h̃t = tanh(Wh̃xt + Uh̃(rt � ht−1))

ht = (1 − zt)� ht−1 + zt � h̃t

(4)

Figure 3. Residual block.

Figure 4. Gated recurrent unit.

The sigmoid activation function is shown in Equation (4) and Figure 4. It serves to
convert the intermediate states to the range of 0 to 1; ht−1 and ht are the output states
at moments t−1 and t, respectively; xt is the input sequence value at moment t (it is the
candidate output state); Wr, Wz, Wh̃, Ur and Uz are the corresponding weight coefficient
matrices of each component; tanh is the hyperbolic tangent function (it is the Hadamard
product of the matrix).

GRU can process the data only from forward to backward and ignores the effect of the
latter moment on the data of the previous moment. To combine forward and backward data
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for integrated learning, BiGRU is used for further learning of the features of the malware.
In the BiGRU, which consists of a forward gated recurrent unit and a backward gated
recurrent unit, the network model learns the sequence from forward to backward and vice
versa. The hidden layer contains two output units with the same input and is connected to
the same output. The features can be better learned to increase the time series involved in
training, thus providing higher accuracy for longer time series data.

3. Malware Classification Method Based on Sequence Features and Deep Learning

This section introduces the proposed TCN-BiGRU network. This network can extract
past data features by one-dimensional, causal convolution with a simple structure, low
memory consumption, fast operation speed, and easy superposition. The bidirectional GRU
can capture a series of long-term dependencies in both directions, and the bidirectional
GRU model can effectively utilize future moment information, which can compensate for
the disadvantage of the one-way structure of the causal sequence in the TCN structure
and the lack of comprehensive information extraction. The advantages of the two models
were fully utilized and combined into a new hybrid model TCN-BiGRU, which enabled the
model to conduct more comprehensive feature extraction to further improve the accuracy
of malware classification and identification.

First, sample feature extraction was conducted. The originally extracted one-hot
encoding and standards were normalized, after which the convolution operation was
conducted using TCN to shorten the long-time sequence and extract the deep features of
the network. At the same time, the maximum pooling and average pooling operations were
conducted, and the extracted features were fused as the pooling output; after normalization
and reconstruction, they were passed into the BiGRU network for the deep extraction of
temporal features to complete malware detection classification. Finally, the most suitable
hyperparameters were selected for the model to improve detection performance. The
malware classification process included three stages: pre-processing, feature extraction and
training, and classification. The model structure is shown in Figure 5.

Figure 5. Malware detection model structure.
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3.1. Features Extraction

(1) Malware opcode features

Programs are sequential instructions, and the underlying operation of a computer
consists of the execution of instructions. Instructions generally comprise two parts: opcodes
and operands. One of the static features commonly used in malware detection is the opcode
feature. Batch disassembly is performed using the IDA pro tool on an executable PE file
to obtain the .asm file with opcode sequence. The .asm file is generally divided into three
segments: .text, .data, and .bss. The opcodes in the .text segment are shown in Figure 6.

Figure 6. Original opcode sequence.

An opcode can usually be divided into four categories: data movement, arithmetic or
logic, control flow types, and others, from which the more important opcodes are filtered
to extract the opcode sequence text. The opcode codes category is shown in Table 1.

Table 1. Operation codes.

Category Operation Codes

Data move mov, movzx, push, pop, lea, xchg
Arithmetic/logic add, sub, inc, dec, imul, or, xor, shl, shr, ror, rol
Control flow jmp, jz, cmp, jnb, call, retf, retn
Other nop

Figure 6 shows a sample of 0A32eTdBKayjCWhZqDOQ. The opcodes in each .asm file
are sequentially extracted by regularization. The extracted opcode sequence text is shown
in Figure 7.

Figure 7. Opcode sequence after pre-processing.

The opcode sequences differ. Some are extremely long, so to extract more complete
information, the method based on n-gram in natural language processing is used to ex-
tract the opcode features. By treating each opcode as a word, the n-gram method takes
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subsequences of the opcode sequence according to the magnitude of the n value with a
sliding window, and then the frequency of the corresponding subsequence is calculated.
Then, a word frequency threshold is set, and the subsequence with a particular number
of occurrences above the threshold is retained. The retained subsequence is a feature of
the malware.

(2) Malware bytecode features

The malware itself is a file consisting of a series of bytes. One idea is to convert the
binary file of malware into a grayscale image using the similarity between the values of
the bytes and the range of pixel values taken in the grayscale image. The classification
of malware families is achieved based on the texture similarity of grayscale images of
the same family of malware and the different textures due to the different structures of
different families of malware. To detect similar variants of malware, binary files can be
better differentiated such that the impact of obfuscation is reduced.

Malware is converted into a sequence consisting of a binary, and the hexadecimal .byte
file is read in binary, then divided by 16 bits in order, and converted into decimal values
within [0, 256). The first line number of each byte file is ignored, and only the hexadecimal
values after the line number are extracted. Only the values and letters in the byte file are
kept, and the rest of the symbols are replaced with zeros, thus converting the malware file
into a one-dimensional vector of decimal numbers.

The steps for extracting bytecode sequence features from malware are shown in
Algorithm 1.

Algorithm 1: The hex file is converted to a sequence of decimal values within [0, 256).

Input: hexadecimal file;
Output: a one-dimensional vector-matrix representation of file byte sequence.
1. function getMatrixfrom(file)
2. f = open(file,“rb”); /*read the file in binary */
3. hexst = binascii.hexlify(f); /*convert binary file to a hexadecimal string */
4. Byte = np.array([int(hexst [ i : i + 2] , 16) for i in range(0, len(hexst), 2)]);
/*convert the string to an unsigned decimal number by byte division into a byte*/
5. return byte;
6. end function

Similarly, the length of the sequence of each sample varies. To extract more complete
information, intercept a particular length, then use each decimal number within that length
as a feature, then calculate the frequency of each decimal value.

3.2. Feature Pre-Processing

After the malware features (opcode and bytecode features) were extracted, we checked
whether this data had missing values, treated the missing values as 0 uniformly, and
then performed standard normalization on the malware feature data. Data normalization
reduced the variance of the features to a smaller interval, reduced the impact of the
difference in the size of different feature values, and improved the convergence rate of the
model. Current normalization methods are commonly used to normalize the values to
(0,1) and (−1, 1). The normalization method used in this study was maximum-minimum
normalization, which scales the values to the interval (0,1), as shown in Equation (5).

x′ = x − Mmin
Mmax − Mmin

(5)

where x′ is the scaled value, Mmin is the smallest value in the feature dimension, and Mmax
is the largest value in the feature dimension.
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In the process of malicious code feature extraction, there are many zero values. This
method can retain the zeros in the features and can handle the data values with small
variances in the features.

3.3. Combine TCN and BiGRU for Feature Extraction

The advantages of the TCN model are extraction of past data by one-dimensional
causal convolution to guarantee temporality, time savings via the skip connect block,
extraction of temporal features by dilated convolution, and the fusion of the average
pooling layer with the maximum pooling layer. The advantage of using the GRU model is
its nonlinear fitting ability to efficiently extract the data features and its faster convergence
speed than the LSTM model [24]. The two-way GRU model better captures the sequence
features of the opcode by collecting information forward and backward, thus improving
the accuracy of model classification. These two models are integrated into the TCN-BiGRU
model to obtain better accuracy as well as lower loss values. The structure of the integrated
model is shown in Figure 8.

 
Figure 8. TCN-BiGRU model.

In Figure 8, the TCN-BiGRU model structure includes:

a. Input layer: processed malicious code opcode feature data and shape (total number
of samples, time step, and feature dimension).

b. Time series convolutional network layer: the feature vectors Tj were extracted via
TCN, and the residual units were set up in two layers. A residual unit consisted of
two convolutional units and one nonlinear mapping, and the convolutional kernel
weights were normalized. The residual unit in Figure 8 was used only as the input
layer to the hidden layer; the same was true for the hidden layer to the output
layer. The convolution kernel size value was 4, and the dilation coefficient was (1, 2).
Dropout was added to prevent overfitting in training.

c. The different features extracted from the average pooling layer, as well as the maxi-
mum pooling layer, were fused as pooling outputs. We merged the average with the
maximum pooling layer.

d. The combined pooling layer consisted of a maximum pooling and an average pooling
layer, each of which was calculated as shown in Equation (6). Maximum pooling
and average pooling were obtained by traversing the pooling window with the input
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from the previous layer of the network. The pooled maximum and average values
were then summed and passed to the next layer of the model structure.⎧⎨⎩

hmax = maxpool(h)
havg = avgpool(h)
h f use = hmax ⊕ havg

(6)

where h is the input from the upper layer network into the fused pooling layer; hmax is
the maximum pooling output; havg is the average pooling output; and h f use is the output
obtained by combining maximum pooling and average pooling in parallel.

e. Bidirectional gated recurrent unit layer: The figure shows the structure of the GRU
unit when it had two layers. The output vector of the TCN model was first used as
the input of the GRU to extract the long-term correlation in the time series. Then the
data were output with the results obtained from two layers of BiGRU.

f. Output layer: Output the result of the last moment of the BiGRU to the classification layer.

3.4. Classification Output Layer

The classification output layer contained fully connected and softmax layers. The fully
connected layer was used to obtain the display expression of the classification, and the
softmax function was used to calculate the classification result of malicious code y. The
structure of the classification output layer is shown in Figure 9.

Figure 9. The classification output layer.

The fully connected layer multiplied the weight matrix by the input vector and added
a bias to map n (−∞, +∞) real numbers to K (−∞, +∞) real numbers (fractions); Softmax
mapped K real numbers. The real numbers of (−∞, +∞) were mapped to K (0,1) real
numbers (probabilities) while ensuring that their sum was 1.

yi = softmax(z) = softmax(wTx + bi) (7)

where y denotes the probability of classification into malicious family type I; w denotes
the weight matrix of the fully connected layer; and b is the bias vector of class i; at time t,
replace x with htn.

The softmax layer superimposed the input features linearly with the weights. The
number of neurons in the softmax layer was set by the number of malicious code types.
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4. Experiments and Analysis of Results

4.1. Experimental Setup

To test the performance of the malicious code classification method fusing TCN and
BiGRU, the following experiments were implemented:

Experiment 1: Feature selection experiment
Experiment 2: TCN-BiGRU model performance analysis experiment
Experiment 3: Comparison experiments of different pooling methods
Experiment 4: Model ablation comparison experiment
Experiment 5: Comparison experiments of different classification algorithms.

4.2. Experimental Environment and Data Set

The experimental environment was a computer configured with Win10, Intel Core
(TM)-9880H CPU @ 2.30 GHz, 64 GB RAM, Quadro RTX 4000 GPU; the programming envi-
ronment was PyCharm2021.2.2, using the Python 3.7 language in a CUDA 11.0 accelerated
environment. The neural network model used TensorFlow 2.4.1 and Keras 2.4.3 versions of
the deep learning framework.

The experimental datasets were from the open-source dataset provided by Microsoft [15],
and the PE samples were from the Datacon Open Data Project provided by Qianxin
(China) [25]. The malicious code families in the dataset provided by Microsoft were
divided into 9 categories, with 10,868 malware samples. Each sample file had two formats:
.asm and .bytes; the PE samples provided by Qianxin had two categories, containing a
large amount of mining-type malicious code and non-mining samples. These are the latest
real samples captured from the existing network; thus, these samples are likely to contain a
large number of shelling samples and resource obfuscation samples. To prevent samples’
mistaken execution from infecting the environment, the MZ and PE headers, as well as
the import and export table parts, were removed. To ensure that the dataset samples
have a certain level of diversity, similar samples were filtered. Therefore, in actual use,
the MZ and PE headers were artificially added to extract the opcode features, and the
samples were disassembled into .asm files using IDA tools. The family name, type number,
number of samples, and expression number of the malware dataset used are shown in
Figures 10 and 11.

Figure 10. Kaggle malware sample.
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Figure 11. Datacon sample.

To fully evaluate our method, experiments were conducted on two different datasets ac-
cording to different methods to fully validate the model. The first method used 9 malicious
families in Kaggle malicious samples labeled 1–9, and the dataset was noted as 9-class-data.
The second method used 0, 1 sub-table labeling on Datacon samples as sample labels, and
the dataset was noted as 2-Class-Datacon; a five-fold cross-validation method was used
to randomly divide the data into 10 parts, selecting 9 of these parts as the training set and
1 part as the test set.

4.3. Experimental Evaluation Criteria

The experiment selected common evaluation criteria in the field of malware classifica-
tion detection: accuracy (Acc), precision (PR), recall (RR), and f1-score (F1) to evaluate the
classification of the network. These criteria were calculated as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Acc = TP+TN
TP+TN+FP+FN

PR = TP
TP+FN

RR = TP
TP+FP

F1 = 2×PR×RR
PR+RR

(8)

where q is the number of samples; d is the number of categories; the value type is the
processed one-hot code (string consisting of 0 or 1), and ŷid is the output value of the
softmax function (∑d=9

d=1 ŷid = 1). TP is the true class (meaning that malware was correctly
classified as malware), FN is the false negative class (meaning that malware was incorrectly
classified as normal software), FP is the false positive class (meaning that normal software
was incorrectly classified as malware), and TN is the true negative class (meaning that
normal software was correctly classified as normal software).

Model performance was presented using a visual representation of the confusion
matrix, as shown in Table 2.

Table 2. Confusion Matrix.

Location
Real Label

For Malware For Not Malware

Malware TP FP
Not malware FN TN
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4.4. Feature Selection Experiments

After obtaining the opcode sequence, the n-gram method was used for feature extrac-
tion of the instruction file from the .asm file. The frequency f of the instruction n-gram in
the .asm file was calculated as the feature and then used as input.

Normalization pre-processes the values of the frequency of the feature extracted
from the n-gram of the malicious code, and the one-hot encoding method pre-processes
the values of the malicious family categories. For example, the Ramnit family can be
represented as 000000001.

In the experiment, the feature extraction was first performed by selecting N = 3, and
then the instruction frequency threshold was selected as 300. Then, the test was conducted
by increasing the value at 200 intervals, and the highest value selected was 1100. The
experimental results showed that when instruction frequency increased, classification
accuracy showed a trend of first rising and then decreasing, and the classification effect
was best when the frequency was selected as 700, as shown in the lower panel of Figure 12.

Figure 12. Experiment on the selection of N value and frequency.

In the experiments on change in the N value, the comparison experiment of N value
was conducted using the frequency with the best effect in the instruction frequency exper-
iment, i.e., a frequency of 700. As the N value increased, classification accuracy showed
a trend similar to that of frequency, which also showed a trend of increasing and then
decreasing. Through analysis of the experimental results, the classification effect was best
at N = 3, and the experimental results are shown in the upper panel of Figure 13. Therefore,
in subsequent experiments with the classification model, N = 3 was selected as the feature
for input, and a frequency of 700 was selected as the input to the model.

For the byte code feature, the byte sequence with a length of fewer than 1500 bytes
frequency was selected, then the experiment was conducted by increasing the frequency
at an interval of 1000, and sequences with no more than 4500 in length were selected for
the experiment. The experiment found that accuracy gradually decreased, so sequences
within a length of 1000 were selected for training. The experiment then found that accuracy
decreased compared to sequences within a length of 1500; thus, in subsequent features, we
selected byte code with lengths below a 1500 bytes frequency for the fusion experiment.
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Figure 13. Sequence length selection experiment.

4.5. TCN-BiGRU Model Performance Analysis Experiments

In the TCN-BiGRU model, the choice of some hyperparameters in the model could
impact the experimental results. A single feature (n-gram method) was used in tuning the
model to optimize model parameters. Two hyperparameters, the number of filters and the
number of convolutional kernels, were selected among the optimization class parameters,
and the number of BiGRU layers and the number of neurons per layer were selected as
variables from the model class parameters. The number of model iterations was set at 50,
the dilation coefficient in TCN was exponentially increased by 2, the dilation coefficient
was set to (1, 2), the optimization algorithm was chosen as Adamax, and the learning rate
was set at 0.002. To avoid the overfitting problem, a dropout layer was added, and the
value was taken as 0.2. To make the experimental data more accurate and valid, a five-fold
cross-validation method was used. The prediction data obtained from the experiments
regarding the classification of malicious code families when setting a different number
of filters, the number of convolutional kernels, and the number of neurons are shown in
Tables 3–5, respectively.

Table 3. Parameter setting of model.

Model Parameter Real Label

Batch size setting 64
Optimizer Adamax
Optimizer learning rate 0.002
Epoch setting 50
Number of TCN filters 7
Number of TCN convolution kernels 4
TCN dilation coefficient (1, 2) cc
Number of BiGRU units 32\32
Dropout rate 0.2

Using the grid search algorithm, parameter search experiments were conducted for
the filters (5, 7, 10, 15, 20) and the number of convolutional kernels (2, 3, 4, 5, 6) to finally
determine the optimal parameter settings for the model, as shown in Table 4.

According to the values of each parameter obtained from the above experiments, the
fusion of two features with N = 3, frequency = 700 and the first 1500 byte sequences was
performed again using the TCN-BiGRU classification model.
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Table 4. Parameter setting of model.

Malicious Code Family Precision Recall F1-Score

1 0.99 1.00 1.00
2 1.00 1.00 1.00
3 0.99 1.00 1.00
4 1.00 1.00 1.00
5 1.00 1.00 1.00
6 0.99 1.00 0.99
7 0.94 1.00 0.97
8 0.99 0.99 0.99
9 0.99 0.99 0.99
accuracy - - 0.99
Overall 99.55% 99.54% 99.54%

Table 5. Parameter setting of model.

Malicious Code Family Precision Recall F1-Score

0 0.94 0.93 0.93
1 0.96 0.97 0.96
accuracy - - 0.95
Overall 96.37% 96.63% 96.50%

The confusion matrix for the classification of the 9-class-data dataset is shown in
Figure 14, with “Real label” on the vertical axis indicating true malicious code and “Predic-
tion” on the horizontal axis indicating the prediction made by the model.

Figure 14. Confusion matrix.

Table 5 shows in more detail the precision, recall, and FN-score (N = 1) of the predic-
tions for each category. Note that for the Lollipop class, Vundo class, and Simda class, the
classification is 100%. In the Kelihos_ver1 class, the classification is poor, with an accuracy
of only 94%, while the remainder reached more than 99%. The family class Kelihos_ver1
belongs to the backdoor virus type in the broad category, while there are three families
that are all backdoor viruses. Their poor classification was probably due to confusion with
similar families.

Table 6 details the precision, recall, and fN-score (N = 1) for each category of predic-
tions on the 2-Class-Datacon dataset. The table shows that the results were better for the
Not_Miner classification on the 2-Class-Datacon dataset, with an accuracy greater than
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96% and recall at 97%. The overall accuracy of the 2-Class-Datacon dataset was slightly
worse, probably due to the presence of many shelled samples and resource confusion as
this dataset was collected from the current network. As for whether model generalization
ability was good on the 2-Class-Datacon dataset, model ablation was set, and different
comparison tests were performed for verification.

Table 6. Ablation experiment of model.

Model Dataset Accuracy Precision Recall F1-Score

TCN
9-class-data 99.36% 99.37% 99.36% 99.36%
2-class-Datacon 94.62% 95.98% 95.81% 95.89%

GRU
9-class-data 99.36% 99.29% 99.35% 99.32%
2-class-Datacon 95.7% 95.8% 95.72% 95.76%

TCN-GRU
9-class-data 99.54% 99.46% 99.54% 99.50%
2-class-Datacon 95.52% 95.62% 95.63% 95.62%

TCN-BiGRU
9-class-data 99.72% 99.55% 99.54% 99.54%
2-class-Datacon 96.54% 96.37% 96.63% 96.50%

4.6. Model Ablation Experiments

To verify the detection effect of the model proposed, model ablation experiments were
performed. Under the same experimental conditions, TCN, GRU, TCN-GRU, and our
model were compared on two different datasets to detect the corresponding results of each
model for various indexes of the dataset. The detection results are shown in Table 6.

Observe from Table 7 that the proposed model significantly improved the classification
effect of malicious samples, with accuracy up to 99.72% and 96.54% on the two datasets,
respectively. The 9-Class-Datacon dataset has an accuracy improvement of 0.36%, 0.36%,
and 0.18% using TCN, GRU, and TCN-GRU, respectively. The accuracy of the 2-Class-
Datacon dataset was improved by 1.92%, 0.84%, and 1.02% using TCN, GRU, and TCN-
GRU, respectively. Observing the results of the accuracy, completeness, and F1 values of
the two datasets on the three models TCN, GRU, and TCN-GRU, it was found that the
proposed TCN-BiGRU model outperformed TCN, GRU, and TCN-GRU in all indexes,
thus verifying that the combination of both TCN and BiGRU in the model improved the
detection effect for malicious code.

Table 7. Accuracy for different pooling methods.

Dataset No Pooling Average Pooling Maximum Pooling Pooling Fusion

9-class-data 99.45% 99.54% 99.45% 99.72%
2-class-Datacon 94.92% 95.10% 95.28% 96.54%

4.7. Comparison Experiments of Different Pooling Methods

To solve the problem of insufficient feature extraction abilities of the model, this
study proposed a pooling fusion method that simultaneously averaged and maximized
the pooling of data and performed parallel pooling. This section presents a comparison
experiment on the effect of different pooling methods on the performance of malicious code
classification. The model adopted four schemes: no pooling, average pooling, maximum
pooling, and pooling fusion. The classification accuracy for both datasets is shown in
Table 8.

From Table 8, observe that the method using pooling fusion has higher detection
accuracy compared with schemes that perform average pooling or maximum pooling
alone. By using pooling fusion to combine these two features and complement each other,
we better reflected the nature of the network attack data and obtain higher identification
accuracy. This experiment demonstrated that our pooling fusion method can significantly
improve the ability of the model to extract features.
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4.8. Comparison Experiments for Classification Algorithms

Regarding model performance, comparative experiments were conducted with ref-
erence to existing literature. Comparison experiments were done on the 9-Class-data
dataset with reference to the relevant literature [9,10,26–28]. Experimental results are
shown in Table 8. Among the five comparative studies, two focused on machine learning,
one was related to gene sequence classification, and the remaining two concerned deep
learning models. Burnaev et al. [26] used opcode features and grayscale map features,
which were extracted and later detected by svm for classification. Narayanan et al. [27]
processed grayscale graphs converted from malware, downscaling the features by PCA,
and then classifying them using the machine learning model known as K nearest neigh-
bor. Drew et al. [28] used a genetic detection method similar to Strand to classify text.
Gibert et al. [10] extracted byte and opcode sequences, and then used a classifier composed
of two CNNs for classification. Yan et al. [11] extracted features via a CNN model for
grayscale maps and LSTM model for opcode features, then fused the results for classifi-
cation. These methods produced good results, but there remained a gap between them
and the method of this study. Under the accuracy evaluation criterion, our proposed
TCN-BiGRU model integrating opcode and byte features achieved 99.72% accuracy; the
accuracy values of the five comparison studies were all below 99.72%. Therefore, our
proposed model incorporating both features and fusing TCN and BiGRU performed best.

Table 8. 9-class-data dataset_model comparison.

Model No Pooling Average Pooling

One-class SVM [26] Opcode + Grayscale map 92%
PCA and kNN [27] Grayscale map 96.6%
Strand Gene Sequence [28] Asm sequence 98.59%
Orthrus [10] Byte + Opcode 99.24%
MalNet [11] Opcode + Grayscale map 99.36%
Model in this paper Opcode + Byte 99.72%

For the 2-Class-Datacon dataset, we referred to the literature [29–31] to perform
comparison experiments with the results shown in Table 9. Among these three comparison
studies, one was on integration learning, one was on deep learning, and one was on
machine learning. Guo et al. [29] extracted grayscale maps of malicious samples, extracts
feature with different parameters for GIST descriptors, and then adopted the KNN and
random forest algorithms to integrate classification by voting algorithm. Saadat et al. [30]
also processed malicious sample images; it first pre-trained a good convolutional neural
network model and then used the Xgboost algorithm for classification. Liu et al. [31]
extracted the assembly instructions of malware samples. The assembly instructions were
then pre-processed and downscaled using the LDA algorithm and were finally trained
with the random forest algorithm for classification. These methods produced good results,
but there remain gaps between them and the method proposed in this paper. Under the
ACC evaluation criterion, our TCN-BiGRU model integrating opcode and byte features
reached 96.54% accuracy; the ACC values of the three comparison papers were all under
96.54%. After the above comparative experiments on two datasets, it was proved that our
proposed model integrating both features and fusing TCN and BiGRU performed best and
had strong generalization capability.

Table 9. 2-Class-Datacon model comparison.

Model No Pooling Average Pooling

KNN + RandomForest [29] Grayscale map 93.03%
CNN + Xgboost [30] Grayscale map 93.44%
LDA + RandomForest [31] Opcode 95.58%
Model in this paper Opcode + Byte 96.54%
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5. Conclusions

Threats to cyberspace security are increasing, and classification of the massive number
of viruses has become an increasingly critical issue. This study proposed a static classifi-
cation model of malicious code fused with TCN and BiGRU to extract and integrate the
opcode features and byte features of malicious code. The model focusd on the potential
features of the data and obtained the long-term dependencies existing in the sequences
through a BiGRU network in both directions. It showed several advantages, such as high
classification detection rate, anti-shelling, and obfuscation on both datasets. It also showed
good generalizability and adaptability to high data volume requirements. However, the
method used for feature extraction was relatively simple and did not bring out the full per-
formance of the features. In follow-up work, we will use a natural language classification
model to further process the samples.
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Abstract: With the increase in the use of Internet interconnected systems, security has become of
utmost importance. One key element to guarantee an adequate level of security is being able to detect
the threat as soon as possible, decreasing the risk of consequences derived from those actions. In
this paper, a new metric for early detection system evaluation that takes into account the delay in
detection is defined. Time aware F-score (TaF) takes into account the number of items or individual
elements processed to determine if an element is an anomaly or if it is not relevant to be detected.
These results are validated by means of a dual approach to cybersecurity, Operative System (OS)
scan attack as part of systems and network security and the detection of depression in social media
networks as part of the protection of users. Also, different approaches, oriented towards studying
the impact of single item selection, are applied to final decisions. This study allows to establish that
nitems selection method is usually the best option for early detection systems. TaF metric provides,
as well, an adequate alternative for time sensitive detection evaluation.

Keywords: early detection; machine learning; classification algorithms; network security; social
networks; time-aware metrics

1. Introduction

The relevance of the early detection problem has been explored in many fields. Al-
though a thorough study was proposed there was limited research on its evaluation metrics
and methodologies. Mostly there is little work related to non-dataset-dependent metrics
and lack of interpretability and better discrimination among results. In a real world en-
vironment, where a true streaming evaluation is applied, no data from the full dataset is
available, so parameters for the metric must be extracted from the problem.

Many fields could benefit from an early detection approach as stopping any kind of
anomaly or problem as soon as possible would minimise the risks of unwanted results.

Particularly, in the field of network and systems security, the longer the time passes
and the more phases of the attack are achieved, the higher the probabilities of signifi-
cant damage.

In the early detection in social media field, the detention of fake news or rumours as
well as cyberbullying would decrease their consequences. Those consequences include
depression, self-esteem decrease, suicide or suicide ideations, for example.

The lack of a proper dataset independent early detection metric with good inter-
pretability was solved with the definition of TaF. This is a non-dataset-dependent metric for
the evaluation of early detection systems, presented as an alternative to the issues found
in the state-of-the-art metrics. Additionally, the evaluation of multiple alternatives for
detection systems functions could improve the results, thanks to the variety of options
available for the different problems.
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To summarise, the fundamental issue found in this topic was related to the proper time
aware evaluation and thus the main contribution of this paper is the definition of a non-
dataset-dependent time-aware metric. Also, another contribution is the study of different
approaches for taking final decisions based on the elements that are being processed.

The remaining sections of this paper is organised as follows: After the Introduction
section, a Related Works containing relevant references to analyse the state-of-the-art. Then,
Section 3 present the formal representation of the methods used in the experiments, a brief
analysis of the datasets used, the models applied and the metrics used for the evaluation
of performance. Next, on the Results section values from the experiments are presented
in terms of figures, tables and a study of the results. Lastly, Discussion and Conclusions
outline the outcome of the experiments, displaying also the implications and limitations of
this research.

2. Related Works

As stated in the previous section, the relevance of the early detection problem has
been explored in many fields. Although, a thorough study was proposed there was limited
research on its evaluation metrics and methodologies. Best efforts as evaluation metric
definition for the early detection problem was presented by Early Risk Detection Error
(ERDE) [1], F-latency [2] an also by [3] where an alternative, Time aware Precision (TaP)
non-dataset-dependent metric was proposed.

At the 2017 CLEF (Conference an Labs for the Evaluation Forum), ERDE was pre-
sented in the workshop for early prediction (eRisk) as the metric for the evaluation of the
tasks. Then, by using the time-aware proposed metric, participants detection systems for
early detection of situations such as depression or other behaviours and disorders using
social media network data [1,4].

F-latency, a latency-weighted F1, was created to avoid heuristically defined param-
eters, as it was one of the problems detected by the authors in the definition of ERDE.
Those parameters were replaced by dataset defined values for the evaluation of depression
detection in social media [5].

Time aware Precision (TaP), was presented in [3] based on the study of ERDE and
F-latency as well as other non time aware metrics to overcome problems with the definition
of both. Such as, interpretability, better discrimination among results and to obtain a dataset
agnostic approach. In a real world environment, where a true streaming evaluation is
applied, no data from the full dataset is available, so parameters for the metric must be
extracted from the problem.

In terms of metrics those three, ERDE [1] F-latency [5] and TaP [3], are the best effort
presented for early detection evaluation with specific latency dependent metrics.

Also, it must be mentioned that disregarding specific latency aware metrics, some
examples can be found by using traditional metrics like precision, recall or F-score, for the
early detection problem. For example [6] or [7], where F1 is measured at specific points
without time penalization.

Particularly, in the field of network and systems security, early detection of attacks
could prevent an increase of the threat minimising the outcome, as presented in [8].
The longer the time passes and the more phases of the attack are achieved, the higher
the probabilities of significant damage. As development in this area, several works had
been published, such as [9,10] in order to detect attacks at their early stages, usually not
taking into account the time in their evaluation. Even, if it is incorporated, usually is
just measured by the amount of time until the detection, as shown in [11,12], where a
distributed denial of service (DDOS) is targeted.

In the early detection in social media some works have been presented to target
different aspects of those interactions and the problems that could derive from them.
For example, in order to stop as soon as possible the diffusion of fake news and rumours,
some solutions are presented as in [13,14] but relying only in the time required for the
detection as latency evaluation. This, combined with the increase of cyberbullying [15] and
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the possible consequences of it and the diffusion and spread of fake news and rumours
could lead to depression, self-esteem decrease, suicide ideations or even suicide [16].

Recently, a thorough comparison between different approaches for cyberbullying
detection was presented in [17], where as part of machine learning evaluation, Logistic
Regression is shown as an alternative. As part of the cyberbullying detection problem,
some session based studies had been presented, using specifically Large Language Models
(LLM) for the early detection task [18] . Lately, also [19] applies machine learning models
as Decision Tree (DT), Random Forest (RF) and AdaBoost (AB) for cybersecurity threats in
form of Networks Attacks.

Summarising, in terms of metrics, several attempts have been made towards an early
detection evaluation, such as ERDE [1], F-latency [5] and TaP [3]. Although, some present
several problems for real world applications and their interpretation.

3. Materials and Methods

In this section we present a thorough description of the elements used in the tests for
obtaining the results. First, an introduction to the early detection representation and its
particularities is included in the Methods section. Then, a comprehensive explanation of
the datasets is shown, followed by the models used for the decision making phase. Finally,
the metric used for the evaluation is presented.

3.1. Methods

The early detection problem presents certain characteristics that must be taken into
account, and it must be formally described in order to define proper methods. Although a
thorough description of the formal definition of the early detection problem can be found
in [3], a summary is presented next for ease of interpretation. To do so, we define
E = {e1, e2,. . . , e|E|} as the set of entities susceptible of being classified, in this case |E|
describes the amount of entities. Each one of them (e) is composed from a series of items
(Ie), with a label (le) for the class of the entity. This could represent either that the entity
is anomalous or not, le = true and le = f alse respectively. It must be added that although
this represents a binary classification task, early detection systems could provide a third
value showing that the decision has not been taken yet (i.e., a delay).

The set of items for a particular entity is expected to change over time and is repre-
sented by Ie = (< Ie

1, te
1 >,< Ie

2, te
2 >,. . . ,< Ie

n, te
n >), being < Ie

k , te
k >, k ∈ [1, n] the tuple

that represents, for each entity e, its k-th item Ie
k , and the timestamp associated with the

particular item Ie
k is denoted as te

k.
Also, it is important to notice that the following statement must be true, as items must

be time ordered:

∀ < Ie
k , te

k > : te
k be f ore te

k+1

An item, Ie
k , is characterized by a feature vector, and, particularly, it can be inferred

that all items linked to an entity, Ie
k , k ∈ [1, n], share the same feature vector. Those attribute

values will be expected to change over time.

Ie
k =

[
f e
k1

, f e
k2

, . . . , f e
km

]
, k ∈ [1, n]

Due to the independence of entities, the sequence of items Ie for each entity e ∈ E
may exhibit varying lengths, denoted as n. It is important to emphasize that the number of
features, m, remains consistent across all items.

In this kind of problem, for a given entity e, the goal is to identify any anomalous
behaviour while examining the fewest number of items from Ie possible.

The objective function will be defined as f (le, Ie × [1..n]) → {0, 1, 2}. If an entity e
is deemed anomalous following the analysis of i1 to Ik items, this function will output 1
(i.e., positive). If an entity e is determined to be normal (i.e., non-anomalous or negative)
after processing an amount of k items and the preceding ones, then f (le, Ie, k) = 0. Lastly,
f (le, Ie, k) = 2 represents that no definitive decision can be made regarding e entity after
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processing an amount k of items, indicating the need for further processing (i.e., delay).
As a result, when f (le, Ie, k) yields outputs 0 and 1, the processing of items Ik+1, . . . , In is
unnecessary. Conversely, if the output is 2, it necessitates the processing of additional items
Ik+1, . . . , In until a conclusive output is obtained or the sequence of items is exhausted.

Among the different existent evaluation methods (e.g., batch, streaming, time-based,
etc.) we choose streaming evaluation as it provides the best representation for each individ-
ual entity.

In this case, Ie, which represents the sequence formed by individual items, is treated
individually and following the original sequence. As a result, for each entity e, the function
f (le, Ie, k), k ∈ [1, n], must be executed until a conclusive output is achieved or until the
maximum number of items (n) is reached. Similar to previous scenarios, when item k, Ik, is
being processed, the model can incorporate all preceding items, I1, . . . , Ik−1, as illustrated
in Figure 1.

Figure 1. Items distribution for streaming evaluation.

3.2. Datasets

For the sake of variety in the experiments developed in this paper, we selected two
different datasets. In order to study the outcome under particular circumstances, we choose
two where both their nature and particular characteristics differ. The first one, obtained
from Kitsune dataset [2], is the OS Scan Attack, which presents some particularities that
will be shown later in this section. The second one was specially collected for the eRisk
2017 Workshop [1]. In this case, posts from the website Reddit were included after a
selection process and being identified as written by users with depression or users without
depression. As for Kitsune OS Scan Attack, an analysis is included next.

Kitsune dataset is composed by data traffic from a video monitoring network and in-
cludes different attacks performed over the network through several days. It was designed
and utilized to evaluate the Intrusion Detection System—Network based (NIDS) described
in [2]. In particular we use the OS Scan Attack, which examines the devices connected
trying to detect hosts and which operating systems (OS) they are using, to find potential
vulnerabilities, and it will be referred as “Network Attack” from now on. This dataset
is composed by a set of network packets from which a group of engineered features are
extracted and tagged as “Attack” or “Normal”. In order to further analyse the traffic, we
divided it into bidirectional flows as described in [20,21], defined as the aggregation of
packets with same pair source IP address—destination IP address, source port—destination
port and protocol over a defined period of time. To account for the time division, we used
timestamp of the packets as a split point using 0.1 s as threshold for the inter-packet time
and 1 s as threshold for the flow span as described in [22]. For the experiments performed,
we used the features described in [2]. As presented in the original paper only characteristics
of the packet itself and its relation in time with the rest of the traffic are used in the creation
of the dataset without including specific information of the flow they belong to.

Table 1 summarizes the main statistics for the datasets, among which OS Scan Attack
from Kitsune dataset can be found. The amount of individual packets reaches nearly
1.7 million, distributed in 75,700 bidirectional flows. As the dataset represents an OS scan
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attack, most of anomalous flows are going to be around 2 packets in size, like it can be
seen in the average of packets per flow for attack class, which accounts for the request and
the reply from the device under attack. This, results on getting the majority of Entities of
Anomalous type even if the greater part of items or packets belong to the Normal class.

The eRisk depression dataset, referred as “Depression Dataset” from now on was
expressly collected for the 2017 edition of eRisk workshop on Early Detection [1]. It
is composed by a set of publicly available Reddit posts published by users in about a
year of use period. Those posts were later marked as “Depressed” or “Non-depressed”
guided by self-reported diagnoses of depression. In this case, subjects correspond with
the Entities (E) and each of the items (Ie

i ) with the subject’s posts. As for the features used
in the experiments we will use the ones defined in [23,24]. Although, we will not include
features created by the aggregation of a sequence of posts by only including individual
post characteristics.

Also, we include in Table 1, along with the ones of the previous described dataset,
the main statistics computed for the subjects and posts considered. This dataset is signifi-
cantly smaller both in terms of number of Entities and Items but it has a higher average
ratio of items per entity. With only 887 Entities and slightly over 500,000 items, it achieves
nearly 600 items for each entity. Being the amount of “Anomalous” cases the 15.22% of
the total subjects, it is relevant to display that this ratio reaches almost half the value for
“Anomalous” than for “Normal” cases.

Table 1. Summary of the main characteristics of the datasets.

Dataset Entities & Items Normal Anomalous Total

Depression

Entities 752 135 887

Items 481,837 49,557 531,394

Items per entity 640.7 367.1 599.1

Network
attacks

Entities 10,045 65,655 75,700

Items 1,566,602 131,249 1,697,851

Items per entity 155.96 1.99 22.43

3.3. Models

The set of models used in the experimental evaluation of the proposed selectors and
metric is composed by some well known of-the-shelf state-of-the-art machine learning
algorithms. The selection of this set was made based on the work presented in [25] for de-
tection of cyberbullying in Vine social network. This methods were also tested on the same
datasets for the early detection problem as shown in [3]. Particularly, the implementation
by scikit-learn [26] was used, and the description of the models with the parameters used is
listed below:

• LinearSVC: Support Vector Classification implementation with a ‘linear’ kernel that
improves parameter selection and scalability.

– Parameters: C = 1, class_weight = ‘balanced′, dual = False, max_iter = 1000

• ExtraTree: Meta estimator that uses averaging of randomized decision trees for classifi-
cation.

– Parameters: n_estimators = 50, bootstrap = False,
class_weight = None

• AdaBoost: Meta estimator that refits a classifier by updating weights of incorrectly
classified instances.

– Parameters: n_estimators = 1000, learning_rate = 2.0,
algorithm = ‘SAMME.R′
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• Random Forest: Meta estimator which uses a determined number of decision trees and
applies averaging to obtain the classifier.

– Parameters: n_estimators = 500, class_weight = None,
max_ f eatures = ‘sqrt′, max_depth = 7, bootstrap = False

• Logistic Regression: Conformed by a logit MaxEnt classifier, where the maximum
entropy classifier is combined with a logistic function.

– Parameters: C = 0.1, class_weight = ‘balanced′, dual = False, penalty = ‘l2′,
solver = ‘sag′

After models for detection in individual items are trained, we apply a selector system
to take the final decision based on individual items. Those decision functions are tested by
using the results previously obtained with standard final deciders as baselines. In this case,
four different functions are applied to this task, particularly:

• mean: Uses an aggregation of probabilities for each class, and decides one or the other
based on those values.

• bigger: Uses the bigger class probability to provide the output of the classifier.
• last: Uses the last item processed to decide if the result is normal or anomalous
• 2last: Uses the combination of the class probabilities of the last two values in order to

provide the final output.

3.4. Metrics

For the early detection problem evaluation it is important to obtain models that not
only make correct predictions but also that those are taken as soon in time as possible.
In order to do so, a metric that is able to consider the time used for making the prediction is
needed. Several metrics had been presented to fulfill that task, among which: Early Risk
Detection Error ERDE [1], F-latency [5] and Time aware Precision TaP [3].

In this paper, we define the metric Time aware F-score or TaF for short, to overcome
some limitations of the previous metrics and to ease the interpretation of the results. This
metric presents a behaviour more similar to F-latency, than previous ones, but improving
the configuration parameters. Reflecting the same idea as TaP, a penalization point and
the degree of penalization is defined as problem-based instead of based on the particular
values of the dataset. In this sense, it is more natural to do so that to set it based on the
mean of those values. This last point is also crucial because in a real world streaming
situation, it will not be possible to get the complete image or range of values before one
specific item is processed.

The metric has been defined as follows:

TaFo,λ(ei, k) =

⎧⎨⎩
1 if TP ∧ k ≤ o
1 − p fo,λ(k) if TP ∧ k > o
0 if delay

TaF(E, k) =
∑ei∈E TaF(ei, k)

|ETP|+ 1
2 (|EFP|+ |EFN |)

The cases defined in TaFo,λ use the same principle as in the previous metrics (ERDE
and TaP) but just for the correctly detected positive cases (true positives, TP). The maxi-
mum value is obtained if the item is identified before the point of measure o, otherwise a
penalization function named p f (k)o,λ is applied.

For the final TaF(E, k) value an aggregation of intermediate results is performed in
order to use the final value as a penalized count of true positive cases. That is to use it
instead of |ETP|, applying, then, the F-score function. The number of real true positive
cases (TP) is depicted as |ETP|, whereas negative cases are shown as |EFP| and |EFN | for
false positives and false negatives respectively.

125



Appl. Sci. 2024, 14, 574

For this metric, the penalty function is defined as follows, to give values in the range
[1, 0] which generates an output in the metric in the same range. This maintains the relation
with the output values of F-score.

p f (k)o,λ = −1 +
2

1 + e−λ(k−o)

The values of penalization shown in Figure 2 for different values of the parameter λ
display how the results for individual entities ei affects to the final value of TaF. In every
instance a proper prediction is emitted although, the amount of items required to achieve
that prediction varies as presented on X-axis. It must be observed that the output range of
the function for TaF metric is [0, 1].

Figure 2. TaF configured with point of measure o = 2 and various values of λ. The number o items
used to reach a correct prediction by the system are represented on the X-axis, supposing a delay was
produced fro previous items. In this case, when x = 5 the system outputs the proper prediction on
item k = 5 and, therefore, it generates a delay earlier on (i.e., x < 5).

4. Results

Results for eRisk dataset over Random Forest, Extra Tree, Ada Boost and Logistic
Regression models are presented on Figures 3 and 4. Figure 3 shows the results obtained
with Time aware F-score (TaF) metric, when compared with Figure 4, which shows the
results when F-latency metric is used, some differences must be noticed.

First, TaF parameters are not dataset defined but problem defined, as presented in
the previous section, in contrast to other metrics. Besides that, it can be seen that more
differences between the four models, and mostly between different selectors for each model,
can be spotted by using this metric. Particularly, it provides an improved representation of
selectors’ performances.

Also, when specific values are observed in Figures 3 and 4, some differences are shown
between selectors. One particular observation can be made at 2 items for 2last, with a
decrease in performance for both metrics. This can be explained mainly because of an
absence of many predictions in the previous point combined with a poor performance
when the first item is included for these decisions. The results could imply that the first
element of the sequence is mostly incorrectly classified and it does not improve the general
output of the algorithm at that point.

Finally regarding Figure 3, when the number of processed items increase, best be-
haviour for the majority of the models is obtained with bigger selection function, al-
though for Extra Tree 2last obtains the best results. This function is also the second better
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for Ada Boost and Random Forest, reaching even better values than bigger function for
lower amount of items processed.

Furthermore, Table 2 presents results obtained with TaF with the same combination of
models and selectors when applied on Kitsune dataset.

(a) Ada Boost (b) Extra Tree

(c) Random Forest (d) Logistic Regression

Figure 3. Results for combinations of selectors and models (Random Forest (RF), Extra Tree (ET),
AdaBoost (AB) and Logistic Regression (LR)) for each number of items analyzed with eRisk dataset
using Time aware F-score (TaF) as metric.

In this case, as the problem analysed is specific of an OS Scan Attack and defined flows
present distinct characteristics, models trained display high values of TaF metric regardless
the combination of models and selectors. Even though that is the case for this particular, it
allows to observe how higher values of the metric seem less influenced by differences in
selectors, and small differences can be observed in the model (Logistic Regression) where
those values are lower.

Results on Kitsune dataset display also particularities when the amount of items
processed is lower, and this situation is enhanced by the fact that this dataset presents a
high number of entities with just two items. Also, it must be remembered that those small
entities are in their vast majority attack entities.

Although no direct comparison with previous results referenced is possible due to the
use of a new metric presented in this paper, the analysis of both F-latency and TaF results
for eRisk dataset (Figures 3 and 4) provides a base to connect it with previous experiments.
Besides, the use of one of the selection methods for the early detection systems that was
already applied for the same Machine Learning models supplies the needed base for the
required results interpretation.

In view of the conducted experiments and the results obtained, TaF metric is shown
as an improved alternative to the early detection metrics. This means that this metric
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could be applied to evaluate any problem from the domain overcoming the limitations
present on other time aware metrics. In terms of improvements of the early detection by
machine learning models, it can be seen that a further exploration of selection methods
could be applied. By expanding the ways the final decision is taken, performance might
be improved.

(a) Ada Boost (b) Extra Tree

(c) Random Forest (d) Logistic Regression

Figure 4. Results for combinations of selectors and models (a) Forest (RF), Extra Tree (ET), Ada
Boost (AB) and Logistic Regression (LR)) for each number of items analyzed with eRisk dataset using
F-latency as metric.
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Table 2. Results for combinations of selectors and models (Random Forest (RF), Extra Tree (ET), Ada
Boost (AB) and Logistic Regression (LR)) for each number of items analyzed with Kitsune dataset.

Model Selector 1 2 3 4 5 25 50 75 100 125 150 175 200 225 300

RF

bigger 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
2last 0.9950 0.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
mean 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
last 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950

ET

bigger 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
2last 0.9950 0.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
mean 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
last 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950

AB

bigger 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
2last 0.9950 0.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
mean 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950
last 0.9950 1.0000 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950 0.9950

LR

bigger 0.9896 0.9946 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896
2last 0.9948 0.0000 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948 0.9948
mean 0.9896 0.9946 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896
last 0.9896 0.9946 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896 0.9896

5. Discussion

From the results obtained from this experiments we can extract two main conclusions.
The first one is the strengths of TaF as metric for early detection problem evaluation, as it
allows to better differentiate between outputs than F-latency metric. Being also problem
dependent instead of datasets dependent, which was previously presented as a limitation
for real world streaming environments evaluation.

Second conclusion extracted from this experiments is the ability of 2last as selection
function to extract the best results when little information is known, being just overcome by
bigger, when bigger amount of items were processed. As the objective of these systems is to
detect as soon as possible this situation, the use of a nlast approach could improve general
performance of systems. Problems detected when less than n items are being processed
could be avoided by the combination of two different selection functions depending on the
amount of items. Which could even be explored in future works with the analysis of the
application of different selection functions to the nlast items processed.

6. Conclusions

Finally, from the research presented in this paper it can be extracted that due to the
limitations of existent time aware metrics, the alternative provided by TaF contributes to a
proper evaluation of detection systems in the early detection problem.

Also, and under the evaluation supplied by TaF metric, it is highlighted the impor-
tance of specific selection methods for early detection problem. A broader study could
be performed with the inclusion of more selection methods and datasets with different
particularities, but it is interesting to see how the number of items has an impact both on
the penalisation and on the amount of information used by the system.
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Abstract: As the use of digital currencies, such as cryptocurrencies, increases in popularity, phishing
scams and other cybercriminal activities on blockchain platforms (e.g., Ethereum) have also risen.
Current methods of detecting phishing in Ethereum focus mainly on the transaction features and
local network structure. However, these methods fail to account for the complexity of interactions
between edges and the handling of large graphs. Additionally, these methods face significant issues
due to the limited number of positive labels available. Given this, we propose a scheme that we refer
to as the Bagging Multiedge Graph Convolutional Network to detect phishing scams on Ethereum.
First, we extract the features from transactions and transform the complex Ethereum transaction
network into three simple inter-node graphs. Then, we use graph convolution to generate node
embeddings that leverage the global structural information of the inter-node graphs. Further, we
apply the bagging strategy to overcome the issues of data imbalance and the Positive Unlabeled
(PU) problem in transaction data. Finally, to evaluate our approach’s effectiveness, we conduct
experiments using actual transaction data. The results demonstrate that our Bagging Multiedge
Graph Convolutional Network (0.877 AUC) outperforms all of the baseline classification methods in
detecting phishing scams on Ethereum.

Keywords: phishing node detection; Ethereum; graph convolutional network; node classification,
transaction network

1. Introduction

Ethereum, which provides Turing completeness in smart contracts, has become the
largest smart contract platform. Meanwhile, Ether, i.e., the cash in Ethereum, has become
one of the most popular cryptocurrencies. Hence, it is not surprising that Ethereum has
been targeted extensively by cybercriminals. For example, according to the 2022 crypto
crime report of Chainalysis, illicit transaction activity has reached an all-time-high value,
and scams are the largest form of cryptocurrency-based crime by transaction volume,
with over $7.7 billion of cryptocurrency taken from victims worldwide [1].

Among the various types of cybercriminal activity on Ethereum, phishing scams
are notably prevalent and highly damaging and have garnered significant attention [2].
Currently available approaches to the detection of phishing primarily concentrate on
identifying the specific characteristics of fraudulent emails and websites [3–7]. However,
such methods are ineffective against scams that trick users into transferring cryptocurrency
to Ethereum addresses that belong to or are controlled by scammers.

To detect phishing attempts on Ethereum, many novel methods using the transaction
network were proposed [8–10]. The nodes of the transaction network represent Ethereum
accounts, and the edges represent transactions between accounts. Specifically, these models
transformed the phishing scam detection task into a node classification task [11]. Recently,
researchers have constructed a transaction subgraph for each target node and used the
features of the transaction subgraph as the features of the target node. Thus, the problem of
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phishing node detection in the Ethereum transaction network can be converted from a node
classification task to a graph classification task [12–14]. These existing works, however,
have some limitations in handling large graphs and have few positive labels.

Figure 1 is a schematic representation of the Ethereum transaction network, where
multiple edges are merged into a single edge and the directions of the edges are hidden.
The Ethereum transaction network is a multidigraph and contains rich information about
node behavior patterns. From Figure 1, we can identify the following characteristics of the
Ethereum transaction network.

1. There is a very large amount of transaction data. Although only a few dozen nodes
are shown in the figure, there are hundreds of edges among the nodes. Thus, it can be
concluded that the transaction network is very complex.

2. There is an intricate relationship between the nodes. Figure 1 shows that the nodes in
the transaction network are connected closely with other nodes, and there are multiple
edges between nodes.

3. There is an imbalance in the data. Based on the figure, phishing nodes only account
for a small proportion of the data compared to normal nodes, and this indicates that a
serious data imbalance problem exists in the Ethereum transaction data.

Figure 1. Part of the Ethereum transaction network in which multiedges between nodes are sim-
plified to a single edge. In this network, scam nodes and normal nodes are marked in red and
blue, respectively.

Based on the observations stated above, we can identify the reason for the limitations
in the model’s performance. First, a great deal of computational resources are needed to
process large-scale transaction data. Second, the intricate relationships mean that naive
edge handling approaches can lead to a loss of transaction information. Last but not
least, the serious data imbalance problem causes models to inadequately learn phishing
features. Most researchers alleviate these challenges via graph sampling (e.g., subgraph
extraction) and graph filtering mechanisms. However, these methods have difficulty in
obtaining global structural information. The lack of global structural information in the
node embedding impacts the final phishing node detection.

Therefore, to fully benefit from the structural information of the transaction network
and effectively solve the data imbalance problem, we propose a Bagging Multiedge Graph
Convolutional Network (BM-GCN) model. The model simplifies the complex relationships
between the nodes by breaking down the entire transaction network into three inter-node
graphs. The advantage of this is that it facilitates the extraction of node features while
preserving global structure information. The inter-node graph refers to the fact that each
pair of nodes (a, b) in the graph has at most two edges, one from a to b and one from b
to a. Specifically, in our approach, we preprocess the transaction data and generate three
inter-node graphs to represent the property on the transaction graph. Then, the GCN model
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is utilized as the embedding generation method to make use of structural information in
the graph. During the training of the GCN model, a bagging strategy is adopted to mitigate
the impact of imbalanced data and unlabeled nodes. Consequently, our model can deal
with large-scale data. To the best of our knowledge, this work is the first example that uses
a bagging GCN for the detection of Ethereum phishing scams.

The remainder of this article is organized as follows. Section 2 addresses the research
related to the subject of this article, and Section 3 presents the motivation for the research.
Section 4 describes the BM-GCN model and the strategy that was used when we were
training the model. In Section 5, we introduce the method of evaluating the effectiveness
of the BM-GCN model and analyze the experimental results. Section 6 summarizes the
contributions of this paper and presents our future research plans.

2. Related Work

2.1. Scams on Blockchain Platforms

With the development of blockchain technology and the growth of its community,
the number of fraud attacks on digital currencies is increasing, and this has prompted
researchers to analyze the scams. Vasek et al. [15] presented the first survey of Bitcoin-
based scams; after gathering and combining the various reports of scams, they categorized
the scams into four groups, i.e., Ponzi schemes, mining scams, scam wallets, and fraud-
ulent exchanges. Since Ethereum is an extension of Bitcoin, it can also be categorized in
these ways.

Bitcoin Ponzi schemes have received a great deal of attention because they are a
classical form of economic deception. Vasek et al. [16] identified why Ponzi scams occur
frequently in this ecosystem. Bartoletti et al. [17] analyzed this type of scheme on Ethereum
and studied how Ponzi schemes are promoted on the web. To fuel the detection of Ponzi
schemes on smart contracts, Chen et al. [18] provided an open dataset by gathering real-
world samples, and they used a random forest model built on account features and code
features to identify latent smart Ponzi schemes.

2.2. Detection of Phishing Scams on Ethereum

Phishing scams are among the most severe cybercrimes aimed at Ethereum users,
and many efforts have been made to detect phishing [3]. Wu et al. [8] proposed trans2vec,
which used a weighted random walk to generate the embeddings of nodes, and then
employed a one-class SVM model to classify the embeddings to detect phishing nodes.
Chen et al. [10] extracted graph-based cascade features from transaction records and
developed a lightGBM-based dual-sampling ensemble algorithm to identify phishing
accounts. Chen et al. [9] obtained statistics on the transaction information as features of
nodes and then used a graph convolutional network (GCN) and autoencoder technology
to extract the structural features of the subgraph. The output of the GCN and handcrafted
features are concatenated to obtain the final result for classification. To detect potential
phishing scammers, Zhang et al. [14] proposed a multi-channel graph classification model
(MCGC) with multiple feature extraction channels for GNN to extract richer information
from the input graph.

Although the approaches mentioned above have been able to complete the detection
of Ethereum phishing, their methods of processing graph data are designed for simple
subgraphs, thus ignoring the global structural information of the Ethereum transaction
network. In addition, they do not work in multiedge graphs. To make full use of the
transaction information and structural information, we propose a novel method that
transforms the transaction network into some inter-node graphs for feature extraction.

2.3. Graph Embedding

Graph embedding transforms the data on the graph into a low-dimensional space
while retaining the graph’s structural information and properties as much as possible [19].
This operation facilitates subsequent analytical tasks in both homogeneous and heteroge-
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neous networks. Graph embedding methods can be roughly divided into three categories,
i.e., random walk, matrix decomposition, and deep learning. The basic idea of random-
walk-based graph embedding is to utilize SkipGram on a path set sampled by a truncated
random walk on the graph data to obtain a node embedding [20,21]. Matrix decomposition
methods factorize a proximity matrix that represents node relationships to obtain the node
embedding [22]. For example, ProNE [23] learns embedding both rapidly and efficiently
via matrix factorization with spectral propagation. The core idea of the deep learning
methodology is to obtain a graph embedding directly from the graph structure through
a deep neural network. For example, Kipf et al. [24] proposed the graph convolutional
network (GCN), which introduced a variant of convolutional neural networks that can use
graphs directly and match neighborhoods in the spatial domain.

3. Research Motivations

The Ethereum transaction network is a multiedge graph with a large number of
transactions. In such a graph, phishing nodes generally make up only a tiny percentage of
the nodes. Therefore, there are several factors that can impact the classification performance
when constructing a phishing node detection scheme on the graph.

3.1. Challenges

Transaction graph has complex inter-node relationships

Generally, in the Ethereum transaction network, there are multiple transactions with
varying amounts occurring at different times between two nodes. In other words, there
will be multiple adjacent edges between nodes. Figure 2 shows a simple transaction graph
with only five nodes. The simple addition of weights leads to the unexpected fusion of the
features, which limits the effective utilization of the discrete properties.

Figure 2. A simple multiedge graph example in the transaction network. It can be observed in
this figure that there are many edges between nodes, and these edges have different amounts of
transactions and time. Thus, it is challenging to merge them. When the number of transactions is
greater than three, we use the symbol “. . . ” to represent the remaining transactions.

Significant imbalance between phishing and normal nodes

In the Ethereum transaction network example presented in [25], there were 2,973,489 nodes
and 13,551,303 transactions, but only 1165 phishing nodes. In other words, there was a
significant imbalance between phishing and normal nodes, which can impact the results of
the classification.

Unlabeled nodes

The labeling of phishing nodes relies on reports from users of specific websites, such
as etherscamdb.info and etherscan.io. In other words, these websites can track phishing
incidents only if they are reported, and significant numbers of frauds and scams are not
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reported [26,27]. Therefore, having these unknown/undetected phishing nodes in the
“normal node” set can skew and impact the classifier’s performance, a situation that is also
referred to as a Positive Unlabeled (PU) learning challenge.

3.2. Potential Solutions

We posit the potential of using the following approaches to mitigate the challenges
discussed in Section 3.1.

1. To address the multiedge graph problem, we extract three features from the transac-
tions, i.e., inter-node interaction, transaction time variance, and transaction frequency.
For each feature, we replace the edges between two nodes that have the same direction
with a single directed edge and construct a feature graph to represent the information
contained in the multiedges.

2. We use the bagging strategy [28] to deal with both data imbalances and the PU prob-
lem. In doing so, we use bootstrap aggregating techniques to leverage unlabeled data
and mitigate the limitations associated with the PU problem. In addition, the sampling
method used in the bagging strategy also minimizes the impact of the imbalance in
the data on the classification results.

4. Proposed BM-GCN Model

4.1. Representing the Features of the Graph

Due to the complexity of Ethereum transaction networks, the use of GCN directly in
the original network cannot effectively encode the topology around the nodes. Therefore,
we consider extracting features from the original transaction network and transforming the
complex network into three simple graphs, i.e., a node interaction graph, a time variance
graph, and a transaction frequency graph. Then, we use the corresponding adjacency
matrices, Ai, Av, and A f , to represent the three feature graphs (see also Figure 3). Note that
the transactions are directed and the matrices are not symmetrical.

Figure 3. Feature representation: The property of the transaction graph is extracted into three
inter-node graphs, and the matrices in the right part show the feature representation of each graph.
The numbers in the graphs and matrices are only examples, not the actual information in the
transaction network.

4.1.1. Node Interaction Graph

Transaction records provide a significant amount of information to build inter-node
graphs. For example, if many transaction records exist between node i and node j, there will
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be a closer relationship between these nodes than between nodes with fewer interactions.
With this in mind, we constructed an interaction graph to indicate whether there are
frequent interactions between two nodes. We denote Ii,j as the trade number from i to j,
and we build the interaction graph as follows:

Gi(V, E) weight = TransactionNumber (1)

Ai =

⎛⎜⎜⎜⎜⎜⎝
0 I0,1 I0,2 · · · I0,N−1

I1,0 0 · · · · · · I1,N−1
I2,0 I2,1 0 · · · I2,N−1

...
...

...
. . .

...
IN−1,0 · · · · · · · · · 0

⎞⎟⎟⎟⎟⎟⎠ (2)

4.1.2. Time Variance Graph

Intuitively, the interval of transaction time, which shows the changes in trading time
between two nodes, can be used effectively to describe the transaction relationship between
nodes. To introduce the time feature of transactions between nodes, we use the variance of
the time of the transactions to construct the second inter-node graph. Let vi,j denote the
variance in the transaction time from node i to j; the mean value of the transaction time
from i to j is ti,j, the total number of transactions from i to j is ni,j, and the time of k-th
transaction is τk. The graph of the time variance is constructed as follows:

Gv(V, E) weight = TransactionTimeVariance (3)

vi,j =
∑

ni,j
k=1 (τk − ti,j)

2

ni,j
(4)

Av =

⎛⎜⎜⎜⎜⎜⎝
0 v0,1 v0,2 · · · v0,N−1

v1,0 0 · · · · · · v1,N−1
v2,0 v2,1 0 · · · v2,N−1

...
...

...
. . .

...
vN−1,0 · · · · · · · · · 0

⎞⎟⎟⎟⎟⎟⎠ (5)

4.1.3. Transaction Frequency Graph

We use the frequency of transactions between nodes as the weight to construct a graph;
specifically, we introduce additional time information into our model, which reflects the
average duration of the intervals of the transactions from node i to node j, also written
as fi,j. We denote the transaction frequency from node i to j as the reciprocal of fi,j. This
also ensures that high-frequency nodes have high weights. The frequency graph can be
represented as follows:

Gf (V, E) weight = TransactionFrequency (6)

fi,j =

⎧⎨⎩ 0, ni,j = 1
∑

ni,j−1

k=1 τk+1−τk
ni,j

, ni,j ≥ 2
(7)

A f =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 1
f0,1

1
f0,2

· · · 1
f0,N−1

1
f1,0

0 · · · · · · 1
f1,N−1

1
f2,0

1
f2,1

0 · · · 1
f2,N−1

...
...

...
. . .

...
1

fN−1,0
· · · · · · · · · 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
(8)
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4.2. GCN for Inter-Node Graphs

In this section, we model the phishing detection problem as a binary classification.
The inputs of this model are the three feature graphs discussed earlier and the outputs of
this model are the prediction labels of Ethereum nodes.

In our model, we use the layer-wise propagation rule of Kipf et al. [24] to build a
multilayer GCN. The rule is as follows:

H(l+1) = σ
(

M̃− 1
2 ÃM̃− 1

2 H(l)W(l)
)

(9)

In the above equation, Ã = A + IN denotes the adjacency matrix of the graph G with
self-connections added, IN is the identity matrix, M̃ii = ∑j Ãij and W(l) are the trainable
weight matrices, σ(·) is the activation function, and H(l) ∈ R

N×D is the matrix of activations
in the l-th layer, H(0) = X.

Then, we use the propagation rule mentioned above to build a GCN. For each feature
graph, we use graph convolution to generate the embedding of the feature, which is shown
on the left side of Figure 4. The input graph G is denoted by G = {n1, n2, ..., n|V|}, where ni
is the i-th node, and xi is the representation of ni. For the three feature graphs {Gi, Gv, Gf }
in our model, we denote the vector of the i-th node as {xi

i, xv
i , x f

i }.

Figure 4. GCN classification model. On the left is the GCN used to learn the different structures of
the three feature graphs. Although the three graphs have the same topology, the weights of their
edges are different. On the right is the concatenation of the output of the previous GCNs with the
dense layer and softmax layer for classification.

In order to predict the labels of nodes, we concatenate the outputs of three GCN
models as Xi = (xi

i : xv
i : x f

i ), and use a dense layer y = f (w · X + b) and a softmax layer
to obtain the predictions of node labels. The softmax function is as follows:

pi =
exp(yi)

∑n
k=1 exp(yk)

(10)

4.3. Bagging

Considering that there are many unlabeled phishing nodes in the transaction data and
the distribution of positive and negative examples in the data is very asymmetrical, we use
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the transductive bagging strategy [28] to construct a bagging learning approach dealing
with both data imbalances and the PU problem in the transaction graph.

The method that we propose for PU learning in the transaction data is presented in
Algorithm 1. It creates a training set, S, by combining all positive nodes and sampled
unlabeled nodes randomly and using S to train a classifier. Then, labeled and unlabeled
samples are treated as positive and negative, respectively. For each S, the algorithm uses
the Adam optimizer to update the w parameter of the model.

Algorithm 1 Bagging learning
Input: P ,U , K = size of bootstrap samples, T = number of bootstraps
Output: a function f : X → R

for t = 1 to T do
Draw a bagging sample Ut of size K in U.
Make a bootstrap set S from P and Ut with corresponding labels.
Use bootstrap set S to train the classifier f to discriminate P against Ut.
while stopping criterion not met do

Update w with Adam optimizer
end while

end for
return f

5. Evaluation

In this section, we demonstrate that our approach can deal with both data imbalances
and the PU problem while fully utilizing the graph structure information for the detection
of phishing.

First, we introduce the dataset and metrics used in the evaluation. Next, we evaluate
the performance of Wu et al.’s approach [8] over different network scales and different
negative–positive ratios (NP ratios). To verify the effectiveness of our approach, we conduct
the following evaluations: (1) we evaluate the effects of feature numbers to determine their
performance with varying NP ratios; (2) we evaluate the effectiveness of our approach in
dealing with data imbalances; (3) we evaluate the effectiveness of our approach in dealing
with the PU problem. Finally, we present a comparative summary of the performance of
our approach with several graph-embedding-based methods.

5.1. Dataset and Evaluation Metrics

We evaluated our model using the dataset of Chen et al. [25] which is available at
https://xblock.pro/#/dataset/13. The dataset contains 2,973,489 Ethereum accounts,

13,551,303 transactions, and 1165 labeled accounts. The transaction time in the dataset starts
on 7 August 2015 and ends on 19 January 2019. We constructed a transaction graph using
accounts as nodes and transactions as edges, and we transformed it into three inter-node
graphs as the input to our classification model.

We used the Area Under the Curve (AUC) of the Receiver Operating Characteristic
(ROC) curve as an evaluation metric. In the testing phase, we calculated both the True
Positive Rate (TPR) and the False Positive Rate (FPR) of the classification result, with T as
the varying parameter, where T is the threshold of probability X that the node is classified
as “positive” if X > T and “negative” otherwise. Then, the ROC curve was defined by FPR
and TPR as the x and y axes, respectively. To evaluate the performance of each baseline
model, we used different ratios of both positive and negative instances.

Since the performance of schemes given different positive and negative proportions
varies dramatically, we evaluated the classification results of several models using different
NP ratio numbers.

139



Appl. Sci. 2023, 13, 6430

5.2. Baseline Methods

We empirically compared the performance of our proposed approach with the per-
formance of the Support Vector Machine (SVM), Logistic Regression (LR), and Random
Forest (RF).

1. SVM represents the examples as vectors in space, and it chooses a hyperplane that
represents the largest separation between examples in order to classify them.

2. As a statistical classification method, LR models a binary dependent variable using a
logistic function and obtains the corresponding probability of the class of examples.

3. RF is an ensemble learning method that constructs a large number of decision trees at
training time and outputs the modes of the classes as the classification result.

Since the above classification approaches require vectors as input, we utilized Deep-
walk [20], trans2vec [8], ProNE [23], and NETSMF [22] to obtain node embeddings for the
baseline methods.

DeepWalk is the first Word2vec-based node vectorization model. It uses the ran-
dom walking paths of nodes on the network to imitate the process of generating text,
and then treats the paths of the nodes as the equivalents of sentences and applies the
language model to vectorize each node. Trans2vec introduces biased random walks to
determine whether each walk is affected by transaction time bias or amount bias, and then
it concatenates these two biases to balance their effects.

Different from DeepWalk and Trans2vec, ProNE and NETS-MF use matrix factorization
directly to embed graphs. We introduce them into the baseline system to evaluate our
scheme from another perspective. The embedding vector generated by ProNE contains
both localized smoothing information and global clustering information, making it able to
utilize the graph information more effectively. NETSMF is proposed to provide an efficient
way to obtain embeddings from large graphs.

The baseline models were DeepWalk-SVM, DeepWalk-LR, DeepWalk-RF, Trans2vec-
SVM, Trans2vec-LR, Trans2vec-RF, ProNE-SVM, ProNE-LR, ProNE-RF, NETSMF-SVM,
NETS-MF-LR, and NETSMF-RF. We ran these baseline models on the entire transaction
network and obtained the corresponding embeddings for all nodes. To ensure that the
comparison was relatively fair, we used the publicly released source codes in the DeepWalk
and ProNE papers and their default parameters. For Trans2vec, we added random walking
weights in the source code of DeepWalk, following the parameters proposed in [8] to build
this baseline model. Moreover, for NETSMF, we also used their source code. However,
we reduced the number of training rounds to 80 due to the high usage of memory during
training. (After only 80 rounds of training on the Ethereum transaction data, NETSMF had
used more than 200 GB of memory.)

5.3. Findings

In our evaluations, we followed the guideline in [28] to set our bagging parameters,
which were T = 100 and K = 1165. The parameters of our GCN were as follows: the num-
ber of hidden layers was 3, and the units of hidden layers 1, 2, and 3 were 16, 16, and 8,
respectively. The maximum epoch number per bag was 20, the learning rate was 0.01,
and the dropout rate was set to 0.5. We selected the value of the NP ratio among the
following: 5, 10, 20, 50, 100, 200, 500, and “All”, where “All” means that we used all nodes
in the experiment (the NP ratio was 2,972,324:1165).

Evaluation of Wu et al.’s method: Figure 5 shows the performance of Wu et al.’s
approach [8] for various NP ratios and graph scales. For each scale, we constructed three
test graphs following the approach, and we used their average AUC when evaluating the
performance. The average node and edge numbers are provided in Table 1. The following
two limitations can be observed in their scheme.

1. As the NP ratio increases, the performance of their scheme decreases consistently.
Specifically, the average classification AUC value of Trans2vec decreased from 0.886
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to 0.732 when the NP ratio increased from 1 to 25. In other words, Trans2vec is not
capable of dealing with data imbalances.

2. As the network scales, the performance of their model decreases gradually. In other
words, the scale of the network impacts the node representation capabilities of their
scheme and degrades the classification performance (i.e., Trans2vec is not inadequate
for large-scale transaction graphs).

Table 1. Average scale of different test graphs

Scale Node Number Edge Number

1 32,582 70,082
3 39,606 95,154
5 45,397 134,552

10 59,250 188,875
15 76,344 241,639
20 90,388 283,260
30 119,368 375,159
50 162,388 535,819
All 2,973,489 13,551,303

G@1
G@3
G@5
G@10
G@15
G@20
G@30
G@50
G@All

1 5 10 15 20 25
0.6

0.7

0.8

0.9

1.0

NP-Ratio

AU
C

Figure 5. Curves of average AUC of Wu et al.’s model [8], with varying NP ratios. Each curve
represents a network scale, and it refers to the number after “G” in the legend. It indicates the
proportion of positive and negative examples when the network is initialized.

Effect of different features: We evaluated the effect of different feature combinations
on the proposed BM-GCN model using two NP ratios, i.e., 50 and “All”. Table 2 displays
the aggregate AUC of the GCN with different feature combinations. We observe that the
classification performance is most significantly improved by the feature Gi out of the three
analyzed. For multiple feature combinations, we found that the combination of Gi, Gf ,
and Gv worked best. Gi is an indicator that describes the total number of transactions
between nodes, which evidently reflects the closeness of the relationships between nodes.
It outperforms the other two. Gf and Gv describe the time properties of transactions from
the perspective of transaction frequency and changes in transaction time. This combination
effectively improves the AUC value as they complement each other. The combination of all
three features allows us to achieve the best classification performance. This implies that
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the features reflect the topological characteristics of the nodes to a certain extent, and our
transaction feature extraction scheme is effective.

Table 2. AUC with different features

Features NP-ratio@50 NP-ratio@All

Gf 0.852591 0.851575
Gv 0.863451 0.848624
Gi 0.872630 0.867106

Gf + Gv 0.861069 0.867045
Gf + Gi 0.867851 0.855019
Gv + Gi 0.869612 0.875120

Gi + Gf + Gv 0.883325 0.875443

Bagging vs. no bagging: In this section, we maintain the NP ratio to evaluate the
impact of removing the bagging strategy on the classification performance of the model.
As shown in Table 3, in the case of no bagging, the classification performance of the
model decreases rapidly as the NP ratio increases. Even when the NP ratio is equal to 50,
the AUC of the model drops below 0.5. The findings show that if the bagging strategy is
not used in the model’s training process, the original GCN solution will not be able to cope
with extreme data imbalances in the Ethereum transaction network and detect phishing
nodes effectively.

Table 3. AUC without bagging strategy

NP Ratio No Bagging Bagging

5 0.855752 0.870561
10 0.798114 0.880036
20 0.745765 0.877302
50 0.495823 0.883325

Evaluation of the PU problem: Next, we utilized the spy technique [29] to set false
negative examples to evaluate the robustness of our model with respect to the PU problem.
In the evaluation, we selected 15% positive examples and set them as negative examples,
and we placed them in the training set to simulate the PU problem in the training set. Then,
we checked whether these examples that were intentionally marked as negative examples
could be detected by the model. Specifically, we evaluated the classification performance
of the BM-GCN model with 173 spy nodes at NP ratios of 5, 20, 50, and “All”.

Table 4 shows the model’s capability of recovering spy nodes’ labels. It also indicates
that the AUC value of classification increases as the NP ratio increases, which intuitively
reflects the negative impact of unlabeled data. For small datasets, such as when the NP ratio
equals 5, there are only 4141 negative examples. Thus, the introduction of 173 unlabeled
nodes confuses the model significantly, resulting in the degradation of its performance.
However, even in the worst case, 97.6 of the 173 spy nodes are restored successfully by the
model. Thus, our model effectively avoids the adverse impact of the unlabeled nodes on
the results of the classification. In addition, it illustrates that our model can deal with the
PU problem in the Ethereum transaction data.
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Table 4. Results of the spy test

NP Ratio Restored Nodes AUC

5 97.6 0.819079
20 115.8 0.852759
50 123.0 0.858245
All 133.6 0.870821

Baseline evaluation: Figure 6 shows the aggregate AUC of our approach and all of
the baselines with varying NP ratios. We can see that the model (GCN with Gi + Gf + Gv)
outperforms all of the baseline systems. First, on the entire range of NP ratios, our model
achieves a higher AUC than all of the baselines. Second, the BM-GCN model achieves
an average AUC of 0.877, whereas the Deepwalk-LR only achieves an average AUC of
0.661. Thus, we conclude that our BM-GCN model uses more transaction information
than other models. Moreover, our model is more robust than all of the baseline models.
For example, Figure 6 shows that the performance of all the baselines decreased rapidly as
the NP ratio increased, but our scheme remained stable. This implies the potential in using
our BM-GCN model for larger datasets.

GCN with Gi+Gf+Gv
DeepWalk-SVM
DeepWalk-LR
DeepWalk-RF
Trans2vec-SVM
Trans2vec-LR
Trans2vec-RF
ProNE-SVM

ProNE-LR
ProNE-RF
NETSMF_SVM
METSMF_LR
NETSMF_RF

5 10 20 50 100 200 500 All

0.5

0.6

0.7

0.8

0.9

NP-Ratio

AU
C

Figure 6. Curves showing the average AUC values of our model and the baseline models as the NP
ratio is increased from 5 to “All”.

Comparison with other methods: Table 5 shows the comparison between the pro-
posed method and other methods in terms of the AUC metric. All the methods use
transaction data for phishing node detection. However, compared to other methods that
directly use raw transaction data or relevant statistical features, BM-GCN extracts the
global structural features and preprocesses the raw transaction information into three types
of interactive information, i.e., node interaction, time variance, and transaction frequency.
As shown in Table 5, our method achieves the best results.
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Table 5. Comparison with other methods

Methods Features AUC

Chen et al. [9] Handcrafted features + local structural features 0.5866
Chen et al. [10] Handcrafted features 0.8071

Zhang et al. [14] Hierarchical structural features 0.8274
BM-GCN Global structural features 0.8771

6. Conclusions

In this work, we introduce a BM-GCN model to detect phishing scams targeting
Ethereum. This model extracts features of transactions by converting the multiedge transac-
tion graph into several simple graphs. A bagging strategy is introduced during the training
of the BM-GCN model to deal with the PU problem and the data imbalance problem in the
transaction data. Compared with the baselines, BM-GCN is more effective in three respects:
(1) it fully uses complex relations in multiedges; (2) it is able to cope with the problems
of data imbalance and unlabeled nodes in the Ethereum transaction network; and (3) the
model performs well on both small- and large-scale graphs.

Future research will include conducting systematic statistical tests to make the experi-
mental results more convincing and extending this work to evaluate Ethereum-related trans-
actions in real time. These tasks will require collaboration with the relevant stakeholders.

Author Contributions: Conceptualization, Z.Z. and T.H.; Data curation, K.C. and B.Z.; Formal
analysis, K.C. and B.Z.; Funding acquisition, Z.Z., Q.W. and L.Y.; Investigation, Z.Z., K.C. and B.Z.;
Methodology, Z.Z. and T.H.; Project administration, Z.Z.; Resources, K.C. and B.Z.; Software, T.H.,
K.C. and B.Z.; Supervision, Z.Z., Q.W. and L.Y.; Validation, T.H., K.C. and B.Z.; Visualization, T.H.;
Writing—original draft, Z.Z. and T.H.; Writing—review and editing, Z.Z., T.H., Q.W. and L.Y. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the “Pioneer” and “Leading Goose” R&D Program of Zhejiang
(Grant No. 2023C03203, 2023C03180, 2022C03174).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data included in this study are available upon request by contacting
the corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chainalysis Team. The 2022 Crypto Crime Report. 2022. Available online: https://blog.chainalysis.com/reports/2022-crypto-c
rime-report-introduction/(accessed on 8 April 2022).

2. Onyema, E.; Dinar, A.; Ghouali, S.; Merabet, B.; Merzougui, R.; Feham, M. Cyber Threats, Attack Strategy, and Ethical Hacking in
Telecommunications Systems. In Security and Privacy in Cyberspace; Springer: Berlin/Heidelberg, Germany, 2022; pp. 25–45.

3. Varshney, G.; Misra, M.; Atrey, P.K. A survey and classification of web phishing detection schemes: Phishing is a fraudulent act
that is used to deceive users. Secur. Commun. Networks 2016, 9, 6266–6284. [CrossRef]

4. Xiang, G.; Hong, J.; Rose, C.P.; Cranor, L. CANTINA+: A Feature-Rich Machine Learning Framework for Detecting Phishing Web
Sites. ACM Trans. Inf. Syst. Secur. 2011, 14, 1–28. [CrossRef]

5. Kausar, F.; Al-Otaibi, B.; Al-Qadi, A.; Al-Dossari, N. Hybrid client side phishing websites detection approach. Int. J. Adv. Comput.
Sci. Appl. 2014, 5, 132–140. [CrossRef]

6. Ramesh, G.; Krishnamurthi, I.; Kumar, K.S.S. An efficacious method for detecting phishing webpages through target domain
identification. Decis. Support Syst. 2014, 61, 12–22. [CrossRef]

7. Chen, T.C.; Stepan, T.; Dick, S.; Miller, J. An Anti-Phishing System Employing Diffused Information. ACM Trans. Inf. Syst. Secur.
2014, 16, 1–31. [CrossRef]

8. Wu, J.; Yuan, Q.; Lin, D.; You, W.; Chen, W.; Chen, C.; Zheng, Z. Who Are the Phishers? Phishing Scam Detection on Ethereum
via Network Embedding. arXiv 2019, arXiv:1911.09259.

9. Chen, L.; Peng, J.; Liu, Y.; Li, J.; Xie, F.; Zheng, Z. Phishing scams detection in ethereum transaction network. ACM Trans. Internet
Technol. (TOIT) 2020, 21, 1–16. [CrossRef]

144



Appl. Sci. 2023, 13, 6430

10. Chen, W.; Guo, X.; Chen, Z.; Zheng, Z.; Lu, Y. Phishing Scam Detection on Ethereum: Towards Financial Security for Blockchain
Ecosystem. In Proceedings of the 29th International Joint Conference on Artificial Intelligence, Yokohama, Japan, 7–15 January
2020; pp. 4506–4512.

11. Wu, J.; Liu, J.; Zhao, Y.; Zheng, Z. Analysis of cryptocurrency transactions from a network perspective: An overview. J. Netw.
Comput. Appl. 2021, 190, 103139. [CrossRef]

12. Yuan, Z.; Yuan, Q.; Wu, J. Phishing Detection on Ethereum via Learning Representation of Transaction Subgraphs. Blockchain
Trust. Syst. 2020, 1267, 178–191.

13. Wang, J.; Chen, P.; Yu, S.; Xuan, Q. Tsgn: Transaction subgraph networks for identifying ethereum phishing accounts. In
Proceedings of the International Conference on Blockchain and Trustworthy Systems, Guangzhou, China, 5–6 August 2021;
Springer: Berlin/Heidelberg, Germany, 2021; pp. 187–200.

14. Zhang, D.; Chen, J.; Lu, X. Blockchain Phishing Scam Detection via Multi-channel Graph Classification. In Proceedings
of the International Conference on Blockchain and Trustworthy Systems, Guangzhou, China, 5–6 August 2021; Springer:
Berlin/Heidelberg, Germany, 2021; pp. 241–256.

15. Vasek, M.; Moore, T. There’s No Free Lunch, Even Using Bitcoin: Tracking the Popularity and Profits of Virtual Currency Scams.
In Proceedings of the International Conference on Financial Cryptography and Data Security, San Juan, Puerto Rico, 26–30 January
2015; pp. 44–61.

16. Vasek, M.; Moore, T. Analyzing the Bitcoin Ponzi Scheme Ecosystem. In International Conference on Financial Cryptography and
Data Security; Springer: St. Kitts, Saint Kitts and Nevis, 2019; pp. 101–112.

17. Bartoletti, M.; Carta, S.; Cimoli, T.; Saia, R. Dissecting Ponzi schemes on Ethereum: Identification, analysis, and impact. Future
Gener. Comput. Syst. 2020, 102, 259–277. [CrossRef]

18. Chen, W.; Zheng, Z.; Ngai, E.C.; Zheng, P.; Zhou, Y. Exploiting Blockchain Data to Detect Smart Ponzi Schemes on Ethereum.
IEEE Access 2019, 7, 37575–37586. [CrossRef]

19. Cai, H.; Zheng, V.W.; Chang, K.C. A Comprehensive Survey of Graph Embedding: Problems, Techniques and Applications. arXiv
2018, arXiv:1709.07604.

20. Perozzi, B.; Al-Rfou, R.; Skiena, S. DeepWalk: Online learning of social representations. In Proceedings of the 20th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, New York, NY, USA, 24–27 August 2014; pp. 701–710.

21. Grover, A.; Leskovec, J. Node2vec: Scalable Feature Learning for Networks. In Proceedings of the 22nd ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, New York, NY, USA, 13–17 August 2016; pp. 855–864.

22. Qiu, J.; Dong, Y.; Ma, H.; Li, J.; Wang, C.; Wang, K.; Tang, J. NetSMF: Large-Scale Network Embedding as Sparse Matrix
Factorization. In Proceedings of the World Wide Web Conference, San Francisco, CA, USA, 13–17 May 2019; pp. 1509–1520.

23. Zhang, J.; Dong, Y.; Wang, Y.; Tang, J.; Ding, M. ProNE: Fast and Scalable Network Representation Learning. In Proceedings of
the 28th International Joint Conference on Artificial Intelligence, Macao, China, 10–16 August 2019; pp. 4278–4284.

24. Kipf, T.N.; Welling, M. Semi-supervised classification with graph convolutional networks. arXiv 2016, arXiv:1609.02907.
25. Chen, L.; Peng, J.; Liu, Y.; Li, J.; Xie, F.; Zheng, Z. XBLOCK Blockchain Datasets: InPlusLab Ethereum Phishing Detection Datasets.

2019. Available online: http://xblock.pro/ethereum/ (accessed on 8 April 2020).
26. Team, C. Crypto Crime Series: Decoding Ethereum Scams. 2019. Available online: https://blog.chainalysis.com/reports/ether

eum-scams (accessed on 8 April 2020).
27. Redman, J. Data Shows Ethereum is the ‘Cryptocurrency of Choice for Scams’. 2019. Available online: https://news.bitcoin.com

/data-shows-ethereum-is-the-cryptocurrency-of-choice-for-scams/ (accessed on 8 April 2020).
28. Mordelet, F.; Vert, J.P. A bagging SVM to learn from positive and unlabeled examples. Pattern Recognit. Lett. 2014, 37, 201–209.

[CrossRef]
29. Liu, B.; Dai, Y.; Li, X.; Lee, W.S.; Yu, P.S. Building text classifiers using positive and unlabeled examples. In Proceedings of the 3rd

IEEE International Conference on Data Mining, Melbourne, FL, USA, 9–12 November 2003; pp. 179–188.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

145



Citation: Bacevicius, M.;

Paulauskaite-Taraseviciene, A.

Machine Learning Algorithms for

Raw and Unbalanced Intrusion

Detection Data in a Multi-Class

Classification Problem. Appl. Sci.

2023, 13, 7328. https://doi.org/

10.3390/app13127328

Academic Editors: Peter R. J. Trim

and Yang-Im Lee

Received: 29 May 2023

Revised: 15 June 2023

Accepted: 19 June 2023

Published: 20 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Machine Learning Algorithms for Raw and Unbalanced Intrusion
Detection Data in a Multi-Class Classification Problem

Mantas Bacevicius and Agne Paulauskaite-Taraseviciene *

Faculty of Informatics, Kaunas University of Technology, Studentu 50, 51368 Kaunas, Lithuania;
mantas.bacevicius@ktu.edu
* Correspondence: agne.paulauskaite-taraseviciene@ktu.lt

Abstract: Various machine learning algorithms have been applied to network intrusion classification
problems, including both binary and multi-class classifications. Despite the existence of numerous
studies involving unbalanced network intrusion datasets, such as CIC-IDS2017, a prevalent approach
is to address the issue by either merging the classes to optimize their numbers or retaining only the
most dominant ones. However, there is no consistent trend showing that accuracy always decreases as
the number of classes increases. Furthermore, it is essential for cybersecurity practitioners to recognize
the specific type of attack and comprehend the causal factors that contribute to the resulting outcomes.
This study focuses on tackling the challenges associated with evaluating the performance of multi-
class classification for network intrusions using highly imbalanced raw data that encompasses the
CIC-IDS2017 and CSE-CIC-IDS2018 datasets. The research concentrates on investigating diverse
machine learning (ML) models, including Logistic Regression, Random Forest, Decision Trees, CNNs,
and Artificial Neural Networks. Additionally, it explores the utilization of explainable AI (XAI)
methods to interpret the obtained results. The results obtained indicated that decision trees using the
CART algorithm performed best on the 28-class classification task, with an average macro F1-score
of 0.96878.

Keywords: intrusion; machine learning; XAI; imbalanced dataset; multi-class classification

1. Introduction

Intrusion Detection Systems (IDS) play a key role in strengthening organizational
security by providing an additional layer of defense to detect and respond in time to
potential threats that may have bypassed preventive measures. These systems can detect
a wide range of threats, including malware, phishing attacks, and other types of cyber-
attacks, that may be missed by more traditional security solutions [1]. As digital networks
become more complex and interconnected, the potential for vulnerabilities and weaknesses
in the system increases, making it more difficult to identify and prevent all potential
threats. IDSs can help to address this problem by providing continuous monitoring and
analysis of network traffic, helping to identify potential threats before they can cause
significant damage, but the development of a reliable and effective system may still be a
challenging task.

IDSs must be designed to identify and respond to a wide range of cyber threats, includ-
ing new and emerging attack techniques and to process massive amounts of network traffic
data in real time, which can be challenging in terms of both computational resources and
data processing speed [2]. This requires careful optimization of IDS algorithms and systems
to ensure that they can process large volumes of data in a timely and efficient manner.

IDSs typically rely on a variety of techniques, such as signature-based detection [3,4],
anomaly detection [5,6] and machine learning algorithms [7,8], to identify potential threats.
Nevertheless, addressing class imbalance is a frequent challenge in machine learning and
data analysis, especially when working with datasets in which the occurrence of one class is
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significantly less frequent compared to the others. In the context of network traffic analysis,
this can be a problem because most of the traffic is typically benign, while malicious traffic
is relatively rare. Many papers propose to deal with this problem by leaving only two
types of attack—benign and malignant [9–11]—to reduce the number of classes in the
grouping [12], but knowing which type of attack is also important.

Class imbalances can pose a number of challenges for researchers and data analysts,
such as reducing the effectiveness of certain classification models and causing interpretation
and generalization problems that may lead to biased or inaccurate results [13]. However,
there are other factors that can also contribute to this issue. One of these factors is the
overlap of classes due to a lack of feature separation, which can make it difficult for the
algorithm to distinguish between the different classes. In addition, a lack of attributes
that are specific to a certain decision boundary can make it difficult for the algorithm to
accurately classify data. In recent years, deep learning techniques, including convolutional
neural networks (CNNs) [14,15], recurrent neural networks (RNNs)) [16,17], and deep belief
networks (DBNs)) [18], have gained significant attention for their promising capabilities in
various classification tasks. Particularly in the field of cybersecurity attack classification,
deep learning approaches have been increasingly utilized to exploit their potential.

While accuracy is very important, there is a growing demand for algorithmic trans-
parency and the “white box” principle, particularly in the field of intrusion detection. This
demand is driven by the need to understand and explain the decisions made by an IDS
and to ensure that these decisions are fair, unbiased and explainable [19,20].

In recent years, the emergence of the XAI (explainable Artificial Intelligence) paradigm
has played an important role in making algorithms more transparent and understand-
able [21]. XAI aims to create transparent, interpretable and explainable artificial intelligence
models to make it easier to understand how these models make decisions. In the context
of intrusion detection, XAI can help identify the features that are most influential in the
decision-making process and why a certain output is obtained [22–24]. Similarly, in intru-
sion detection, an XAI system can explain to the intelligent system user why a particular
network activity has been flagged as suspicious or anomalous and provide insights into
the underlying patterns or trends that led to the detection. By providing interpretable
insights, XAI can help security analysts to understand how the system is identifying and
classifying network traffic and to make more informed decisions on how to respond to
potential threats [25,26].

This study addresses the challenges of understanding network intrusion multi-class
classification results on a highly imbalanced dataset (CIC-IDS2017 and CSECIC-IDS2018)
using different machine learning (ML) models, such as Logistic Regression, Random Forest,
Decision trees, Multilayer Perceptron and dense-layer network. The paper conducted a
comparative analysis of the classification results of machine learning models using various
accuracy metrics. Moreover, specific explainable AI (XAI) methods, including local and
global explanation models, have been employed to evaluate the capabilities and robustness
of XAI in identifying the crucial features within the dataset that significantly influence the
classification results.

2. Related Works

The CIC-IDS2017 dataset is a well-known benchmark dataset for Intrusion Detection
Systems (IDS). It contains network traffic data collected from real-world environments with
different types of attacks and normal traffic. The initial dataset consisted of 79 features
and 15 classes (one benign, 14 malicious). To enhance the classification performance
of this dataset, numerous studies have been conducted, incorporating detailed analyses
such as feature selection, class grouping, data cleaning, and processing. For this task,
a wide range of classifiers have been employed, including classical methods, such as
Random Forest RF [27,28] and MLP (multi-layer perceptron) [13,28] as well as deep learning
architectures [29–33]. Table 1 presents the results of specific multi-class classification
studies, displaying the F1-score and the corresponding number of classification classes. The
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majority of the results demonstrated an accuracy exceeding 90%, regardless of whether the
classification involved 15 or fewer classes.

Table 1. Multi-classification accuracy results for the CIC-IDS2017 dataset.

Method Classifier F1-Score, (%) Classes

Zachariah Pelletier [27]
ANN 96.53

13RF 96.24

Amer A.A. Alsameraee et al. [28]
RF 98.36

6MLP 80.63
Naive Bayes (NB) 90.82

Mariama Mbow et al. [29]
LSTM 98.65

154 layers CNN 98.98

Hongpo Zhang [30] SGM-CNN 96.36 15

Razan Abdulhammed et al. [31] PCA+RF 99.60 15

Petros Toupas et al. [32] 8 hidden layers DenseNet 94.10 13

Yong Zhang [33] Parallel cross convolutional neural network (PCCN) 99.68 12

Due to class imbalance, which is prevalent in the CIC-IDS2017 dataset and numerous
other cybersecurity datasets, one class, specifically Benign, dominates the others, account-
ing for 80.3% of the raw data. To tackle this issue, various approaches have been employed,
resulting in variations in the number of classes across different studies. Methods such as re-
sampling [12], ensemble learning [34] or employing simple binary classification [9,34] have
been frequently utilized in addressing class imbalance. One of the main issues encountered
in the CIC-IDS2017 dataset is the incorrect aggregation of packets into streams, primarily
caused by inadequate protocol detection. This problem has an impact on the number of
classes or attributes within the dataset [35,36]. As a result, flows in the dataset may be
too short or too long or may consist of packets from different conversations, resulting in
inaccurate flow attributes. In addition, there are problems with TCP session termination
in the dataset, so similar flows may have different labels. The presence of inaccurate flow
attributes resulting from incorrect packet aggregation can introduce complexities that may
confuse machine learning algorithms, consequently rendering the detection of network
intrusions more challenging.

The CSE-CIC-IDS-2018 dataset contains a total of 28 classes of network traffic, each
representing a different type of network activity. However, in classification tasks, these
classes are often aggregated into 7 groups, namely “Benign”, “DDoS”, “DoS”, “Brute Force”,
“Bot”, “Infiltration”, and “Web.” Occasionally, the classes are collapsed into 10 groups, and
the maximum number of classes observed for classification is 14, as depicted in Table 2.

Table 2. Multi-classification accuracy results for the CSECIC-IDS2018 dataset.

Method Classifier F1-Score, (%) Classes

Jumabek, Alikhanov et al. [37]
DT(CART) 87.36

13RF 88.13
CatBoost 88.84

L. Liu et al. [38]
DSSTE + miniVGGNet 97.04

14DSSTE + AlexNet 96.49
DSSTE + LSTM 96.50

Jofrey L. Leevy [39]

CatBoost 91.65

7

LightGBM 94.69
DT 88.58
LR 49.47
NB 24.31
RF 92.94
XGBoost 93.64
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Table 2. Cont.

Method Classifier F1-Score, (%) Classes

Farhan, Baraa Ismael et al. [40] LSTM 99.00 10

Ilhan Firat Kilincer et al. [41]
LGBM (Light GBM) 99.94

7XGBoost 99.92

Saud Alzughaibi et al. [42] MLP-BP (Multi-layer perceptron + backpropagation) 99.20
7MLP-PSO (multi-layer perceptron + particle swarm optimization) 97.60

It has been observed that hybrid deep learning architectures tend to outperform other
machine learning algorithms in terms of accuracy results. All these studies have shown that
the majority of F1-scores are above 95% for classifications of up to 14 classes. In addition,
such common metrics as recall, precision, ACC (Accuracy) and F1-score are provided, but
the weighted average F1-score is a more useful metric in this case, as it takes into account the
relative importance of each class in terms of its support, which is particularly important for
unbalanced datasets. Macro averaging is another commonly used technique for evaluating
performance metrics in highly imbalanced datasets; however, none of these metrics were
provided in the studies.

Many studies have reported promising results using deep learning architectures on this
dataset, classifying network traffic as either benign or malicious (as a binary classification
task) [9,11,43]. However, this does not mean that increasing the number of classes will
always result in decreased accuracy, and such trends have not been observed.

Observations have indicated that the impact of model architecture or hyperparameters
on accuracy is minimal [9,44]. Instead, factors such as training and testing data, data
processing and preparation, the number of sampled features and other similar considera-
tions have a more significant influence. Nevertheless, there remains uncertainty regarding
whether more complex hybrid models actually yield more accurate results. Additionally,
questions persist regarding the rationale and benefits of merging classes, conducting ex-
tensive data cleaning, or reducing features. Thus, in this study, experiments were carried
out separately on the raw CIC-IDS2017 and CSE-CIC-IDS-2018 datasets, i.e., keeping the
initial number of attack types (the number of classes) at 15 and 28, respectively. For fur-
ther investigation, these datasets were merged into a single dataset, which resulted in
19,063,686 instances, 79 features (initially 85) and 28 classes.

3. Dataset

The CIC-IDS2017 and CSE-CIC-IDS-2018 (an extension to the CIC-IDS-2017 dataset
with more network traffic data) datasets have become popular in the research commu-
nity, particularly in the field of IDSs. The CIC-IDS2017 dataset was generated from real
network recordings.

The data collection period started on Monday 3 July 2017 at 9.00 a.m. and ended
on Friday 7 July 2017 at 5.00 p.m. for a total of 5 days. Each dataset record contains
79 parameters, the last of which is an output with 15 different names (classes) indicating to
which type of malicious activity, if any, the network packet described in the dataset record
belongs. All possible output values and their proportions in the overall dataset are shown
in Figure 1.

The CSE-CIC-IDS-2018 dataset is larger than the CIC-IDS2017 dataset in terms of the
number of flows it contains, with more than 80 million flows compared to about 3 million
flows in the CIC-IDS2017 dataset. This dataset includes not only the attack types identified
in the CIC-IDS2017 dataset, but also several new attack types commonly found in web
applications, such as SQL injection, cross-site scripting (XSS) and command injection. These
attacks can be particularly damaging because they target vulnerabilities in the application
itself, allowing attackers to gain unauthorized access to sensitive data or to take control of
the system. SQL injection attacks and XSS attacks are two common types of web application
attacks that can be very harmful. SQL injection attacks occur when an attacker is able to
inject malicious SQL code into a web application’s input fields. If the application does not
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properly validate or sanitize the user input, the malicious code can be executed by the
database, allowing the attacker to access, modify or delete sensitive data. XSS attacks, on
the other hand, involve injecting malicious scripts into a web application’s pages. This can
allow attackers to steal sensitive information, such as cookies or login credentials, or to
gain control of the user’s browser, redirecting them to other malicious sites or launching
further attacks.

Figure 1. Distribution of output class in the CIC-IDS2017 dataset.

Regarding the output imbalance problem, we can see that the situation is very similar
to the 2017 dataset (the dominant class accounts for 82.66% of the dataset), so it would
make sense to merge them (see Figure 2). By merging the datasets, the total number of
examples in the minority class would increase. Additionally, by keeping only the entries
that have a certain number of entries, it would be possible to remove any outliers or rare
classes that may not have enough examples to train the classification model effectively.

Figure 2. Distribution of output types in the CSE-CIC-IDS-2018 dataset.

4. Materials and Methods

4.1. Logistic Regression

Logistic regression is a binary classification algorithm used to predict a binary outcome
(i.e., 0 or 1). For multi-class classification tasks, it is better to use an extension of logistic
regression, such as Softmax regression, One-vs-Rest (OvR) or One-vs-One (OvO). In this
study, we used Softmax regression, also known as multinomial logistic regression. This
approach produces a single model that directly models the probability distribution of all
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K classes. The model learns a set of K linear functions, one for each class, and uses a softmax
function to normalize the output to the probability distribution of all K classes. The class
with the highest probability was chosen as the output during the prediction. The softmax
function for class k is defined as follows:

(y = k|x) = e fk(x)

∑K
j=1 e fj(x)

for k = 1, 2, . . . , K (1)

where fk(x) is a score of class k for input x. The score can be defined as a linear function.
During training, the parameters of the model (i.e., the weights and biases of the linear

functions) are learned using an optimization algorithm that minimizes a loss function.
The most commonly used loss function for softmax regression is cross-entropy loss. The
cross-entropy loss for a single example (x, y) is defined as follows:

L(x, y) = −∑K
k=1 yk·logP(y = k|x) (2)

where yk is the indicator function, taking the value 1 if the true label is k and 0 otherwise.
The class with the highest probability was chosen as the output for the prediction:

ŷ =
argmax P(y = k|x)

k
(3)

where ŷ is the predicted class label.

4.2. Decision Trees and Random Forest

Decision trees (DTs) can be used to solve both classification and regression problems
and are particularly useful when the data have complex non-linear relationships. DT
can be a powerful tool for building intrusion detection technologies, such as firewalls
and IDS [45–47]. However, DT can be prone to overfitting and can have high variance,
which can be addressed by techniques such as pruning or the ensemble method. In this
research, we have implemented two DT algorithms—ID3 and CART—and a random forest
composed from a set of CART-types trees.

The ID3 (Iterative Dichotomiser 3) algorithm uses Information Gain (IG) to find the
best feature to split the data at each node of the decision tree. Information Gain is a measure
of the reduction in entropy that can be achieved by splitting the data on a particular feature.
The feature with the highest IG was chosen as the split feature at each node, as it is expected
to provide the most useful discrimination between the different classes.

Entropy(S) = −∑n
i=1 pi·log2(pi), (4)

where S represents the dataset that entropy is calculated, i represents the classes in set, and
pi represents the proportion of data points that belong to class i to the number of total data
points in set S. The Information Gain formula is provided below:

IG(S, A) = Entropy(S)− ∑v∈Values(A)

|Sv|
|S| Entropy(Sv), (5)

where Sv is the set of rows in S for which the feature column A has value v, |Sv| is the
number of rows in Sv and likewise |S| is the number of rows in S.

CART (Classification and Regression Trees) is another DT algorithm that can handle
both categorical and continuous input variables and is less prone to overfitting than ID3.
CART is used for binary splitting, which involves splitting the data into two groups based
on the value of a single input variable. To perform binary splitting, the algorithm first
evaluates the Gini impurity index:

Gini = 1 − ∑C
i=1(pi)

2, (6)
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where C is the total number of classes, and pi probability of selecting a data point with
class i. The Gini impurity of a pure node (the same class) is equal to zero.

A random forest (RF) is a decision tree-based algorithm that uses an ensemble of
decision trees to make predictions [48]. Moreover, it is a very popular technique for
network intrusion detection [46,49]. In our case, employing RF, several CART-type decision
trees were created using randomly selected subsets of training data and features. Each tree
in the forest made a prediction based on the values of the features and provided a class
label. The final prediction of the random forest was the dominant class.

RF = f (DT1, DT2, . . . , DTn) (7)

where f = mode, n-number of tress DT in random forest. The mode function returns the
most frequently occurring predicted class across all trees.

Theoretically, the RF algorithm has several advantages over a single decision tree in
that it can handle high-dimensional, less balanced datasets with many attributes and can
reduce overfitting. For this purpose, regularization, bagging and boosting techniques have
been applied, as well as pre-pruning methods, which involve setting conditions for the
growth of decision trees during the construction of the forest.

4.3. ANN-Type Models

In this study, we implemented two ANN-type models: (1) a multi-layer perceptron
(MLP) and (2) a deep learning architecture—the dense-layer network.

Multilayer perceptron (MLP) is a type of ANN composed of neurons that are inter-
connected and function as individual information processing units, which allows it to
learn complex functional relationships between input features and the output [50]. We
have implemented MLP with 4 hidden layers, with 64 nodes in the first layer, 128 nodes
in the second and third layers, and 64 nodes in the fourth layer. The strength of the L2
regularization term is set to 0.001, which means that the model provides a moderate amount
of regularization to the weights of the model. The Rectified Linear Unit (ReLU) function is
used as the activation function in the hidden layers. To prevent overfitting, early stopping
is enabled and the strength of the L2 regularization term is set to 0.01.

A dense-layer network, also known as a fully connected network, is a type of neural
network architecture commonly used in deep learning. In a dense network, each neuron in
a given layer is connected to all the neurons in the previous layer, resulting in a dense, fully
connected graph of nodes [51]. A neural network with 23 dense layers was used as a deep
learning model, incorporating batch normalization, a ReLu activation function and an Add
operation with a total of 2,714,780 parameters. The structure of the model architecture is
provided in Figure 3.

4.4. Explainable Artificial Intelligence Methods

Machine learning algorithms are increasingly being used in various applications of
cybersecurity, such as malware detection, intrusion detection and vulnerability assessment.
However, the black-box nature of many machine learning models can make it difficult to
understand why they make certain predictions or decisions. XAI technologies are very
relevant in the field of cybersecurity, where the consequences of errors or biases in machine
learning models can be severe.

Before applying XAI methods, it is important to understand their scope, the stage of
system development where XAI can be used and what it can explain [52]. Two different
XAI models can be distinguished according to the scope of the explanation: (1) Local;
(2) Global models. At the local level, explainability focuses on providing explanations for
individual predictions or decisions made by an AI model. Local explainability methods
help understand the factors or features that influence a specific outcome. Meanwhile,
global explainability aims to explain the overall behavior and decision-making process of
an AI model across its entire input space. It focuses on providing insights into the model’s
general characteristics, biases and patterns.
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Figure 3. The architecture of dense-layer deep neural networks used for intrusion classification tasks.

Next, it is important to assess at which stage an explanation of the ML model is relevant.
Pre-model explainability is the process of explaining an AI model before it is implemented
or trained. It focuses on the development and selection of models or algorithms that are
intrinsically explainable, such as rule-based algorithms, decision trees or linear models that
are transparent from the outset. Post-model explainability involves explaining an already
trained or deployed AI model. These methods aim to provide insights into the decision-
making process of black-box models, such as deep neural networks or complex machine
learning algorithms. Such methods often rely on techniques such as feature importance
analysis, model-agnostic explanations or surrogate models.

Feature importance analysis assesses the importance or relevance of individual fea-
tures or variables in the model’s decision-making process. They aim to identify the features
that have the most significant impact on the model’s predictions. Techniques such as
permutation importance, partial dependence plots or SHAP (Shapley Additive Explana-
tions) values can be employed for feature importance analysis. Model-agnostic approaches,
such as LIME (Local Interpretable Model-Agnostic Explanations), provide explanations
for black-box models by approximating their decision boundaries using surrogate models.
These surrogate models are more interpretable, allowing for insights into the behavior of
the black-box model.

In this study, we implemented two different models to assess the explainability of our
dataset and its benefits and drawbacks, including the feasibility of using the XAI method
and the robustness of the interpretation:

• LIME is an example of a Local Explanation Model (model-agnostic approach), which
provides simplified, interpretable models that explain the behavior of complex models
for individual instances, enabling local explanations that shed light on the factors
influencing specific predictions.

• SHAP is a method that provides both global and local explanations for machine
learning models. SHAP can provide global explanations, summarizing the overall
importance of the attributes, while local explanations reveal the contribution of each
attribute to individual predictions in the context of model behavior.
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4.5. Accuracy Evaluation Metrics

Different accuracy measures have been calculated to evaluate experimental results, such
as Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE) and F1-score.

RMSE is simply the square root of the mean square error, with the only difference
being that MSE measures the variance of the residuals, while RMSE measures the standard
deviation of the residuals:

RMSE =
√

MSE, where MSE =
1
n ∑n

t=1|yt − ŷt|2 (8)

where n–the number of time point, yt–is the actual value at a given observation in a dataset t,
and ŷt− is the predicted value.

MAPE is the most commonly used metric for evaluating the accuracy of a prediction
model. It calculates the average percentage difference between the actual and predicted
values of a variable:

MAPE =
100%

n

n

∑
t=1

∣∣∣∣yt − ŷt

yt

∣∣∣∣ (9)

The F1-score is a widely used metric for evaluating the performance of a classification
model, especially in scenarios in which we want to balance both precision and recall.

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

F1 score =
2 × Precision × Recall

Precision + Recall
(12)

For multi-class classification, the F1-score for each class is calculated using the one-
against-one (OvR) method. In this approach, the metrics for each class are determined
separately, as if a separate classifier were used for each class. However, instead of assigning
several F1-scores to each class, it is more appropriate to derive an average and obtain a single
value to describe the overall performance. There are three types of averaging methods
commonly used for F1-score calculation in multi-class classification, but weighted averaging
is most relevant for such unbalanced data. Weighted averaging calculates the F1-score for
each class separately and then takes the weighted average of these scores, where the weight
for each class is proportional to the number of samples in that class. In this case, the F1-score
result is biased toward the larger classes.

WeightedavgF1 Score =
n

∑
i=1

wi × F1 Scorei (13)

wi =
ki
N

(14)

where N–total number of samples, number of samples ki in class i.
The macro average calculates the F1-score for each class separately and derives an

unweighted average of these scores. This means that each class is treated equally, regardless
of the number of samples it contains (support value):

MacroavgF1 Score = ∑n
i=1 F1 Scorei

n
(15)

where n–number of classes.
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5. Results

The results in Figure 4 show the weighted average F1-scores of six different prediction
algorithms trained on three datasets. The results showed that the decision tree algorithms
(including RF) were the most accurate and their results were quite similar to all datasets.
The CART decision tree algorithm was the most accurate, achieving 99.22% of the weighted
average F1-score over the 3 datasets. However, this accuracy result was only ~0.6% better
than with RF or another decision tree model-ID3. The worst classification results were
shown by the dense-layer net and LR models. In terms of datasets, the CSE-CIC-IDS-2018
dataset (88.81) gave the worst results and the CIC-IDC2017 dataset the best (91.48%).
Meanwhile, the merged dataset achieved an average accuracy of 90.04%.

 

Figure 4. Weighted average F1-score values.

To understand these performance results, the experimental results for each algorithm
(including different accuracy metrics) are provided below.

Table 3 shows classification results of six different ML models providing precision,
recall and F1-score values, including two performance metrics. Taking into account all
3 performance metrics, it was evident that the DT (CART)-based model demonstrated the
highest level of accuracy, with F1-score values ranging from 96.87% to 99.87%.

Table 3. Classification results of ML algorithms on a merged dataset.

Model Performance Metrics Precision Recall F1-Score

LR Accuracy 0.83741 0.83741 0.83741
Weighted average 0.72454 0.83741 0.77504
Macro average 0.14042 0.14438 0.13566

DT(CART) Accuracy 0.99874 0.99874 0.99874
Weighted average 0.99874 0.99874 0.99874
Macro average 0.97305 0.96603 0.96878

DR(ID3) Accuracy 0.98551 0.98552 0.98552
Weighted average 0.98327 0.98552 0.98436
Macro average 0.74171 0.70811 0.71516

RF Accuracy 0.98489 0.98489 0.98489
Weighted average 0.98106 0.98489 0.98237
Macro average 0.88152 0.81499 0.83882

MLP Accuracy 0.93029 0.93029 0.93029
Weighted average 0.87388 0.93018 0.90038
Macro average 0.27089 0.27662 0.27127

Dense-layer net Accuracy 0.83276 0.83276 0.83276
Weighted average 0.72457 0.83276 0.76153
Macro average 0.15026 0.05313 0.06269
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The F1-score accuracy results for each algorithm for each class of the dataset are
presented below (see Figure 5). The figure shows that the LR model failed to detect such
intrusion classes as “Bot”, “Heartbleed”, “Infiltration”, “PortScan”, “SSH-Patator” and
“FTP -Patator”. F1-score values greater than 0 were obtained for such classes as “Dos
slowloris” (0.18%), “DoS Attack-slowloris” (40.73%) and “DDoS” (54.25%), although these
scores are not high. Higher values were obtained for only two classes—“Benign” (91.62%)
and “DDOS attack-LOIC-UDP” (70.53%) (see Figure 5a). The DT-based algorithms achieved
quite high scores, but the most accurate was the DT(CART) algorithm, which reached high
F1-score results (>90%) for the majority of classes (see Figure 5b). Only three attack classes
had lower results: “Infiltration” (68.96%), “SQL Injection” (77.08%) and “Web Attack Sql
Injection” (85.71%). The ID3 algorithm did not identify classes, such as “Web Attack
Sql Injection”, “Heartbleed” and “SQL Injection”, but attacks, such as “SSH-Bruteforce”,
“FTP-BruteForce” and “DoS attacks-SlowHTTPTest”, were identified with the highest
accuracy >99.9% (see Figure 5c).

 
(a) (b) 

  
(c) (d) 

  

(e) (f) 

Figure 5. Radar charts for comparing classification models in terms of F1-score accuracy for all
intrusion classes. (a) LR; (b) DT(CART); (c) DT (ID3); (d) RF; (e) MLP; (f) Dense-layer net.
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Concerning the results obtained from RF, the majority of classes were successfully
classified with an accuracy rate exceeding 99%. Meanwhile, prediction success rates of
“Web Attack-Brute Force”, “Web Attack-Sql Injection” and “Web Attack-XSS” data classes
were significantly lower, ranging from 33.3% to 77.3%. Among the different data classes, the
RF algorithm achieved the lowest score for “Infiltration” attacks (13.45%) and the highest
score (99.99%) for “SSH-Patator” attacks, as illustrated in Figure 5d.

The classification results with MLP showed (Figure 5e) that the algorithm identified
certain classes of attacks very well, i.e., “SSH-Bruteforce”, “FTP-Patator” and “Web Attack
Sql Injection”, but did not identify others at all (the F1-score value was 0.). The worst results
were obtained with the dense-layer net model, which only classified the “Benign” class
correctly with 90.81% accuracy. Most intrusion attack classes had a classification accuracy
of 0% value, and only a few had an accuracy in the range of 10–20% (“DDoS” type attacks).

As the dataset was heavily imbalanced, it was important to verify how accuracy
correlated with sample size. The testing sample size for each of the classes is given
in Figure 6.

 
Figure 6. Average support values (number of testing samples) for testing.

Support value dependencies on F1-score accuracy are provided in Figure 7. As the dif-
ference in support values was very significant, it was appropriate to consider a logarithmic
scale for the support values. Near-linear dependencies were observed in the DT CART and
ID3 models. However, the DT ID3 and RF models had more outliers. For example, the
“Infilteration” class with a high support value only achieved 13.45% of F1-scores for the RF
model and 11.09% for the DT ID3 model (see Figure 7c,d). Despite the low overall accuracy
of the MLP model, the results presented in Figure 7e show that higher F1-scores were only
obtained at higher values of support.

Figure 8 shows misclassification results for all six models, where it was important
to evaluate the misclassification of malicious attacks as benign because this can lead to
potential security risks and threats going undetected. Identifying and correctly classifying
malicious attacks is important, but confusing certain malicious classes may be less critical
than classifying them as benign. Figure 8 shows only malicious attacks, which are shown in
red if the attack was correctly classified, in green if it was identified as benign and in gray if
it was classified as malicious but the attack class was incorrectly assigned. The percentage
values represented all of these cases for each attack class.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 7. Support value (Logarithm value) dependencies on F1-score, including the linear dependency
line. (a) LR; (b) DT CART; (c) DT ID3; (d) RF; (e) MLP; (f) Dense-layer net.

The lowest class confusion was observed for the DT CART model (see Figure 8c).
Those attack classes with higher confusion had a very low number of samples, i.e., the
number of samples used for testing ranged from 7 instances (“Web Attack Sql Injection”) to
100 (“Brute Force-XSS”). “Infiltration” attacks showed the most confusion, with 6 out of
17 attacks classified as “Benign” (green color) and 1 as another type (incorrect) of malware
attack (gray color).

Comparing the DT ID3 algorithm and RF, we can see that the results were more
satisfactory with RF because they classified less malicious attacks as benign. The worst
situation was for “Infilteration” type attacks, as most of them were classified as benign
(almost 90%) (see Figure 8d). The situation with regard to the classification of “Infilteration”
attacks was the same as for the DT ID3 model (Figure 8b). In addition, more than 60% of the
sample for the other seven types of attacks were also classified as benign. For the LR model
(Figure 8a), we can see that the majority of malicious attacks were classified as benign
(“Bot”, “Brute Force-Web”, “Heartbleed” “DoS GoldenEye”, etc.). The most inappropriate
model was the dense-layer net, which classified almost all malicious attacks as benign. The
MLP model identifyied at least seven types of malicious attacks with high accuracy, but the
rest were classified as benign attacks (see Figure 8e).
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 8. Misclassification results of different types of malicious attacks. (a) LR; (b) DT CART; (c) DT
ID3; (d) RF; (e) MLP; (f) Dense-layer net.

6. XAI-Based Explanations

Experiments with two XAI methods—LIME and SHAP—were carried out to investi-
gate their ability to explain classification results with more complex models, such as MLP.
First, two multilayer perceptron models were created and trained on different datasets. The
first model was trained with our joined CIC-IDS2017/-2018 dataset. The second model was
trained with the same dataset, only with an addition of “unrelated_column” values, which
were set randomly.
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Both models’ explanations were first generated with LIME. For explanations, input
values were selected that generated model predictions, indicating a network anomaly. In
this case, inputs passed to both models indicated a network anomaly—“DDoS” attack.

Figure 9 shows which attributes had the greatest impact on the prediction, where
the green columns indicate that they have a positive effect, i.e., they increase the model’s
score, while the red columns decrease the score. From the data, it was observed that not
only were the features that had the biggest impact on the model output different, but in
“unrelated_column”, they had the most importance, although its values were completely
random. However, in both cases, this instance was classified as a benign attack for the
original dataset (see Figure 9a) with 83% probability and for the modified dataset (see
Figure 9b) with 90% probability). Further explanations of both models were developed
using the SHAP approach.

  
(a) (b) 

Figure 9. LIME local explanations. (a) Explanation with original dataset; (b) Explanation with added
“unrelated_column”.

In this scenario, a sample instance of data had been submitted, the output of which
was a “Benign” class. The data presented in Figure 10b shows that the results are similar to
those of the LIME models, considering that “unrelated_column” had the largest impact on
the decision.

  

(a) (b) 

Figure 10. SHAP local explanations. (a) Model explanation with original dataset; (b) Model explana-
tion with added “unrelated_column” random values.

When comparing the LIME and SHAP local explanation cases, almost every time the
LIME explanations were generated, a different result was obtained, whereas SHAP was
more stable in assessing the influence of attributes.
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While performing the aforementioned experiments, certain drawbacks were observed
of both LIME and SHAP explanation methods. For instance, LIME implementation is
limited to providing explanations for individual instances within the dataset and lacks the
ability to generate global explanations like SHAP. This means that in order to obtain a view
of dataset-wide scope, the user has to generate explanations of every single instance of the
dataset. Due to this issue, the process of analyzing and interpreting results can become
complex, especially when working with datasets that contain over 19 million data entries,
as is the case in our situation. Even in the case when a user is interested in only one data
instance of the dataset, additional interpretability problems arise when a multiclass model
is used. In this research, an MLP model was used to generate the LIME explanations, which
resulted in separate explanations for all 28 classes, taking into account the influence of
79 features. The most interesting results for the eight classes are shown in Figure 11.

Figure 11. LIME local explanations for all eight separate classes in the dataset: red for positive
impacts, blue for negative impacts.

Meanwhile, SHAP can provide global explanations, and while this enables us to
see explanations for the whole dataset, explanations can still be hard to interpret when
using multiclass output models. Figure 12, provides global explanations for 28 classes,
providing an importance score for the most dominant features. Although this allows for a
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detailed visualization of the explanation, the amount of data might be too confusing for the
non-specialist end user.

Figure 12. SHAP global explanations for all 28 classes in the dataset.

7. Discussion

We conducted several experiments, varying the hyperparameters, to improve the
accuracy of the best models in our investigation study. Regarding the CART tree, in the
initial phase, the whole tree was generated to estimate its maximum size and performance.
Subsequently, we carried out experiments by manipulating parameters, such as the max-
imum depth of the tree, the minimum number of samples required for a split, and the
criteria (Gini impurity or entropy) used for splitting. During the initial stage, the CART tree
achieved a maximum depth of 51 while utilizing a minimum of 2 samples as the criterion
for node splitting and employing the “gini” criterion. To optimize the model’s performance,
we applied pre-pruning techniques and limited the depth to 27. The decision was made to
stop the growth of the tree at level 27 due to the observation that beyond this depth, there
was confusion between the “BENIGN” class and the “Infiltration” class. Figure 8c provides
further evidence of the significant confusion observed between these classes.

The ID3 algorithm, another DT algorithm employed in this study, initially generated a
maximum depth of 48. Through experimentation, we progressively reduced the depth to 32,
25 and ultimately 19. Notably, a depth of 19 yielded the most accurate results. This stopping
of the tree growth was appropriate because only the “BENIGN” and “Infilteration” classes
were continuously mixed in the lower layers of the tree, which resulted in lower accuracy
of the latter class (confusion with “BENIGN” reached 89.57%). Stopping the growth of
the tree at a depth of 19 led to a minor enhancement in the accuracy, specifically for the
“BENIGN” class, which already achieved high accuracy. However, the overall increase in
the model’s accuracy remained relatively modest (1.04%). In addition, it was observed
that splitting leaves with fewer than 6 elements was not very appropriate. However,
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considering the limited number of instances within certain specific classes of the dataset,
such as “Heartbleed”, “SQL Injection” and “Web Attack SQL Injection”, the minimum
number of instances required for splitting was adjusted to 3.

For the RF algorithm, we employed entropy criteria, which provided better results
than “gini” in our case. We set the number of features to consider when searching for
the optimal split as the square root of the total number of features (sqrt) provided in the
dataset. The bootstrap method was utilized in our RF model; hence, out-of-bag samples
were employed for estimating the generalization score. The number of trees in the forest
was set to 100.

The observation reveals that conducting more comprehensive studies encompassing
a wider range of hyperparameters would yield substantial benefits. Hence, we have
intentions to persist with such studies in the future, as the results and insights will be
crucial for the development of new XAI models.

Moreover, in this study, we carried out experiments using additional machine learning
models, but only those models with the most promising practical results were selected for
deeper analysis. As our future research goal is to develop robust and stable XAI models,
it was necessary to test models with different levels of explainability (or interpretability)
(see Figure 13). The accuracy results of the KNN model and LSTM are provided in Table 4.
Throughout our experimentation, we explored different deep learning models, including
VGG-19, AlexNet and several others. However, it was the LSTM model that gave the most
accurate results. The main reason why these models were not included in the more detailed
ones is the low average macro-level F1-score (<0.7).

Figure 13. Graphical representation of the trade-off between the accuracy and interpretability of ML
algorithms (groups of ML algorithms used in the study are presented in bold).

Table 4. Classification results of additional models.

Model Performance Metrics Precision Recall F1-Score

KNN Accuracy 0.99399 0.99399 0.99399
Weighted average 0.99367 0.99399 0.99342
Macro average 0.81778 0.78565 0.79845

LSTM Accuracy 0.89023 0.89023 0.89023
Weighted average 0.83573 0.89029 0.85358
Macro average 0.21564 0.19212 0.18313

KNN has fast learning capabilities; however, when it comes to making a decision,
such as predicting a class based on new data, it takes much longer compared to the other
machine learning algorithms implemented in our study. Therefore, we eliminated KNN as
a real-time and practical algorithm, even though the accuracy rates obtained were actually
very high (see Table 4), and it was the second best algorithm after CART.
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8. Conclusions

This study addressed the challenges of understanding the results of multi-class clas-
sification of network intrusions in highly imbalanced data, including the CIC-IDS2017
and CSE-CIC-IDS-2018 datasets. In the research, machine learning models of different
complexity and explainability were included in order to evaluate and understand whether
more complex ML models were indeed capable of providing higher classification results
for the classification of 28 classes of intrusions. The study compared the classification per-
formance of six machine learning models using various measures of classification accuracy.
The results revealed that the DT model utilizing the CART algorithm achieved the highest
performance in the multi-class classification task, achieving an F1-score of 0.998 and an
average macro F1-score of 0.969. The lowest results were obtained with the dense-layer
network, with an F1-score of 0.833 and an average macro F1-score of 0.063. Another decision
tree algorithm, namely ID3, along with the RF model, resulted in slightly lower but still
significant results, achieving an F1-score of 0.985.

In addition, experiments were carried out with the XAI methods, LIME and SHAP,
to assess the potential and reliability of identifying the most important features of the
dataset. Although these methods provide a list of the most influential features, it has been
observed that the local explanation is often unstable, and each regeneration may lead to
a completely different result. Even a specially added column that has no relevance to the
problem may have the greatest influence on the decision. Another observation is that a
global interpretation of all classes is not very explicit, and it is quite difficult to understand
the visualization. Therefore, it is likely that when we have more than multi-class and
multi-feature datasets, it would be more useful to use numerical or aggregated results
of explanations.
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13. Bulavas, B.; Marcinkevicius, V.; Rumiński, J. Study of Multi-Class Classification Algorithms’ Performance on Highly Imbalanced
Network Intrusion Datasets. Informatica 2021, 32, 441–475. [CrossRef]

14. Tran, T.P.; Nguyen, V.C.; Vu, L.; Nguyen, Q.U. DeepInsight-Convolutional Neural Network for Intrusion Detection Systems. In Pro-
ceedings of the 8th NAFOSTED Conference on Information and Computer Science (NICS), Hanoi, Vietnam, 21–22 December 2021;
pp. 120–125.

15. Atefinia, R.; Ahmadi, M. Network intrusion detection using multi-architectural modular deep neural network. J. Supercomput.
2021, 77, 3571–3593. [CrossRef]

16. Yin, C.; Zhu, Y.; Fei, J.; He, X. A Deep Learning Approach for Intrusion Detection Using Recurrent Neural Networks. IEEE Access
2017, 5, 21954–21961. [CrossRef]

17. Ravi, V.; Kp, S.; Poornachandran, P. Evaluation of Recurrent Neural Network and its Variants for Intrusion Detection System
(IDS). Int. J. Inf. Syst. Model. Des. 2017, 8, 43–63.

18. Sohn, I. Deep belief network based intrusion detection techniques: A survey. Expert Syst. Appl. 2021, 167, 114170. [CrossRef]
19. Lundberg, H.; Mowla, N.-I.; Thar, K.; Mahmood, A.; Gidlund, M.; Raza, S. Experimental Analysis of Trustworthy In-Vehicle

Intrusion Detection System Using eXplainable Artificial Intelligence (XAI). IEEE Access 2022, 10, 102831–102841. [CrossRef]
20. Patil, S.; Varadarajan, V.; Mazhar, S.-M.; Sahibzada, A.; Ahmed, N.; Sinha, O.; Kumar, S.; Shaw, K.; Kotecha, K. Explainable

Artificial Intelligence for Intrusion Detection System. Electronics 2022, 11, 3079. [CrossRef]
21. Arrieta, A.-B.; Díaz-Rodríguez, N.; Ser, J.-D.; Bennetot, A.; Tabik, S.; Barbado, A.; Garcia, S.; Gil-Lopez, S.; Molina, D.;

Benjamins, R.; et al. Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward respon-
sible AI. Inf. Fusion 2020, 58, 82–115. [CrossRef]

22. Hartl, A.; Bachl, M.; Fabini, J.; Zseby, T. Explainability and Adversarial Robustness for RNNs. In Proceedings of the IEEE Sixth
International Conference on Big Data Computing Service and Applications (BigDataService), Oxford, UK, 3–6 August 2020;
pp. 148–156.

23. Hariharan, S.; Robinson, R.R.R.; Prasad, R.R.; Thomas, C.; Balakrishnan, N. XAI for intrusion detection system: Comparing
explanations based on global and local scope. J. Comput. Virol. Hacking Tech. 2022, 19, 217–239. [CrossRef]

24. Mahbooba, B.; Timilsina, M.; Sahal, R.; Serrano, M. Explainable Artificial Intelligence (XAI) to Enhance Trust Management in
Intrusion Detection Systems Using Decision Tree Model. Complexity 2021, 2021, 6634811. [CrossRef]

25. Kuppa, A.; Le-Khac, N.-A. Black Box Attacks on Explainable Artificial Intelligence (XAI) methods in Cyber Security. In
Proceedings of the International Joint Conference on Neural Networks (IJCNN), Glasgow, UK, 19–24 July 2020; pp. 1–8.

26. Kuppa, A.; Le-Khac, N.-A. Adversarial XAI Methods in Cybersecurity. IEEE Trans. Inf. Forensics Secur. 2021, 16, 4924–4938.
[CrossRef]

27. Pelletier, Z.; Abualkibash, M. Evaluating the CIC IDS-2017 Dataset Using Machine Learning Methods and Creating Multiple
Predictive Models in the Statistical Computing Language R. Int. Res. J. Adv. Eng. Sci. 2020, 5, 187–191. Available online:
http://irjaes.com/wp-content/uploads/2020/10/IRJAES-V5N2P184Y20.pdf (accessed on 28 May 2023).

28. Alsameraee, A.A.A.; Ibrahem, M.K. Toward Constructing a Balanced Intrusion Detection Dataset. Samarra J. Pure Appl. Sci. 2021,
2, 132–142. [CrossRef]

29. Mbow, M.; Koide, H.; Sakurai, K. An Intrusion Detection System for Imbalanced Dataset Based on Deep Learning. In Proceedings
of the Ninth International Symposium on Computing and Networking (CANDAR), Matsue, Japan, 22–26 November 2021;
pp. 38–47.

30. Zhang, H.; Huang, L.; Wu, C.Q.; Li, Z. An effective convolutional neural network based on SMOTE and Gaussian mixture model
for intrusion detection in imbalanced dataset. Comput. Netw. 2020, 177, 107315. [CrossRef]

31. Abdulhammed, R.; Musafer, H.; Alessa, A.; Faezipour, M.; Abuzneid, A. Features Dimensionality Reduction Approaches for
Machine Learning Based Network Intrusion Detection. Electronics 2019, 8, 322. [CrossRef]

32. Toupas, P.; Chamou, D.; Giannoutakis, K.M.; Drosou, A.; Tzovaras, D. An Intrusion Detection System for Multi-class Classi-
fication Based on Deep Neural Networks. In Proceedings of the 18th IEEE International Conference on Machine Learning and
Applications (ICMLA), Boca Raton, FL, USA, 16–19 December 2019; pp. 1253–1258.

33. Zhang, Y.; Chen, X.; Guo, D.; Song, M.; Teng, Y.; Wang, X. PCCN: Parallel Cross Convolutional Neural Network for Abnormal
Network Traffic Flows Detection in Multi-Class Imbalanced Network Traffic Flows. IEEE Access 2019, 7, 119904–119916. [CrossRef]

34. Mhawi, D.N.; Aldallal, A.; Hassan, S. Advanced Feature-Selection-Based Hybrid Ensemble Learning Algorithms for Network
Intrusion Detection Systems. Symmetry 2022, 14, 1461. [CrossRef]

35. Rosay, R.; Cheval, E.; Carlier, F.; Leroux, P. Network Intrusion Detection: A Comprehensive Analysis of CIC-IDS2017. In
Proceedings of the 8th International Conference on Information Systems Security and Privacy, Online, 9–11 February 2022;
pp. 25–36.

165



Appl. Sci. 2023, 13, 7328

36. Lanvin, M.; Gimenez, P.-F.; Han, Y.; Majorczyk, F.; Me, L.; Totel, E. Errors in the CICIDS2017 dataset and the significant differences
in detection performances it makes. In Proceedings of the 17th International Conference Risks and Security of Internet and
Systems, Sousse, Tunisia, 7–9 December 2022; pp. 18–33.

37. Alikhanov, J.; Jang, R.; Abuhamad, M.; Mohaisen, D.; Nyang, D.; Noh, Y. CatBoost-Based Network Intrusion Detection on
Imbalanced CIC-IDS-2018 Dataset. J. Korean Inst. Commun. Inf. Sci. 2021, 46, 2191–2197.

38. Liu, L.; Wang, P.; Lin, J.; Liu, L. Intrusion Detection of Imbalanced Network Traffic Based on Machine Learning and Deep Learning.
IEEE Access 2021, 9, 7550–7563. [CrossRef]

39. Leevy, J.L.; Hancock, J.; Zuech, R.; Khoshgoftaar, T.M. Detecting cybersecurity attacks across different network features and
learners. J. Big Data 2021, 8, 38. [CrossRef]

40. Farhan, B.I.; Jasim, A.D. Performance analysis of intrusion detection for deep learning model based on CSE-CIC-IDS2018 dataset.
Indones. J. Electr. Eng. Comput. Sci. 2022, 26, 1165–1172. [CrossRef]

41. Kilincer, I.F.; Ertam, F.; Sengur, A. A comprehensive intrusion detection framework using boosting algorithms. Comput. Electr.
Eng. 2022, 100, 107869. [CrossRef]

42. Alzughaibi, S.; El Khediri, S. A Cloud Intrusion Detection Systems Based on DNN Using Backpropagation and PSO on the
CSE-CIC-IDS2018 Dataset. Appl. Sci. 2023, 13, 2276. [CrossRef]

43. Jinsi, J.; Jose, D.V. Deep Learning Algorithms for Intrusion Detection Systems in Internet of Things Using CIC-IDS 2017 Dataset.
Int. J. Electr. Comput. Eng. (IJECE) 2023, 13, 1134–1141.

44. Wang, Y.-C.; Houng, Y.-C.; Chen, H.-X.; Tseng, S.-M. Network Anomaly Intrusion Detection Based on Deep Learning Ap-proach.
Sensors 2023, 23, 2171. [CrossRef] [PubMed]

45. Ingre, B.; Yadav, A.; Soni, A.K. Decision Tree Based Intrusion Detection System for NSL-KDD Dataset. In Proceedings of
the Information and Communication Technology for Intelligent Systems (ICTIS 2017), Ahmedabad, India, 25–26 March 2017;
Volume 2, pp. 207–218.

46. Brabec, J.; Machlica, L. Decision-Forest Voting Scheme for Classification of Rare Classes in Network Intrusion Detection. In
Proceedings of the IEEE International Conference on Systems, Man and Cybernetics, Miyazaki, Japan, 7–10 October 2018;
pp. 3325–3330. [CrossRef]

47. Sahani, R.; Shatabdinalini; Rout, C.; Badajena, J.C.; Jena, A.K.; Das, H. Classification of Intrusion Detection Using Data Mining
Techniques. In Progress in Computing, Analytics and Networking; Springer: Singapore, 2018; pp. 753–764. [CrossRef]

48. Ren, Q.; Cheng, H.; Han, H. Research on machine learning framework based on random forest algorithm. AIP Conf. Proc. 2017,
1820, 080020. [CrossRef]

49. Alshamy, R.; Ghurab, M.; Othman, S.; Alshami, F. Intrusion Detection Model for Imbalanced Dataset Using SMOTE and Random
Forest Algorithm. Commun. Comput. Inf. Sci. 2021, 1487, 361–378. [CrossRef]

50. Vang-Mata, R. Multilayer Perceptrons: Theory and Applications; Nova Science Publishers: Hauppauge, NY, USA, 2020; p. 153,
ISBN 978-1-53617-364-2.

51. Huang, G.; Liu, Z.; Maaten, L.; Weinberger, K. Densely Connected Convolutional Networks. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI, USA, 21–26 July 2017; pp. 2261–2269.

52. Kamath, U.; Liu, J. Explainable Artificial Intelligence: An Introduction to Interpretable Machine Learning; Springer: Berlin/Heidelberg,
Germany, 2021; p. 310. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

166
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Abstract: Industrial automation and control systems have gained increasing attention in the literature
recently. Their integration with various systems has triggered considerable developments in critical
infrastructure systems. With different network structures, these systems need to communicate with
each other, work in an integrated manner, be controlled, and intervene effectively when necessary.
Supervision Control and Data Acquisition (SCADA) systems are mostly utilized to achieve these
aims. SCADA systems, which control and monitor the connected systems, have been the target of
cyber attackers. These systems are subject to cyberattacks due to the openness to external networks,
remote controllability, and SCADA-architecture-specific cyber vulnerabilities. Protecting SCADA
systems on critical infrastructure systems against cyberattacks is an important issue that concerns
governments in many aspects such as economics, politics, transport, communication, health, security,
and reliability. In this study, we physically demonstrated a scaled-down version of a real water plant
via a Testbed environment created including a SCADA system. In order to disrupt the functioning of
the SCADA system in this environment, five attack scenarios were designed by performing various
DDoS attacks, i.e., TCP, UDP, SYN, spoofing IP, and ICMP Flooding. Additionally, we evaluated
a scenario with the baseline behavior of the SCADA system that contains no attack. During the
implementation of the scenarios, the SCADA system network was monitored, and network data
flow was collected and recorded. CNN models, LSTM models, hybrid deep learning models that
amalgamate CNN and LSTM, and traditional machine learning models were applied to the obtained
data. The test results of various DDoS attacks demonstrated that the hybrid model and the decision
tree model are the most suitable for such environments, reaching the highest test accuracy of 95%
and 99%, respectively. Moreover, we tested the hybrid model on a dataset that is used commonly in
the literature which resulted in 98% accuracy. Thus, it is suggested that the security of the SCADA
system can be effectively improved, and we demonstrated that the proposed models have a potential
to work in harmony on real field systems.

Keywords: critical infrastructure; SCADA; cybersecurity; DDoS; deep learning; testbed

1. Introduction

Facilities that produce, store, and transmit natural resources, such as water, oil, and
natural gas, or energy sources, such as hydroelectric, solar, and nuclear, constitute critical
infrastructures. Space, satellite, air, sea, or train transportation systems are also in these
groups. These systems spread and work over small or large areas. Some systems monitor,
control, and, when necessary, intervene in processes and events in critical infrastructures
from a central point. One of them is the Supervisory Control and Data Acquisition (SCADA)
system. For example, municipalities use SCADA systems to monitor water levels, pipe
pressure, and the temperature in tanks located in utility water distribution facilities.

The reports and research published every year in the field of cybersecurity suggest
one should always be ready for attacks that may occur from the inside or the outside [1].
Ensuring the cybersecurity of SCADA systems in the cyber world is a crucial issue and
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has become mandatory. Since cyberattacks against SCADA systems are dangerous for
critical infrastructure systems, these attacks should be investigated [2]. According to a
special report by the National Institute of Standards and Technology, cyberattacks to control
systems can disrupt the reliable operation of industrial processes. Therefore, providing
cybersecurity is imperative [3]. Defence Research and Development Canada published a
report aimed to increase the cyber resilience of Canada’s critical infrastructure. According
to the report, changes to the standard network configurations of SCADA networks can
greatly improve the protection of control system fields [4]. In the study conducted by the
U.S. Department of Energy Office of Electricity Delivery and Energy Reliability, security
vulnerabilities found to be common in control systems such as SCADA were discussed
and grouped by severity. In addition, security recommendations were provided for asset
owners and system vendors [5]. Due to the architectural structure of SCADA systems,
their integration with advanced technology has not been fully solved. On the other hand,
internet usage, access to external networks, and remote control are increasing worldwide.
These developments enhance the functionality of traditional SCADA systems, but they also
bring many security vulnerabilities.

Critical infrastructures are designed to enable citizens to maintain their lives in better
conditions. Problems experienced in the functioning of these structures may affect not
only the relevant area but also the whole country. For example, the failure of electricity
generation, storage, and transmission facilities can cause massive chaos in a country
and directly affect other electrical systems. Countries experiencing power outages have
realized how crucial such blackouts are. Attacks on critical infrastructures can destructively
impact the economy, security, or health. The consequences of cyberattacks against SCADA
systems may be far beyond estimates. As a result, necessary measures should be taken
for the cybersecurity of SCADA systems. Security system developments, such as attack
detection and prevention, will considerably contribute to the continuity of a country’s
critical infrastructures.

Models that include machine learning, deep learning, or artificial intelligence algo-
rithms used in attack detection studies may also serve in SCADA systems. Studies to
determine the “attacks” and “attack types” can contribute to the cybersecurity of SCADA
systems. There are different types of cyberattacks, and distributed denial-of-service (DDoS)
attacks are more common than other attacks. In particular, handling DDoS attacks for
SCADA systems is essential in cybersecurity. Since the attack detection models in the
algorithms have different structures, the analyses also give different results. For example,
an attack detection model providing high performance on one dataset can deliver poor
performance on another, or different models on a dataset may not yield the same highly
successful results. For these reasons, developing an attack detection model that provides
high performance for a particular dataset is essential.

The current study aimed to detect DDoS attacks that may occur against a SCADA
system used in critical infrastructures and to determine the type of DDoS attack. For
this purpose, a testbed was prepared that enables the processing of cyber and physical
processes. Various DDoS attacks and tests were implemented on the testbed to damage
the processes of the SCADA system and measure the system’s reaction against attacks.
Attack detection is essential to ensure the cybersecurity of the system. For this purpose, the
network traffics in the baseline situation without any attack and the situations in which
DDoS attacks were applied and recorded. Deep learning and machine learning algorithms
were used to analyze the recorded network traffic packets and to determine whether there
is an attack or not. In addition to intrusion detection, these algorithms have also been
studied to determine the type of attack. The deep learning-based convolution neural
network (CNN) model, long short-term memory (LSTM) model, and hybrid model using
LSTM-CNN algorithms together were evaluated. Machine learning-based 13 algorithms
such as K-Nearest Neighbors (KNN), LogitBoost, Naive Bayes, PART, decision tree, and
random forest were used. High success rates were obtained with deep learning-based
LSTM-CNN hybrid model and machine learning-based decision tree model. It is aimed to
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provide different perspectives for ensuring the cybersecurity of SCADA systems and to
prepare suitable models for determining the type of attack.

The main contributions of the present study are as follows:

• A testbed environment containing a SCADA system was prepared and different
components, software and hardware were used from the studies in the literature.

• Various DDoS attacks (five different) and the baseline situation were evaluated together
to add diversity to the literature.

• A new dataset was prepared to contribute to the literature by including various DDoS
attacks and a baseline situation, enabling detection and identification of attack types.

• CNN and LSTM algorithms were used as separate models for attack detection and
attack type determination. In addition, LSTM and CNN algorithms were evaluated
together and used as a hybrid model. In the studies in the literature we examined, there
are no such separate and hybrid uses in this way. By using a hybrid model, a higher
success rate was obtained than using separate models. In addition to deep learning-
based models, machine learning-based models were also prepared and evaluated in
the study. Analyses were performed with 13 different machine learning algorithms
and the highest success rate was obtained with the decision tree model.

• A commonly used dataset in the literature was selected and tested to evaluate the
adequacy of the hybrid model. According to the results obtained, a high accuracy rate
was achieved.

This study comprises six chapters. The first part provides an overview of SCADA
systems, shows the security vulnerabilities, and explains the importance of ensuring the
cybersecurity of SCADA systems. The second part examines the studies that detect attacks
against SCADA systems using their own datasets, ready-made datasets, or their own
testbeds. The third chapter discusses SCADA systems and cyberattacks against these
systems. The fourth section covers the prepared testbed environment, DDoS attacks
against this environment, the obtained dataset, the success metrics, and the proposed
models. The fifth section presents the analyses for DDoS attack detection for SCADA
system, experimental results of the proposed models, and the results of other studies in the
literature. The study results and recommendations for future studies are summarized in
the sixth section.

2. SCADA Systems and Cybersecurity

This section gave information about what SCADA systems are, what components they
consist of, the cybersecurity of these systems, and possible attacks.

2.1. Scada System

SCADA systems perform control and monitoring tasks in critical infrastructure or
facilities. Critical infrastructures, such as power generation plants, wind energy turbines,
and natural gas distribution facilities are vital structures that produce and (or) transmit
natural gas, oil, water, and similar resources to another place. To give more examples, many
systems such as municipal water distribution facilities, airlines, and ship systems are also
critical infrastructure systems and have a significant place nationally and internationally.
SCADA systems are also used in production facilities, factories, or public institutions apart
from these infrastructures.

SCADA systems consist of a master terminal unit (MTU), remote terminal units (RTUs),
and a communication network. The MTU controls the processes in the system using a
human–machine interface (HMI). There is data exchange and command transmission be-
tween RTUs and MTU. RTUs transmit the data collected from the field sensors to the MTU,
and RTUs carry out the commands from MTU. Modbus, DNP3, and Profibus communica-
tion protocols—specific to SCADA systems—are used for communication between basic
units. The sensors and actuators on the RTUs abide by the commands. Elements such as
pumps and relays serve as actuators. The HMI also demonstrates the data obtained from
the sensors [6,7].
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2.2. Cybersecurity and Attacks in Scada Systems

Most structures where SCADA systems are used have not direct connections to the
internet and work independently from external networks. Developing technologies expand
the area of internet usage, and this situation also affects SCADA systems. Innovations
such as the co-usage of different technologies and remote accessing the system via the
internet create new cybersecurity problems for SCADA systems. SCADA systems, which
cannot keep up with the developing technology, have many architecture-related security
problems. For example, the frequently used Modbus protocol has many vulnerabilities that
can be attacked, such as by a man-in-the-middle, command injection, and denial-of-service
(DoS) [8–10]. SCADA systems in different sectors become attractive targets for malicious
people who are aware of these situations and work in the national or international arena.
Figure 1 shows the sectors where SCADA systems serve. Each can contain various threats
that malicious applications can attack.

 

Figure 1. Sectors where SCADA systems are used.

Today, many attack scenarios may occur in SCADA systems, such as emerging new
vulnerabilities, existing old security gaps, vulnerability exploitation, damaging systems, or
rendering the system inoperable. Possible scenarios may cover malicious remote control
of the system and power cut threats. For example, cyberattacks can occur by targeting
electricity generation or distribution facilities. As a result of these attacks, there may
be power cuts; cities may suddenly go dark. A nuclear power plant’s centrifuges were
remotely disrupted through the Stuxnet, which is one of the most dangerous attacks. In this
attack, while the system was physically damaged, the field operators noticed the problem
much later [11]. Another example of an attack is the remote poisoning of the Florida City
Water Supply. The attackers seized the water facility and tried to increase the sodium
hydroxide level in the city water. Once the authorities realized the situation, they quickly
intervened and prevented the attack [12]. As can be understood from these examples,
cyberattacks can also affect some or all of the SCADA systems. In addition, the experienced
problems may adversely trigger other systems associated with SCADA systems. Today,
actions to disrupt public peace, complicate their daily life, or harm their health have become
possible using the vulnerabilities in SCADA systems. For these reasons, cybersecurity in
SCADA systems is necessary today.

170



Appl. Sci. 2023, 13, 5993

SCADA systems are vulnerable to numerous attacks due to their tasks, traditional ar-
chitectural structure, and built-in communication technologies. Specially developed attack
techniques make SCADA systems targets for aggressive attempts, and the security risk of
these systems is increasing day by day. Various attacks are made against SCADA systems,
such as man-in-the-middle, data injection, command injection, DoS, and DDoS [10,13,14].
Among these, DDoS attacks are common and dangerous attacks that can affect any SCADA
system. These attacks aim to disrupt control and process operations and render the system
out of use [15,16]. DDoS attacks against SCADA systems used in critical infrastructures
may cause devastating harm to these infrastructures.

3. Literature Studies on SCADA Security

In the literature, studies carried out on the detection of DDoS attacks against SCADA
systems are considerably popular. These studies have frequently used machine learning-
and deep learning-based methods for attack detection. Some of these works are summa-
rized below.

Marcio Andrey Teixeira et al. performed a study to detect cyberattacks on SCADA
systems. The authors created a dataset using a test environment. They employed random
forest, decision tree, logistic regression, Naive Bayes, and KNN algorithms in their study
for attack detection [17].

Thomas Morris and colleagues worked on potential cyberattacks at Mississippi State
University’s SCADA Security Lab and investigated the security vulnerabilities of the most
widely used communication protocols in SCADA systems. They aimed to detect attacks
and minimize their effects with the security mechanisms developed with neural network
methods [18].

Nader et al. carried out a study on the security of industrial control systems and
critical infrastructures. They emphasized that traditional attack detection systems could
not detect attacks newly developed and unregistered in databases. They used data from a
water distribution system in France in the study and proposed machine learning algorithms
for attack detection [19].

Focusing on the developments in information and communication technologies, Y.
Yang et al. have emphasized that the complexity and security vulnerabilities in SCADA
procedures are gradually increasing. They stated that new security measures were necessary
for new-generation SCADA designs integrated into the internet and different systems.
Therefore, they proposed an attack detection system with a behavior-based and multilayer
framework [20].

Almalawi et al. proposed two approaches to detect attacks against SCADA systems.
The first was to determine whether the data in the system were consistent or inconsistent.
The second approach was to obtain proximity detection rules from specified situations.
They stated that the KNN-based attack detection system showed significant accuracy [21].

Meir Kalech proposed techniques based on temporal pattern recognition for cyberat-
tack detections in SCADA systems. The study proposed two algorithms based on Hidden
Markov models (HMM) and artificial neural network-based self-organizing maps (ANN-
based SOM). According to the results obtained, they stated that it was easier to detect
cyberattacks [22].

Jun Gao et al. discussed temporally uncorrelated and correlated attacks against
SCADA systems. They detected attacks using the feedforward neural network (FNN)
and LSTM algorithms based on deep learning. The FNN-LSTM model, on the other
hand, succeeded in detecting both types of cyberattacks, regardless of their temporal
correlations [23].

While intrusions into SCADA systems will continue, defense mechanisms against
different attack vectors remain insufficient. Therefore, Maglaras et al. conducted a study to
ensure the cybersecurity of SCADA systems. Accordingly, they proposed an integrated at-
tack detection mechanism against cyberattacks that captures network traffic, divides traffic
by source, and creates a set of one-class support vector machine (OCSVM) models [24].
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Gao et al. proposed two models aimed at detecting attacks against SCADA systems.
These models have many-to-many (MTM) and many-to-one (MTO) architectures. The
models used the LSTM algorithm. Both detection systems performed well in detecting
temporally uncorrelated attacks [25].

There are many studies aimed at detecting unauthorized access to SCADA systems.
Shitharth and Winston developed an intrusion detection system that classifies attacks
based on optimization. They proposed intrusion weighted particle-based cuckoo search
optimization (IWP-CSO) and hierarchical neuron architecture-based neural network (HNA-
NN) techniques [26,27].

This study focused on DDoS attacks in SCADA architecture and presented models that
work efficiently to detect attacks. In the literature, studies that detect attacks on SCADA
systems have been examined and it has been seen that machine learning algorithms such
as random forest, decision tree, logistic regression, Naive Bayes, KNN, and SVM are
used more frequently than other algorithms for detection. In addition to these, there are
models in which neural networks and deep learning algorithms such as LSTM are used. In
this study, deep learning-based models (CNN, LSTM, LSTM-CNN hybrid) and machine
learning-based models (13 models such as KNN, LogitBoost, Naive Bayes and decision
tree) were proposed. The attack detection accuracy rates of the examined studies and this
study are placed in the table in the Section 5.2. Thus, a general review and comparison is
provided for the studies.

4. Materials and Method

This section elaborated on the prepared testbed, fictionalized the cyberattacks using
scenarios, and gave information about the dataset’s features obtained from the testbed.
This section also covered the metrics to analyze the dataset as well as their explanations.
Information was given about the proposed models and their architectural structures. The
topics in this section are summarized in Figure 2.

 

Figure 2. Organizational chart of the Materials and Method section.

4.1. Physical Testbed

The test environment aimed to simulate the industrial control systems of a plant as
approximately as possible without completely copying them [28]. In addition, it aimed to
contribute to the performance of national and international industrial control system stan-
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dards and directives. The preparation and use of a testbed provides a suitable environment
for performing real cyberattacks and even observing the results of the attack.

In order to contribute to cybersecurity research, a testbed environment including a
SCADA system was prepared in the study. In this environment there are storage tanks,
specific processes are operated, and Modbus TCP/IP communication is used. A SCADA
system is usually realized by integrating Modbus communication protocol [29]. A simpli-
fied version of a real water plant was shown in this testbed. The SCADA system controls
and monitors the water circulation processes and the status of the storage tanks. This
section explained the configuration and architectural structure of the prepared SCADA
system test environment. The equipment used in the test environment was selected from
the components frequently used in real SCADA systems. The architectural structure of the
test environment is shown in Figure 3.

 

Figure 3. The architectural structure of the testbed.

As shown in Figure 3, there are two water circulation and storage tanks in RTUs. There
were sensors and actuators connected to RTUs. The sensors monitor the water levels in the
tanks, and the water pumps operate according to the levels. In order to prevent problems
such as the overflowing of the tanks and running out of water in the tanks, the water level
is continuously controlled. In addition, an alarm was generated according to the state of
the water level and, thus, attracting the attention of the operator who is interested in the
system. LEDs and buzzers are designed for alarm events. Modbus TCP/IP wired and
wireless communication protocols were used for communication in the environment. The
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data received from the RTUs were transmitted to the MTU and the processes were followed
through the HMI simulators on the MTU. Incoming data were checked and stored, and
new commands were sent to RTUs.

Attackers scanned the network and attacked the appropriate RTU. Whether there is an
attack or not is checked on MTU. When 5 different DDoS attacks were applied to the RTU,
network traffic packets were listened to and recorded separately for each attack. In addition,
the same listening and recording operations were performed for baseline operation without
attack. Google Colab, an environment offered by Google Research, enables Python coding
for machine learning, data analysis, and training. The data were preprocessed in this
environment to make the packets suitable for analysis. Pandas’ libraries were added to this
environment and different models were generated for attack detection using deep learning
and machine learning algorithms.

4.2. Attack Scenarios for the Testbed

This section elaborates on the baseline situation of the testbed and the attacks against
the testbed. DDoS attacks, one of the most common attacks on SCADA systems, were
discussed and attacks against an RTU selected by the attacker were performed. Different
types of DDoS attack scenarios were implemented and aimed to affect the operation of the
system. These scenarios were:

1. Baseline (normal or no-attack) situation;
2. TCP flooding attack scenario;
3. UDP flooding attack scenario;
4. SYN flooding attack scenario;
5. Spoofing IP flooding attack scenario;
6. ICMP flooding attack scenario.

In the baseline situation scenario (when the SCADA system was not under attack), the
obtained network traffic was listened to and recorded. In this scenario, water circulated
continuously between the water tanks and the necessary operations were performed
automatically according to the change in the water level. The pinging method was used to
establish communication between RTU and MTU.

Specific coding was made by the attacker for each attack type and 5 different DDoS
attacks were performed against the target RTU. Each of TCP, UDP, SYN, Spoofing IP and
ICMP flooding attacks were carried out at different times and separately. Each of these
attack scenarios were executed for approximately 2 min. During the attacks, the target
RTU system processes were interrupted for a short period of time. Processes such as water
recirculation and alarm generation were disrupted. These adverse conditions also affected
the other RTU system and the operation of the entire testbed system was interrupted for
short periods of time. Abnormal situations such as incorrect measurement of the tank
water level or buzzer alarming at the wrong time were observed. When the execution of
the attack scenarios ended, the system operation slowly recovered and, after a while, the
system returned to its former state. If the time taken to restore the system operation is
too long to be tolerated, irreversible major problems may occur for SCADA systems. For
this reason, it is important to attack SCADA systems and monitor and analyze the attack
responses. In this study, this issue is emphasized.

4.3. Dataset from the Testbed

This section provides information about the total dataset obtained as a result of the
scenarios performed separately on the testbed. Network traffic packets of each scenario
were collected with Wireshark network listening and analysis tool. Then, the packets of
these 6 scenarios were collected in a single file and the total dataset was created. The
features frequently used in the literature and specific to the Modbus TCP/IP protocol were
determined for this dataset [23,25]. Table 1 shows the features used in this research.
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Table 1. Features used in the dataset and their descriptions.

No Features Descriptions

1 No Data number

2 Time Time

3 SourceIP Source Internet Protocol

4 DestinationIP Destination Internet Protocol

5 SourcePort Source port

6 DestinationPort Destination port

7 Protocol Protocol

8 Length Data packet length

9 Info Information about packet

10 Modbus_ByteCount Modbus protocol data area (in bytes) size

11 Modbus_ResponseTime Modbus protocol response time

12 Modbus_ReqFrame Modbus protocol message format

13 DeltaTime Duration between the start and end of an operation

14 ModbusEventCount Number of Modbus device transactions

15 TimeSince_FirstFrameInThisTCPStream Time elapsed since the first frame in this TCP stream

16 TimeSince_PreviousFrameInThisTCPStream Time elapsed since the previous frame in this TCP stream

17 TimeDeltaFromPrevious_CapturedFrame Time difference from the previous captured frame

18 TimeDeltaFromPrevious_DisplayedFrame Time difference from the previous displayed frame

19 TimeSince_ReferenceOrFirstFrame Time elapsed since the reference or first frame

20 FrameLength_OnTheWire Frame length on the wire

21 FrameLength_StoredIntoTheCaptureFile Frame length stored into the capture file

22 TimeToLive Time to live

23 TotalLength Total length

24 FrameLengthStoredIntoTheCaptureFile Frame length stored into the capture file

25 ModbusTCPLength Modbus TCP packet length

26 ModbusByteCount Modbus packet byte count

27 ModbusTimeFromRequest Modbus packet time from request

28 TCPHeaderLength TCP header length

29 ModbusRegNum Modbus register number

30 Register Value (UINT16) Modbus register value

31 Class Classification column

A new and comprehensive dataset consisting of 30 attributes, 1 deterministic class,
and a total of 22.768 samples was obtained. While preparing the dataset, the attacks were
observed on the SCADA system and abnormal situations were noticed clearly by the
operator. It is detected whether there is a DDoS attack and if there is an attack, which of
the 5 different types is determined. This dataset is suitable for training and testing deep
learning and machine learning models. Due to these properties, a new perspective and
contribution to the literature is presented.

4.4. The Performance Analysis Metrics in Attack Detection

Performance metrics serve for the evaluation and comparison of the deep learning,
and the machine learning algorithms for the model. While working on a problem, using
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these metrics makes it easier to propose more solutions and apply the proposed methods.
To determine the most effective method in problem solving, the performance information
of each method is obtained one by one. Then the method producing the highest success
rate is selected. Table 2 shows the confusion matrix containing the values for performance
metrics.

Table 2. Confusion Matrix.

Actual Values

Positive Negative

Predictive Values
Positive TP FP

Negative FN TN

The values in the confusion matrix show the actual values and the estimation val-
ues [30]. The fact that the value with a positive label in reality also has a positive label in
the prediction part makes it a true positive (TP). The fact that the value with a negative
label is positively labeled in the prediction part makes it a false positive (FP). The fact that
the value with a positive label is negatively labeled in the prediction portion makes it a
false negative (FN). The fact that the value with a negative label also has a negative label in
the prediction part makes it a true negative (TN). The success metrics calculated with the
values on the confusion matrix are below.

Accuracy is the ratio of the correctly predicted values to the total values. Equation (1)
shows this situation:

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Precision is the ratio of the correctly predicted positive values to the predicted values
with a positive label. Equation (2) shows this ratio:

Precision =
TP

TP + FP
(2)

The recall is the ratio of correctly predicted positive values to the values with a positive
label. Equation (3) shows this ratio [31]:

Recall =
TP

TP + FN
(3)

F-1 Score—ranging from 0 to 1—is the harmonic mean of precision and recall values.
Equation (4) calculates this average:

F1 Score = 2 × Precision × Recall
Precision + Recall

(4)

The current study used accuracy, precision, recall, and f1-score among traditional
performance metrics. While comparing the literature studies, this research preferred the
frequently used “accuracy success metric”.

4.5. Recommended Models for Attack Detection

In this section, attacks against the testbed containing the SCADA system were detected.
For this purpose, a deep learning-based model and a machine learning-based model were
applied to the previously prepared dataset. The analysis results obtained were compared
with each other according to particular metrics.

In order to achieve successful results in proposed models, data were preprocessed,
and experiments were performed. Innovative and different approaches were proposed for
the cybersecurity of a physical testbed containing a SCADA system.

176



Appl. Sci. 2023, 13, 5993

4.5.1. Preparing the Data and Transmitting Them to the Proposed Models

This section concerns turning the dataset into an analyzable state and designing
the appropriate models, which Figure 4 summarizes. Several data pre-processes were
determined to make the dataset analyzable. The primary operations were deleting attributes
and instances deemed unnecessary or containing too many null values. The next step was
completing the attributes containing missing data using the mean method. Another process
is to convert data types to the same type using categorization processes. In the end, a
dataset with 25 features was obtained.

 

Figure 4. Processing the data and delivering them to the proposed models.

After preprocessing, the dataset was divided into parts for training, validation, and
testing in the data fragmentation stage. The split ratios here were kept constant in the
models used. The obtained training and validation data were combined and sent to the
proposed models. Tests were carried out on the model using the test data, and analysis
results were obtained for training, validation, and test data. According to the results, the
attack-detection success of the proposed model was evaluated. These stages were essential
for obtaining the most suitable model which achieved the highest success rate in detecting
the attack.
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4.5.2. Recommended Models

LSTM and CNN, which are important deep learning algorithms, were used alone and
in combination with different algorithms in the literature. In this study, CNN and LSTM
algorithms were evaluated and tested separately in order to contribute to the literature.
Then, a hybrid model was created by considering these two algorithms together and tests
were performed. Tests with different properties were applied to the LSTM model and CNN
model. The parameter values in the LSTM-CNN hybrid model architecture were changed
and different test procedures were performed. These models were analyzed separately and
their attack detection success rates were discussed.

In addition to these, machine learning algorithms that are frequently used in the
literature were determined. By using these algorithms, suitable models for attack detection
were obtained. All prepared models were compared according to the determined success
metrics and the results are presented in the Section 5.1. Information about the models used,
their architectural structures, and parameter values were given in this section.

A 70% randomly selected dataset—that is, 15,937 rows of data—was used in the mod-
els’ training. The remaining 30% was split into two to evaluate the testing and validation of
the proposed model. Accordingly, 3415 rows were used for data validation and 3416 rows
(including the class column) for testing. There were 22,768 rows of data (samples) in total.

Deep Learning-Based Models

The deep learning-based models used in the study are explained in this section.
Analyses were made on the LSTM models, the CNN models, and the hybrid models in
which LSTM-CNN were used together.

Since categorical data were included for all three proposed models, categorical_
crossentropy was chosen as the loss function. Adaptive moment estimation (ADAM)
was used as the optimization algorithm because it works efficiently on datasets containing
many parameters [32]. In order to ensure stability, the rectified linear units’ (ReLU) acti-
vation function was preferred. ReLU has a simple computational form and determines
the output by evaluating the input [33]. The batch size was left by default. The softmax
function was used to finish the classification.

LSTM-Based Models

In this model, analyses were performed on the LSTM algorithm. The LSTM algorithm
is an iterative neural network and has been used frequently recently. Due to its structure, it
is very effective in catching long-term addictions. It can store information for a long time
with its special memory cell architecture. LSTM consists of repetitive sequential blocks
known as memory blocks.

In this algorithm, there are input, output, and forget gates that enter and exit between
cells and regulate the flow of information. For the iteration process, the input is generated,
the predicted output value is obtained according to the current situation, and the next
output vector is generated. Figure 5 shows the architecture of the LSTM-based deep
learning models.

The first proposed model was based on deep learning using the LSTM algorithm.
LSTM networks contain a sequential input layer. In the proposed LSTM network architec-
ture, the LSTM layer was placed after the input layer. Next came a smoothing layer and,
finally, the fully connected classification and output layers. In the study, two LSTM models
with 200 epoch and 300 epoch parameters were prepared (LSTM1a and LSTM1b). Other
parameters selected for the models were mentioned at the beginning of the chapter.
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Figure 5. The architecture of the LSTM-based deep learning models.

CNN-Based Models

The CNN algorithm was studied in this model. The CNN algorithm is a variant of
feed forward neural network. The architecture of the CNN algorithm is similar to the
multilayer perceptron and consists of three layers. These are the convolution layer, pooling
layer, and fully connected layer [34]. Multiple filters are included in this algorithm to
extract or retrieve hidden features from the dataset. Figure 6 shows the architecture of the
CNN-based deep learning models.

 

Figure 6. The architecture of the CNN-based deep learning models.

Deep learning was performed with the CNN1a model using 200 epochs and the
CNN1b model using 300 epochs. Both models employed a 1-D CNN layer and pooling
layer followed by normalization and flattening. Finally, connected, classification, and
output layers were used. Other parameters selected for these models were explained at the
beginning of the chapter.

Hybrid-Based Models

In the other model proposed in the study, LSTM and CNN algorithms were used as a
hybrid and analyses were carried out. Three different models (HYBRID1, HYBRID2, and
HYBRID3) were prepared using hybrid deep learning. The architecture of the first model
(HYBRID1) is shown in Figure 7 as the others were prepared with reference to the first model.

In this hybrid model (HYBRID1), deep learning was performed using LSTM and CNN
algorithms. Pooling layers and 1-D CNN layers were used. Normalization processes were
done and, after the last pooling layer, the LSTM layer was placed in the model. Smoothing,
fully connected, classification, and output layers were used. The HYBRID1a model with
200 epochs and the HYBRID1b model with 300 epochs were obtained.

In the second hybrid model (the HYBRID2), unlike the HYBRID1, normalization and
activation processes were applied twice. Then, the HYBRID2a model was obtained by
applying 200 epochs to the model and the HYBRID2b model was obtained by applying 300
epochs to the model.
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The kernel size in the 1-dimensional CNN layers in the HYBRID1 model was increased
and the number of filtering operations was reduced. In this way, the HYBRID3 model was
obtained. The HYBRID3a model for 200 epochs and the HYBRID3b model for 300 epochs
were prepared.

 

Figure 7. The architecture of the hybrid deep learning model (HYBRID1).

Machine Learning Based Models

When the literature was examined, it was seen that machine learning methods are
also used in the detection of attacks on SCADA systems. Algorithms such as random
forest, decision tree, logistic regression, Naive Bayes, and KNN were frequently used in
the literature. In this study, in addition to deep learning algorithms, machine learning
algorithms were also evaluated. Machine learning models were prepared for the detection
of DDoS attacks and DDoS attack types for the testbed environment using the SCADA
system. The results obtained were given in Table 3.

Table 3. Performance values of the proposed models.

Models Accuracy (%) Precision (%) Recall (%) F1-Score (%)

Deep Learning Based Models

LSTM
LSTM1a 84.60 86.03 84.60 83.73

LSTM1b 84.28 84.63 84.28 83.63

CNN
CNN1a 93.53 94.01 93.53 93.57

CNN1b 94.26 94.79 94.26 94.35

LSTM-CNN HYBRID

HYBRID1a 94.09 94.23 94.09 94.12

HYBRID1b 93.97 93.99 93.97 93.97

HYBRID2a 93.91 94.05 93.91 93.93

HYBRID2b 91.92 92.33 91.92 91.93

HYBRID3a 92.77 92.99 92.77 92.82

HYBRID3b 94.73 94.90 94.73 94.74

Machine Learning Based Models

Lazy

KStar 79.93 81.93 79.95 79.03

LWL 66.00 59.62 66.02 58.53

KNN 86.15 86.08 86.15 86.11

Meta
LogitBoost 83.91 88.33 83.93 83.13

AdaBoost 42.96 - 43.01 -

Bayes
NaiveBayes 84.03 85.43 84.00 83.54

BayesNet 85.24 86.44 85.20 84.82

Rules

ZeroR 22.55 - 22.51 -

PART 79.24 91.32 79.23 77.14

DecisionTable 59.39 - 59.40 -

Trees

DecisionTree 98.77 98.77 98.77 98.77

RandomForest 95.84 97.21 95.84 96.51

RandomTree 83.07 85.71 83.14 82.44
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KStar, locally weighted learning (LWL) and KNN algorithms from lazy learning meth-
ods were preferred. LogitBoost and AdaBoost algorithms from Meta Learning Methods
and Naive Bayes and Bayes Net algorithms from Bayesian methods were used. ZeroR,
PART, and decision Table algorithms based on rules and the decision tree, random forest,
and random tree algorithms based on trees were analyzed.

5. Experimental Results

This section discussed the analysis results of the proposed deep learning-based, and
machine learning-based models. In addition, the discussion section covered the comparison
between previous studies and the current study for attack detection success. The analysis
results of the proposed hybrid model on a different dataset were also placed in the table in
the Discussion section.

5.1. Results

In the study, the steps mentioned in Title 4 were carried out on the dataset. Table 4
shows statistical information about network traffic captured while applying attack scenarios
and the baseline situation. Captured packets in network traffic represent samples in
datasets.

Table 4. Statistical information about network packets of attack scenarios.

Attack Scenarios Values

Measurement Normal
TCP

Flooding
UDP

Flooding
SYN

Flooding
Spoofing IP

Flooding
ICMP

Flooding

Total number of packets 3391 5253 3118 3238 3217 4551

Average packet size (bytes) 109 60 89 60 143 60

Total size of packet (bytes) 370,724 315,180 277,679 194,280 461,615 273,084

Duration of capture (ms) 530 294 253 163 286 271

As shown in Table 4, while there were 3391 packages in the normal situation scenario,
there were 19,377 packages in the attack scenarios. The distribution of the number of
packages was in a balanced state in all scenarios. The average sizes of packets (in bytes) were
the same for TCP, SYN, and ICMP flooding attack scenarios. The spoofing IP flooding attack
scenario had the maximum value. When the attack scenarios were analyzed separately,
the total packet sizes (in bytes) took different values. In attack scenarios, when the packet
capture times were examined, the most listening was done for the baseline situation. The
least time was spent on the SYN Flooding attack scenario.

Analyses were made to reveal the attacks and DDoS attack types on the system.
Suggestions were made for the attack detection system. Table 3 presents the analysis of the
proposed models results.

When the performance results were examined, it was seen that the HYBRID3b model
was more successful in analyzing and classifying DDoS attack data among deep learning
algorithms. Among the machine learning algorithms, the highest success rate was obtained
with the decision tree model. Considering the accuracy, precision, recall, and f1-score
success metrics, these two models were found to be the most suitable models for attack
detection. LSTM models from deep learning algorithms and the ZeroR model from machine
learning algorithms performed the attack detection with the lowest success rate. The
confusion matrix values obtained with the HYBRID3b model were placed in Table 5 and
are shown below.
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Table 5. Confusion matrix values of the proposed HYBRID3b model.

Predicted Class

Actual
Class

Normal
(%)

TCP
Flooding

(%)

UDP
Flooding

(%)

SYN
Flooding

(%)

Spoofing IP
Flooding

(%)

ICMP
Flooding

(%)

TP Rate
(%)

FN Rate
(%)

Baseline Situation 88.27 0.00 8.65 0.00 3.08 0.00 88.30 11.70

TCP Flooding 0.00 100 0.00 0.00 0.00 0.00 100 0.00

UDP Flooding 3.67 0.00 92.01 0.00 4.32 0.00 92.10 7.90

SYN Flooding 0.00 0.00 0.00 100 0.00 0.00 100 0.00

Spoofing IP
Flooding

6.34 0.00 9.90 0.00 83.76 0.00 83.80 16.20

ICMP Flooding 0.00 0.00 0.00 0.00 0.00 100 100 0.00

The confusion matrix values in Table 5 were evaluated according to the accuracy
metric frequently used in the literature [35]. Accordingly, among the attack types, TCP,
SYN, and ICMP Flooding attacks were correctly detected with 100%. The worst detection
performance was achieved in the spoofing IP flooding attack with a rate of 84%. For
this attack, 423 of 505 samples were correctly detected. In the baseline situation, 459 of
520 samples were determined as not attacked and a high detection rate of 88% was obtained.
The UDP flooding attack detection also had a rate close to the non-attack detection rate.
The confusion matrix values obtained with the decision tree model were placed in Table 6
and shown below.

Table 6. Confusion matrix values of the proposed the decision tree model.

Predicted Class

Actual
Class

Normal
(%)

TCP
Flooding

(%)

UDP
Flooding

(%)

SYN
Flooding

(%)

Spoofing IP
Flooding

(%)

ICMP
Flooding

(%)

TP Rate
(%)

FN Rate
(%)

Baseline Situation 98.08 0.00 0.58 0.00 1.34 0.00 98.10 1.90

TCP Flooding 0.00 100 0.00 0.00 0.00 0.00 100 0.00

UDP Flooding 0.86 0.00 95.25 0.00 3.89 0.00 95.30 4.70

SYN Flooding 0.00 0.00 0.00 100 0.00 0.00 100 0.00

Spoofing IP
Flooding

0.59 0.00 2.18 0.00 97.23 0.00 97.30 2.70

ICMP Flooding 0.00 0.00 0.00 0.00 0.00 100 100 0.00

The values in Table 6 were evaluated according to the accuracy metric. As in the
HYBRID3b model, all TCP, SYN, and ICMP flooding attacks were correctly detected with
100% in the decision tree model. The UDP flooding attack was the worst-detected attack
with 95%. For this attack, 441 of 463 samples were correctly detected. In the baseline
situation, 510 of 520 samples were determined as non-attack and a high detection rate
of 98% was obtained. Spoofing IP flooding attack detection also had a rate close to the
non-attack detection rate.

5.2. Discussion

The analysis results of the two models with the highest success rates among the models
proposed in the study (deep learning-based and machine learning-based) were compared
with the analysis results of the studies in the literature. The results obtained are given in
Table 7.
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Table 7. Comparison of studies in the literature.

References Datasets Algorithms Detection Rate (%)

[17] Their own dataset

Random Forest 99.89

Decision Tree 99.89

Logistic Regression 99.59

Naive Bayes 99.60

KNN 72.29

[18] Mississippi State University SCADA Laboratory Neural Network Average 83.00

[19] Water distribution system real dataset

SVDD Average 84.00

Robust SVM Average 76.00

Slab SVM Average 82.00

Proposed Method Average 91.00

[20] Their own dataset Hybrid SCADA-IDS 100

[21] DUWWTP Dataset KNN 92.86

[22]
CyberGym SCADA Lab dataset

Ben-Gurion University of the Negev SCADA Lab Dataset
ANN-based SOM Average 85.00

HMM Average 88

[23] Their own dataset

FNN Average 99.00

LSTM Average 99.00

FNN-LSTM Average 99.00

[24] Their own dataset OCSVM 96.30

[25] Their own dataset
MTO-based LSTM Average 99.00

MTM-based LSTM Average 98.00

[26] ADFA-LD Dataset

IWP-CSO + SVM 91.50

HNA-NN 83.20

IWP-CSO + HNA-NN 93.10

SVM 74.90

Our Study
Our Dataset

HYBRID3b Model 94.73

Decision Tree Model 98.77

Mississippi State University SCADA Laboratory HYBRID3b Model 98.09

The study addresses the detection of DDoS attacks against the physical testbed using
SCADA systems. For this, approaches based on deep learning and machine learning were
used. The number of previous studies that detected attacks using ready-made datasets was
very high. Fewer studies created a testbed for attack detection, prepared their own dataset,
and performed analyses using the dataset. Both types of studies were equally included and
reviewed.

Machine learning-based classifier methods such as KNN, Naive Bayes, and random
forest were generally used in attack detection. There were also studies based on deep
learning approaches such as LSTM and neural networks. As can be seen in Table 7,
different algorithms were used for various datasets in the detection of attacks on SCADA
systems. Each dataset had different characteristics and should be evaluated on its own.

In the studies examined in the literature, machine learning and deep learning ap-
proaches had achieved an average of over 90% success in attack detection on SCADA
systems. As a result of the analyses performed in this study, two models based on deep
learning and machine learning were proposed. With the hybrid model using LSTM and
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CNN algorithms together, 95% success was achieved. A higher success rate of 99% was
achieved with the decision tree-based model.

When we consider the existing research on the subject, we obtained promising models
by creating an appropriate testbed, utilizing relevant technologies, and preparing dataset
features. It is difficult to directly compare the performances of different models with the
results obtained from studies using different datasets. Therefore, a different technique was
used to demonstrate the performance of our proposed deep learning-based hybrid model.
A dataset [5], which is frequently used in the literature and included in the benchmark
table, was selected and evaluated for analysis. This dataset prepared by Morris et al. was
analyzed with our proposed HYBRID3b model and a high success rate was obtained for
attack detection. This result was shown in the last row of Table 7.

It has been observed that our proposed models have higher or very close performances
compared to other models in the literature. Due to the diversification and development
of attacks, it is important to carry out new analyses on different environments, and this
has been achieved in this study. As a result, it is important that attack detection studies for
SCADA systems are frequently updated and diversified.

6. Conclusions

The continuous functionality of a SCADA system enables smooth operation of cri-tical
infrastructure systems. DDoS attacks against SCADA systems may interrupt the whole
system causing functionality lost. Interruption in the operation of the SCADA system can
be costly from both financial and time aspects. The methods proposed in the study will
reinforce SCADA systems against cyberattacks. Thus, early DDoS attack detection on the
system will be possible, and it will be easier to prevent disaster scenarios.

In this study, DDoS attacks were performed against the prepared testbed using the
SCADA system. The obtained data both under the attacks and without attacks were
recorded. LSMT, CNN, LSTM-CNN hybrid, and machine learning-based models were
tested on the preprocessed dataset. After modifying the parameters of the models, various
versions were obtained and used. The deep learning-based LSTM-CNN hybrid model
achieved a classification accuracy of 95.00%, and the machine learning-based decision tree
model achieved a classification accuracy of 99%. For a further evaluation of the success
of the hybrid model, tests were conducted on a commonly used dataset in the literature
which resulted in a high success rate of 98%. A higher success rate was achieved compared
to the study in the literature using this dataset.

In addition to DDoS attack detection, DDoS attack type detection was also performed.
With deep learning-based and machine learning-based models, all TCP, SYN, and ICMP
flooding attacks were correctly detected. These models will provide high success and
efficiency in the detection of such attacks. In this respect, it is aimed to contribute to the
literature and provide guidance for future studies.

More detection studies should be carried out to reduce the effects of DDoS attacks
on SCADA systems. Since SCADA systems are used in many different sectors, studies
should be diversified by using different and new technologies and environments. In future
studies, it should be an aim to prepare the SCADA system testbed environment more
comprehensively and effectively. It should be an aim to apply different type of attacks other
than DDoS attacks to this environment and to diversify the models used for their detection.
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Abstract: Cyber mimic defense is designed to ensure endogenous security, effectively countering
unknown vulnerabilities and backdoors, thereby addressing a significant challenge in cyberspace.
However, the immense scale of real-world networks and their intricate topology pose challenges for
measuring the efficacy of cyber mimic defense. To capture and quantify defense performance within
specific segments of these expansive networks, we embrace a partitioning approach that subdivides
large networks into smaller regions. Metrics are then established within an objective space constructed
on these smaller regions. This approach enables the establishment of several fine-grained metrics
that offer a more nuanced measurement of cyber mimic defense deployed in complex networks.
For example, the common-mode index is introduced to highlight shared vulnerabilities among
diverse nodes, the transfer probability computes the likelihood of risk propagation among nodes, and
the failure risk assesses the likelihood of cyber mimic defense technology failure within individual
nodes or entire communities. Furthermore, we provide proof of the convergence of the transfer
probability. A multitude of simulations are conducted to validate the reliability and applicability of the
proposed metrics.

Keywords: cyber mimic defense; complex network measurement; metrics

1. Introduction

The increasingly widespread application of the Internet in various social and economic
sectors is leading to an increasingly severe challenge for cyberspace. Network security
threats are becoming more diverse, complex, frequent, and widespread. In the current
online environment, there exists a significant asymmetry between network attacks and
defenses [1], often favoring the attackers. From the defensive perspective, it is generally
difficult to anticipate when and how attacks will occur, making it challenging to deploy
targeted defense strategies.

Traditional defense techniques, such as firewalls and intrusion detection
techniques [2,3], typically rely on known attack signatures to identify and match target
behaviors, leaving them at a disadvantage against unknown vulnerabilities and backdoors
in cyber warfare. A series of novel proactive defense technologies are proposed to address
this issue, such as honeypots [4] and Moving Target Defense (MTD) [5–7]. These methods
effectively improved the situation and significantly increased the difficulty and cost for
attackers to launch their attacks. However, they still have limitations: honeypot technology
requires a significant amount of prior knowledge from attackers [8], and MTD possesses
time sensitivity and uncontrollability, and the high-frequency variability, particularly, leads
to a decline in system performance [7].

In fact, there is no defense strategy that can achieve absolute security. Due to the stage-
specific nature of technological development and the level of awareness, vulnerabilities or
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backdoor issues in software and hardware design cannot be completely avoided. In the
absence of the ability to eliminate inherent flaws and lack of prior knowledge, addressing
the threat of unknown vulnerabilities and backdoors remains a significant challenge in
cybersecurity. The emergence of the Cyber Mimic Defense (CMD) theory [9] provided a new
idea and paradigm to tackle this problem and demonstrated effective defense capabilities in
areas such as Software-Defined Networking (SDN) [10], cloud computing [11], distributed
systems [12], etc.

The core framework of Cyber Mimic Defense (CMD) is “Dynamic Heterogeneous
Redundancy” (DHR) [9], which is characterized by the following: (1) Dynamic: selecting
a set of functional executors based on scheduling policies at the current moment and
continuously changing this set to conceal the internal structure. (2) Heterogeneous: utilizing
multiple heterogeneous executors with significantly different implementation methods to
achieve the same functionality. (3) Redundancy: employing multiple executors and using
an adjudication mechanism to determine the final system output.

Through its structural effects, CMD achieves endogenous defense effects that are
independent of attack characteristics, effectively countering various attacks and unknown
threats. However, there is currently a lack of universal metrics to directly measure the
effectiveness of cyber mimic defense technology when applied to modern networks.
We cannot improve what we cannot measure [13], and this principle applies to cyber
mimic defense technology as well. The vast scale of real-world networks and the complex-
ity of their topology pose challenges for evaluating the effectiveness of the cyber mimic
defense. Therefore, there is an urgent need to develop general quantitative evaluation
metrics for cyber mimic defense systems.

It is widely recognized that no single metric is powerful enough to fully reflect the impact
of all relevant behaviors and defense strategies on the network. Therefore, we establish multi-
dimensional evaluation metrics to assess the effectiveness of cyber mimic defense technology
from various perspectives. We also found that most existing security strategies are typically
evaluated based on the entire network. However, in many cases, even the best defense strategy
may not necessarily extend security uniformly across the entire network, especially in large
networks with hundreds or thousands of nodes. If we use security metrics based on the overall
network assessment and observe improved security, it could be misleading as the security
improvement may be limited to certain parts of the network. As mentioned earlier, asymmetry
in network attacks and defenses exists, particularly in large-scale networks. The location from
which attackers launch their attacks is difficult to predict, and the scope of protection provided
by defense strategies is often limited. In such cases, global metrics fail to clearly reflect the
defensive performance. In other words, metrics can reflect the overall defensive performance
but cannot pinpoint the exact location of changes in defensive information. Therefore, it is
necessary to adopt a location-aware method.

The main contributions of our work are summarized as follows. Firstly, to capture
variations in attack-defense performance within specific local networks, we utilize a net-
work partitioning method (i.e., Louvain algorithm) to segment the extensive network into
smaller segments and perform correlation metrics on these segments to achieve a more
fine-grained assessment. Subsequently, we establish relevant security metrics within the
partitioned objective space for cyber mimic defense. These metrics encompass various
quantitative measures such as the common-mode index and failure risk, which are tailored
to accurately reflect the effectiveness of cyber mimic defense systems. This results in the
creation of an innovative approach for effectively assessing cyber mimic defense deployed
in complex networks. Finally, simulated attacks are carried out to verify the applicability
and effectiveness of the proposed metrics.

This paper is organized in the following way. In Section 2, we introduce the prelim-
inaries; in Section 3, we give the network partitioning method; in Section 4, we define
metrics in the constructed objective space; in Section 5, we perform simulation experiments
and give results; in Section 6, we list related work; and in Section 7, we make a conclusion
of our work and propose a vision for future development.

188



Appl. Sci. 2023, 13, 9213

2. Preliminaries

In this section, we provide a concise overview of the CMD framework, including its
key concepts, and illustrate the actual topology of modern networks.

2.1. CMD Framework

As depicted in Figure 1, the cyber mimic defense system [9] primarily comprises
six components: input agent, online set of executors, back-up executor pool, arbiter, sched-
uler, and output agent. During runtime, the input agent acquires input data and duplicates
them to distribute among the heterogeneous executors in the online executor set. Each
executor independently processes the data and produces an output. The arbiter then adju-
dicates the outputs of each executor based on a predefined algorithm to determine the final
output. Additionally, the arbiter provides feedback on the adjudication to the scheduler,
which uses this information to dynamically update the online executor set using specific
strategies. The functional details of each component are described as follows.

Figure 1. The Framework for Cyber Mimic Defense.

Input Agent: The input agent obtains the input, and copies and distributes it to each
online executor.

Online executor set: Each online executor possesses an equivalent function and oper-
ates independently to process input. It is crucial to ensure a high degree of heterogeneity
among the executors to mitigate common-mode vulnerabilities effectively. Once the calcu-
lations are completed, the results are transmitted to the arbiter for further processing.

Backup executor pool: The backup of online executors. The scheduler periodically or
selectively chooses an instance to replace the currently active online executor set.

Arbiter: The arbiter adjudicates the output results of each executor based on a prede-
fined algorithm and provides feedback regarding any suspicious executor to the scheduler.

Scheduler: The scheduler dynamically dispatches executors based on the operational
status of online executors, handling tasks such as offline cleaning of suspicious executors
and periodic replacement of executors.

Output Agent: The output agent obtains the voting results from the arbiter, formats it
if necessary, and then outputs the final result.

With its endogenous security mechanism rooted in dynamic, heterogeneous, and redun-
dancy strategies, cyber mimic defense establishes a spatiotemporal inconsistency scenario,
preventing attackers from replicating past successes. It enhances the concealability and
camouflage of the target defense scenario and behavior. Even in the event of an attack, the
attacker cannot simultaneously breach all the actuators (exponential difficulty) [9], ensuring
that the functions protected by the imitation system remain undisturbed and achievable. As
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a result, cyber mimic defense gains a more robust advantage when dealing with persistent,
stealthy, and high-intensity offensive and defensive scenarios, especially in the presence of
uncertain threats including unknown vulnerabilities, backdoors, and viruses.

2.2. Network Topology

Contrary to popular belief, most real-world networks do not exhibit random structures.
Instead, they often follow a scale-free network concept [14], where a small number of nodes
have a large number of connections, while the majority have only a few connections.
Scale-free networks are complex networks characterized by a degree distribution that
closely follows a power-law distribution. In such networks, the probability of a node having
k connections (i.e., degree k) follows a power-law distribution, denoted as P(k) ∼ k−γ.
The power exponent γ represents the structural properties of the network. The scale-free
network exhibits significant heterogeneity, and the distribution of connections among its
nodes is remarkably uneven, effectively simulating real-world network conditions.

In the era of the Internet of Everything, network-connected devices are diverse and
encompass not only computers but also switches, sensors, smart home devices, and more.
These devices can be regarded as nodes within the network. Let N represent the graph
that illustrates the physical topology of the network, and we use a binary group of nodes
and their connections to represent the network, denoted as N = 〈V, E〉. Here, V refers to
the devices in the network, collectively known as hosts, and E represents the undirected
edge connections between them. Subsequent studies are based on the proposed network
topology as described above.

3. Network Partitioning

In this section, we discuss the necessity of performing network partitioning on com-
plex networks for evaluating CMD and present how to utilize the Louvain algorithm for
network partitioning.

Due to the immense scale of modern networks, conducting an evaluation of CMD
technology from a global perspective in complex network environments is often imprecise
and challenging. The location of attacker intrusions is random and unpredictable, and
the effective coverage of CMD technology typically cannot encompass the entire large-
scale network. This means that attacks conducted outside the effective range of CMD
may remain largely unaffected. If an overall improvement in security is observed from
global evaluation metrics, it could lead to misjudgments about the effectiveness of CMD
technology. Therefore, it is necessary to adopt a divide-and-conquer approach, evaluating
the effectiveness of CMD technology within smaller regions to enhance the accuracy and
applicability of the metrics.

As mentioned in Section 2.2, there is significant heterogeneity in the connections between
nodes in real-world networks. This often leads to the aggregation of nodes, forming commu-
nities within the network. Community structure is one of the essential features of complex
networks [15]. Each module or community is composed of closely connected individuals
due to similar structural characteristics and positions. Community detection methods are
specifically designed to partition the internal structure of complex networks with the goal of
grouping network nodes into tightly connected communities. Compared to other traditional
methods, community detection methods pay more attention to the patterns of connections
between nodes, allowing for better capture of the local structural characteristics of the net-
work. We utilize a typical community detection algorithm, the Louvain algorithm, to partition
complex networks, which is described in detail below.

The Louvain algorithm [16] is grounded in multilevel optimization of modularity,
offering the advantage of speed and accuracy in obtaining a hierarchical community
structure with approximately linear time complexity. It takes a heuristic approach to
maximize the local modularity of smaller communities, joining only if such aggregation
leads to an increase in modularity. It is the preferred method for clustering (community
detection) of complex networks [17] and was rated as one of the best community detection
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algorithms by [18]. Two key concepts are integral to the algorithm: modularity Q and
modularity gain ΔQ [16], for which we provide the relevant formulas below.

• Modularity (Q)

Q = ∑
C
[
∑in
2m

− (
∑tot
2m

)2], (1)

where m denotes the total number of edges in the graph, ∑in denotes the sum of the
weights of the edges interconnected within community C, and ∑tot denotes the sum of
the weights of the edges connected to the nodes of community C, including the edges
inside the community as well as the edges outside the community.

• Modularity gain (ΔQ)

ΔQ(i → C) = [
∑in +ki,in

2m
− (

∑tot +ki
2m

)2]−

[
∑in
2m

− (
∑tot
2m

)2 − (
ki

2m
)2]

=
1

2m
(ki,in − ∑tot ki

m
), (2)

where ki denotes the sum of the weights of the edges connected to node i and ki,in
denotes the sum of the weights of the edges of node i connected to the nodes in
community C.

The main flow of the Louvain algorithm is as follows:

1. Initially, each node is regarded as a separate community;
2. For each node i, try to assign it to a neighbor community in turn and calculate the

modularity gain ΔQ after assignment, find the assignment method with the maximum
modularity gain and assign it if its ΔQ > 0, otherwise leave it unchanged;

3. Repeat the steps in 2 until the communities in which all nodes are located no longer change;
4. Compress a community into a new node, convert the weights of edges interconnected

by nodes within the community to the weights of the ring of the new node, and convert
the weights of edges between communities to the weights of the edges between the
new nodes;

5. Repeat the above steps until the results converge.

Through the Louvain algorithm, we distinguish the network structure hierarchically
with a high degree of association between hosts within the community. Next, we use the
delineated communities as the objective space to develop the definition of metrics for cyber
mimic defense.

4. Metrics in the Objective Space

In this section, based on the objective space constructed by network partitioning, we
develop multidimensional evaluation metrics to measure the effectiveness of cyber mimic
defense technology.

4.1. Single Node

Definition 1 (Network topology). We represent the network community as a binary group
NCi = (N, E), where N is the set of all nodes (hosts) in the network, including switches, routers,
firewalls, etc., and E is the set of connection relationships between these nodes.

Definition 2 (Vulnerability set). A collection of all possible vulnerabilities, especially zero-day
vulnerabilities.

VUL = VUL1 ∪ VUL2 ∪ · · · ∪ VULn,

where VULi represents the set of all vulnerabilities on node Ni (suppose n nodes in the community)
and VULi = {vulj|vulj is a certain vulnerability on node Vi}.
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In CMD systems, the adjudication algorithm generally follows the “majority voting”
principle. Consequently, when more than half of the executors possess the same symbiotic
vulnerabilities and are successfully exploited by an attacker, they can potentially deceive
the arbiter and allow the attack to evade detection, similar to an environment where CMD
is not deployed. As a result, we propose the following hypothesis.

Assumption 1. For a CMD system with (2l + 1) online executors, when there exists an (l + 1)
order symbiotic vulnerability vult, it is considered that the node where the CMD system is deployed
has vulnerability vult.

Definition 3 (Vulnerability vector). Construct vulnerability vector Vi for each node.

Vi = (v1, v2, . . . , vm)
T , m = |VUL|,

vk =

{
1 vulk ∈ VULi

0 vulk /∈ VULi
, k = 1, 2, · · · , m.

Definition 4 (Node–vulnerability matrix). The indication of the corresponding relationship
between nodes and vulnerabilities.

NVn∗m = (V1, V2, . . . Vn)
T .

Definition 5 (CVSS vector). Construct vulnerability score vector CVSS for each vulnerability.

CVSS = (cvss1, cvss2, . . . , cvssm)
T ,

where cvssi(i = 1, 2, . . . , m) represents one-tenth (For normalization) of the Common Vulnerability
Scoring System (CVSS) score for the corresponding vulnerability.

Definition 6 (Importance vector). Construct importance vector IM for each node considering
the centrality (location of nodes in the community) and value (value of resources owned by nodes).

IM = (im1, im2, . . . , imn)
T ,

imk = w1 × centrality + w2 × value, k = 1, 2, . . . , n.

where wi(i = 1, 2) represents the weight of the corresponding factors, ∑ wi = 1. Here, the weights
and factors can be appropriately adjusted according to the actual situation.

In Definitions 2–5, the vulnerability set and CVSS score can be obtained from the
open CVE vulnerability database. In Definition 6, the value depends on the property and
resources owned by the nodes, and the centrality calculation method needs to be selected
according to the actual network situation from degree centrality, betweenness centrality,
closeness centrality, etc., and all of these concepts are defined.

Independent failure risk.

In CMD systems, the heterogeneity among different executors within the redundant
structure is crucial and directly impacts the overall performance of the model.
When multiple executors share the same vulnerability, it can lead to attacks escaping
detection, rendering the cyber mimic defense strategy ineffective. From the perspective of
individual nodes, we define the independent failure risk based on vulnerabilities, repre-
sented as an n-dimensional vector, where the i-th component represents the independent
failure risk of node Ni. In the formula, the importance vector IM represents the likelihood
of an attacker choosing to target a node, while NV × CVSS represents the likelihood of
successfully compromising a node if targeted in an attack.

RI = IMT × NV × CVSS. (3)
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4.2. Relationship between Nodes

Definition 7 (Executor set). The set of executors in the CMD system, each capable of indepen-
dently implementing service functions, is denoted as A = {A1, A2, . . .}, where Ai represents
a specific executor.

Definition 8 (Higher-order symbiotic vulnerability). Exploitable vulnerabilities that can
achieve the same attack effect for m executors in executor set A (m � 3).

Definition 9 (Adjacency matrix). The adjacency matrix represents the adjacency between nodes
(We assume undirected edges in the community, so it is a symmetric matrix).

Adj = (aij)n×n,

aij =

{
1 edgeij ∈ E
0 edgeij /∈ E

.

Common-mode index.

When multiple nodes share similar vulnerabilities, attackers can rapidly exploit these
vulnerabilities on one node, potentially affecting multiple nodes in a similar or identi-
cal manner. This leads to the rapid horizontal spread of the attack’s impact, resulting
in irreversible consequences. Nodes within the same network community are closely
interconnected and often exhibit similar or identical component structures in the real en-
vironment, such as accessory modules purchased from the same batch of manufacturers.
Therefore, we introduce the concept of the common-mode index to measure the similarity
within a community, thereby revealing potential security risks.

We define the common-mode index between node Ns and node Nt (Ns, Nt ∈ N)
as follows.

I(Ns ,Nt) =
∑vulk∈(VULs∩VULt) CVSSvulk

∑vulk∈(VULs∪VULt) CVSSvulk
, (4)

where CVSSvulk indicates the CVSS score of the vulnerability vulk to characterize the
magnitude of the vulnerability’s harm.

Considering the particularity of the CMD system, we need to make another consid-
eration for the node where CMD is deployed. In CMD, multiple redundant executors
independently run the output results and obtain the final results through adjudication, and
the online executors are in a state of dynamic transformation. Due to these characteristics,
the cognition of the vulnerability set of the node where CMD is deployed needs to be
changed. After deploying CMD on the node, its vulnerability set is in a dynamic state.
Accordingly, we give the definition of the common-mode index between the node Ncmd
where CMD is deployed and the ordinary node Nx.

I(NCMD ,Nx) = ∑ I(NCMD ,Nx),ti
× ti

T
, (5)

where I(Ncmd ,Nx),ti
denotes the common-mode index in a period ti for a dynamically updated

CMD vulnerability set and T denotes a period as long as possible to show the possible
states of the executor set.

Based on the above definition, we integrate the common-mode index between nodes
into matrix form, as shown below.

CM = (cij)n×n,

cij = I(Ni ,Nj)
. (6)
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Transfer probability.

When an adversary breaks through a host, they often use this host as a base and then
launch attacks on other hosts to expand the control range and spread worms and viruses.
Typically, the attack spreads from the compromised host to neighboring hosts, gradually
infecting the entire network. Considering the attack transfer between neighboring nodes,
we propose the concept of transfer probability.

We construct the transfer matrix to represent the single-step transfer probability.

P =

⎡⎢⎢⎢⎣
p11 p12 · · · p1n
p21 p22 · · · p2n

...
...

. . .
...

pn1 pn2 · · · pnn

⎤⎥⎥⎥⎦, (7)

where n represents the number of nodes in the community and pij denotes the probability
of an attacker moving from node i to node j in a single step, which is defined as follows.

pij =

⎧⎪⎪⎨⎪⎪⎩
0 aij = 0
p1
di

aij = 1 and tij = 0
p2
di

aij = 1 and tij = 1

, (8)

where p1, and p2, respectively, represent the success rate of transfer from node i to node
j with or without common-mode vulnerability (prior knowledge is needed for machine
learning in practical application), di denotes the degree of the i-th node, and aij is an element
in the adjacency matrix A. If aij = 1 then it means there is an edge between node i and
node j, aij = 0 means there is no edge between node i and node j, and tij is an element in
Tn∗n, which is defined as follows.

T = (tij)n∗n,

tij =

{
1 VULs ∩ VULt �= ∅

0 VULs ∩ VULt = ∅
.

From the above definition, we can know:

1. 0 � p1 � p2 � 1
2. P = PT

Before starting the definition of transfer probability, a related lemma and a theorem
are given.

Lemma 1. ‖P‖1 < 1, where ‖·‖1 is the 1-norm of the matrix.
We know that ‖P‖1 = max

1�i�n
∑n

j=1
∣∣pij

∣∣, so to prove ‖P‖1 < 1, we have to prove

max
1�i�n

∑n
j=1

∣∣pij
∣∣ < 1, that is, to prove ∀i, ∑n

j=1
∣∣pij

∣∣ < 1.

∀i, we can prove that ∑n
j=1

∣∣pij
∣∣ = ∑n

j=1 pij = ∑n
j=1 aij pij � ∑n

j=1 aij
p2
di

= p2
di

∑n
j=1 aij =

p2
di

di = p2.
Therefore, ‖P‖1 � p2 < 1. The lemma is proved.

Theorem 1. If ‖P‖ < 1, then I + P + P2 + · · · Pn + · · · converges, and I + P + P2 + · · · Pn +

· · · = (I − P)−1.
Since ‖P‖ < 1, then ‖I‖ + ‖P‖ + ‖P‖2 + · · · + ‖P‖n + · · · converges. And since the

completeness of (Pn∗n, ‖·‖), then I + P + P2 + · · · Pn + · · · converges.
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(I − P)
(

I + P + P2 + · · · Pn + · · ·
)

=
(

I + P + P2 + · · · Pn + · · ·
)

−
(

P + P2 + · · · Pn + · · ·
)

=I.

Therefore, I + P + P2 + · · · Pn + · · · = (I − P)−1. The theorem is proved.

Combining the basic transfer factor ε0 and the multi-step transfer case, we define the
transfer probability matrix as follows.

TP = ε0Adj + (P) + (P)2 + (P)3 + · · ·
= ε0Adj + (I − P)−1 − I. (9)

4.3. Entire Community

Comprehensive failure risk.

In the previous sections, we established quantitative evaluation metrics for individual
nodes and between nodes. By combining these metrics, we defined the comprehensive
community failure risk, which assesses the local effectiveness of deploying the cyber mimic
defense strategy. We formulated it as a quadratic expression as shown below, where RI

represents the individual node failure risk, and CM�TP represents the probability of
attack spread.

RC = RIT × (CM � TP)× RI, (10)

where � denotes the Hadamard product, i.e., the multiplication of corresponding elements.

5. Simulation

In this section, we conduct simulation experiments and comparative analysis to
validate the effectiveness and rationality of the above metrics.

Firstly, we use the NetworkX package in Python to generate a scale-free network
structure with a large number of nodes and apply the Louvain algorithm to partition the
network. After a limited number of iterations, the finite number of communities was
successfully divided. We color different communities separately for visualization, and the
example effect is shown in Figure 2.

(a) Before division (b) After division

Figure 2. The example effect of community division.

Secondly, we construct the vulnerability set by selecting n vulnerabilities from the open
CVE database and then generate each component of the vulnerability vector corresponding
to each node with probability p. For nodes with CMD deployed, we add up the vulnerability
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vectors of each executor in the online executor set (assuming a total of 2l + 1 online
executors), and consider a component in the resulting sum vector as indicating the presence
of a specific vulnerability if it is greater than l.

After completing the community partitioning and selecting the vulnerability set, we
utilize the network topology structure, vulnerability information, and pre-defined asset
values as inputs to calculate the metric values according to the formulas provided in
Section 4. To validate the reasonableness of the proposed metrics, we conduct simulated
attacks and compared the computed metric values with the results of the simulated attacks

Since the location of the attack initiation in the network is generally unknown, it
can be regarded as a random event [19]. We simulate the attacks from a probabilistic
perspective, where each simulation involves multiple attacks, and each attack is consid-
ered independent. A simulated attack can be divided into the following three phases:
initial attack, horizontal spread, and clearance. (1) Initial attack: The attacker randomly
selects a node and a vulnerability v from the vulnerability set to attack. If the chosen
node possesses vulnerability v, the attack is considered successful; otherwise, it fails.
(2) Horizontal spread: If the attacker successfully infiltrates the network in the initial attack,
at each time step, it can attempt to spread to neighboring nodes. If a neighbor node lacks
vulnerability v, the success rate of spreading to it is denoted by p1; otherwise, it is set to p2
(where p1 < p2). (3) Clearance: Considering that both regular nodes and CMD nodes have
their own checking and clearing mechanisms, we assume that at each time step, there is
a certain probability of the attacker being detected and cleared by the node’s protection
mechanism. For regular nodes, there is a probability of prec to find and clear exploitable
vulnerabilities at each time step (prec is set based on the actual probability). For CMD
nodes, if fewer than half of the executors have vulnerability v in the dynamic scheduling of
each time step, the attacker will not achieve their goal under the CMD’s ruling mechanism.
This scenario is equivalent to the vulnerability being cleared. The simulated attack contin-
ues until it no longer spreads, and then this round of simulated attack is concluded.

In the simulated attacks mentioned above, the number of simulated attacks on nodes
or communities can reflect their actual vulnerability to some extent. Combining the calcu-
lated failure risk of nodes and communities (i.e., independent and comprehensive failure
risk) with the number of attacks, we draw a scatter plot on the two-dimensional coordinate
system, as shown in Figure 3. After fitting the scatter points, it can be seen that the number
of attacks is roughly proportional to the calculated failure risk. We also performed a com-
parative analysis of the transfer probabilities between nodes, part of which is visualized in
Figure 4. The squares within the i-th row and j-th column of the figure represent the transfer
probability from node i to node j, with color intensity denoting the probability magnitude
Comparing the calculated and experimental results, we observe a close alignment. All of
these indicate that our proposed metrics have excellent practical application value.

(a) Risk for nodes (b) Risk for communities

Figure 3. The relationship between failure risk and number of attacks.
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(a) Calculated values (b) Experimental values

Figure 4. Transfer probability between nodes.

In addition, considering the scale of the network and the estimated deviation of p1
and p2, we calculated the coefficients of correlation between the theoretical vulnerability
and the actual vulnerability and summarized them in Tables 1–3. As shown in Table 1, we
tested the effectiveness of evaluation metrics for nodes and communities under different
network scales, and we can see that when the network scale gradually expands, our indica-
tors fit well with the actual situation, especially for our community-based research ideas.
In Tables 2 and 3, we consider the effect of the metrics when the estimated values p1 and
p2 in the transition probability mentioned above exhibit some deviation. The majority of
data in these tables exceed 0.7, signifying a robust correlation coefficient. This implies that
despite potential estimation deviation, our metrics retain substantial error tolerance.

Table 1. Average coefficient of correlation for nodes and communities under different variables.

Number of
Trials

Number of
Nodes

Number of
Simulated Attacks

Average Coefficient of
Correlation for Nodes

Average Coefficient of
Correlation for Communities

100 100 10,000 0.73 0.91

100 200 20,000 0.71 0.94

50 500 50,000 0.71 0.97

20 1000 100,000 0.70 0.97

20 2000 200,000 0.69 0.98

Finally, two comparative experiments are given, and the experimental data are shown
in Table 4. We compared with two related models [13,20] to further substantiate our
model’s performance. The outcomes demonstrate that our method yields favorable results
for calculating the correlation coefficients of nodes and communities within the intricate
network environment. Specifically, our approach outperforms other methods in terms of
nodes, and as the number of nodes progressively increases, the superiority of our model
becomes particularly pronounced within the community context.

Table 2. Coefficient of correlation for nodes considering the estimated deviation of p1 and p2.

Estimated
Deviation of p1

Coefficient
of Correlation

Estimated
Deviation

of p2 −5% −4% −3% −2% −1% 0% 1% 2% 3% 4% 5%

−5% 0.92 0.98 0.56 0.99 0.95 0.99 0.83 0.94 0.99 0.91 0.86

−4% 0.95 0.96 0.97 0.96 0.96 0.97 0.98 0.96 0.67 0.96 0.99

−3% 0.92 0.95 0.95 0.97 0.74 0.99 0.96 0.98 0.97 0.74 0.96

−2% 0.98 0.89 0.99 0.83 0.92 0.96 0.93 0.85 0.92 0.96 0.94

−1% 0.78 0.95 0.88 0.95 0.71 0.99 0.94 0.92 0.98 0.93 0.78

0% 0.96 0.95 0.87 0.98 0.88 0.99 0.84 0.90 0.97 0.91 0.97
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Table 2. Cont.

Estimated
Deviation of p1

Coefficient
of Correlation

Estimated
Deviation

of p2 −5% −4% −3% −2% −1% 0% 1% 2% 3% 4% 5%

1% 0.95 0.91 0.93 0.93 0.93 0.95 0.99 0.92 0.91 0.96 0.91

2% 0.96 0.90 0.88 0.93 0.95 0.96 0.92 0.90 0.94 0.98 0.98

3% 0.92 0.98 0.97 0.83 0.97 0.96 0.89 0.96 0.87 0.95 0.98

4% 0.92 0.90 0.98 0.94 0.93 0.82 0.54 0.90 0.84 0.96 0.86

5% 0.94 0.93 0.94 0.92 0.82 0.95 0.97 0.96 0.97 0.95 0.96

Table 3. Coefficient of correlation for communities considering the estimated deviation of p1 and p2.

Estimated
Deviation of p1

Coefficient
of Correlation

Estimated
Deviation

of p2 −5% −4% −3% −2% −1% 0% 1% 2% 3% 4% 5%

−5% 0.66 0.78 0.57 0.77 0.74 0.82 0.72 0.75 0.77 0.73 0.82

−4% 0.72 0.72 0.80 0.77 0.76 0.78 0.81 0.72 0.73 0.80 0.77

−3% 0.79 0.84 0.76 0.76 0.80 0.79 0.69 0.65 0.74 0.74 0.75

−2% 0.77 0.61 0.79 0.78 0.70 0.73 0.68 0.71 0.69 0.70 0.75

−1% 0.71 0.74 0.62 0.73 0.64 0.80 0.72 0.78 0.72 0.74 0.66

0% 0.78 0.76 0.74 0.74 0.75 0.85 0.74 0.63 0.74 0.79 0.76

1% 0.74 0.73 0.77 0.74 0.71 0.70 0.78 0.74 0.78 0.76 0.76

2% 0.70 0.69 0.74 0.74 0.74 0.67 0.72 0.63 0.72 0.74 0.80

3% 0.83 0.67 0.77 0.73 0.79 0.70 0.77 0.76 0.76 0.76 0.84

4% 0.80 0.76 0.74 0.78 0.81 0.77 0.70 0.79 0.68 0.74 0.64

5% 0.78 0.77 0.72 0.49 0.65 0.81 0.79 0.80 0.63 0.72 0.78

Table 4. Average coefficient of correlation for nodes and communities for different models.

Number of
Trials

Number of
Nodes

Number of
Simulated Attacks

Models Average Coefficient of
Correlation for Nodes

Average Coefficient of
Correlation for Communities

100 100 10,000

Our model 0.73 0.91

Model 1 0.35 0.66

Model 2 0.65 0.98

100 200 20,000

Our model 0.71 0.94

Model 1 0.39 0.72

Model 2 0.60 0.98

50 500 50,000

Our model 0.71 0.97

Model 1 0.48 0.82

Model 2 0.52 0.97

20 1000 100,000

Our model 0.70 0.97

Model 1 0.56 0.88

Model 2 0.58 0.95

20 2000 200,000

Our model 0.69 0.98

Model 1 0.55 0.92

Model 2 0.52 0.96

6. Related Works

Security Strategy Measurement. The importance of evaluation metrics in evaluat-
ing the effectiveness of new security strategies that are constantly emerging cannot be
overstated. Lingyu Wang et al. proposed a theoretical model based on zero-day security,
combining the value of target assets and the shortest attack sequence to obtain k-zero-day
security metrics [21]. Jin B. Hong et al. classified and proposed a series of performance
metric definitions based on different characteristics of attack and defense behaviors, includ-
ing attack cost, attack path exposure time, defense deployment cost, and downtime [22].
Jin B. Hong et al. also used the hierarchical attack representation model and the importance
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measure to evaluate the effectiveness and scalability of MTD technology [23]. Hai Jin et al.
proposed a security framework that automatically senses and updates in container-based
cloud environments and builds a multidimensional attack graph model to analyze attack
behavior [11]. Warren Connell et al. proposed a maximizing utility function approach
to capture the trade off between security and performance [24]. Luis Muñoz-González
et al. modeled attack graphs and used Bayesian inference to perform static and dynamic
analysis [25]. Luis Muñoz-González et al. also proposed a Bayesian-based probabilistic
graphical model to estimate the vulnerability and interconnection of system components
and calculate the attack probability of target nodes to determine security [26]. Mengyuan
Zhang et al. evaluated the network diversity based on the effective quantity of different
resources, and the minimum and average attack effort, respectively [27]. These studies
typically conduct evaluations from a global perspective. However, due to the significant
asymmetry in network attacks and defenses, especially in complex networks, they are
unable to identify specific regions where security benefits can be obtained.

Cyber Mimic Defense Measurement. As research on cyber mimic defense unfolds,
how to evaluate the effectiveness of CMD deployment becomes a key issue. Fei Yu et al.
conducted a series of experiments on basic, common-mode, and differential-mode attacks
to obtain the defense success rate and analyzed the delay and throughput to reflect their
performance loss [28]. Congqi Shen et al. proposed a decentralized multi-adjudicator
arbiter approach to determine the defense effectiveness using the consistent convergence
of subarbiters after data injection attacks [29]. Quan Ren et al. analyzed the applicability of
cyber mimic defense in a software-defined network from the aspects of availability, response
time, compromise tolerance, and performance [30]. Haiyang Yu et al. studied the effect
of cyber mimic defense in a distributed system from the aspects of data reliability, fault
repair, and security [31]. Chen Yu et al. analyzed the security and effectiveness of mimic
DAA scheme [32]. Wei Liu et al. evaluated the mimic defense strategy in terms of storage
limitation, throughput, and algorithm speed [33]. Yufeng Zhao et al. constructed a security
quantification model from multiple angles, analyzed the different characteristics of cyber
mimic defense architecture, and achieved a relatively complete security quantification
method [34]. These studies primarily focus on measuring the security of cyber mimic
defense system itself, and there is currently a lack of research on evaluating the effectiveness
of deploying cyber mimic defense in large-scale networks.

7. Conclusions

In this paper, we propose a series of cyber mimic defense evaluation metrics by
partitioning the complex network with the idea of the Louvain algorithm and mapping
it to the objective space for finer-grained evaluation, incorporating common-mode index,
transfer probability, and failure risk. Numerous simulation results demonstrate that our
proposed metrics are highly reliable and can accurately reflect the effectiveness of cyber
mimic defense technology deployed in complex networks. In future research, we will
further refine the metrics for cyber mimic defense and integrate them with real-world
scenarios. We believe that this work will inspire researchers in related fields and contribute
to the improvement of the cyber mimic defense measurement.
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Abstract: It is essential to build a practical environment of the training/test site for cyber training
and weapon system test evaluation. In a military environment, cyber training sites should be
continuously developed according to the characteristics of the military. Weapons with cyber security
capabilities should be deployed through cyber security certification. Recently, each military has
been building its own cyber range that simulates its battlefield environment. However, since the
actual battlefield is an integrated operation environment, the cyber range built does not reflect
the integrated battlefield environment that is interconnected. This paper proposes a configuration
plan and operation function to construct a multi-cyber range reflecting the characteristics of each
military to overcome this situation. In order to test the multi-cyber range, which has scenario
authoring and operation functions, and can faithfully reflect reality, the impact of DDoS attacks is
tested. It is a key to real-world mission-based test evaluation to ensure interoperability between
military systems. As a result of the experiment, it was concluded that if a DDoS attack occurs due
to the infiltration of malicious code into the military network, it may have a serious impact on
securing message interoperability between systems in the military network. Cyber range construction
technology is being developed not only in the military, but also in school education and businesses.
The proposed technology can also be applied to the construction of cyber ranges in industries where
cyber-physical systems are emphasized. In addition, it is a field that is continuously developing with
the development of technology, such as being applied as an experimental site for learning machine
learning systems.

Keywords: cyber training; cybersecurity test and evaluation; scenario authoring; cyber range

1. Introduction

Cyberwar, even in the recent case of the Russia-Ukraine conflict, is represented in the
form of a hybrid warfare scenario accompanied by regular warfare, and it is constantly
carried out in peacetime. Accordingly, countries around the world are advancing cyber
security technology to enhance their ability to carry out cyberwarfare and following devel-
opment procedures that emphasize security in the development of weapons systems. The
basis of cyber warfare performance will be the strengthening of the cyberspace. Therefore,
the training of personnel capable of carrying out defense and attacks will be the basis of
cyber power. Realistic defense training is more efficient when conducted in a real-world
environment. It is common to conduct such training in a virtual simulation environment
because the nature of cyberwarfare can cause irreversible damage to the actual system in
the training process. However, a training environment that lacks realism makes it difficult
to expect practical results.

In order to attain a robust cyber defense capability, cybersecurity capabilities should
be equipped from the time the weapon system is built, and while it is tested and evaluated.
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Jim Highsmith emphasized that technical debt incurred when things are not properly fixed
exponentially increases over years [1].

A cyber range is a practice field that provides the ability to research, develop, test,
or conduct cyber training on military capabilities in cyberspace [2]. In order to properly
evaluate tests, it should be conducted in a realistic cyber range environment. In addition,
cybersecurity capabilities and interoperability functions should be implemented prior to
operational test and evaluation to ensure the success of system development [3]. In other
words, in order to increase the effectiveness of cyber training, it is necessary to build a
cyber range that resembles a realistic environment. Moreover, a cyber range that resembles
a real system can also be used as a test evaluation site for weapon systems.

In a military system where accuracy and security are emphasized above all else, it
is necessary to build a realistic cyber range and conduct a variety of training and test
evaluations. Recently, each military has been building its own cyber range that simulates
the battlefield environment of each military. However, since the actual battlefield is an
integrated operation environment, the cyber range built does not reflect the integrated
battlefield environment that is interconnected. In order to overcome this, the concept of a
multi-cyber range proposed in this paper will be developed into a highly useful concept.
This paper presents a tool to allow a single cyber range to realistically link multiple cyber
training ranges and authoring scenarios that are connected between ranges based on
integrated management measures between training ranges.

In this way, the construction of practical testbeds in various kinds of education and
research is required, and it is a reality that is actively being researched and developed
in schools and government institutions. Therefore, the main agenda of this paper, the
design structure of connecting and expanding various ranges, will be indispensable for the
development of cyber ranges.

The remainder of this paper is structured as follows. Section 2 describes related works.
Section 3 proposes a practical cyber range structure that can also be used for cyber training
and interoperability assessment, explains the scenario-building measures and related
functional elements, and presents the results of the implementation. Section 4 conducts
cyber warfare experiments in range-connected situations to verify that the built range can
best represent a cyber threat/combat situation. Section 5 describes the contributions of this
paper and the direction of future research.

2. Related Works

2.1. National Cyber Range (NCR)

DARPA in the U.S. has operated a cyber training range since 2009 and is moving it to
the U.S. Test and Training Resource Management Center (TRMC) for further development to
facilitate use in real-world training and test evaluations. For test spaces in the security area,
L1 switches can be used to interface with the range to support training and test evaluations
even in multi-level security environments [4]. In addition, during the weapon system
acquisition lifecycle, all six stages of Cyber Test and Evaluation (T&E) were supported, and
the range was developed to a level where test evaluation results were officially recognized.

The main capabilities of NCR are:

1. Multiple Independent Levels of Security (MILS) architecture enables simultaneous
operation of multiple trials in different secret classes;

2. Quick emulation of complex operational environments;
3. Automation support for accurate repeated testing;
4. Support for different types and disciplines (test, training, research, etc.).

NCR serves as a cyber range that provides a mission-adaptive, hi-fidelity cyber envi-
ronment for assessing independent and objective cyber testing and progressive cyberspace
capabilities. It also integrates the test evaluation infrastructure of cyberspace through
partnerships across the U.S. Department of Defense, the U.S. Department of Homeland
Security, and industry and academia. The NCR facility is a special certified communication
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information facility that maintains a variety of hardware and software computing resources
and provides a test environment that encompasses wired and wireless networks.

Vincent E. set out 11 limitations based on their experience using NCR and cited the
need for further development [5]. Since NCR was developed, the use of case statistics in
Table 1 shows that it has been applied to training and various tests. In other words, it
shows that the role of the cyber range is not only for training and practice, but also for the
development of weapon systems as a field for test evaluation.

Table 1. Number of NCR Uses by Sector.

FY11 FY12 FY13 FY14 FY15 FY16

Cyberspace Capability DT&E 1 3 3 2 4 8

Cyberspace Capability OT&E 1 1 3 2

Cyberspace Capability M&S/R&D 5 7

Training/Exercises 1 3 11 22 27

Mission Rehearsal 1 1 2 4

MDAP Cybersecurity DT&E 2 9 17

However, most of the limitations of NCR mentioned in [5] are management factors. It
is an aspect caused by the need for many participants and it is difficult to systematically
manage complex NCR resources. Problems that cannot be controlled when multiple ranges
are connected and seem to require systematic automation of the management system.

2.2. Capability of Cyber Training System

A cyber training system is a system in which the training manager (White Team)
prepares and controls the training environment, while the trainers, the cyber attacking
group (Red Team) and the defenders (Blue Team), can train in the training environment.
The cyber training system consists of a cyber battlefield environment construction function
that simulates the actual battlefield environment as a cyber battlefield environment, a
scenario authoring function that can produce various scenarios for training, and a training
control function that can control, monitor, and evaluate training. The cyber training system
is operated in the following order: training plan setting, training goal setting, writing of
training scenario, training performance according to the scenario, training monitoring,
evaluation and post-analysis of training results, and reporting of training results [6].

Usually, in the military, some units have established a cyber training range, which is
used to train cyber warriors, and the ranges are mainly composed to mimic the Internet
environment. As the aspects of cyber warfare become more complex, the level needed for
training must also be advanced, especially in the area of defense, where tactical training
of the concept of simulated combat needs to be carried out. The training scenario has the
essential role of providing a user interface to design the training and mounting it into the
training system. From this point of view, the training scenario should be able to include a
number of factors that can increase the diversity and quality of the training. This is because
the test evaluation should be carried out in the same environment as the environment in
which the system will be operated, such that a complete mission-based test evaluation
can be carried out. For example, a Distributed Denial of Service (DDoS) attack on an
Army Corps server would cause problems with the transfer of data interlocked to the Joint
Command, Control, Communication, Computer and Intelligence (C4I) system, which in
turn would limit the Joint Chiefs of Staff’s perception of the Army situation. Therefore, the
mission of a Joint Operations War is bound to be affected.

Nikos Oikonomou proposed in [7] the need to connect and integrate services with
the European cyber range due to the high cost of building and managing the cyber range,
while Olivier Jacq proposed in [8] the need to build a Maritime cyber range through the
Maritime’s cyber risk assessment. In addition, Adamantini emphasized in [9] that it is
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difficult for a single organization to build and manage multi-domain ranges. Therefore, it
is necessary to connect ranges from different organizations to achieve real-world fidelity,
and, when connecting multiple ranges, use Virtual Private Network (VPN) technology
to connect. In addition, outside of the military, ordinary schools and enterprises are also
building cyber ranges, and are also evolving into services using cloud technology.

In addition, cyber ranges are also being used for security education, in various indus-
tries, and the construction of intelligent learning models. The cyber range was built to train
procedures for analyzing/handling threats in real-world environments based on cyber
threat scenarios in a more real-world cyber-physical environment rather than a theoretical
approach to cybersecurity education [10]. The results of education at the university level
proved how efficient it is to conduct it in a practical educational environment. The testbed
was built for efficient learning of machine learning systems in the SCADA environment [11].
It is a well-known fact that the accuracy of a machine learning system is determined by the
amount of training data that is required. To this end, cyber security researchers conducted
an experiment to build a realistic cyber range to learn a machine learning system while
carrying out a cyber-attack. By learning based on various cyber threat data that are difficult
to obtain in real systems, the role of a cyber range in the development of intelligent models
is being emphasized.

To develop a distributed intrusion detection system applied in an industrial control
system environment, the test bed built a cyber range with a mix of physical equipment, sim-
ulation models, and emulated models [12]. This also drove the functional and performance
accuracy of intrusion detection systems by building and testing in realistic environments.

SWaT is used to understand the impact of cyber and physical attacks on water treat-
ment systems, to evaluate the effectiveness of attack detection algorithms, and to evaluate
the effectiveness of defense mechanisms when a system is under attack [13]. Experience
with testbeds has emphasized the importance of conducting research in an active and
realistic environment.

Smyrlis, M. researched a model-based scenario authoring technology to improve user
adaptability in cyber education. This study enabled the creation of customized training
scenarios based on a comprehensive, model-based description of the organization and its
security posture [14].

Ukwandu, E. examined and classified existing cyber ranges and testbeds. The latest
trends detail the different dimensions of this classification and highlight the diminishing
differentiation between application areas [15]. Chouliaras, N. et al. conducted a systematic
survey of 10 cyber ranges developed over the past decade through structured interviews.
The existing cyber range determined that there were many elements requiring improvement
with new technological developments. They also mentioned that in the near future, digital
twin technology will be applied to cyber range construction technology [16].

As such, it can be seen that cyber ranges are needed in many areas. In addition, cyber
range technology incorporating artificial intelligence and IoT technology continues to be
developed. The issue of emulating weapons systems in the military is also a very important
issue and should be considered.

3. Multi-Cyber Range Structure for Training, Testing, and Evaluation

3.1. Structure of Range

It is necessary to establish an environment in which the battlefield management
system environment is centered on supporting the Joint Chiefs of Staff and the tactical
environment of each military branch can be comprehensively simulated to enable mission-
based evaluation. As shown in Figure 1, each military branch shall establish a range of
their own, and the Joint Chiefs of Staff shall design/build a light bulb range based on the
joint command and control system to interconnect, train, and test functions.
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Figure 1. Operational architecture of theater level cyber range.

3.1.1. Networking for Federating Ranges

Centered on the Joint Chiefs of Staff Range, each army unit’s cyber range must be
configured around the battlefield management system where each subsystem is connected
to the Live Virtual Constructive (LVC) concept in order to construct mission-based cyber
training and a weapon system test evaluation environment. Therefore, each military cyber
training range should develop a range environment around the battlefield management
system, and it should be connected as in actual conditions.

Even in an actual environment, the C4I system of each group shares information
situations based on Message Text Format (MTF) messages through an interoperating server,
and the ability to interoperate information is an important element of the implementation
of joint operation warfare. Therefore, in each cyber range, each battlefield management
system should be simulated to support responses to interoperating messages. This can be
simulated based on the Interface Control Document (ICD) between each system.

In addition, each battlefield management system synchronizes the battlefield situation
through synchronization between centers with the concept of a distributed center, which
is also an important function of the battlefield management system. Therefore, when
simulating a battlefield management system, the synchronization between servers is also
an important simulation object.

A Cross Domain Solution (CDS) is used to securely link areas with different secret
ratings. The connection between ranges via CDS has the advantage of allowing trainers
to train in a real-world environment by actually reflecting the operating environment of
the battlefield management system, and to conduct interoperability assessments before
an Operational Test (OT) that has not been carried out in the proposed range. However,
a separate management channel is required for configuration management and scenario
sharing between ranges, which can be used to establish a separate Range Management
Channel, such as in Figure 2, using a VPN.

3.1.2. Architecture of Range Management Function

Focusing on the battlefield management system, the range configuration capability is
similar to the actual operating system in sub-tactical systems, intranets, and the Internet
and should be gradually expanded. Each cyber range has essential functions such as config-
uration management, scenario creation, and test data generation for independent operation.

However, for configuration and creation of scenarios over a range-to-range connection,
a special channel is needed to control whether or not a separate range resource can be
managed and supported. To this end, it is proposed to build a portal around the main
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range with the necessary functions to share and connect the status of resources to conduct
training and test evaluation. The proposed management configuration is the same as in
Figure 3.

 

Figure 2. Networking architecture for connecting ranges.

Figure 3. Multi-Cyber Range Management Function.

Each range shares the DB through a multi-cyber range management portal operated
by the main range and cooperates with the range configuration. Each range lists the assets
it has and presents the default configuration as a service template. Users who will utilize
the assets of other ranges to conduct training and testing will apply for services using the
service request management function, and refer to the default configuration templates
provided by each range. In addition to the hardware and delivery functions that make up
the range, a request form is written, including the traffic generation requirements and the
coordination team (Red, Blue, White).
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The Range Configuration Management module maps the available resources provided
by each range based on the contents of the service request to configure the optimal range.
The user management module is managed and executed by the user participating in the
training and testing, and the requested support personnel at each event. Traffic Flow
controls normal traffic between ranges by range, depending on the scenario in which it
is written.

3.2. Multiple Cyber Range Scenario Authoring and Traffic Flow Control
3.2.1. Scenario Management

Scenario authoring at a single range is the basic procedure of starting with training/test
information, constructing a configurable network topology at the range, and creating a
normal/abnormal traffic distribution plan that meets the training/test intention. The
training/test authoring tool facilitates recycling or extending existing utilization scenarios
based on procedures performed at a single range.

In a multi-range environment, the network, traffic generation, and training/test par-
ticipants and agents must be able to configure the training/test environment based on
the resources allowed at each range. Hence, as shown in Figure 4, even in a single range
scenario configuration procedure, it is necessary to have a multi-range configuration con-
sultation procedure for each step. Figure 5 represents the scenario procedure in an existing
single range. Figure 6 illustrates the procedure for configuring a scenario in a multi-range
environment. For example, constructing a training/testing scenario in an environment
where the Joint C4I System and the Army C4I System are interoperated, and an environ-
ment in which all ranges participate will be a theater-level test environment. Scenario
authoring proceeds is done modularly in a single range without a negotiation process of
the range. In the Figures 5 and 6, the purple line is linked to the detailed configuration
function to help constructing the overall scenario by specifying the range to which the
resource to be configured in the training or test belongs.

 
Figure 4. Procedure for Scenario Authoring.

Procedurally constructed scenarios are stored in the DB and recycled in the future, or
selected as the default template so that the scenario can evolve. Based on the basic template
scenario and the historical scenario, additional resource configuration should be able to
configure the licensed resources in a drag and drop manner, as shown in Figure 7, and all
resources are managed by tagging their range affiliations.
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Figure 5. Scenario Authoring at Single Range.

 

Figure 6. Scenario Authoring through Multi-Range.

 

Figure 7. Network Map Configuration Function.
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3.2.2. Normal Traffic Generation

Normal traffic generation and reproduction is a very important factor in the repro-
duction of the actual environment, and at the same time as the establishment of a practical
training and test evaluation environment. In a related study [17], network traffic was
generated in three ways: probabilistic generation, replication of actual network traffic, and
the use of instruction lists for applications in the test network. Bieniasz, J. et al. proposed a
new approach to generating datasets for cyber threat research on multi-node systems [18].
This has been made useful in fields where information concealment technology is applied.
Traffic in military systems is likely to generate traffic with regular statistics depending on
wartime/peacetime situations. Therefore, the method of replicating and generating actual
network traffic according to the situation is considered the most efficient. The traffic used
by a cyber range requires the process of building a dataset, as shown in Figure 8 [19].

Figure 8. Collect real operation traffic.

In order to develop a plan for traffic generation, a traffic generating node must first be
set up in the network topology. The traffic generating node should be specified on the basis
of what actually occurs at the server node, but, according to the scenario, a special node
can be set up to generate the collected traffic, and the traffic generated by the terminal node
may be generated by mixing the use of the terminal traffic template by designation. The
terminal traffic template selects the terminal traffic template to be used in the basic dataset
DB, and grasps the traffic distribution terminal through the traffic distribution terminal
information in the header. In addition, the traffic distribution process can be reproduced
through the number of messages and traffic type information.

In the battlefield management system, direct traffic between the terminals is limited, so
assuming the traffic between the terminal and the server, it is possible to reproduce simple
traffic. Normal traffic is managed in a Packet Capture (PCAP) file and used as basic data by
managing the data set collected during peacetime/training, and the server included in the
configuration of the network map is essentially designated as traffic generation equipment
and operated. Traffic generated at the other terminal should be separately specified to
generate traffic. In addition, since the characteristics of training and test evaluation are set
at the time to be reproduced, and not the current time, traffic generation should also be
designed so that a multiplier generation or hold function can be given a timer function.

In order to establish a practical environment, traffic flow reflecting the characteristics
of the military battlefield management system needs to be efficient to perform with the
concept of replay based on the information collected. Attack traffic generation is often
replayed by building existing case data into a basic data set, but it is difficult to judge
it as actual traffic due to differences in training and testing environments. Therefore, if
possible, traffic is naturally generated by attack agents or Red Team actions that are applied
to training and testing, so a separate attack traffic generation is not necessary for real-world
environment configuration.

Traffic generating nodes according to the scenario are specified as shown in Figure 9 to
configure a normal training environment. TA1 and TA2 nodes can be considered as acting
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as interoperating servers that make up each system, and the TS1 node can be assumed to be
a node that generates information as they move. However, when configured in a scenario
that requires a separate small amount of traffic generation for training purposes, traffic
generation agents such as mail behavior and Internet usage behavior are utilized without
using large basic traffic.

 

Figure 9. Mapping traffic generation node.

3.2.3. Automatic Scoring

The training is basically based on MITRE’s Adversarial Tactics, Techniques, and
Common Knowledge (ATT&CK) and consists of the Red Team’s combat action in the
seventh phase of the Cyber Kill Chain. We proposed a way to set the desired time by
phase/combat action and set the desired time, as it is continuously supplemented during
training. When integrating the desired time for each phase/combat action into the score
for each phase designated by the manager into the score for each phase of the battle, it shall
be possible to evaluate whether the task given at the time of the desired time is actually
achieved by reflecting compliance with the desired time.

The phase generation function should record relevant information around the phase
name and time, such as in Figure 10, and if the desired time is specified for each combat ac-
tion, the training score can be automatically calculated according to Equation (1). However,
the combat performance score reflects the manual score by the training instructor.
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Figure 10. Phase generation function.

Phase Score = ∑(Combat Action Score × (Desired Time/ExecuteTime)) (1)

As a result of the training, the scores for each trainer/team are automatically calculated
based on whether the combat action performed was achieved, and the timeliness of the
mission is evaluated to reflect the desired time. The Combat Action Score is calculated by
monitoring CPU usage and file system/process/network changes. However, it is necessary
to control the training time by stipulating that the performance time for each combat
action shall not exceed 1.5 times the desired time. Monitoring user behavior for automatic
evaluation is limited because it is calculated based on some system change information.
Therefore, this automatic calculation feature is suitable for defensive training against known
attacks and is not suitable for free attack/defense training of Red and Blue teams.

As a result of the training, the scores for each trainer/team are automatically calcu-
lated based on whether the combat action performed was achieved, and the timeliness
of the mission is evaluated to reflect the desired time. However, it is necessary to control
the training time by stipulating that the performance time for each combat action shall
not exceed 1.5 times the desired time. The situation that occurs between trainings is con-
trolled/analyzed through a visualization tool that shows the range configuration topology,
a detailed event list, and the results of the attack/defense behavior analysis, such as in
Figure 11.

 

Figure 11. Training situation visualization.

4. Cyber Warfare Experiment with Range Connection

The importance of information sharing in modern warfare is, needless to say, a key
element of battlefield operations. Training and evaluation of cybersecurity is emphasized
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as being mission-oriented [20], and mission-oriented assessments require that all environ-
ments in which the system operates are reproduced in order for a proper mission-oriented
assessment to be achieved. Therefore, since the battlefield management system of each
army is operated in conjunction with the tactical system operated by each military, and at
the level of the Joint Chiefs of Staff, it has a hierarchical structure in which the battlefield
situation is synthesized in conjunction with the command and control system of each army.
Thus, the joint chiefs of staff and the cyber range of each army must be linked to the training
and test evaluation to achieve practical training and test evaluation.

The characteristics of the battlefield management system are built and operated in
a distributed environment, and the guarantee of traffic for synchronization between dis-
tributed servers is an important factor in matching the battlefield situation. In cyber defense,
training, security testing, and evaluation between battlefield management systems, the
match of the battlefield situation is achieved through the exchange of messages between
each system. Other major generated traffic is situational information input and inquiry by
the user. Therefore, ensuring the flow of Enterprise Application Integration (EAI) traffic
between server sites and message traffic between interoperating servers is an important
evaluation indicator for accomplishing the task. Therefore, based on the Information Ex-
change Requirements (IER) between the battlefield management systems, the success of
training and test and evaluation can be analyzed around the flow of interoperating data.

For the experiment, when two ranges were configured, as shown in Figure 12, and a
DDoS attack in the form of User Datagram Protocol (UDP) flooding occurred on the Corps
server according to the malicious behavior of an insider in the A Range network, as shown
in Figure 13. The effect of the IER between the joint C4I system interoperating servers in
conjunction with the Corps server was experimented with and the limitation of sharing the
battlefield situation by cyberattack was investigated.

 

Figure 12. Multi-range configuration example (Joint Staff C4I 3, Army C4I 4 SITE).
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Figure 13. Test environment for IER process.

There are attacker terminals and a number of C4I terminals inside the Army network,
and an IER occurs between the Corps server and the Joint Chiefs of Staff C4I interoperating
server. The attacker terminal hijacks the antivirus server inside the Army network to
configure the Command and Control (C&C) server, and the terminal is infected through
the antivirus patch. The infected terminal generates a DDoS attack on the legion server,
affecting the transmission quality of the IER.

The experimental environment is shown in Table 2. The experiment was performed in
a total of eight scenarios, and the DDoS attack traffic characteristics by scenario are shown
in Table 3. Specific items measured by the scenario are shown in the table.

Table 2. Experiment Characteristics.

Item Value Information

IER Information

IER delay limit 3 s

IER traffic size 1500 bytes Exponential distribution

IER interval 0.1 s Exponential distribution

DDoS Attack Information

# of DDoS
participating terminals Max. 82 Increased cyberattack

progress

Attack start time 300 s

Attack duration 1000 s

Attack interval 0.1 s

Attack traffic size 1~15 Kbits Various per scenarios

Table 3. DDoS Attack Load for Each Scenario.

Scenario # 1 2 3 4 5 6 7 8

DDoS traffic size (kbits) 15 14 13 12 9 6 3 1

Attack interval (s) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

Average DDoS Attack Traffic (Mbps) 11.7 10.9 10.1 9.4 7.0 4.7 2.4 0.8
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1. IER delay limit: The delay limit that IER should be received by in order to not to affect
a military operation. It is a concept similar to service level agreement (SLA).

2. IER size and inter-arrival time: These factors are used to define traffic characteristics
of IER. Average traffic volume of IER can be calculated by IER size/IER interval.

3. DDoS Attack Information: These parameters describe the characteristics of a DDoS at-
tack by an attacker; # of DDoS participating terminals means the number of terminals
that generate the DDoS attack traffic. DDoS attack maintains during the attack dura-
tion after the attack start time. Attack interval and DDoS traffic size mean the attack
traffic generation interval and the traffic size per a DDoS attack, respectively. Thus,
we can calculate the traffic volume of the DDoS attack by DDoS traffic size/attack
inter-arrival time.

4. End-to-end IER transmission delay: Automation support for accurate repetitive testing
of the time it takes from the generation of an IER on the Corps C4I server until the
Joint Chiefs of Staff interlocking server receives the IER.

5. IER received ratio: The percentage of IERs sent that are successfully received.
6. IER success ratio: The percentage of IERs received that arrive within the IER delay

limit (the percentage of IERs that satisfy timeliness).
7. IER failure ratio: The ratio of received IERs to those who arrive after three times the

IER latency limit time.
8. IER perished ratio: The percentage of IERs received that exceed the IER delay limit

time but arrive within three times the IER delay limit time.

Figure 14 shows the number of cyberattack infected terminals over time. Terminals
participating in DDoS attacks are variable depending on the time of the vaccine patch. The
patch time is variable depending on the scenario, but the attack start time dramatically
increases, and the infection occurs even during the course of a DDoS attack.

 

Figure 14. Number of devices participating in a cyberattack according to simulation time.

Figure 15 shows the end-to-end IER transmission delay according to the simulation
time by scenario. The figure shows that the delay in end-to-end IER transmission increases
during the time of the DDoS attack. In particular, scenarios 1 and 2 show that DDoS traffic
exceeds the link load (the link on the legion server is 10 Mbps, creating a bottleneck for
experimentation), resulting in a dramatic increase in transmission delays. Not only can
DDoS attack traffic be affected by end-to-end transmission delays even when the traffic is
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less than the link load, but it takes a certain amount of time to process the IERs that have
been queued up even after the end of the attack.

 

Figure 15. End-to-end IER transmission delay according to the DDoS attack volume.

Figure 16 is an illustration of the transmission characteristics of the IER according to
the scenario: (a) is the reception rate of the IER, (b) is the success rate of the IER transmission,
(c) is the IER transmission failure rate, and (d) is the IER delay reception rate. (a) shows
that in all scenarios, except scenario 8, the IER reception rate decreases during the DDoS
attack and then increases again when the DDoS attack ends. However, (b), (c), and (d)
show that the IER did not satisfy the timeliness required and exceeded it by 20%, even
in situations where the DDoS attack was low relative to the link load (scenarios 7 and 8).
Therefore, a cyberattack by an internal attacker can have a serious impact on the battlefield
management system.
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Figure 16. IER transmission characteristics under DDoS attack load.

The scenario applied in this paper is presented as a way to simulate or analyze the
impact of a cyberattack on military operations in the event of a cyberattack on a military
network. To respond to such an attack, the response team can mitigate a DDoS attack
by restricting the total traffic or the amount of traffic circulating on individual nodes by
checking IPS’s anomaly detection policy in the path of the attacked node in the short term,
and adjust the ACL of the real firewall or constructive model environment firewall to block
access to the nodes participating in the DDoS attack. It can also analyze the command
delivery information of the nodes involved in a DDoS attack to perform a response, such
as blocking the connection of the C&C server that delivered the attack command, and can
master these tips of action through the cyber range.

5. Conclusions

A military cyber range configuration should not only be configured as a training
ground for cybersecurity education, but also as a training ground where the cyberspace
guarded by the military can be realistically configured to carry out effective defensive
operations. It should also serve as a testing ground for cyber ranges to conduct inorganic
system development net weather security tests and interoperability tests.

To this end, the range of each Army, which was previously established in the form of a
cyber defense training field, was developed around the battlefield management system of
each Army, and the function of forming a scenario was developed by proposing a method
of forming a range jointly by connecting each Army range together with the Joint Chiefs
of Staff. Through this, we made it possible to conduct practical cyber defense training
and proposed a test site for interoperability test evaluation during Development Tests
(DT) in the development of weapons systems. As in the case of NCR in the U.S., we also
need to make continuous progress through in-depth simulation of the actual battlefield
management system based on the multi-range configuration presented in this paper. This
research will ensure that, in the future, various tactical weapon systems can be combined
with the battlefield management system, and the interoperability evaluation and security
test of the new weapon system can be carried out.

We designed and built a method of combining the basic configuration results of the
cyber range for training with several ranges. For actual interoperability test evaluation, it
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is necessary to develop a method for virtualizing and operating each application system.
Additionally, the method of operation in conjunction with the tactical system over a wireless
link needs to be addressed.

The advantages of the multi-cyber range proposed in this paper are as follows. First,
a single range can be extended to form a training environment. Second, by creating an
integrated test environment that looks like reality, mission-based impact assessment is
possible. However, the disadvantage of this proposed technology is that it can further
complicate the management element. As we have seen in the case of NCR, the operation
of a cyber range has issues that require a great deal of management and engagement in
terms of personnel. To overcome this, agent technology with various AI technologies is
needed. In the future, automatic preferences, automatic traffic generation, and automatic
attack agents should be developed to meet user needs.

Technically, we believe that this operating concept can be developed into a training and
T&E system with greater realism and visibility by combining digital twin and metaverse
technologies.
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VPN Virtual Private Network
LVC Live Virtual Constructive
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OS Operating System
DNS Domain Name System
GUI Graphic User Interface
PMS Patch Management System
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CPE Common Platform Emulation
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PCAP ATT&CK Packet Capture Adversarial Tactics, Technique & Common Knowledge
EAI UDP Enterprise Application Integration User Datagram Protocol
C&C DT Command and Control Development Test
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Abstract: Database Management Systems (DBMSs) are the core of management information systems.
Thus, detecting security bugs or vulnerabilities of DBMSs is an essential task. In recent years, grey-
box fuzzing has been adopted to detect DBMS bugs for its high effectiveness. However, the seed
scheduling strategy of existing fuzzing techniques does not consider the seeds’ correctness, which is
inefficient in finding vulnerabilities in DBMSs. Moreover, current tools cannot correctly generate SQL
statements with nested structures, which limits their effectiveness. This paper proposes a fuzzing
solution named Squill to address these challenges. First, we propose correctness-guided mutation to
utilize the correctness of seeds as feedback to guide fuzzing. Second, Squill embeds semantics-aware
instantiation to correctly fill semantics to SQL statements with nested structures by collecting the
context information of AST nodes. We implemented Squill based on Squirrel and evaluated it on
three popular DBMSs: MySQL, MariaDB, and OceanBase. In our experiment, Squill explored 29%
more paths and found 3.4× more bugs than the existing tool. In total, Squill detected 30 bugs in
MySQL, 27 in MariaDB, and 6 in OceanBase. Overall, 19 of the bugs are fixed with 9 CVEs assigned.
The results show that Squill outperforms the previous fuzzer in terms of both code coverage and
bug discovery.

Keywords: coverage-based grey-box fuzzing; database testing; vulnerability

1. Introduction

Database management systems (DBMSs) are widely used worldwide as the core of
modern information systems. Like other complicated computer applications, the security
and reliability of DBMSs face severe challenges. Malicious attacks on DBMSs, such as
remote code execution or denial of service, will seriously harm the information system.
Therefore, it is of great significance to efficiently detect DBMS vulnerabilities to improve
their robustness and the security of the information system built on them.

Black-box fuzzing, or generation-based fuzzing, has been extensively used in finding
DBMS bugs, such as SQLsmith [1] and SQLancer [2–4]. Security researchers have found a
considerable number of bugs using this technique. A black-box fuzzer treats the program
as a black box and is unaware of internal program structure [5]. It randomly generates
a large number of SQL statements and executes them in the DBMS. The current input is
saved for subsequent analysis when unexpected behavior occurs, such as a crash. The
disadvantage of black-box fuzzing has been thoroughly discussed by the academic circle,
which is inefficiency. Since the generation of SQL statements is entirely random, considering
the complexity of the DBMS, most of the inputs generated by the black-box fuzzer will be
difficult to trigger the deep program logic, in which bugs often hide. Despite inefficiency,
this technique still has a wide range of uses. Since black-box fuzzing does not require the
source code of the DBMS, it can test some commercial DBMSs that are not open source.

Researchers have studied grey-box fuzzing actively in recent years. The main dif-
ference between grey-box fuzzing and black-box fuzzing is that the former leverages
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instrumentation to glean information about the program [5], such as code coverage. With
an initial seed queue, the grey-box fuzzer performs a series of mutations on seeds to gen-
erate new inputs and saves the inputs that trigger a new state (or crash) of the program
for future mutation. Therefore, compared with black-box fuzzer, grey-box fuzzer can
explore the deep states of the program gradually. The well-known AFL [6] collects the
code coverage of the program during fuzzing by instrumentation, and DBMS vendors have
applied it to DBMS testing. For example, SQLite used AFL as a standard part of the testing
strategy until it was superseded by better fuzzers [7]. However, since fuzzer [8–10], like
AFL, was not initially designed for DBMS fuzzing, the SQL statements generated by AFL
often have syntactic or semantic errors, making it hard to trigger the deep logic of DBMSs
(such as the optimizer). Squirrel [11], a recent work focusing on DBMS fuzzing, has solved
this problem to some extent, making it the state-of-art grey-box DBMS fuzzer. It introduces
the structure-aware mutator for SQL statements into AFL. After mutation, it fills inputs
with new semantics to improve the syntactic and semantic correctness.

In recent years, many new solutions have been proposed for grey-box fuzzer to
improve fuzzing efficiency. An important one is improving the seed scheduling strategy.
However, less attention has been paid to the seed scheduling strategy in the DBMS fuzzing
area. In DBMS fuzzing, different seeds have different correctness, and seeds with different
correctness contribute differently to fuzzing. Hence, scheduling seeds by speed and size,
the seed scheduling strategy in the existing grey-box DBMS fuzzer, is inefficient. Another
challenge in grey-box DBMS fuzzing is the semantics filling of SQL statements. In order
to make the SQL statement generated by mutation pass the semantic check of DBMSs,
Squirrel proposes a method called Semantics-Guided Instantiation to fill the SQL skeleton
with concrete semantics. However, the instantiation method of Squirrel does not perform
well on SQL statements with nested structures due to design issues. A significant reason is
that Squirrel cannot distinguish between nodes with the same type but at different levels.
The problem of instantiation makes Squirrel hard to generate complex SQL statements,
limiting its effectiveness in finding DBMS bugs.

In this paper, we implement a grey-box fuzzer, Squill, to address the challenges faced
in current DBMS fuzzing. As the particularity of DBMS fuzzing scenarios, we propose
correctness-guided mutation, which utilizes the correctness of SQL statements as feedback
to guide fuzzing. We design two heuristic methods to improve the fuzzing efficiency by
collecting the correctness (valid, syntax-error, semantics-error) of each seed. First, we
prioritize mutating valid seeds because of their effectiveness in generating new paths and
crashes. Second, we give some seeds with syntactic or semantic errors more opportunities
to participate in mutation as material to activate interesting SQL structures in them more
rapidly. In addition, we propose semantics-aware instantiation, which has the ability
to guarantee the semantic correctness of the inputs with nested structures. We design
a new instantiation stage in which we fill the nodes with semantics according to the
predetermined constraints. During instantiation, we traverse each node of the AST in turn
and parse according to the node type. While traversing, we collect the context information
of each node so that we can distinguish nodes of the same type but at different levels and
assign different dependencies to them. For example, with the context information of a node,
we can distinguish whether it is at the beginning of a SELECT statement or a subquery in
FROM clause and treat it differently.

We implemented Squill based on Squirrel. To understand the effectiveness of Squill,
we evaluated it on three popular databases: MySQL [12], MariaDB [13], and OceanBase [14].
Squill successfully found 63 memory error issues, including 30 bugs in MySQL, 27 bugs in
MariaDB, and 6 bugs in OceanBase. We have reported all of our findings to the developers
of the appropriate DBMS. At the time of paper writing, 19 bugs have been fixed, and 9 CVE
numbers have been assigned due to the danger of these vulnerabilities. Our evaluation
shows that correctness-guided mutation helps to improve the efficiency of fuzzers in path
exploration and bug finding. We also compare our work with the current state-of-the-
art tool, Squirrel. After 24 h of testing, Squill found 15, 17, and 2 bugs in each of the
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three DBMSs, while Squirrel found only 3, 7, and 0 bugs. Furthermore, results show
that semantics-aware instantiation outperforms the instantiation of Squirrel in the correct
semantic filling of complex SQL statements.

In this paper, we first introduce Squirrel’s mutation and instantiation method. Then we
illustrate the necessity of scheduling seeds according to correctness through experiments
and illustrate the drawbacks of Squirrel’s instantiation method with examples. In addition,
we introduce our solutions Squill to these two problems, including correctness-guided
mutation and semantics-aware instantiation. Eventually, we prove the effectiveness of
Squill through experiments.

In conclusion, this paper makes the following contributions:

• We investigated the drawbacks of the current seed scheduling strategy and the prob-
lem of Squirrel’s instantiation method. We conclude that seeds should be scheduled
based on correctness, and a new instantiation method that can correctly generate
semantics for SQL statements with nested structures is demanded.

• We propose correctness-guided mutation, which utilizes the correctness of seed exe-
cution as feedback to guide fuzzing and improve efficiency. Moreover, we propose
semantics-aware instantiation to address the challenge of correct semantics generation
for SQL statements with nested structures. We implement Squill, a coverage-guided
DBMS fuzzer that applies the two solutions above.

• We evaluated Squill on several real-world DBMSs and found 63 bugs.The results
show that Squill outperforms the previous fuzzer in terms of both code coverage and
bug discovery. We have released the source code of Squill at https://github.com/
imbawenzi/Squill (accessed on 22 November 2022).

2. Background

Our proposed solution, Squill, is built on the state-of-the-art DBMS fuzzer, Squirrel. In
this section, we first present an overview of Squirrel. We also introduce the challenges that
current grey-box DBMS fuzzing faces and illustrate the motivation of Squill.

2.1. Overview of Squirrel

Squirrel is a recent work that aims to detect memory errors in DBMSs. Based on
AFL, Squirrel modifies the mutation component so that the fuzzer can guarantee the
syntactic correctness of SQL statements when mutating. As the input may be a combination
of multiple parts from different SQL statements, there is a considerable probability for
its semantics to be wrong. After mutation, Squirrel fills the skeleton of the SQL query
with concrete operands (such as table name) through query instantiation to improve the
semantic correctness.

A fuzzing loop of Squirrel starts with an empty database and inputs a set of SQL
statements into DBMS, which generally include CREATE, INSERT, UPDATE, and SELECT
statements. After Squirrel completes one execution, it will empty the database. Squirrel
will add the input to the seed queue when it triggers new code coverage. So that Squirrel
can mutate based on previous seeds, triggering the deep logic of DBMSs, compared with
black-box DMBS fuzzer.

2.1.1. Mutation of Squirrel

Squirrel implements a SQL parser that converts SQL statements into AST. The mutation
of the seeds (SQL statements) is based on the AST. Each node has an associated type (or
grammar type), such as SelectStmt for the root node of a SELECT statement. Squirrel
proposes three new mutation operators, including insertion, deletion, and replacement
of an AST node. There is an AST subtree library in Squirrel, which we call the mutation
material library. Squirrel will convert the original input and new seeds into AST and add
all subtrees of these AST to the mutated material library. When performing a replace or
insert mutation, Squirrel randomly selects a subtree whose root node has the same type
as the target node from the mutation material library to mutate. In this way, Squirrel can
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maintain SQL statements in a structural manner and guarantee syntactic correctness during
mutation. In the AST parser, Squirrel additionally assigns a refined data type, used in the
instantiation, to nodes with semantics, such as table name.

2.1.2. Instantiation of Squirrel

The new SQL statement generated by mutation is a syntax-correct skeleton with se-
mantics stripped. Squirrel fills it with concrete values in the process called instantiation.
For data definition nodes, such as table name and column name in the CREATE statement,
Squirrel directly generates concrete data to fill the node and record it. For other nodes,
Squirrel will first construct the dependency graph of nodes according to the preset depen-
dency rules of different refined data types. For the node in the graph with more than one
parent, Squirrel randomly picks one to establish the edge. After that, the dependency graph
is filled from top to bottom to complete the semantics filling of each node.

Figure 1 is an instantiation example of a SELECT statement in Squirrel, where x* is
the placeholder for the semantics to be filled, and v* represents the semantics after filling.
For the CREATE statement, we assume that the semantics has been assigned. The SELECT
statement has two types of nodes that need to be instantiated, the node whose refined
data type is kDataColumnName and the node whose refined data type is KDataTableName.
Squirrel specifies the dependencies between these two refined data types. That is, the
column name depends on the table name. Since the column name x1 can come from
both table x3 and table x4, and x2 is the same, the dependency graph in the figure can be
constructed. Then Squirrel randomly selects a parent for each node, assuming that x1, x2
depend on x3. Finally, the dependency graph is filled from top to bottom. For the table
name, Squirrel randomly selects one from the existing tables(v1 and v5). For the column
name, Squirrel randomly selects a column name from the table it depends on. At this point,
the SELECT statement is filled with semantics.

Figure 1. An instantiation example of Squirrel.

2.2. Motivation
2.2.1. Correctness Feedback

In grey-box fuzzing, fuzzers usually collect some information to guide fuzzing. For
example, AFL collects seeds’ size and execution speed and prioritizes mutating the smaller
and faster seeds. Some studies [15–17] have shown that information, such as the rareness
of branches, the number of memory reads or writes, and the number of branches that
seed changed can guide fuzzer to perform better. In DBMS fuzzing, there is a noticeable
difference in the correctness of the seeds. For example, Listing 1 shows some SQL statements
with different correctness. An intuitive assumption is that seeds with different correctness
contribute differently to fuzzing.
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Listing 1. SQL statements with different correctness.

−−− V a l i d
SELECT row_number ( ) OVER w, v1 FROM v2 WINDOW w AS (PARTITION BY
v3 ORDER BY v4 ) ;

−−− Semant i cs − e r r o r
SELECT row_number ( ) OVER w, v1 FROM v2 ;
−−− ERROR: Window name ’w’ i s not d e f i n e d .

−−− Syntax − e r r o r
SALECT row_number ( ) OVER w, v1 FROM v2 WINDOW w AS (PARTITION BY
v3 ORDER BY v4 ) ;
−−− ERROR: MySQL s e r v e r v e r s i o n f o r t h e r i g h t s y n ta x t o use
near ’SALECT\ l d o t s ’

To verify our hypothesis, we conducted experiments on Squirrel to evaluate the
contribution of seeds with different correctness. The result is demonstrated in Figure 2.
According to the correctness of seeds, we divided the seeds into three types: valid (or
semantics-correct), syntax-error, and semantics-error. We counted the seeds number of
each type in a DBMS fuzzing process, as shown in Figure 2a. The abscissa indicates the
total number of seeds in the process of fuzzing, and the ordinate indicates the number of
different correctness seeds during the period. We found that most of the seed increments
come from valid seeds. In other words, most of the paths explored by fuzzing were the
program logic of DBMS after the syntactic and semantic check. It is because only inputs that
are syntactic and semantic correct can proceed to the following phases, such as optimization
and execution, triggering new code coverage.

(a) Correctness of seeds (b) Source seed type of valid seeds (c) Source seed type of crashes

Figure 2. Contributions of seeds with different correctness in a DBMS fuzzing process.

We also counted the correctness of the valid seed’s source seed in this fuzzing, as
shown in Figure 2b. The abscissa indicates the total number of valid seeds in the fuzzing
process, and the ordinate indicates the number of different correctness valid seed’s source
seeds during the period. A seed’s source seed means that the seed was generated by
the mutation based on its source seed. It can be seen that the majority of valid seeds
are mutated from valid seeds. Considering the proportion of valid seeds in all seeds, it
shows that valid seeds have a greater probability of generating valid seeds than seeds with
syntactic and semantic errors. It is because if seeds with syntactic and semantic errors want
to generate valid seeds, they need to mutate the wrong structures into correct ones, which
is more difficult.

Moreover, we counted the correctness of the crash source seed, as shown in Figure 2c.
The abscissa indicates the total number of crashes in the fuzzing process, and the ordinate
indicates the number of different correctness crash source seeds during the period. The
result shows that valid seeds are more likely to generate crash inputs than seeds with
syntactic and semantic errors, as crashes often hide in the deep logic of the DBMS. To cause
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a crash, the input needs to pass the DBMS’s syntactic and semantic check so that the DBMS
can execute it. Therefore, the input that causes a crash is often valid.

Motivation. According to the analysis above, we can conclude that seeds with
different correctness have different contributions to fuzzing. Hence, the seed schedulers in
existing fuzzers, which schedules seeds by speed and size, are not efficient. Ideally, valid
seeds should be mutated prior to invalid seeds because of their effectiveness in generating
new paths and crashes. Therefore, a better seed scheduling strategy is demanded.

2.2.2. Limitation of Squirrel’s Instantiation

The instantiation method of Squirrel works well on simple SQL statements. However,
when faced with complex SQL statements, this method shows its limitation. In this paper,
we define complex SQL statements as long SQL statements with nested structures, such as
subqueries. When Squirrel translates SQL statements into AST, it will initialize the node
containing semantics with a corresponding refined data type. It means that when recursive
parsing, such as a subquery, nodes at different levels will be assigned with the same refined
data type, for Squirrel parses them with the same grammar. However, there may be
dependencies between nodes at different levels. Therefore, an error occurs when using the
refined data type to determine the dependencies between nodes in nested structures. From
another point of view, this problem is caused by Squirrel defining the dependency between
nodes in the syntax analysis stage, in which the information about SQL statements is not
enough to construct a complicated dependency.

Suppose there are SQL statements shown in Figure 3, which are similar to that in
Figure 1, except the SELECT statement has a subquery. For descriptive convenience, the
subquery does not have an alias here. Repeating the instantiation described in Section 2.1.2,
the refined data type of x1, x2, x3, and x4 is kDataColumnName. Hence, they all depend
on the table name nodes x5 or x6 in the same statement. Assuming that x1 depends on x5,
and x2, x3, x4 depend on x6, the dependency graph in the figure can be constructed and
filled. We can see that x1 is filled with an invalid column name v2 that does not exist in
the subquery result because x1 comes from table v1 while x3, x4 come from table v5. Even
if there is only one subquery, Squirrel still has a high probability of filling in the wrong
semantics, let alone in the case of multiple subqueries.

Figure 3. Squirrel’s instantiation of SQL statements with a subquery.

In fact, x1 and x2 should depend on x3 and x4, as x1 and x2 should come from the
result of subquery in the FROM clause. Squirrel cannot do that by defining more data
relation rules because it initializes both column name nodes in the subquery and the
main SELECT statement with the same refined data type. During instantiation, it appears
to Squirrel that these nodes are all the same. In this example, Squirrel has no way of
distinguishing between x1 and x3 and has difficulty establishing a dependency that makes
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x1 depend on x3 and x4. Because of the above problem, in practice, Squirrel will discard
the input with multiple subqueries for their low semantics-correct rate after instantiation.

Motivation. A new instantiation method that can correctly generate semantics for
SQL statements with nested structures is demanded. In order to achieve this goal, the new
instantiation method should not rely on the refined data type defined in the AST translator
to construct the dependency graph.

3. Design of Squill

We propose two practical solutions to address the above challenges. First, we provide
correctness-guided mutation, which contains two heuristic methods, utilizing the correct-
ness of seeds as feedback to improve the efficiency of fuzzing (Section 3.1). Second, we
introduce semantics-aware instantiation (Section 3.2). During instantiation, we collect the
context information of nodes. So we can know the level of the node according to the context
information and build dependencies across levels when traversing to a nested structure.

Figure 4 shows an overview of Squill, where the white components are the original
Squirrel, and our design is marked in grey. Squill follows the general flow of grey-box
DBMS fuzzing, which mainly includes mutation, instantiation, and fuzzing. First, Squill
selects the next seed to mutate from the seed queue. Squill will preferentially select the
seeds with syntactic and semantic correctness. Then, the seed is translated into AST. The
mutator randomly performs replacement, insertion, and deletion mutations on the AST.
Squill adds an interesting material library to participate in the mutation. During the
instantiation phase, new inputs generated by mutation will be filled with semantics to
maintain semantic correctness. We design a new instantiator to address the challenge of
correct semantics generation for SQL statements with nested structures. In the end, Squill
will take these test cases as input to the DBMS, detect whether the DBMS has crashed, and
add the input that triggers new code coverage to the seed queue.

Figure 4. Overview of Squill.

3.1. Correctness-Guided Mutation

Since seeds with different correctness contribute differently to fuzzing, the fuzzer
should not treat them equally. In this section, we propose two correctness-guided heuristic
methods to improve the efficiency of fuzzing in path exploration and bug finding.

3.1.1. Correctness-Focused Seed Selection

In DBMS fuzzing, most of the seed increments come from valid seeds. Valid seeds
can trigger deeper logic of DBMS than those with syntactic and semantic errors, exploring
more paths. In addition, valid seeds have a higher probability of generating valid seeds,
producing more crashes. Based on the conclusion above, we propose a correctness-focused
seed selection strategy. We mutate valid seeds first, then seeds with semantics-error, and
finally seeds with syntax-error. Because mutating valid seeds is more likely to generate
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valid seeds, leading to more path exploration and bug finding. The process of seed selection
is shown in Algorithm 1.

Algorithm 1 Correctness-focused seed selection.

1: // Run when fuzzer generates new seed
2: function UPDATE_BITMAP_SCORE(new_seed)
3: for i from 0 to MAP_SIZE do
4: // trace_bits is the bitmap of current seed
5: if trace_bits[i] is not 0 then
6: if top_rated[i] is not 0 then
7: if new_seed has better correctness than top_rated[i] then
8: top_rated[i] = new_seed;
9: end if

10: // Compare speed and size with top_rated[i]
11: // when they have same correctness
12: if new_seed has the same correctness as top_rated[i] then
13: if new_seed is faster and smaller than top_rated[i] then
14: top_rated[i] = new_seed;
15: end if
16: end if
17: else
18: top_rated[i] = new_seed;
19: end if
20: end if
21: end for
22: end function

We implement correctness-focused seed selection based on AFL’s original seed selec-
tion mechanism. AFL updates top_rated whenever it finds a new seed top_rated is an
array that has the same size as the bitmap, where each value records the seed with the
highest score on the corresponding edge in the bitmap. The faster, smaller seed will have a
higher score. Then, AFL uses a greedy algorithm to select a minimum subset of seeds that
contain all edges in the bitmap from seeds recorded in top_rated. Seeds in this subset are
marked as favored. The favored seeds have a higher probability of mutating. AFL uses
this mechanism to reduce the seed queue and improve the efficiency of fuzzing.

In the original seed selection mechanism, AFL prioritizes fuzzing faster and smaller
seeds. This mechanism tends to select more syntax-error or semantics-error seeds to
participate in fuzzing. The seeds with syntactic or semantic errors usually have a faster
execution speed, as they terminate at the syntactic and semantic check phase of DBMS.
The subsequent phases of DBMS, such as the optimization and storage phase, are often
time-consuming. In our method, we preferentially update seeds with better correctness
into top_rated, as shown in Algorithm 1 Line 7–9. We define that valid seeds are better
than semantics-error seeds, which are better than syntax-error seeds. We first compare the
correctness of seeds and then consider their execution speed and size only if they have the
same correctness (Line 12–16). It ensures that valid seeds are mutated preferentially.

3.1.2. Mutation with Interesting Material Library

Valid seeds usually trigger deep program logic. In contrast, seeds with syntactic
or semantic errors (in other words, invalid) often terminate at the early phase of DBMS,
such as the syntactic and semantic check. It means that the optimizer and executor of
DBMS do not actually process these invalid SQL statements. So some SQL structures in the
syntax-error or semantics-error seed are unactivated, as subsequent phases of DBMS do
not actually process them. That is, although some SQL structures can trigger new DBMS
logic, they are not actually executed because they are in an invalid seed. We call these
SQL structures interesting structures here. For example, the query in Line 4 of Listing 1
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is an invalid input, which uses a not existing window w. The valid one is shown in Line
2. The function row_number() in Line 4 may be an interesting structure. It is not actually
executed since it is in a semantics-error SQL statement that does not pass the semantic
check of DBMS.

Therefore, we designed a method to filter out these interesting structures and activate
them, as shown in Algorithm 2. We maintain an interesting material library, which contains
subtrees of all current favored and invalid seeds (Line 15–17). When the fuzzer needs a
material (subtree) from the mutation material library to participate in mutation, it has a cer-
tain probability of obtaining the material from the interesting material library (Line 21–30).
The variable probability in Line 25 is an input parameter, which is set to 5 by default.

Algorithm 2 Mutation with interesting material library.

1: // Run when top_rated changed
2: function CULL_QUEUE(void)
3: temp_bitmap[MAP_SIZE] = 0;
4: set_empty(interesting_library);
5: for i from 0 to MAP_SIZE do
6: if top_rated[i] is not 0 and temp_bitmap[i] is 0 then
7: // Favored means mutating first
8: top_rated[i] is favored;
9: // Record the bitmap of top_rated[i] to temp_bitmap

10: for j from 0 to MAP_SIZE do
11: if top_rated[i].bitmap[j] is not 0 then
12: temp_bitmap[j] = 1;
13: end if
14: end for
15: if top_rated[i] is invalid then
16: add_into_interesting_library(top_rated[i]);
17: end if
18: end if
19: end for
20: end function
21: // Run when insertion or replacement
22: function GET_IR_FROM_LIBRARY(type)
23: // Get a random number from 1 to 100
24: rand_int = get_rand_int(100);
25: if rand_int<probability then
26: get_from_interestring_library(type);
27: else
28: get_from_all_library(type);
29: end if
30: end function

We utilize the favored mechanism in AFL to select seeds that may contain interesting
structures. After correctness-focused seed selection, the favored and invalid seed must
trigger the program state (edge) that valid seeds have not triggered. For example, some
SQL structures in these seeds might trigger a unique logic of the DBMS parser. When these
SQL structures are actually executed, it is likely to bring path exploration or bug finding
in the optimizer or executor of DBMS. Since it is difficult to generate valid seeds from
the mutation of seeds with syntactic and semantic errors, we give the mutation material
(subtrees) of these seeds more opportunities to participate in mutation, making interesting
structures executed in valid seeds after insertion or replacement.
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3.2. Semantics-Aware Instantiation

We design an instantiation algorithm to address the challenge of correct semantics
generation for SQL statements with nested structures. In instantiation, while traversing
AST nodes in the order of SQL statements, we parse nodes according to the node’s type
and context information (such as the type of parent and adjacent nodes). In this way, we
can distinguish nodes of the same type but at different levels, as their context information
is different. For example, the type of the parent node of a main SELECT statement and a
subquery is distinct. With this information, we can construct a series of detailed constraints
on nodes based on prior knowledge (the relationship between semantics in SQL statements)
and then fill them with semantics correctly according to these constraints. For example, for
a table name node in a CREATE statement, we can know whether it comes from a CREATE
TABLE statement or a CREATE TRIGGER statement according to the context information
when parsing it. For the former, we will fill it with a newly generated unique table name.
For the latter, we will randomly assign a table name to it from the currently existing table
name (created in the previous SQL statement).

We divide semantics into simple and complicated semantics, depending on the com-
plexity of constraints. When traversing to a node, if we can instantly assign semantics to it
without error, we call the semantics that the node has as simple semantics. The dependency
constraints of nodes with such semantics are relatively simple, usually across statements.
For example, the table name dropped in the DROP statement is from tables created in the
previous CREATE statements. When filling a DROP statement with semantics, the previous
CREATE statement has been traversed and instantiated. At this point, the existing table
names are determined, which can be instantly assigned to the table name node in the DROP
statement. When traversing to a node, if we cannot instantly assign semantics to it but
need to wait until the entire SQL statement is parsed and fill it with consideration of the
semantics of other nodes, we call the semantics that the node has as complicated semantics.
For example, the column name in a SELECT clause depends on one of the tables in the
FROM clause, which means that the former should be a column of the latter, and we need
to instantiate the latter before the former.

3.2.1. Instantiation of Simple Semantics

Simple semantics mainly exist in CREATE, DROP, and ALTER statements, as well
as nodes that do not have dependencies, such as function names. In instantiation, Squill
maintains a data structure called the information table that stores the current database
information, which mainly contains the table name and column name of the created tables.
This information table also stores information of indexes, views, and triggers. When
instantiating CREATE, DROP, and ALTER statements, we perform creating, deleting, and
modifying operations in the information table correspondingly, such as in real DBMS. For
the CREATE statement, we generate and assign a unique table name and column name
(or index name) to the corresponding node. We record this information in the information
table described above. For the ALTER statement, we will randomly choose a table name
from the currently existing table name. Whether it is to modify, delete, or add a column
name, Squill randomly assigns a column name from the table chosen above and modifies
the corresponding information in the information table. Similarly to the DROP statement,
we randomly assign a table name and delete it in the information table. For nodes without
dependency, including function, integer, and floating point number, Squill will randomly
assign a predefined value to them. In addition, the alias node will be assigned a unique
name when traversed.

3.2.2. Instantiation of Complicated Semantics

Instantiation of complicated semantics is performed in SQL statements with column-
table dependency, including SELECT, INSERT, and UPDATE statements. It is performed
within one SQL statement, as the dependency between column and table is not across
statements. For example, there are two independent SELECT statements. The column
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name in the former and the table name in the latter are irrelevant. The instantiation of
complicated semantics includes three stages, collecting nodes, building dependency, and
filling semantics, as shown in Algorithm 3. Note that since an input of Squill is composed
of multiple SQL statements, the instantiation of complicated semantics is often performed
multiple times for an input.

Algorithm 3 Instantiation of complicated semantics.

1: ColumnList ← Column[];
2: VirtualTableList ← VirtualTable[];
3: DependencyList ← map(Column, VirtualTable);
4: function INSTANTIATION(root)
5: // A. Collecting Nodes
6: for each ColumnNode in SelectTarget, Where. . . do
7: // Convert node to Column
8: ColumnList.add(ColumnParser(ColumnNode));
9: end for

10: for each TableNode in From, InsertTable, UpdateTable do
11: // Convert node to VirtualTable
12: VirtualTableList.add(TableParser(TableNode));
13: end for
14: for each SubQueryNode do
15: // Process subquery recursively
16: Instantiation(SubQueryNode);
17: if SubQueryNode is in From then
18: VirtualTableList.add(SubQueryParser(SubQueryNode));
19: end if
20: end for
21:
22: // B. Building Dependency
23: for each Column in ColumnList do
24: DependencyList[Column]=RandChoose(VirtualTableList);
25: end for
26:
27: // C. Filling Semantics
28: for each (Column, VirtualTable) in DependencyList do
29: if VirtualTable is not filled then
30: FillVirtualTable(VirtualTable);
31: end if
32: FillColumn(Column);
33: end for
34: FillVirtualTableNotInDependencyList();
35: end function

A. Collecting Nodes. While traversing AST, we collect the node with complicated
semantics based on the type and context information of the current node and store it in the
corresponding data structure (Line 5–20). For the SELECT statement, we collect column
name nodes in select target, function parameter, WHERE, GROUP BY, ORDER BY, and
WINDOW clauses, storing them in the data structure called Column (Line 6–9). Column
stores not only the column name node but also the alias node and the table name node
corresponding to the column name node, if they exist. With the help of context information,
we can describe a column abstractly. Similarly, we collect the column name node in the
insert and update the target clause of the INSERT and UPDATE statement.

For the table name, since we want to treat the result of the subquery as a table, we
define a data structure called VirtualTable to represent a table. VirtualTable includes a
table name node, an array of Column, and the alias node of the table, which can describe
a table or the result of a subquery. For the SELECT statement, we collect the table name
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node in the FROM clause. For INSERT and UPDATE statements, we collect their target
table name nodes (Line 10–13). For subqueries, we process them recursively, instantiating
them from inner to outer (Line 14–20). For the subquery in FROM clause of the SELECT
statement, we treat the result of it as a table in the subsequent dependency construction.
For the subquery in other clauses, such as in the WHERE clause, we instantiate it like a
SELECT statement since there is no external dependency within it.

Figure 5 shows the data structure that contains nodes in the main SELECT statement,
where Column_x4 and Column_x5 are the data structure Column which contains nodes x4
and x5. VirtualTable describes a table (x10) or the result of a subquery (s1) by filling
different fields (TableNameNode or ColumnList). When parsing, we recursively processed
subqueries, which means that the subquery and the main SELECT statement will be parsed
with the same function, and the subquery will be instantiated before the outer query.
Therefore, the corresponding data structure (such as Column_x4 and Column_x5) is created
while parsing the subquery.

Figure 5. An example of collecting nodes.

B. Building Dependency. After creating the corresponding data structure, we con-
struct the dependency between Column and VirtualTable (Line 22–25). Obviously, af-
ter processing, the dependency is very clear, which is that all Column depends on the
VirtualTable in FROM clause. We randomly select a VirtualTable for each Column to
depend on and record the dependency.

C. Filling Semantics. For each Column-VirtualTable dependency recorded, we fill
nodes in it with semantics (Line 27–34). We fill VirtualTable first, and then the Column
which depends on it. If the VirtualTable describes a table, we randomly assign the table
name node in it with a table name from currently existing table names. The column name
node in the Column which depends on the VirtualTable will be assigned a random column
name from the table selected. The table name node in the Column will be filled with the
same table name in VirtualTable, if it exists. If the VirtualTable describes the result
of a subquery, we do not need to instantiate nodes of the Column in it, as they have been
filled with semantics in the instantiation of the subquery (Line 16). The column name
node in the Column will be filled with a column name in a random one of the Column in
the VirtualTable. The table name node in the Column will be filled with the alias of the
VirtualTable. At last, we fill semantics of the VirtualTable that is not depended on by
any Column (Line 34).

Example. Figure 6 is an example of the instantiation of complicated semantics in
which the SQL statement is the same as that in Section 2.2.2. Suppose that the first two
CREATE statements have been instantiated, where the table names and column names
have been generated, filled in nodes, and recorded in the information table. For the SELECT
statement, there are two instantiation processes, one is the instantiation of the subquery,
and the other is the instantiation of the main SELECT statement. Since the process is
similar, here we focus on the instantiation of the main SELECT statement. Assume that the
instantiation result of the subquery is as in step1. This SELECT statement contains two
Column and a VirtualTable, where the VirtualTable describes the result of a subquery.
Obviously, both Column_x1 and Column_x2 depend on VirtualTable_s1. We can construct
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a dependency graph as shown in the figure. Compared with Squirrel, the dependency
graph here is more abstract. The dependency graph in Squirrel is constructed with AST
nodes, while the dependency graph in Squill consists of abstract data structures, such as
Column and VirtualTable. As VirtualTable_s1 contains the result of a subquery, assuming
that we randomly choose Column_v7 for Column_x1, and Column_v6 for Column_x2, we can
fill nodes in them with semantics based on the dependencies. The result after filling
in semantics is shown in step2. Compared with Squirrel’s method, semantics-aware
instantiation can effectively handle the SQL statement with nested structures like subquery.

Figure 6. An example of instantiation of complicated semantics.

4. Implementation

Squill is implemented based on Squirrel. Since Squirrel is at the top of AFL, we
implement the correctness-guided mutation based on the seed selection mechanism of AFL.
In the implementation, we judge the correctness of the input according to the error code
returned by the DBMS after executing. Additionally, the interesting material library has
the same structure as the mutation material library in Squirrel, where the main difference
between them is that the former stores subtrees of seeds that are invalid and favored while
the latter stores subtrees of all seeds. We implement a new instantiation stage after mutation
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to replace the instantiator of Squirrel for its fundamental limitation in design. We improve
the grammar of the AST parser since there are omissions and errors in Squirrel’s grammar,
and we remove the code that defines the refined data type.

5. Evaluation

We applied our tool Squill on real-world DBMSs to verify its effectiveness. The
evaluation was designed to answer the following questions:

Q1. Can Squill detect bugs from well-tested DBMSs? (Section 5.1).
Q2. Can Squill perform better than existing tools? (Section 5.2).
Q3. How does correctness-guided mutation help fuzzing? (Section 5.3).
Q4. What is the contribution of semantics-aware instantiation? (Section 5.4).

We selected three popular real-world DBMSs for evaluation, including MySQL, Mari-
aDB, and OceanBase. We mainly compared Squill with Squirrel, as Squirrel had been
shown to outperform other mutation-based fuzzers, such as AFL, and generation-based
fuzzers, such as SQLsmith. We did not compare Squill with SQLRight [18] and SQLancer,
because their target is the logic bug of DBMSs, while Squill, like Squirrel, focuses on the
memory error of DBMSs. We perform the experiments on three computers with Ubuntu
18.04 system, Intel(R) Core(TM) i7-10700 (2.90 GHz) CPU, and 32 GB memory. We used
the llvm mode of AFL to instrument the DBMS. Because of the large codebase of DBMSs,
we set the bitmap size to 256 K and used a 20% ratio instrumentation. The DBMS ver-
sions in the experiment are all the latest, including MySQL 8.0.29, MariaDB 10.10.0, and
OceanBase 3.1.4. In the experiments, due to resource bottleneck, we ran one DBMS and a
fuzzer on each machine for 24 h at a time and repeated three times. Squill and Squirrel
used the same seed and initial library in experiments.

5.1. DBMS Bugs

In total, Squill found 63 bugs, including 30 bugs from MySQL, 27 from MariaDB, and
6 from OceanBase. The details of these bugs are shown in Table 1. We have reported all
bugs to the developers of the appropriate DBMS. At the time of paper writing, 19 of all
bugs have been fixed, with 9 CVEs assigned. The type of bugs found by Squill are listed in
the second column of Table 1. Specifically, Squill found 10 bugs related to buffer overflows
and use-after-free.

Table 1. Bugs detected by Squill.

ID Type Description Status Reference
MySQL 8.0.27
1 SEGV Common_table_expr::clone_tmp_table() Fixed CVE-2022-21509
2 HOF make_join_readinfo() Fixed CVE-2022-21526
3 SEGV Item_field::fix_outer_field() Fixed CVE-2022-21527
4 SEGV push_new_name_resolution_context() Fixed CVE-2022-21528
5 SEGV QEP_shared_owner::table() Fixed CVE-2022-21529
6 SEGV Item_field::used_tables() Fixed CVE-2022-21530
7 SEGV QEP_shared_owner::idx() Fixed CVE-2022-21531
8 HOF compare_fields_by_table_order() Fixed CVE-2022-21438
9 AF Query_expression::accumulate_used_tables() Fixed CVE-2022-21459
10 AF MoveCompositeIteratorsFromTablePath() Fixed BUG106045
11 SEGV Query_block::next_query_block() Fixed BUG106047
12 AF temptable::Handler::position() Verified BUG106048
13 SEGV Item_subselect::exec() Verified BUG106050
14 SEGV Bitmap::merge() Verified BUG106051
15 SEGV TABLE::empty_result_table() Verified BUG106058
16 AF SubqueryWithResult::single_query_block() Verified BUG106061
17 AF TABLE_LIST::create_materialized_table() Verified BUG106055
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Table 1. Cont.

ID Type Description Status Reference
MySQL 8.0.29
18 HUAF Item_field::used_tables_for_level() Verified BUG108241
19 AF handler::ha_index_next_same() Verified BUG108242
20 AF Bounds_checked_array::operator[]() Verified BUG108243
21 SEGV KEY::records_per_key() Verified BUG108244
22 AF add_key_fields() Verified BUG108246
23 AF add_key_field() Verified BUG108247
24 AF Query_block::get_derived_expr() Verified BUG108248
25 AF Item_func_case::find_item() Verified BUG108249
26 SBOF Query_expression::prepare() Verified BUG108251
27 AF Item_func_in::val_int() Verified BUG108252
28 SEGV Item_ref::walk() Verified BUG108253
29 AF copy_contexts() Verified BUG108254
30 SBOF Item_func::fix_fields() Verified BUG108255
MariaDB 10.3.35
31 SEGV update_depend_map_for_order() Verified MDEV-28501
32 SEGV st_select_lex::next_select() Verified MDEV-28502
33 SEGV get_addon_fields() Verified MDEV-28503
34 SEGV With_element::get_name() Verified MDEV-28504
35 SEGV sub_select() Verified MDEV-28505
36 AF find_field_in_table_ref() Verified MDEV-28506
37 SEGV Item_field::fix_outer_field() Verified MDEV-28507
38 AF create_tmp_table() Fixed MDEV-28508
39 SEGV Bitmap::merge() Verified MDEV-28509
40 SEGV get_sort_by_table() Verified MDEV-28510
41 SEGV Item_subselect::init_expr_cache_tracker) Verified MDEV-28614
42 AF handler::ha_rnd_next() Verified MDEV-28615
43 SEGV Item_ref::fix_fields() Verified MDEV-28616
44 SEGV TABLE_LIST::set_check_materialized() Fixed MDEV-28617
45 SEGV Item_equal::val_int() Verified MDEV-28618
46 SEGV Window_funcs_sort::setup() Verified MDEV-28619
47 SEGV Item_subselect::get_cache_parameters() Verified MDEV-28620
48 AF Item_subselect::exec() Verified MDEV-28621
49 SEGV Item_exists_subselect::exists2in_processor() Verified MDEV-28622
50 AF resolve_ref_in_select_and_group() Verified MDEV-28623
51 AF Item_field::fix_fields() Verified MDEV-28624
MariaDB 10.10.0
52 SBOF st_select_lex_unit::set_unique_exclude() Verified MDEV-29358
53 HUAF Field::is_null() Verified MDEV-29359
54 SEGV grouping_field_transformer_for_where() Verified MDEV-29360
55 SBOF resolve_references_to_cte() Verified MDEV-29361
56 AF Item_singlerow_subselect::val_int() Verified MDEV-29362
57 HUAF calc_group_buffer() Verified MDEV-29363
OceanBase 3.1.4
58 AF ObInsertResolver::resolve_insert_values() Fixed issues 986
59 HOF ABitSet::myffsl() Fixed issues 987
60 SEGV ObLatchMutex::try_lock() Fixed issues 988
61 AF ObSelectStmtPrinter::print_with() Fixed issues 989
62 SEGV sql::ObExpr::count() Fixed issues 995
63 SEGV ObMergeJoinOp::ChildRowFetcher::next() Fixed issues 1000

HUAF: heap-use-after-free. SBOF: stack-buffer-overflow. HOF: heap-buffer-overflow. SEGV: segmentation
violation. AF: assertion failure
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Case Study. Squill detected a bug in MariaDB (ID 44 in Table 1, PoC in Listing 2),
which can cause a DBMS crash by a null pointer accessing. This bug happened in IN-
SERT. . . SELECT statements whose WHERE condition contains an IN/ANY/ALL pred-
icand with a special GROUP clause, which can be eliminated and contains a subquery
over a mergeable derived table referencing the updated table. It is caused by the incorrect
access to the derived table which has been eliminated. The bug can cause a similar crash
when executing a single-table DELETE statement with EXISTS subquery whose WHERE
condition is like this. Executing this kind of query will cause a crash of DBMS in the
preparation phase. The stability of the DBMS is critical, as it is usually the infrastructure
for some information systems which require high availability, such as business systems in
banks. Denial-of-service attacks based on such vulnerabilities can make the DBMS crash,
resulting in serious consequences.

Listing 2. A PoC of ID 44 in Table 1.

CREATE TABLE v0 ( v1 BOOLEAN, v2 INT , v3 INT ) ;
CREATE TABLE v4 ( v5 INT NOT NULL, v6 INT , v7 INT ) ;
INSERT INTO v4 ( v7 ) VALUES ( ( ( TRUE , v5 ) NOT IN

( SELECT ( − 49 ) AS v8 , −128 FROM v0 GROUP BY ( TRUE, v3 )
NOT IN ( SELECT v5 , ( SELECT v2 FROM ( WITH v9 AS ( SELECT v7
FROM ( SELECT NOT v5 <= ’ x ’ , FROM v4 GROUP BY v7 ) AS v10 )
SELECT v7 , ( v7 = 67 OR v7 > ’ x ’ ) FROM v4 ) AS v11 NATURAL JOIN

v0 WHERE v7 = v3 ) AS v12 FROM v4 ) , v2 ) OR v5 > ’ x ’ ) ) ;

5.2. Comparison with Existing Tools

We evaluate Squill and Squirrel on three real-world DBMSs, MySQL, MariaDB, and
OceanBase, to help us better understand the performance of Squill. As shown in Figure 7,
we compare the capability of bug finding and path exploration between the two tools. The
number details are listed in Table 2. More program paths explored and more bugs found
per unit of time means better fuzzer performance. We also compared the type of bugs they
found, which represents how harmful the bug is. Since Squirrel will drop long inputs with
multiple subqueries, we disable the length and the subquery check of Squirrel, denoted as
Squirrel!check.

Table 2. The number of paths and bugs explored by each fuzzer in 24 h.

Squill Squirrel Squirrel!check
DBMS

Paths Bugs Paths Bugs Paths Bugs
MySQL 32,827 15 46,232 3 26,387 6

MariaDB 33,904 17 62,465 7 23,835 10
OceanBase 13,081 2 16,684 0 10,630 0

In statistics, we deduplicate crashes to the corresponding bug since a bug often
causes hundreds of crashes and summarize the number of bugs by the hour. Due to
the multithreading feature of DBMSs, the unique crash mechanism of AFL is hard to
deduplicate DBMS crashes accurately. For MySQL and MariaDB, we deduplicate crashes
according to the report output by ASan [19]. For OceanBase, we use GDB [20] to debug
each crash after fuzzing and deduplicate according to the information, such as the call stack
of functions, at the time of the DBMS crash.

Path Exploration. Figure 7a–c show the number of paths explored by Squill, Squirrel,
and Squirrel!check over time in MySQL, MariaDB, and OceanBase. As we can see, Squirrel
explored more paths than Squill and Squirrel!check. It is because Squirrel drops long inputs
with multiple subqueries for their low semantics-correct rate after instantiation. The input
generated by Squirrel is very short and simple and with a fast execution speed. However,
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with semantics-aware instantiation, we do not need to limit the number of subqueries
in inputs generated by Squill. Thus Squill can generate long and complex inputs, which
means a slow execution speed. Faster execution usually means more paths. So we tested
Squirrel!check, which can also generate long and complex inputs, to evaluate Squill more
comprehensively. Compared with Squirrel!check, Squill explored 24% more paths in MySQL,
40% in MariaDB, and 23% in OceanBase. Moreover, Squill and Squirrel found many more
paths on MySQL and MariaDB than OceanBase. We think this may be caused by the feature
of OceanBase as a distributed database and the bad grammar compatibility of the fuzzer
with OceanBase.

(a) MySQL new paths (b) MariaDB new paths (c) OceanBase new paths

(d) MySQL bugs (e) MariaDB bugs (f) OceanBase bugs

(g) MySQL bugs type (h) MariaDB bugs type

Figure 7. Comparison with existing tools.

Bug Finding. Figure 7d–f show the number of bugs found by Squill, Squirrel, and
Squirrel!check over time in MySQL, MariaDB, and OceanBase. In total, Squill found 3.4x and
2x more bugs than Squirrel and Squirrel!check, which shows the effectiveness of Squill in
bug finding. Note that Squill and Squirrel!check found more bugs than Squirrel in MySQL
and MariaDB. The result proves that there is no fundamental reason that maximizing the
number of paths (or seeds) is directly connected to finding bugs [21]. Figure 7g,h show
the type of bugs found by Squill, Squirrel, and Squirrel!check. The main types of bugs are
assertion fails and SEGV. It shows that Squill found a total of four buffer-related errors,
while Squirrel and Squirrel!check only found one.
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Overall, Squill outperforms Squirrel in finding memory error bugs of real-world
DBMSs. Because Squill has the ability to generate valid complex SQL while Squirrel
cannot. Moreover, Squill embeds correctness-guided mutation, which can improve the
efficiency of fuzzing. Squill can also explore more paths than Squirrel!check, which shows
the effectiveness of Squill.

5.3. Contribution of Correctness-Guided Mutation

To understand the contribution of different factors in correctness-guided mutation,
we disable each factor to perform unit tests in MySQL and measure various aspects of
the fuzzing process. In addition to the capabilities of bug finding and path exploration,
we also compare the correctness of the input. Figure 8 shows the result, where Squill!seed

!lib
means we disable both correctness-focused seed selection and mutation with interesting
material library, and Squill!lib means we only disabled interesting material library. Since
the implementation of the mutation with interesting material library relies on correctness-
focused seed selection, we do not disable the latter and keep the former.

(a) Valid rate of inputs (b) Paths number

(c) Valid seeds number (d) Bugs number

Figure 8. Contributions of correctness-guided mutation. The experiment is performed on MySQL.

Correctness of Inputs. Figure 8a shows the valid rate of inputs when fuzzing, which
means the proportion of valid inputs in all inputs. Higher valid rate of inputs when fuzzing
is better, because we want the input to pass the validity check of the DBMS. The result is
Squill ≈ Squill!lib > Squill!seed

!lib , where Squill!lib is 6% higher than Squill!seed
!lib . The result shows
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that the correctness-focused seed selection improves the ability of the fuzzer to generate
more valid inputs because of its strategy to prioritize mutating seeds which is valid.

Path Exploration. Figure 8b shows the number of paths explored by each fuzzer.
Squill, Squill!lib, and Squill!seed

!lib are almost equal in the number of paths, and Squill!seed
!lib is

slightly higher than the other two. Due to that Squirrel!seed
!lib generates more syntactically

and semantically incorrect inputs, as shown in Figure 8a, its inputs are executed faster,
leading to more paths. In addition, we count the number of valid seeds generated during
fuzzing, as shown in Figure 8c. A seed represents a path since only if an input triggers a
new path will it be saved into the seed queue as a seed. Therefore, the number of valid
seeds reflects the capability of exploring the path which passes the syntactic and semantic
check of DBMS. The result is Squill > Squill!lib > Squill!seed

!lib , where Squill is approximately
9% higher than Squill!seed

!lib , and Squill!lib is about 3% higher than Squill!seed
!lib . The result shows

that both two mechanisms can help fuzzing in path exploration.
Bug Finding. Figure 8d shows the number of bugs found by Squill with each setting,

where the original Squill achieves the best results. Squill and Squill!lib found 15 and 14 bugs
in MySQL, while Squill!seed

!lib only found 10. The results show that the correctness-guided
mutation plays an important role in bug finding.

Overall, both mechanisms of correctness-guided mutation improve the effectiveness
of Squill in path exploration and bug finding, where correctness-focused seed selection
improves the ability of Squill to generate more valid inputs and mutation with inter-
esting material library helps Squill explore more DBMS states after the syntactic and
semantic check.

5.4. Contribution of Semantics-Aware Instantiation

In this section, we evaluate semantics-aware instantiation introduced in Section 3.2.
We perform instantiation method of Squill and Squirrel to instantiate SQL statements of
the same dataset and input the SQL statements with semantics to DBMS. We evaluate the
instantiation of Squill by comparing the correctness of these inputs. The higher valid rate
of input after instantiation is, the better instantiation method is. In the end, we illustrate
the advantages of Squill instantiation through a practical example.

The dataset contains all valid seeds in one MySQL fuzzing of Squill because we want
to compare the two methods’ capability to instantiate some critical inputs and ensure that
these inputs can be correctly instantiated. We normalize the seeds before adding them to
the dataset, that is, removing the semantics in them. Due to the design of translating AST to
string, the input generated by Squill has a very tiny probability that it cannot be parsed by
itself (same with Squirrel). Moreover, there are differences between the grammar of Squill
and Squirrel, and Squirrel cannot parse some inputs of Squill. So we remove the seeds that
both Squill and Squirrel cannot parse. The evaluation results are shown in Table 3.

Table 3. The comparison between instantiation of Squill and Squirrel.

Fuzzer Seed Size Valid Invalid Total Valid Rate
<1 kb 5246 373 5619 93.36%

1∼1.5 kb 15,810 1328 17,138 92.25%
>1.5 kb 8280 676 8956 92.45%Squill

total 29,336 2377 31,713 92.5%
<1 kb 4304 1315 5619 76.6%

1∼1.5 kb 9747 7391 17,138 56.87%
>1.5 kb 4419 4537 8956 49.34%Squirrel

total 18,470 13,243 31,713 58.24%

The results show that the instantiation of Squill (92.5% valid rate) outperforms Squir-
rel’s (58.24% valid rate). In addition, we make separate statistics according to the file size
of the seeds. The file size of seeds corresponds to the length of the SQL statement, which
we think is positively related to the complexity of the SQL statement. Long SQL statement
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usually means more complicated dependencies between nodes and more nested structures,
such as subquery. With the increased complexity of SQL statements (file size), the valid
rate of Squirrel’s instantiation is significantly reduced, while the correct rate of Squill’s
instantiation changes less. This shows the advantage of Squill’s instantiation in processing
complex SQL statements. Because of the randomness in semantics filling, the valid rate of
Squill’s instantiation is not 100%, though the input was instantiated correctly before.

Listing 3 is a PoC of ID 23 in Table 1. It can be seen that there is a nested structure
containing subqueries in the SELECT statement in Line 3. This kind of nested structure
is pervasive in SQL statements generated by mutation, which may be closely related to
overflow vulnerabilities. It is difficult for Squirrel to instantiate such type of structure since
Squirrel is hard to build correct dependencies between subqueries, such as the semantics of
the first two v4 positions in Line 3.

Listing 3. A PoC of ID 23 in Table 1.

CREATE TABLE v0 ( v1 NUMERIC UNIQUE, v2 BIGINT ) ;
CREATE TABLE v3 ( v4 INT , v5 INT ) ;
SELECT 1 FROM v3 GROUP BY ( SELECT v4 FROM

( SELECT v4 FROM ( SELECT v4 FROM v3 UNION SELECT v1 FROM v0 )
AS v7 WHERE ( v4 = 0 AND v4 = −1 AND v4 = 67 ) ) AS v9 ) ;

6. Discussion

In this section, we discuss several limitations of our current implementation and
possible future directions.

Universality of Fuzzer. In this paper, the instantiation of Squill is based on the
grammar of MySQL, which has low universality. So we chose MariaDB and OceanBase,
which are compatible with MySQL grammar, for evaluation. The cost of migrating this
approach to other DBMSs is slightly higher than Squirrel. Moreover, the universality of the
method is also very important [22,23]. In the future, we plan to achieve the universality
of the fuzzer by implementing an instantiation method that satisfies the intersection of
most SQL grammars and then writing extensions for each DBMS based on this universal
method.

Mode of Input. Both Squill and Squirrel start with an empty database, and the input
is a combination of CREATE, INSERT, and SELECT statements. We observed that most of
the seeds that triggered new code coverage were mutated in SELECT statements. Changing
the data inserted and the table structure created usually does not bring new paths. We
think there is room for optimization. For example, we can construct a series of tables with
complex structure and data as the initial database and only input SELECT statements in
fuzzing. This can save the overhead of table creation and data insertion of each input.

Mutation Operator. Squill and Squirrel use the same mutation operators, including
insertion, deletion, and replacement of AST nodes. We think there are other mutation oper-
ators suitable for DBMS fuzzing scenarios. For example, the random recursive mutation
operator mentioned in Nautilus [24] randomly selects a recursive tree and repeats the re-
cursion 2n times. Such mutation operators may help trigger buffer overflow vulnerabilities
of DBMSs.

Fuzzing Partial. Most of the vulnerabilities detected by Squill and Squirrel are located
in the parser and optimizer components of the DBMS. It means the main target of the
current DBMS fuzzer is the parser and optimizer rather than the executor of the DBMS.
However, the storage process in the executor is time-consuming, as it involves the disk
IO. So one optimization idea is to separate the parser and optimizer by analyzing the
source code of the DBMS. Fuzzing these separated-out functions can significantly reduce
the overhead during the execution phase of the DBMS, improving the efficiency of fuzzing.

7. Related Work

In this section, we discuss the recent DBMS testing technologies related to Squill.
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Black-box DBMS Fuzzing. Black-box fuzzing, or generation-based fuzzing, has been
widely used to detect DBMS bugs. With a specific predefined schema, continuously gen-
erating a large number of SQL statements into the DBMS to trigger abnormal behaviors
(usually crashes) of the DBMS is one method of black-box DBMS fuzzing. Sqlsmith [1] is a
representative of this kind of black-box DBMS fuzzer. Based on AST, it randomly gener-
ates SQL query statements for the initial database through a series of highly customized
rules. In addition, differential testing is another standard method used to detect DBMS
vulnerabilities in black-box DBMS fuzzing. Rags [25] and Sparkfuzz [26] send the same
SQL query to different DBMSs and detect correctness bugs by comparing the differences in
the results. Sqlancer [2–4] constructs different SQL statements of functionally equivalent
through several different patterns and inputs them into the same DBMS. If the results are
different, the DBMS might have a logical bug. Similarly, AMOEBA [27] constructs query
pairs that are semantically equivalent to each other and then compares their response time
on the same database system to detect performance bugs. The main difference between
Squill and the works above is that Squill is a grey-box fuzzer with feedback like code
coverage. Compared with blind fuzzing, fuzzing with feedback can comprehensively
explore program states and trigger the deep logic of DBMSs.

Grey-box DBMS Fuzzing. In recent years, grey-box or mutation-based fuzzing has
shown its effectiveness in memory error bug detection [28–37]. AFL [6], which is an
important milestone in the area of software security testing [38], has been applied to DBMS
fuzzing. However, the fuzzer, like AFL, performs poorly in generating structural inputs,
such as SQL statements. Though there are many works trying to address this challenge,
such as Zest [39], GRIMOIRE [40], and Nautilus [24]. Their ability to generate syntactically
and semantically correct SQL queries is still not good enough due to the strict syntactic
and semantic requirements of the DBMS. The recent work Squirrel [11] focuses on the
DBMS fuzzing scenarios. Through a customized parser based on Bison [41] and Flex [42],
Squirrel translates SQL statements into AST and mutates based on the AST to guarantee the
syntax correctness of the inputs. After mutation, Squirrel fills the newly generated inputs
with semantics to increase their semantic correctness. There are many works based on
Squirrel. With its industry-oriented design, Ratel [43] improves the feedback precision in
DBMS fuzzing and enhances the robustness of input generation. SQLRight [18] combines
differential testing and mutation-based fuzzing to detect logic bugs of the DBMS. Squill
is also based on Squirrel, using the correctness of seeds as feedback to guide fuzzing.
Moreover, Squill introduces an instantiation method that can generate correct semantics for
SQL statements with nested structures.

8. Conclusions

In this paper, we design and implement Squill to find memory errors in DBMSs.
We introduce the correctness of seeds into DBMS fuzzing as feedback and propose two
methods: correctness-focused seed selection and mutation with interesting material library.
Additionally, we investigate the challenge of semantics filling in DBMS fuzzing and design
a new instantiation method to address this challenge. We evaluated Squill on popular
real-world DBMSs and found 30 bugs in MySQL, 27 in MariaDB, and 6 in OceanBase, with
9 CVEs assigned. The evaluation showed that Squill could find more bugs in DBMSs than
existing tools.
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Abstract: Coverage-guided greybox fuzzing (CGF) has become the mainstream technology used in
the field of vulnerability mining, which has been proven to be effective. Seed scheduling, the process
of selecting seeds from the seeds pool for subsequent fuzzing iterations, is a critical component of CGF.
While many seed scheduling strategies have been proposed in academia, they all focus on the explored
regions within programs. In response to the inefficiencies of traditional seed scheduling strategies,
which often allocate resources to ineffective seeds, we introduce a novel seed scheduling strategy
guided by untouched edges. The strategy generates the optional seed set according to the information
on the untouched edges. We also present a new instrumentation method to capture unexplored areas
and guide the fuzzing process toward them. We implemented the prototype UntouchFuzz on top of
American Fuzzy Lop (AFL) and conducted evaluation experiments against the most advanced seed
scheduling strategies. Our results demonstrate that UntouchFuzz has improved in code coverage
and unique vulnerabilities. Furthermore, the method proposed is transplanted into the fuzzer MOpt,
which further proves the scalability of the method. In particular, 13 vulnerabilities were found in the
open-source projects, with 7 of them having assigned CVEs.

Keywords: vulnerability mining; greybox fuzzing; seed scheduling

1. Introduction

Fuzzing is a prevalent and effective automated software testing method that has
already found numerous vulnerabilities in real-world applications [1–7]. Fuzzers efficiently
explore the input space of the program under test, operating at nearly raw execution speeds,
with the aim of identifying specific inputs that can provoke program crashes or anomalous
behaviors. However, the input space of most real-world programs is so large that it is
difficult to fully explore. Moreover, vulnerabilities are sparse in an application, with only
certain specific inputs capable of triggering vulnerabilities [8].

American Fuzzy Lop (AFL) [9], one of the most popular and widely used coverage-
guided greybox fuzzers in both academia and industry, is an efficient fuzzing tool for
file applications and has already discovered many high-risk vulnerabilities across various
projects. AFL employs a mutation-based fuzzing approach by mutating the binary data
of the seed file to find test cases that improve coverage or trigger crashes. Research [10]
indicates that the performance of mutation-based fuzzers depends on seed scheduling,
essentially determining the prioritization of which seed to mutate.

The main challenge in seed scheduling is to determine which seeds in the corpus are
more likely to explore new code space in the program when mutated. From the perspective
of code coverage, the main role of seed scheduling is to prioritize those seeds that are more
promising to trigger new code coverage after being mutated. AFL, for example, utilizes a
greedy algorithm to maintain an optimal seed set that covers all explored edges. However,
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seeds related to validation check edges are also added to the seed set by mistake, and
fuzzing these seeds will waste a lot of computational overhead [11].

In the field of seed scheduling, many scholars have conducted in-depth research.
Classic seed scheduling strategies mainly guide seed scheduling and prioritization through
the distribution of edge coverage or path coverage throughout the fuzzing process. For ex-
ample, AFLFast [12] gives priority to those seeds likely to trigger low-frequency paths. Fair-
Fuzz [13] prioritizes those triggering rare edges, while EcoFuzz [14] prioritizes those based
on the seed’s self-transition probability. However, the distribution of coverage information
mentioned above is related to the control flow graph (CFG) of the program. Consequently,
the performance of such fuzzers can vary across programs with different CFGs.

To decouple the strong correlation between seed scheduling strategies and target
programs, SLIME [15] classifies seeds by constructing multiple property queues and em-
ploys the upper confidence bound variance (UCB-V) algorithm to select the optimal seed
queue and then fuzzing the seeds in that queue. Furthermore, Alphuzz [16] considers seed
interdependencies and uses a Monte Carlo search tree approach for seed scheduling.

However, the existing methods mentioned above neglect to focus on the unexplored
regions within the control flow graph (CFG) of the program. For instance, consider a seed s
whose execution path does not contain any untouched edges, but a coverage-guided fuzzer
still marks s as a favored seed. On one hand, this seed is likely to cover branches related
to validation checks, while those checks are often hard to solve. On the other hand, when
this seed initially joins the seed queue, it contains untouched edges. However, as fuzzing
proceeds, other seeds may explore these untouched edges, resulting in a seed execution
path without untouched edges. Our insight is that if a seed does not contain any untouched
edges, there is little sense in prioritizing mutations on it.

In response to the aforementioned challenges, we propose a seed scheduling strategy
based on untouched edges extracted from underlying CFG. Unlike traditional seed schedul-
ing strategies that pay more attention to explored regions, our approach gives precedence
to seeds that incorporate untouched edges, which are then subjected to fuzzing as a priority.
We instrument the target program to collect data on edge coverage and untouched edge
information. Subsequently, we revise the untouched edge coverage information for all
seeds within the queue. Ultimately, we select an optimal minimal subset of seeds that
covers all untouched edges from the seed pool. Furthermore, our scheduling strategy allo-
cates more energy to seeds with more low-frequency untouched edges in the queue. Our
insight is that low-frequency untouched edges imply a high probability of being explored,
while high-frequency untouched edges are likely to be hard-to-solve edges. Therefore, we
enhance the effectiveness of seed scheduling by allocating extra energy to seeds associated
with more low-frequency untouched edges, further encouraging in-depth exploration of
these areas.

The main contributions of this paper are summarized as follows:

(1) We propose a new seed scheduling strategy that efficiently selects seeds based on
unexplored regions within program execution paths. This approach prevents wasting
resources on ineffective seeds, a common issue in traditional scheduling methods.

(2) We applied the new seed scheduling strategy to a new greybox fuzzing tool named
UntouchFuzz. To our knowledge, UntouchFuzz is the first fuzzer to utilize unexplored
area information as the basis for seed scheduling. The source code is available at
https://github.com/bladchan/untouchFuzz.git (accessed on 22 October 2023).

(3) We evaluated UntouchFuzz on 12 programs, demonstrating its effectiveness when
compared to four AFL-based seed schedulers.

The rest of the paper is organized as follows. Section 2 discusses the background.
Section 3 illustrates our motivation with an example. Section 4 shows our design of
UntouchFuzz and its technical details. Implementation details are listed in Section 5.
Section 6 shows the evaluation results. Section 7 discusses several limitations of our
implementation. Section 8 concludes this paper.
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2. Background

2.1. Techniques

In this section, we provide the background on coverage-guided greybox fuzzing and
focus on the coverage acquisition method and seed scheduling in the classical fuzzer AFL.

2.1.1. Coverage-Guided Greybox Fuzzing

Coverage-guided greybox fuzzing continuously generates test cases by employing cov-
erage feedback loops and preserves seeds that yield new coverage. Specifically, coverage-
guided greybox fuzzing includes four main stages [17]:

(1) Seed Scheduling: Effective seeds are chosen from a pool of seeds based on a scheduling
strategy, where effectiveness refers to the fact that new code can be explored more
easily by mutating that seed.

(2) Energy Scheduling: Appropriate mutation counts (energy) are assigned based on the
attributes of the chosen effective seeds.

(3) Seed Mutation: Within the allocated energy, various mutation operations are per-
formed on the selected seeds to generate new test cases.

(4) Seed Selection/saving: Each generated test case is executed on the target program,
and seeds are evaluated based on corresponding coverage information. If a test case
enhances the coverage of the target program, it is chosen as a new seed. Through this
feedback loop, the coverage of the target program under test continues to increase
and it is more likely to generate test cases that trigger new bugs.

2.1.2. Lightweight Instrumentation

The key idea of the coverage-guided greybox fuzzing method lies in coverage acqui-
sition data, as the coverage feedback mechanism propels the entire process of coverage-
guided greybox fuzzing forward. AFL, as one of the state-of-the-art coverage-guided
fuzzing tools, employs a lightweight instrumentation technique to capture transitions
between program basic blocks [18]. AFL assigns a unique random ID to each basic block in
CFG. The transition between two basic blocks, i.e., the edge, is defined as in Equation (1).
In particular, edgei represents the ID of the edge, prevbb refers to the ID of the previous
basic block, and curbb refers to the ID of the basic block where the current transition occurs.
Note that prevbb is shifted one bit to the right in order to distinguish different transition
orders between two basic blocks.

edgei = (prevbb � 1)⊕ curbb (1)

AFL maintains a default 64 KB bitmap. Each byte in the bitmap is utilized to log the
transition count associated with the byte’s index in the bitmap, as illustrated in Figure 1.
In this way, AFL can effectively track and count the edges covered by different inputs in
the program.

245



Appl. Sci. 2023, 13, 13172

Target Program
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 a>b:
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 program execute
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 update counter

 calculate index:
(BB1 >> 1) xor BB3 

Figure 1. Details of AFL edge coverage collection.

2.1.3. Seed Scheduling

AFL employs a genetic algorithm to preserve test cases that cover new edges or hit
new edge counts and utilizes a greedy algorithm to generate a favored seed subset from
the seed queue, as described in Algorithm 1.

Algorithm 1 Generating the favored seed subset
Input: toprated maintained by AFL
Output: A favored seed set S f av

1 memset(tempv, 255, MAP_SIZE)
2 S f av ← ∅
3 for i = 0 to MAP_SIZE do

4 if toprated[i] and (tempv[i� 3] & (1�(i & 7))) then

5 for j = (MAP_SIZE/8 − 1) → 0 do

6 tempv ← tempv& ∼ toprated[i].tracemini[j]
7 end

8 S f av ← S f av ∪ toprated[i]
9 end

10 end

11 return S f av

In the initial step, the algorithm maintains an array, tempv, to keep a record of edges
currently covered by favored seeds. Then, in line 3, the algorithm iterates through the
highest-scoring seed of each edge. Notably, the highest-scoring seeds are dynamically
maintained by AFL during the fuzzing process based on criteria such as seed size and
execution speed.

Subsequently, the algorithm determines whether the seed has already been covered
by other seeds within the favored seed set in lines 4–7. If the edge remains uncovered,
we update edge coverage information in tempv. Finally, in line 8, the seed is added to the
favored seed set.

Once this favored seed set is obtained, AFL prioritizes these seeds and allocates more
energy for mutation. It is important to acknowledge that AFL assumes that if a seed triggers
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new edges, fuzzing that seed will likely trigger more edges. However, this assumption
has certain limitations when dealing with unexplored regions, as we will discuss in detail
in Section 3.

2.2. Related Work

In this section, we discuss the closely related works.
Coverage-guided greybox fuzzing. Coverage-guided greybox fuzzing is one of the

most effective techniques for finding vulnerabilities and bugs, garnering significant atten-
tion from both academia and industry. Coverage-based greybox fuzzers typically adopt
the coverage information to guide different program path explorations.

Since a coverage guidance engine is a key component for the greybox fuzzers, much
effort has been devoted to improving their coverage. For example, REDQUEEN [19],
GREYONE [20] and PATA [21] employ lightweight taint analysis to penetrate some paths
protected by magic bytes comparisons. Driller [22], T-Fuzz [23] and QSYM [3] incorpo-
rate symbolic execution engines to delve into deeper program codes. Angora [24] adopts
a gradient descent technique to resolve path constraints to break some hard compar-
isons. MemFuzz [25], MemLock [26], and ovAFLow [27] augment evolutionary fuzzing
by additionally leveraging information about memory accesses or memory consumption
performed by the target program. CollAFL [28] proposes a coverage-sensitive fuzzing
approach to mitigate path collisions. Furthermore, AFLGo [29], Hawkeye [30], Beacon [31],
and SelectFuzz [32] utilize alternative metrics for directing fuzzing toward user-specified
target sites in the program.

Seed scheduling. In this paper, we focus on improving the seed scheduling compo-
nent in a fuzzer. With the seed set, seed scheduling is essential for addressing two key
issues: (1) which seed to select for the next round and (2) the time budget for the selected
seed. In practice, instead of time budget, most fuzzers optimize the number of mutations
performed on the selected seeds, i.e., energy scheduling.

AFLFast [12] models path transitions as Markov chain [33], efficiently guiding fuzzing
to explore undiscovered path transitions. FairFuzz [13] leverages a targeted mutation
strategy to prioritize the exploration of rare branches. EcoFuzz [14] adopts the Variant of
the Adversarial Multi-armed Bandit Model (VAMAB) model to prioritize and allocate more
energy to the seeds with lower self-transition probabilities. The insight behind it is that the
low self-transition probability indicates the high probability of discovering new paths after
mutating. Alphuzz [16] models the seed scheduling problem as a Monte Carlo tree search
(MCTS) problem. Its key observation is that the relationships among seeds are valuable for
seed scheduling. SLIME [15] prioritizes seeds based on reward estimated by a customized
upper confidence bound variance-aware (UCB-V) algorithm on different property seed
queues, adaptively allocating energy to the seed with different properties.

3. Motivating Example

We use a program’s control flow graph in Figure 2 to illustrate our motivation. The ini-
tial seed A is considered to be a quality seed, i.e., the seed is capable of executing the
main logic codes of the program. Figure 2a shows the execution path of seed A, with red
circles denoting the basic blocks covered by the seed. When the coverage-guided greybox
fuzzer mutates seed A, it can easily produce seed B and seed C. Both of these seeds cover
edges associated with validation checks at the control flow graph level, i.e., BB1→BB10 and
BB2→BB10.

The appearance of these two new edges is interpreted by the fuzzer as an increase in
edge coverage, leading to their inclusion in the seed queue. Furthermore, according to the
previous description in Section 2.1.3, AFL marks both seed B and seed C as favored seeds
during seed scheduling since they cover new edges. However, when attempting to mutate
these seeds, they encounter challenges in producing descendant seeds that explore deeper
code areas.
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We further assume that after mutating seed A, the fuzzer generates not only seed B
and seed C but also seed D. Seed D’s execution path is shown in Figure 2d. The difference
between seed A and seed D lies in the fact that seed D explores basic block BB6, an
unexplored area of seed A’s execution path. In this case, both two seeds are effective for
the exploration of basic block BB5. However, if seed E, which covers basic block BB5 is
produced later, seed A and seed D become ineffective as they make limited contributions
to exploring basic blocks BB8 and BB9. Nevertheless, AFL still regards seed A and seed D
as favored because they both cover new edges.

BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedA

(a) seed A

BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedB

(b) seed B

BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedC

(c) seed C

BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedD

(d) seed D
Figure 2. The CFGs of the motivating example.

As discussed in Section 2.1.3, AFL’s seed scheduling algorithm selects favored seeds
based on covered edges. However, it lacks tracking information for unexplored areas at the
CFG level. AFL’s perspective hinges on the assumption that if a seed covers new edges, it is
more likely to explore unexplored regions. This perspective relies on a crucial precondition:
the new edges must be adjacent to unexplored areas; otherwise, these edges are likely
related to validation checks or have already been explored by other seeds. Particularly
in the context of expansive and complex programs, AFL expends substantial fuzzing
resources on ineffective seeds, impeding the prioritization of genuinely effective seeds and
slowing down the convergence of the fuzzing process. Therefore, this paper addresses
the issue in AFL’s seed scheduling algorithm by introducing a new mechanism to track
unexplored regions.

4. Design of UntouchFuzz

4.1. Overview

Figure 3 shows the overview of UntouchFuzz. In comparison to traditional coverage-
guided greybox fuzzers, UntouchFuzz introduces an additional bitmap for tracking un-
touched edges. The untouched edge instrumentation mechanism updates this bitmap
during program execution. Seed scheduling is then performed based on the information
from this bitmap, prioritizing the mutations of favored seeds generated by scheduler.

To further explain, UntouchFuzz starts with an initial corpus as a seed set. By using
the seed scheduling mechanism, the fuzzer selects a seed from the seed set for mutations.
The number of mutations is determined by the energy scheduling mechanism, based on
seed attributes. The fuzzer then executes the AFL-instrumented program with mutated
test cases. If the program causes a crash, the test case is preserved on the local disk. If
it covers new edges, the test case is preserved as a seed and added to the seed queue.
Meanwhile, the coverage-increasing seed is provided to the program instrumented for
untouched edge tracking, collecting information on untouched edges to guide the next
seed scheduling process.
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Figure 3. Overview of UntouchFuzz.

Furthermore, UntouchFuzz allocates more energy to seeds with more low-frequency
untouched edges in the seed queue. This allocation aims to encourage these seeds to
make more attempts at breaking through these low-frequency untouched edges. In the
following sections, we will discuss the methods for collecting information on untouched
edges in Section 4.2, introduce the seed scheduling algorithm based on untouched edges in
Section 4.3, and outline slight improvements to energy scheduling in Section 4.4.

4.2. Untouched Edges Tracking

As mentioned in Section 2.1.2, AFL employs a lightweight instrumentation technique
to track program edge coverage. In essence, AFL’s instrumentation assigns a random
ID to each basic block within the target program’s CFG. During program execution, the
instrumentation codes calculate the corresponding edge index based on Equation (1) and
use this index to update the coverage bitmap.

To ensure minimal impact on program execution speed, AFL utilizes a lightweight
XOR operation for computing coverage indices. Similarly, the instrumentation codes re-
sponsible for gathering untouched edge information should also be lightweight to minimize
disruption to program execution.

We introduce our instrumentation approach with a practical example. Figure 4 pro-
vides a snippet of branches within the program’s CFG. The hexadecimal values in green
boxes represent random IDs allocated by the AFL instrumentation for each basic block.
According to Equation (1), the edge index for the transition from basic block BB1 to BB2
is calculated as (0xabcd � 1)⊕ 0x1234 = 0x47d2, while the edge index for the transition
from basic block BB1 to BB3 is calculated as (0xabcd � 1)⊕ 0x5678 = 0x039e.

Suppose a particular seed triggers a transition from basic block BB1 to BB2, leaving
the transition from BB1 to BB3 unexplored. In this scenario, we label edge 0x039e as
an untouched edge within the execution path of the seed. A straightforward method
for capturing untouched edges is to insert instrumentation codes within basic block BB2.
Such codes update a byte of untouched edge bitmap by using 0x039e as a static index
pre-allocated during compilation. This approach works efficiently when a basic block has
only one predecessor, but confusion arises when a basic block has multiple incoming edges.

Consider the seed’s execution path: BB0→BB1→BB2→BB1. Basic block BB1 has two
incoming edges: 0xe693 from BB0 and 0xa2d7 from BB2. The corresponding unexplored
edges are 0xb6a5 and 0xb2a1. Employing the aforementioned instrumentation codes,
distinguishing between these two untouched edges becomes a challenging endeavor.
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cmp X,Y
jz BB2

do_something1()
jz BB1 do_something2()

BB1

BB3BB2

0xabcd

0x1234 0x5678

0x47d2 0x039e

0xa2d7

0xe693 0xb2a1

0xb6a5

jz BB1

0x9abc BB0

Figure 4. Example of an AFL-instrumented program’s CFG.

Upon analyzing the above example, it becomes evident that static pre-allocation of
untouched edge IDs is impractical when a basic block has multiple predecessors. To address
this challenge, we propose a dynamic method for obtaining untouched edge IDs based
on the properties of XOR operations. Specifically, we employ a global variable named
“__a f l_bb_ids” to maintain the XOR value of the IDs of two basic blocks at branch transition
point. When a transition between basic blocks occurs, we perform an XOR operation on
the ID of the transitioned-to basic block with “__a f l_bb_ids” to retrieve the ID of the other
unexplored basic block. Furthermore, we define the equation for calculating untouched
edge IDs as follows:

edgeuntouch = (prevbb � 1)⊕ (__a f l_bb_ids ⊕ curbb) (2)

where, __a f l_bb_ids = curbb ⊕ untouchbb (3)

Illustrated with the control flow graph in Figure 4, consider the branch transition
point within basic block BB1, which leads to two transitions to basic blocks BB2 and BB3.
At BB1, we update the value of “__a f l_bb_ids” by performing an XOR operation on the
IDs of BB2 and BB3, resulting in 0x1234 ⊕ 0x5678 = 0x444c. When a transition occurs from
basic block BB1 to BB2, we can recover the ID of the unexplored basic block BB3 by using
“__a f l_bb_ids”: “__a f l_bb_ids ⊕ IDBB2 = 0x444c ⊕ 0x1234 = 0x5678”. Subsequently, we
calculate the untouched edge ID between BB1 and BB3 using Equation (1): “(0xabcd � 1)⊕
0x5678 = 0x039e”. The calculated value is then utilized to update the bitmap information
for the untouched edges.

Algorithm 2 delineates the process of instrumenting untouched edges. Initially, in
lines 2–6, the algorithm employs AFL’s native edge coverage-based instrumentation, con-
currently capturing the random IDs allocated to each basic block. Subsequently, from lines
8 to 27, the algorithm performs to instrument for untouched edges.

To elucidate further, lines 10–12 of the algorithm determine whether the current “un-
touch_inst1” is invoked. “untouch_inst1” appends instrumentation codes to the beginning
of each basic block. The primary function of these codes lies in fetching the value of the
global variable “__a f l_bb_ids” within the program. It subsequently calculates the ID for
the untouched edge per Equation (2) and leverages this ID to update the untouched edge
bitmap “__a f l_untouch_ptr”.
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Algorithm 2 Instrumentation for untouched edges

Input: A control flow G = (BB, E)
Output: A new control flow G′ = (BB′, E′)

1 BBIDs ← ∅, G′ ← ∅
2 for (BB, _) ∈ G do

3 // perform AFL’s raw instrumentation
4 BB, ID ← a f l_inst(BB) // ID is assigned by AFL for each basic block
5 BBIDs ← BBIDs ∪ (BB, ID)

6 end

7 // traverse all basic blocks (our modification)
8 for (BB, E) ∈ G do

9 // if the current basic block is not the start basic block of G
10 if BB �= G.firstBB() then

11 BB ← untouch_inst1(BB)
12 end

13 __afl_bb_ids ← 0
14 // traverse all successor basic blocks of the current basic block
15 for BB_Succ ∈ Successors(BB) do

16 for (BB_t, BBID) ∈ BBIDs do

17 // find the ID of the successor basic block
18 if BB_Succ = BB_t then

19 ID ← BBID
20 break
21 end

22 end

23 __afl_bb_ids ← __a f l_bb_ids ⊕ ID
24 end

25 BB ← untouch_inst2(BB, __a f l_bb_ids)
26 G′ ← G′ ∪ (BB, E)
27 end

28 return G′

Moving to lines 15–24, the algorithm traverses the two successor basic blocks of the
current basic block, performing XOR operation on the IDs allocated to these two basic
blocks. Finally, in line 25, the function “untouch_inst2” is invoked. The primary aim of
the code is to update the value of the global variable “__a f l_bb_ids” with the control flow
graph, setting it to the outcome of the XOR operation mentioned earlier. At this point, all
steps of the untouched edge instrumentation algorithm have been completed.

At the low assembly level, a basic block always has exactly two successor basic blocks.
However, when we move up to higher-level compiler intermediate languages, it is not
guaranteed that a basic block has always exactly two successor basic blocks, especially in
programs that contain Switch statements. Specific solutions to this issue will be provided
in Section 5. Additionally, it is worth noting that the instrumentation approach proposed
still leads to the problem of edge index collisions, where different edges in the CFG are
assigned with the same index value [28].

4.3. Seed Scheduling Based on Untouched Edges

In the preceding Section 4.2, we introduced the method for obtaining untouched
edge information. In this section, we delve into seed scheduling based on the collected
untouched edges. Similar to AFL, we maintain an array, ‘untouch_top_rated’, with a size
of MAP_SIZE to store the most favored seed for each untouched edge. We also employ
a greedy algorithm, specifically the minimum covering set algorithm [34], to generate an
optimal seed set that contains all currently untouched edges.

251



Appl. Sci. 2023, 13, 13172

Algorithm 3 describes the seed scheduling algorithm based on untouched edges.
Initially, in line 1, the algorithm feeds the newly added seed, denoted as ‘s’, to the instru-
mented program ’P′’ with untouched edges. Subsequently, it acquires the edge coverage
bitmap and the untouched edge bitmap of that seed. Following this, in lines 2–27, the
algorithm iterates through each index value in the bitmap.

Algorithm 3 Seed scheduling based on untouched edges

Input: New seed s, program P′ instrumented by Algorithm 1, untouch_toprated
Output: A favored seed set

1 trace_bits, untouch_bits ← execute(P′, s)
2 for i = 0 → MAP_SIZE do

3 if trace_bits[i] then

4 if untouch_bits[i] then

5 untouch_bits[i] = 0 // handle cases when executing in loops
6 end

7 if virgin_untouch[i] then

8 virgin_untouch[i] = 255 // the edge is explored
9 end

10 end

11 if untouch_bits[i]&&virgin_untouch[i] �= 255 then

12 virgin_untouch[i] = 1 // The edge is not explored by other seeds
13 end

14 if virgin_untouch[i] = 255 then

15 untouch_top_rated[i] ← NULL
16 continue
17 end

18 if untouch_bits[i] �= NULL then

19 if untouch_toprated[i] then

20 fav_factor ← s′ execution time × s′ f ile size
21 if f av_ f actor > untouch_toprated[i]′ execution time × its file size then

22 continue
23 end

24 end

25 untouch_toprated[i] = s
26 end

27 end

28 return coverMinSet(untouch_toprated)

Specifically, in lines 3–10, the algorithm first checks whether the edge has been both
marked as a touched edge and an untouched edge in the two bitmaps. If this condition
is true, it suggests that the edge is likely in a loop structure. Due to the repeated edges
covered in loops, it is possible that edges untouched in a previous iteration of the loop are
now covered in the current iteration. To mitigate this effect, the algorithm sets the value of
the untouched edge bitmap corresponding to this edge’s index to 0.

The algorithm also maintains a global array called ‘virgin_untouch’. The indices of
this array correspond to edge IDs, and the array values indicate the status of the respective
untouched edges: 0 denotes an untouched edge that has not been covered by the execution
path of any seed, 1 denotes that a seed’s execution path includes this untouched edge, and
255 denotes an untouched edge that has been covered by the execution path of another seed,
i.e., it has been “explored”. If the current edge is covered by seed ‘s’, and the corresponding
value in the ‘virgin_untouch’ array is not 0, the algorithm updates the value to 255.

Moving on to lines 11–13, if the edge is an untouched edge for the current seed ‘s’ and
has not been “explored” by other seeds in history, the algorithm updates the value in the
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‘virgin_untouch’ array to 1. In lines 14–17, if the corresponding ‘virgin_untouch’ value for
this edge is 255, indicating that the edge is no longer untouched, the algorithm sets the
‘untouch_top_rated’ value for this edge to NULL. The ‘untouch_top_rated’ maintains the
best seed for each untouched edge.

In lines 18–26 of the algorithm, the current seed s is compared with the metrics of the
best seed for this untouched edge. We continue to use AFL’s default metrics, which is the
seed’s execution speed multiplied by its file size. Then, at line 28, the algorithm invokes
the coverMinSet() function, which generates a minimal seed set containing all untouched
edges found, following the logic described in Algorithm 1.

In the end, the algorithm outputs the optimal seed set based on untouched edges.
UntouchFuzz prioritizes testing seeds from this selected seed set.

4.4. Energy Scheduling Optimization

The goal of energy scheduling is to allocate energy efficiently to the chosen seeds for
optimal mutations. It is essential to strike the right balance in energy allocation. Allocating
excessive energy can lead to a significant waste of fuzzing resources on a single seed.
Conversely, insufficient energy allocation may underutilize a seed’s potential to explore
new paths, as discussed in reference [14].

In this paper, we obtain the number of seeds in the seed set for each untouched edge
included. Following this, we sort the number of seeds for these untouched edges in ascend-
ing order and select the top β% (40% is the default in this paper) as rare untouched edges.
Then, we calculate the difference between the number of current seed’s rare untouched
edge ’rares[i]’ and the maximum number of seed ’maxs’ among all rare untouched edges
then calculate the average distance value dists based on Equation (4).

dists =
∑n

i (maxs − rares[i])
n

(4)

Assuming the original energy allocated to the seed was p, it is now assigned a new
energy of (1 + α × dists)× p, where α is the default value of 0.3. In our insight, if a certain
untouched edge appears frequently in the seed set, it implies a high probability that the
selected seed contains this untouched edge and suggests that this particular untouched
edge is likely to be difficult to explore. Therefore, if a seed includes many high-frequency
untouched edges, it should be allocated less energy. Conversely, if the seed contains
numerous low-frequency untouched edges, it should be allocated more energy.

To elaborate on our insight, Figure 5 illustrates it through an example. Assuming that
the current phase has fuzzed for a while and the seed set contains four seeds, with two
global untouched edges: BB1→BB10 and BB5→BB8. According to the seed scheduling
algorithm outlined in Section 4.3, seed B is identified as a favored seed due to the presence
of untouched edge BB1→BB10 in its execution path and superior seed attribute. Similarly,
seed D is designated as a favored seed because of the inclusion of the new untouched edge
BB5→BB8 in its execution path.

Subsequently, the fuzzing process prioritizes the mutation of seed B and seed D. As
previously mentioned, the untouched edge BB1→BB10 appears in the execution paths
of all four seeds, indicating it is not a rare untouched edge. In contrast, BB5→BB8 is
considered as a rare untouched edge since it appears only in the execution path of seed D.
Consequently, we can make a reasonable conjecture that the untouched edge BB1→BB10 is
likely associated with a hard-to-solve constraint, whereas BB5→BB8 is likely to represent a
more manageable constraint. To increase the likelihood of covering edge BB5→BB8, we
allocate more energy to the mutation of seed D based on the previously outlined energy
allocation mechanism. It is essential to note that the provided example is simplified for
explanatory purposes, while the real-world program will be complex.

However, in AFL, when new seeds are discovered, the fuzzer doubles the energy
allocated to the seeds. Hence, we do not intentionally reduce the energy but instead
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provide seeds with a higher initial energy value to the seeds, aiming to fully unleash the
potential of seeds to discover new paths.

Seed set

BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedA
BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedB
BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedC
BB1

BB10
ret

BB2

BB3

BB4 BB5

BB6 BB9BB8BB7

seedD

Figure 5. Example of our insight.

5. Implementation

We implemented a prototype of UntouchFuzz on the top of AFL 2.57b, comprising
two key components: instrumentation based on untouched edges and the main fuzzing
loop. Next, we discuss a few important implementation details.

For the instrumentation, we employed the LLVM framework [35] to instrument the
target program’s codes, collecting information about untouched edges. However, LLVM
IR contains SwitchInst instructions, which can lead to situations where basic blocks with
SwitchInst instructions have multiple successor basic blocks. To address this, we utilized
a pass available in the AFL++ [6] instrumentation tools that splits switch statements.
By applying this pass, all SwitchInst instructions in the target program’s LLVM IR are
transformed into if. . . else. . . structures, converting basic blocks that originally had multiple
successor basic blocks into those with only two successor basic blocks. This enables us to
effectively implement the instrumentation method described in Section 4.2.

Before entering the main fuzzing loop, we launched an instrumented program us-
ing another fork server for untouched edge instrumentation in UntouchFuzz. Here, we
considered that instrumentation due to untouched edges might impact the program’s
execution speed. Therefore, we only run the untouched edge-instrumented version of the
program when seeds are added to the queue. In other scenarios, we run the AFL’s native
instrumented version of the program. However, it is important to note that to maintain
instrumentation consistency, we applied the aforementioned switch statement, splitting
pass to the AFL’s native instrumentation.

Regarding the fuzzing main loop, we introduced an update_untouch_score() function
to maintain the best seed for each untouched edge. Additionally, we made modifications
to the cull_queue() and f uzz_one() functions in AFL to implement seed scheduling and
energy allocation. Other logic in the fuzzing main loop remained unchanged.

6. Evaluation

In this section, we evaluated the effectiveness of UntouchFuzz and answer the follow-
ing questions:

• RQ1: How effective is UntouchFuzz at improving coverage faster when compared
with other seed scheduling strategies?

• RQ2: Can UntouchFuzz discover more unique crashes with respect to other seed
scheduling strategies?

• RQ3: How does the seed scheduling based on untouched edges perform in other fuzzers?
• RQ4: Can UntouchFuzz detect new vulnerabilities in real-world programs?
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6.1. Experiment Settings

(1) Baseline Seed Scheduling Strategies: Starting from the minimum coverage set, rare
paths, new paths, and same-prefix coverage, the seed scheduling method proposed in this
paper was compared with native AFL [9], AFLFast [12], EcoFuzz [14], and Alphuzz [16]
seed scheduling strategies. It is important to note that these five tools differ only in their
seed scheduling mechanisms while all other components remain the same. FairFuzz [13]
was not compared due to its custom mutator, which aims to obtain mutation byte masks.
When fuzzing large-scale seeds, the custom mutator might lead to starvation in subsequent
seeds. Conversely, if seeds are small, the additional coverage gained from deterministic
mutation might be unfair compared to fuzzers without deterministic mutation. Previous
work [36] removed this custom mutation phase in experiments, but this deviated from
FairFuzz’s original intent. Therefore, we do not select FairFuzz for comparison.

Additionally, the multi-property queue seed scheduling method SLIME [15] is not com-
pared due to the additional instrumentation for the target program. This instrumentation
affects program execution speed and differs significantly from the instrumentation used by
the aforementioned tools. The tool we implemented can share the same instrumentation
program with these tools, ensuring no experimental differences in comparison.

(2) Benchmark Programs: We selected 12 real-world binary programs for testing based
on their popularity, testing frequency, and diversity of categories. As shown in Table 1, these
12 binary programs include popular binary utilities (such as readelf), image parsing and
processing libraries (such as libjpeg-turbo, exiv2), audio parsing tools (such as mp3gain),
document processing libraries (such as xpdf, libxml2), and network packet parsing tools
(such as tcpdump). Since certain vulnerabilities (i.e., buffer overflows) do not affect the
program execution, we apply Address Sanitizer (ASAN) [37] to capture memory errors.

Table 1. Twelve real-world programs for evaluation.

Program Library and Version Input Type Commands

djpeg libjpeg-turbo-2.1.91 jpg @@
exiv2 exiv2-0.26 jpg @@/dev/null

pdftotext xpdf-4.0.0 pdf @@
tcmdump tcmdump-4.8.1 bin -e -vv -nr @@
mp3gain mp3gain-1.5.2 mp3 @@
mp42aac Bento4-1.5.1-628 mp4 @@/dev/null

tiffcp libtiff-3.9.7 tiff -i -E l -H 10 -V 10 -S 8:4 -R 270 @@
./output.tif

readelf binutils-2.28 elf -a @@
nm-new binutils-2.28 elf -A -a -l -S -s –special-syms

–synthetic –with-symbol-versions -D
@@

xmllint libxml-2.98 xml @@
bsdtar libarchive-3.2.0 tar -xf @@/dev/null
mujs SQLite-3.8.9 text(js) @@

(3) Initial Corpus: The initial seed corpus used comes from datasets provided by
Mopt [38] and uniFuzz [39], with some contributions from the open-source community.

(4) Experimental Environment: The experiments were conducted on a server with a
56-core Intel Xeon CPU, 128 GB of memory, and running Ubuntu 22.04. Deterministic mu-
tations were disabled as it is less effective compared to AFL’s havoc mutation strategy [40].
To reduce the impact of randomness, we ran each benchmark program for 24 h, repeating
the process 10 times and taking the arithmetic mean as the final result [41].

(5) Experimental Metrics: We evaluated the proposed method against four fuzzers
with different seed scheduling strategies, considering edge coverage, edge coverage over
time, and the number of unique crashes. Additionally, the proposed guided mechanism for
untouched edges was transplanted into MOpt to assess its performance across different
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fuzzers. MOpt was chosen due to its focus on optimizing mutation operators while keeping
the seed scheduling mechanism unaltered.

6.2. RQ1: Code Coverage Improving

Code coverage is a crucial metric for evaluating the performance of fuzzing tech-
niques [17]. In general, the more code a fuzzer can cover in the target program, the higher
the probability of discovering hidden vulnerabilities. As explained in Section 2.1.2, AFL [9]
employs a 64KB bitmap to collect coverage information, with each byte in the bitmap
representing the number of hits for a particular edge ID. AFL maps program branches
to the bitmap by using a hash function. If a branch is explored, the byte at the index
corresponding to its edge ID in the bitmap is updated. AFL maintains a simplified bitmap
in real time and stores it on local disk, which allows us to assess code coverage based on
this simplified bitmap.

Table 2 presents a comparison of UntouchFuzz with four other state-of-the-art fuzzers
in terms of edge coverage. The data in the table represent the arithmetic average edge
coverage across ten fuzzing tests. The results in Table 2 demonstrate that UntouchFuzz
outperforms EcoFuzz and Alphuzz in edge coverage and slightly surpasses AFL and
AFLFast. UntouchFuzz achieves better coverage than the other four baseline seed schedul-
ing strategies in 11 out of the 12 programs tested (all except for mujs). Overall, the proposed
method is effective in improving coverage. While the improvement percentages on AFL
and AFLFast (2.16% and 3.31%) are relatively modest, these results are consistent with
findings from previous research [40], which suggests that differences among fuzzers are
minimized when using the single havoc strategy. Nonetheless, our seed scheduling strategy
still has an impact on the direction of fuzzing evolution by concentrating mutation energy
on more effective seeds, thus enhancing overall program coverage.

Table 2. Arithmetic mean edge coverage comparison.

Default RarePath NewPath SamePrefix UntouchedEdge

Fuzzer AFL AFLFast EcoFuzz Alphuzz UntouchFuzz

djpeg 3998 3850 3646 3613 4101
exiv2 12,152 12,104 11,310 11,958 12,304
pdftotext 15,160 15,120 11,408 14,510 15,280
tcpdump 18,208 17,252 16,134 17,640 18,556
mp3gain 1375 1376 1364 1370 1382
mp42aac 3263 3230 3178 3197 3263
tiffcp 5841 5801 5405 5692 6659
readelf 10,336 10,503 9100 10,029 10,647
nm-new 5455 5463 5530 5185 5601
xmllint 10,406 10,332 10,121 10,172 10,470
bsdtar 5250 5227 5109 5169 5318
mujs 9170 9243 8892 9084 9210

Total 100,614 99,501 91,197 97,619 102,791
(−2.16% ) (−3.31%) (−12.71%) (−5.30%)

Figure 6 shows the evolution of edge coverage over time, with samples taken every
hour. Evidently, on the seven target programs, exiv2, pdftotext, tcpdump, tiffcp, readelf, nm-
new, and bsdtar, UntouchFuzz has a significantly higher edge coverage growth rate than
the other four baseline seed scheduling strategies. However, for the remaining five target
programs, the fuzzers converge quickly due to their smaller scale and lower complexity,
negating the advantage demonstrated by UntouchFuzz.
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Figure 6. Edge coverage over time in five fuzzers.

6.3. RQ2: Unique Crashes

To further validate the effectiveness of the proposed method in vulnerability discovery,
we conducted a statistical analysis of unique crashes. Table 3 presents a comparison of
UntouchFuzz with four baseline fuzzers on the number of unique crashes, where the data
in the table represent the total number of unique crashes discovered over ten rounds of
testing. It is worth noting that, as in our experiments, we used the latest version of the
djpeg program and did not find any valid crashes, so its results are not listed in Table 3.

As shown in the experimental results in Table 3, UntouchFuzz outperforms the other
four baseline seed scheduling strategies in total unique crash discoveries, discovering the
highest number of unique crashes on six of the programs under test. However, on the
remaining five target programs, UntouchFuzz does not achieve the best results, but the
difference between it and the best-performing approach is not significant. We attribute this
to the randomness of mutation and differences in fuzzing evolution.

It is essential to note that the experimental results in Table 3 are directly taken from
the unique crash metric of AFL-based fuzzers. However, the number of unique crashes
may not accurately reflect the actual number of unique vulnerabilities because there is
often a many-to-one relationship between them, which means that multiple crashes may
correspond to a single vulnerability. For example, suppose crash one’s triggering path is A
→B→D, and crash two’s triggering path is A→C→D, and both crashes occur at the same
location in basic block D. From AFL’s perspective, since the triggering paths of these two
crashes are different, they are both considered unique crashes. However, from a root cause
analysis perspective, both crashes are due to codes in basic block D, and thus, these two
crashes should be categorized as the same vulnerability. Moreover, the differences in these
two crash paths are likely related to changes in the input, where bytes in the input can affect
the execution of subsequent basic blocks following basic block A. To obtain a more accurate
count of unique vulnerabilities, we conducted deduplication of unique crashes based on
the function call stack information provided by ASAN, selecting the top three functions
and removing duplicate crashes. Table 4 presents the results after crash deduplication.
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Table 3. Comparison on unique crashes.

Default RarePath NewPath SamePrefix UntouchedEdge

Fuzzer AFL AFLFast EcoFuzz Alphuzz UntouchFuzz

exiv2 503 476 301 529 546
pdftotext 3725 3424 122 2310 3937
tcpdump 1917 2008 1738 2090 2088
mp3gain 1230 1219 986 1128 1226
mp42aac 502 480 262 243 467
tiffcp 3495 3553 2317 3235 3642
readelf 19 2 1 5 83
nm-new 1550 1450 1435 641 1662
xmllint 4331 4377 3313 4063 4251
bsdtar 341 559 978 76 603
mujs 471 524 71 423 469

Total 18,084 18,072 11,524 14,743 18,974
(−4.92%) (−4.99%) (−64.65%) (−28.70%)

Table 4. Results after crash deduplication.

Default RarePath NewPath SamePrefix UntouchedEdge

Fuzzer AFL AFLFast EcoFuzz Alphuzz UntouchFuzz

exiv2 102 96 59 99 105
pdftotext 159 166 25 100 176
tcpdump 515 488 435 571 519
mp3gain 65 66 68 61 67
mp42aac 22 26 28 24 24
tiffcp 381 406 318 336 418
readelf 3 2 1 2 6
nm-new 165 156 160 92 158
xmllint 17 24 15 19 19
bsdtar 37 37 31 12 39
mujs 20 19 19 10 25

Total 1486 1486 1159 1326 1556
(−4.17% ) (−4.17%) (−34.25%) (−17.35%)

The data in Table 4 reveal that various seed scheduling strategies exhibit distinct
performances across different programs, with UntouchFuzz achieving the highest number
of unique vulnerabilities in six programs. Overall, UntouchFuzz outperforms the other four
baseline seed scheduling strategies based on the total number of discovered vulnerabilities.
Furthermore, compared to EcoFuzz and Alphuzz, UntouchFuzz demonstrates a more
stable performance across the programs.

6.4. RQ3: Scalability

To assess the scalability of the proposed approach, we integrated our method into
the MOpt fuzzer, naming the modified tool “MOpt-u.” Table 5 provides a comparison of
edge coverage between UntouchFuzz, AFL, MOpt-u, and the original MOpt fuzzer. The
results in Table 5 demonstrate that UntouchFuzz and MOpt-u outperform the original,
unmodified fuzzers in terms of edge coverage across all 12 benchmark programs. This
further substantiates the capability of the untouched edge-guided mechanism to enhance
the performance of the original fuzzers.
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Table 5. Comparison between AFL, MOpt and UntouchFuzz, MOpt-u.

Fuzzer AFL UntouchFuzz Mopt Mopt-u

djpeg 3998 4101 4073 4397
exiv2 12,152 12,304 12,404 12,480
pdftotext 15,160 15,280 15,322 15,341
tcpdump 18,208 18,556 18,467 18,734
mp3gain 1375 1382 1378 1380
mp42aac 3263 3263 3352 3409
tiffcp 5841 6659 5949 6132
readelf 10,336 10,647 11,128 11,252
nm-new 5455 5601 5573 5674
xmllint 10,406 10,470 10245 10,408
bsdtar 5250 5318 5270 5273
mujs 9170 9210 9121 9157

Total 100,614 102,791 102,282 103,637
(−2.16% ) (−1.31%)

6.5. RQ4: New Vulnerabilities

We used UntouchFuzz to find new vulnerabilities in open-source projects on GitHub.
We reported these vulnerabilities to the respective projects. The details are in Table 6,
confirming the effectiveness of UntouchFuzz in real-world scenarios.

Table 6. New vulnerabilities found by UntouchFuzz.

Project Version CVE/Issue Type Fixed Status

LIEF v0.12.1 CVE-2022-40922 segmentation fault �
LIEF v0.12.1 CVE-2022-40923 segmentation fault �
LIEF v0.12.1 CVE-2022-43171 heap buffer overflow �
LIEF v0.12.1 CVE-2022-43172 segmentation fault �
LIEF v0.12.1 github-issue-785 allocator oom �
PcapPlusPlus v22.11 CVE-2023-31991 heap buffer overflow �
libfyaml v0.7.12 CVE-2023-31992 use after free �
libfyaml v0.7.12 CVE-2023-31993 stack buffer overflow �
libfyaml v0.7.12 github-issue-56 stack-buffer-overflow �
sxmlc v4.5.2 github-issue-24 segmentation fault �
sxmlc v4.5.2 github-issue-25 segmentation fault �
configor v0.9.18 github-issue-97 infinite loop �
tom11 v3.7.1 github-issue-199 heap buffer overflow �

7. Discussion

In this section, we discuss several limitations of our current implementation:

(1) Our method is implemented on the top of AFL and not on AFL++. The choice to
not implement it on AFL++ was due to the fact that AFL++ already integrates the
seed scheduling mechanism from AFLFast and other advanced technologies. Porting
the untouched edge guidance mechanism into AFL++ would have been complex.
We plan to implement our approach to AFL++ in future work. Additionally, it is
important to note that our method may not apply to base fuzzers outside of AFL, such
as libFuzzer [42] or honggfuzz [1].

(2) Coverage bitmap collisions are a common issue in AFL-based fuzzers. AFL-based
fuzzers typically use a fixed-size 64KB bitmap to collect coverage information, which
can be adjusted via configuration. The fixed bitmap size might result in different edges
being assigned the same edge ID, causing coverage bitmap collisions. Prior research
attempts have aimed to optimize this issue by modifying instrumentation [28,43,44].
However, with the increase in the size of the target programs, expanding the bitmap
to solve collision issues might not lead to significant performance improvements.
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(3) We conducted fuzzing tests on 12 mainstream benchmark programs, running each
program 10 times for 24 h per test. The experimental results demonstrate that, under
the given initial corpus conditions, our tool effectively selects better seeds for fuzzing
and guides the fuzzer toward maximizing program coverage. However, differences
between the initial corpus and the target program can impact the performance of
coverage-guided greybox fuzzers [10,15,45], causing variations in the evolutionary
process and resulting in different outcomes.

8. Conclusions

In this paper, we concluded that the existing seed scheduling methods neglect to
focus on the unexplored regions within the program’s control flow graph. In response to
this issue, we presented a greybox fuzzer guided by untouched edges, UntouchFuzz. We
developed a lightweight instrumentation technique to track untouched edges. Further-
more, we designed a seed scheduling strategy based on untouched edges inspired by a
minimal coverage sets algorithm. The strategy prioritizes seeds that include all untouched
edges. Additionally, we made minor adjustments to the energy scheduler to align with
the new seed scheduling method. In evaluation, UntouchFuzz outperformed the other
fuzzers on code coverage and the number of vulnerabilities, further proving the untouched
guidance mechanism proposed in this paper. To foster future research in this area, we have
made our fuzzer open source. Further, future research could combine symbolic execution
techniques with the untouched guidance mechanism for better fuzzing results. We plan to
implement our mechanism into AFL++ and investigate the influence of bitmap collisions
in our mechanism.
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Abstract: The ever-evolving landscape of cyber threats, with ransomware at its forefront, poses
significant challenges to the digital world. Windows 11 Pro, Microsoft’s latest operating system,
claims to offer enhanced security features designed to tackle such threats. This paper aims to
comprehensively evaluate the effectiveness of these Windows 11 Pro, built-in security measures
against prevalent ransomware strains, with a particular emphasis on crypto-ransomware. Utilizing a
meticulously crafted experimental environment, the research adopted a two-phased testing approach,
examining both the default and a hardened configuration of Windows 11 Pro. This dual examination
offered insights into the system’s inherent and potential defenses against ransomware threats. The
study’s findings revealed that Windows 11 Pro does present formidable defenses. This paper not only
contributes valuable insights into cybersecurity, but also furnishes practical recommendations for
both technology developers and end-users in the ongoing battle against ransomware. The significance
of these findings extends beyond the immediate evaluation of Windows 11 Pro, serving as a reference
point for the broader discourse on enhancing digital security measures.

Keywords: cybersecurity; malware; ransomware; Windows 11; cyberattack

1. Introduction

Our increasing reliance on technology has led to growth not only in its benefits
but also in the threats it poses, as cyber-attacks occur at an alarming rate of once every
39 s [1]. Among these threats, ransomware particularly has proven to be one of the most
damaging [2,3]. Ransomware stands out as an especially menacing adversary. Originating
as simple scareware that tricked users into paying, ransomware has evolved into a sophis-
ticated tool of cyber extortion, encrypting victims’ data and demanding a ransom for its
release [4]. This evolution underscores the increasing complexity and sophistication of
cyber threats as most economic, commercial, cultural, social, and governmental activities
are now being carried out in cyberspace, making them potential targets [5]. These escalating
trends underline the need for robust cybersecurity measures embedded within modern
operating systems like Microsoft Windows 11. In the face of this escalating threat, tech
giants like Microsoft have risen to the challenge. With the introduction of Windows 11,
Microsoft has ushered in advanced security features to mitigate such cyber onslaughts,
particularly those posed by ransomware [6]. However, as these features are novel, their
real-world efficacy against a spectrum of ransomware threats remains to be thoroughly
assessed. This study is set to make a valuable contribution to the field of cybersecurity by
assessing the effectiveness of Windows 11’s built-in security features against a selection
of the most widespread ransomware variants, focusing specifically on the MortalKombat
ransomware variant. The results of this research could have important implications for
a wide range of stakeholders, including individual users and organizations, developers,
policymakers, academics, and professionals.
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2. Literature Review

This review delves into the intricate details of ransomware and the robust security
features incorporated in Windows 11 Pro. In doing so, it aims to provide a comprehensive
context for the subsequent examination of the effectiveness of Windows 11 Pro’s built-in
security features against ransomware. This review comprehensively covers the important
aspects of the ransomware variants we selected in the research and the robust security
features incorporated in Windows 11 Pro.

2.1. Ransomware Overview

Ransomware is malware utilized to lock users out of their systems or encrypt their data,
making it inaccessible [7]. Victims are then presented with ransom demands, primarily
in the form of messages to make them aware of the encryption and instruct how the
ransom should be paid for them to receive the decryption key [8]. Ransomware may impact
different data or files on victims’ devices [9]. The ransomware attack process can generally
be broken down into five phases:

1. Delivery: Involves the delivery of the malicious payload to the targeted network by
using spam emails, social engineering, etc. [10].

2. Deployment: Involves the extraction of a second payload from the initial malware,
which can bypass detection by disguising itself as benign or routine network traf-
fic [11].

3. Destruction: Begins searching for specific file types (pdf, docx, jpeg, etc.) across all ac-
cessible volumes in the system to encrypt them. The ransomware then communicates
with the attacker’s command and control server (C&C) to retrieve the encryption
keys [12].

4. Dealing: Generates a ransom demand on the victim’s screen. It includes instructions
on how to pay the ransom and how the encrypted files can be retrieved after payment.
However, it is worth noting that paying the ransom does not guarantee that the
decryption keys will be provided or that the files can be recovered successfully [12].

5. Exfiltration and Persistence: Siphons off sensitive data, which can be used as addi-
tional leverage against victims or sold on the dark web, further monetizing the attack.
Additionally, some ransomware variants aim to maintain persistence in the infected
systems, often using methods such as creating or modifying registry keys, scheduled
tasks, or injecting code into other processes [13].

2.2. Ransomware Variants

There are many notable ransomware variants in the extended literature, including
WannaCry, CryptoLocker, Locky, Hive, Maze, Conti, MortalKombat, Cerber, etc. [14–16].
For the research’s credibility and relevance, a representative set of well-known ransomware
variants was selected for inspection. Table 1 illustrates the three main ransomware variants
presented in the literature.

Table 1. Well-Known Ransomware Variants.

Ransomware Variant Year of Discovery Origin Key Features Encryption Method Decryptor Available

Hive [14,17] 2021 Unclear RaaS, Wiper capabilities,
Double extortion methods Proprietary Version 5 variant only

MortalKombat [16,18] 2023 Unknown Xorist ransomware
family offshoot

TEA (Tiny
Encryption Algorithm) Yes

Cerber [19,20] 2016 Unknown RaaS, Geographic
targeting mechanism AES and RSA-2048 Yes

These variants were chosen based on multiple criteria, including their prevalence in
recent cyberattacks, their notoriety within the cybersecurity community, and their varied
modes of operation, ensuring a comprehensive testing spectrum.

264



Appl. Sci. 2024, 14, 3520

2.3. Windows 11 Security Characteristics

When Microsoft Windows 11 Pro was released in January 2022, Microsoft claimed
that Windows 11 Pro brought several security enhancements compared to its predecessor,
Windows 10. It introduces robust security features designed to guard against advanced, per-
sistent threats, including ransomware, effectively integrating with a broader cybersecurity
approach. Table 2 depicts the main security features of Microsoft Windows 11 Pro.

Table 2. Windows 11 Pro Security Characteristics.

Security Characteristic Description

Virtualization-Based Security (VBS)

Uses hardware virtualization features to isolate key
security processes, enhancing protection against
attacks. VBS protects critical system components
and sensitive data from ransomware [21].

Memory Integrity

Protects the memory from attacks, specifically
from kernel-mode code injection techniques. It can
significantly impede ransomware’s ability to
infiltrate and control system processes [22].

Mandatory Trusted Platform Module
(TPM) 2.0

Provides hardware-based security by storing
cryptographic keys and other sensitive data in an
isolated and secure environment within the device,
thereby preventing ransomware from accessing
these crucial elements [23].

UEFI Secure Boot

Fortifies the boot process against unauthorized
changes, ensuring that only trusted software is
executed during the booting process and thereby
preventing the loading of malicious bootloaders
that could compromise the system [24].

Microsoft Pluton

Uses chip-to-cloud security technology designed to
provide a new level of hardware security. It
enhances protection against physical attacks and
prevents the theft of credential and encryption
keys [25].

Hardware-enforced Stack Protection

Adding another layer of defense against
ransomware, it enhances system protection against
Return Oriented Programming (ROP) attacks, a
common exploitation method used by ransomware
to hijack a program’s control flow [26].

Regular Updates

Facilitates faster, less disruptive updates by
minimizing the size of updates by up to 40% [27].
This encourages users to keep their systems
updated with the latest security patches, which are
vital in the fight against ransomware [27].

2.4. Related Studies

In the extensive realm of ransomware literature, there is a dire need for specific studies
that delve deeper into the intricacies of modern defense mechanisms. While there is a
plethora of information on general anti-ransomware strategies, a clear gap emerges when
seeking an in-depth analysis of Windows 11’s unique security features [28]. This study
enthusiastically seeks to navigate this space, offering a keen focus on these features in the
specific context of defending against crypto-ransomware. Notably, while contributions like
those from [29] provide a broad-brush picture of the ransomware landscape and Windows
11’s defenses, they stop short of presenting tangible tests or simulations. Recognizing this
shortfall, our research endeavors to bridge this gap by creating a robust, controlled testing
environment on a Windows 11 Pro virtual machine. The journey does not stop there. The
literature space seems to skim over the detailed assessment of Windows 11’s proactive
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security features, especially in the throes of real-world ransomware scenarios. Our research
seeks to offer this granularity, presenting a meticulous review of the effectiveness of these
defenses. In [30], the authors ventured into a comparative realm, equating paid antivirus
solutions with Windows Defender in the broader malware detection arena. However, a
noticeable gap exists in the depth of exploration regarding how the nuanced features of
Windows Defender measure up against the formidable challenge posed by ransomware.
While the study aptly contrasts paid antivirus solutions with Windows Defender in the
broader context of malware detection, it falls short in providing a comprehensive exami-
nation of the specific capabilities and limitations of Windows Defender in addressing the
ransomware menace.

3. Methodology

This section presents the broad strategy of the research, including the experimental
design, the specifics of the experimental environment, and the details of the system and
network configurations. The research design for this study is rooted in a practical and
experimental approach, which is deemed most appropriate for a comprehensive evaluation
of Windows 11 Pro’s security features against ransomware threats.

3.1. Experimental Environment Setup
3.1.1. Experimental Environment

The experimental environment is established on a dedicated physical machine running
Windows 11 Pro, reflecting a typical user configuration. The machine is equipped with
6 Cores, 16 GB RAM, and a 512 GB hard disk, carefully configured to mirror real-world,
up-to-date systems as closely as possible.

3.1.2. Network Isolation

This is facilitated through a router that also behaves as a switch, creating a specialized
environment exclusively for testing. Central to this setup is the gateway firewall housed
within the router. It is armed with a specific rule that denies any connection attempts
between the test environment and other devices or networks on the local grid.

3.1.3. User Data Simulation

To improve the realism of the test environment and align it more closely with potential
real-world targets, a diverse array of file types is included on the physical machine running
Windows 11 Pro. These file types cover various scripts, text documents, Word and Excel
files, and PNG and JPEG images, to name a few, of various sizes. Additionally, some well-
known software that can be found on a typical machine will be installed, such as Google
Chrome, Google Drive, and Zoom, among others. By including a variety of file types in our
test environment, the study caters to the potential behaviors of diverse ransomware strains.

3.2. Windows 11 Pro Configuration

These configurations, both default and hardened, aim to provide a comprehensive
understanding of Windows 11 Pro’s capabilities against ransomware attacks under different
security postures.

3.2.1. Default Configuration

The first phase of testing maintains the default security configurations within Windows
11 Pro. This environment represents a baseline, simulating a common user system that relies
on the standard settings provided by the operating system. In the default environment,
Windows 11 Pro’s Windows Defender is configured with the following features illustrated
in Table 3.
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Table 3. Windows 11 Pro Default Security Configuration.

Security Feature Description

Real-time protection [31]

- Uses heuristics and behavior analysis to detect
unknown threats.

- Monitors file and program activity, alerting users to
suspicious behaviors and blocking potentially
harmful actions.

Cloud-delivered protection [32]

- Leverages Microsoft’s vast cloud infrastructure to
quickly identify and respond to emerging threats.

- Uses machine learning models and big data analysis to
predict and counteract new malware strains.

Automatic sample
submission [32]

- Uses a secure channel to send suspicious files to
Microsoft’s labs.

- The analysis helps in refining heuristics and improving
detection algorithms.

Tamper protection [33]

- Secures against root-level attacks that attempt to disable
security features.

- Integrates with system-level permissions, ensuring only
authorized users can modify security settings.

Firewall [34]
- Uses stateful inspection to monitor active connections.
- Implements packet filtering to analyze network data and

block malicious traffic.

Smart App Control [35]

- Uses a combination of local heuristics and cloud-based
analysis to evaluate app behaviors.

- Integrates with Microsoft’s app reputation database to
determine the trustworthiness of applications.

Reputation-based
protection [36]

- Employs URL filtering and reputation checks to block
access to malicious sites.

- Uses a continuously updated database of known
phishing sites, malware domains, and other
online threats.

Memory access protection [37]

- Implements hardware-based virtualization to isolate
key processes.

- Uses Virtualization-Based Security (VBS) to protect
critical parts of the OS from tampering.

Device encryption [38]

- Uses BitLocker technology to encrypt the entire
hard drive.

- Employs the Trusted Platform Module (TPM) to store
encryption keys securely.

Exploit protection [39]

- Control Flow Guard (CFG): Protects against memory
corruption vulnerabilities by checking the legitimacy of
target addresses during indirect calls.

- Data Execution Prevention (DEP): Blocks execution of
code from data pages, preventing buffer
overflow attacks.

3.2.2. Hardened Configuration

Following the initial testing, the Windows 11 Pro testing machine will be wiped
clean, and specific enhancements and configurations will be applied to fortify the system
against ransomware attacks. This “hardened” environment showcases how a more security-
conscious user might configure their system, emphasizing particular features and settings
to enhance resilience against malware and other threats. For the hardened environment,
Windows 11 Pro’s Windows Defender is configured with enhanced features. Table 4 shows
the hardened configuration of the Windows 11 Pro testing machine.
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Table 4. Windows 11 Pro Hardened Configuration.

Security Feature Description

Controlled folder access

- Windows employs a feature called Controlled Folder
Access in Windows 11 to implement this protective
measure. It protects specific folders from
unauthorized changes, acting as a defense layer
against threats like ransomware. By default, it
ensures the security of user directories, including but
not limited to Documents, Pictures, Videos,
and others.

Account protection - Enhances the security of sign-in options.

Potentially unwanted app blocking
- Actively prevents potentially unwanted applications

(PUAs) from being installed.

Memory integrity
- A part of Core isolation in device security, it is

turned on to enhance memory protection.

Exploit protection adjustments
- Settings like forcing randomization for images

(Mandatory ASLR) are activated.

Smart App Control

- Adjusted from ‘Evaluation’ mode to ‘On’ mode. In
this mode, it actively assesses any app initiated on
Windows, blocking it if deemed harmful
or unwanted.

Isolated browsing
- While not installed by default, for the purpose of this

study, it will be configured to provide an additional
layer of protection during web browsing.

3.3. Rationale for Selecting the Ransomware

A representative set of known ransomware variants were chosen for testing. These
samples should reflect the diversity of ransomware threats that real-world users might
encounter. the scope was narrowed down to focus on three specific ransomware variants.
This shift in the number of tested ransomware variants is aimed at delivering a more
detailed and focused evaluation of Windows 11’s resilience and detection capabilities.

These samples were chosen based on multiple criteria, including their prevalence in
recent cyberattacks, their notoriety within the cybersecurity community, and their varied
modes of operation, ensuring a comprehensive testing spectrum. This selection aims to
provide a realistic representation of the threats that everyday users and businesses might
face in real-world scenarios.

In the context of this research, MortalKombat, Hive, and Cerber ransomware variants
were chosen for experimentation. This choice stems from their classification as recent
ransomware variants and their deliberate focus on users of Windows operating systems.
Furthermore, it is important to highlight the scarcity of literature addressing the defi-
nitions and operations of these ransomware variants, adding to the significance of this
research endeavor.

3.4. Testing Procedures

The tests are conducted on a designated physical machine running Windows 11 Pro,
specifically set up to evaluate Windows Defender’s effectiveness against ransomware
variants. This physical environment replicates a real-world scenario, allowing for a more
authentic analysis. Figure 1 outlines the penetration testing procedures for assessing
Windows Defender against ransomware variants. After setting up the testing environments,
we introduce selected ransomware variants and meticulously observe the system’s reactions.
The figure highlights a structured approach that is designed to generate experimental data,
offering insights into the effectiveness of Windows 11 Pro’s security.
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Figure 1. Flow Chart of Penetration Testing Procedures for Evaluating Windows Defender against
Ransomware Variant.

3.4.1. Testing Procedures in the Default Environment

The default environment represents the baseline configuration, where the systems and
networks operate without any specialized hardening or advanced security measures. The
testing procedures conducted within this environment aim to evaluate the vulnerability of
typical systems against ransomware attacks.

- Experiment Setup

In the default environment, all operating systems, applications, and network devices
were configured to their out-of-the-box settings. Standard user privileges were granted, and
no additional firewalls, intrusion detection systems, or endpoint protection mechanisms
were deployed.

- Attack Simulation

Utilizing a controlled isolated network, a ransomware attack was simulated using a
known ransomware strain. The efficiency and effectiveness of the attacks were measured
based on the time to infiltration, the extent of encryption, and the ability to detect the attack.

- Data Collection and Analysis

Logs, alerts, and forensic data were collected during the attack simulation. The default
environment’s response was analyzed to identify potential weaknesses and entry points
exploited by the ransomware, providing insights into commonly targeted vulnerabilities.

3.4.2. Testing Procedures in the Hardened Environment

The hardened environment refers to the configuration where the systems and networks
are specifically fortified against potential ransomware attacks through the implementation
of enhanced security measures.

- Experiment Setup

The hardened environment employed a combination of advanced firewalls, intrusion
detection and prevention systems (IDPS), endpoint protection platforms (EPP), and re-
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stricted user privileges. All configurations were meticulously crafted to align with industry
best practices for ransomware mitigation.

- Attack Simulation

Ransomware attack simulations were conducted under the same isolated conditions,
utilizing the same strains as in the default environment. The focus here was to evaluate the
resilience of the hardened environment by assessing the ability of ransomware to penetrate
the enhanced security layers and by examining any thwarted attempts to communicate
or propagate.

- Data Collection and Analysis

Comprehensive logs, alerts, and forensic data were collected to analyze the efficiency
and effectiveness of the hardening measures. The analysis emphasized the points of
resistance, identifying the specific mechanisms that successfully thwarted or mitigated
the ransomware attacks. Comparative analysis with the default environment provided
actionable insights into the value and impact of the applied hardening techniques.

3.5. Detection Procedure

Understanding how effectively the inherent security mechanisms in Windows 11,
primarily Windows Defender, can detect the chosen ransomware variants is a central part
of this study. Unlike penetration testing, this phase is tailored to evaluate the system’s
ability to recognize a malicious intrusion before serious harm occurs. Figure 2 depicts the
detection testing process stages.

Figure 2. Flow Chart of Ransomware Detection Testing Process.

3.6. Testing Tools

For an accurate assessment of the malware’s behavior and Windows Defender’s
response, various monitoring and filtering techniques were implemented. These strate-
gies included:

• Sysinternals Suite: A collection of system utilities to monitor system behavior.
• Process Monitor: Observes real-time file system, registry, and thread activity.
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• Windows Event Logs: Analysis of system logs to detect suspicious activity.
• Windows Defender Logs: Review of the logs specific to Windows Defender to evaluate

its response to the malware.

4. Experimental Results

In this section, we present the outcomes of our assessment of Windows 11 Pro’s
defenses against three prominent ransomware variants: Cerber, Hive, and MortalKombat.
The test was executed in two distinct environments: a Windows 11 Pro default configuration
and a hardened configuration with enhanced security settings of Windows 11 Pro (As
specified in the Section 3). The following section will delve into the system’s responses,
supplemented by detailed log insights, to provide a comprehensive understanding of
Windows 11 Pro’s capabilities and defense mechanisms.

4.1. MortalKombat
Default Environment Outcome

Upon unzipping the MortalKombat ransomware in the default environment, Microsoft
Defender instantly detected the threat and took immediate action. The malware was
detected as Trojan:Win32/Vindor!pz. Figure S1 illustrates the system behaviors as soon as
the MortalKombat ransomware was unpacked.

Key Observations:

Subsequent to its detection, the ransomware was immediately quarantined, ensur-
ing no further malicious actions could take place. The threat was isolated, and the sys-
tem reported, “No additional actions required”, signifying a successful containment of
the threat.

Despite the user potentially attempting to execute the ransomware post-extraction,
Windows Defender ensured that the ransomware remained non-functional. It is notable
that there was no activity observed, underscoring the immediate action taken by Windows
Defender, which prevented any further malicious operations from taking place. Figure S2
represents the Windows Defender logs, highlighting the severity of the ransomware and
the status and the action taken.

4.2. Hardened Environment Testing Outcome

In the hardened environment, the download process for the MortalKombat ran-
somware was interrupted even before completion. This immediate halt can be seen in the
log entries, as shown in Figure S3.

Such an immediate response can be attributed to the enhanced security layers in this
configuration. The layered defenses, specifically features like Smart App Control, actively
assess every file or application being introduced into the system. Given the intelligence of
Smart App Control, it likely recognized the download as a potential threat even before the
download was completed, thereby halting the process. Figure S4 illustrates the detection
process of Smart App Control. The incident also highlights the efficacy of the integrated
Threat Intelligence feeds that continuously provide the security infrastructure with real-
time updates on emerging threats and attack vectors. This up-to-date knowledge enables
the security components to proactively anticipate potential threats and respond swiftly.

Additionally, the utilization of Behavioral Analysis within the security framework
contributed significantly to thwarting the attack. By establishing a baseline of normal
system behavior, any deviations from this pattern trigger alerts. This technology effectively
identified the ransomware’s attempts to encrypt files and initiate unauthorized connections,
even though the specific signature of the MortalKombat ransomware might not have been
previously known. Therefore, in summary, the collaborative nature of these security layers,
each complementing the other’s strengths, collectively created a multi-faceted defense
mechanism that not only intercepted the MortalKombat ransomware but also actively
deterred its progress. This scenario exemplifies the crucial importance of a proactive
and comprehensive security strategy, especially in the face of ever-evolving cyber threats.
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The incident serves as a testament to the dedication of the cybersecurity team and the
effectiveness of their strategic planning and technological implementation. A process
creation log for sdbinst.exe (a Windows file used to address compatibility issues [40])
indicated that the Application Compatibility Database Installer was invoked. This is a
typical behavior to ensure compatibility when new software or applications are introduced.
The initiation of SecurityHealthHost.exe suggests the activation of the Windows Security
Health Host. This service assesses the overall security and health of the system. Its
activation here might be in response to the potential threat detected during the download.
Another notable process creation was smartscreen.exe, which is the Windows Defender
SmartScreen. This is an integral part of Windows’ security infrastructure, designed to warn
users about potentially malicious websites and downloads.

A registry value was set by SecurityHealthHost.exe. This could be a notification or
alert pertaining to the detected threat, showcasing how the system responds internally by
setting flags or notifications. The log entry showing a change in the file creation time for the
ransomware by MsMpEng.exe (Windows Defender’s core process) suggests that Defender
interacted with the file, possibly during its scanning or quarantining process.

4.3. Cerber
4.3.1. Default Environment Outcome

Upon extracting the Cerber ransomware in the default environment, Windows De-
fender instantly sprang into action even if the user tried to execute Cerber before Windows
Defender took action. The attached appendices (Figures S5 and S6) provide all the screen-
shots associated with these actions. The Windows log also indicates the Windows Defender
behaviors in detecting the Cerber ransomware. Figure S7 shows the logs of Windows De-
fender when it detected the Cerber ransomware. The subsequent section outlines the main
observations from testing and executing the Cerber ransomware variant on the Windows
11 Machine.

Key Observations:
Origin: The threat was detected on the test machine, meaning the antivirus did not

rely on cloud-based checks for this detection.
Type: The detection type was “Concrete”, which suggests that the antivirus software

was certain about the malicious nature of the file.
Source: The detection source being “System” means the system processes or the

operating system itself flagged it.
User: The threat was executed or encountered under the system authority, which

means it might have had elevated permissions.
Process Name: The process that initiated or was infected by the ransomware is not

known, as per the log.
Action Taken: The Windows Defender antivirus took the action to “Quarantine” the

file, effectively isolating it to prevent any harm. No further actions were required from the
user’s end as the threat was neutralized. The operation was successful, as indicated by the
error description.

While the threat was automatically quarantined, a potential improvement could be
allowing the notification to await user acknowledgment, ensuring they are informed about
the detected threat. Currently, the notification is temporary and might be missed by
the user.

The Windows Defender protection history offers insights, but we must ensure users can
easily access this information. It is essential to prioritize user experience while maintaining
stringent security.

4.3.2. Hardened Environment Outcome

Upon attempting to download the Cerber ransomware in the hardened environment,
the process was interrupted even before the completion of the download. This immediate
halt can be attributed to the log entries, shown in Figure S8. The instant disruption is
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indicative of the comprehensive defense mechanisms that the hardened configuration
offers, with multiple layers working in tandem to ensure the highest level of security.

The in-transit disruption happened only if the user tried to download the malicious
file using Microsoft Edge, which reveals that the security feature that came into play is part
of Microsoft Edge. If the user tried to download a malicious file using the most popular
browser, Google Chrome, he/she would be given the option to keep the file, like any other
executable (exe) file (Figure S9).

In the above case, it was observed that Real-time protection, which actively detected
the ransomware in the default environment, took a backseat in the hardened mode. Instead,
the responsibility for ransomware detection transitioned to Smart App Control as soon as
the user attempted to execute the application (Figure S10). This shift in roles between the
two features is not just an incidental behavior but reflects a deeper strategy in Windows 11
Pro’s defense mechanisms.

The move from the default to the hardened setting showcased a marked shift in the
dynamics of Windows Defender’s behavior. While Real-time protection served as the
initial line of defense in the default setting, actively identifying and handling threats, the
hardened environment saw Smart App Control stepping up. The logic behind this shift can
be attributed to the enhanced security layers in the hardened setting. Even as Real-time
protection continues its vigil, scanning files in real-time, Smart App Control operates more
at the application execution juncture.

In sum, the collaboration and prioritization of Real-time protection and Smart App
Control in the hardened setting underline Windows 11 Pro’s adaptability and strategic
defense. It is a clear demonstration of the OS’s dedication to equipping users with flexible
and potent protection against modern threats.

4.4. Hive
4.4.1. Default Environment Outcome

Upon attempting to download the Hive ransomware in the default environment, Win-
dows Defender instantly detected the malicious content and did not even allow the comple-
tion of the download. This immediate detection signifies that Windows Defender identified
the ransomware pattern in real-time as the file was being downloaded. Figures S11 and S12
show the Windows Defender logs in the default testing environment when attempting to
download the Hive ransomware. The key testing observations from executing the Hive
ransomware variant on Windows 11 can be summarized as follows:

Key Observations:
The notification indicating the threat is a system-generated alert and does not neces-

sitate any user acknowledgment. It serves to inform the user about the blocked content
but does not require any further action on their part. The identified threat is termed as
“Trojan:Script/Sabsik.TE.A!ml”. This classification indicates that Hive contains malicious
scripts commonly associated with Trojan activities. The detection source, “Downloads
and attachments”, reinforces the idea that Defender halted the ransomware during the
download process itself.

Name of the Threat: Trojan:Script/Sabsik.TE.A!ml
This specifies the type and variant of malware detected. In this case, it is a Trojan,

which is malicious software that masquerades as legitimate software. This is a unique
identifier assigned to this specific threat by Microsoft Defender.

Severity: Severe.
This indicates the potential harm the detected threat can cause to the system. “Severe”

indicates it can inflict significant damage or unauthorized access.
Category: Trojan.
This confirms the type of malware detected.
Detection Origin: Internet.
This means the malware was detected during a download or while interacting with

online content.
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Detection Source: Downloads and attachments.
This indicates that the malware was detected as part of a downloaded file or an

email attachment.
Action: Quarantine.
This is the action Defender took upon detecting the threat. “Quarantine” means the

suspicious file was isolated to prevent it from causing harm.
Action Status: No additional actions required.
After quarantining the threat, Windows Defender determined no further actions were

needed. The threat has been contained.

4.4.2. Hardened Environment Outcome

In the hardened configuration, the behavior observed was consistent with that of the
default environment. Once again, Hive could not complete its download process due to
Windows Defender’s intervention. This outcome reinforces the robustness of the hardened
configuration and its ability to block known threats even before they land on the system.

Key Observations:
Hive seems to be distinct in its immediate detection during download, unlike some

other ransomware. This could be attributed to its signature or behavioral patterns being
prominently recognized as malicious.

The utilization of a different browser, Chrome, resulted in a different user experience.
Chrome presented a warning but still gave an option to proceed, suggesting that the
blocking mechanism in Edge (Figure S13) is more rigid, possibly due to tighter integration
with Windows Defender or the OS’s inherent security features. This variation highlights
the importance of browser-level security and its coordination with the OS.

The detection source being “Internet” in both logs implies that the ransomware was
detected during its transit from the web server to the local machine, halting its download.

Hive’s detection by Windows Defender during the download phase, irrespective of
the configuration, is a testament to the potency of modern anti-malware solutions. Several
factors could be contributing to this agile response:

Prominence: Hive’s prominence in the cyber threat landscape might have led to its
prioritization. Being a known ransomware variant, it is plausible that security solutions
have been fine-tuned to detect it with heightened sensitivity.

Signature Recognition: Every piece of malware has a signature—a unique set of
characteristics that define it. Hive’s signature might be particularly distinct or overtly
malicious, making it an easy target for real-time scanning engines like Windows Defender.

Behavioral Patterns: Modern cybersecurity solutions have evolved beyond mere
signature-based detections. Behavioral analysis plays a significant role in identifying
threats. There is a possibility that even during its initial download stages, Hive exhibits
certain behaviors or patterns that act as red flags for detection systems.

Cloud-backed Analysis: The integration of cloud-backed analysis in security solutions
like Windows Defender provides an additional layer of rapid threat detection. If Hive has
been flagged, analyzed, and documented in a cloud repository recently, its details would be
fresh in the database. This can lead to an almost instantaneous detection as soon as it begins
downloading, given the real-time synchronization between the local machine and the cloud
database. The prompt detection of Hive underscores the importance of keeping security
solutions updated. As ransomware variants evolve, so do detection mechanisms, and
the tussle continues. The immediate recognition of Hive serves as a reassuring indicator
of Windows Defender’s capabilities, especially when configured for maximum security.
Table 5 below shows the testing results for the three said ransomware variants.
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5. Discussion

The testing of the MortalKombat, Hive, and Cerber ransomware variants on Windows
11 Pro offers a comprehensive insight into the operating system’s defense mechanisms, both
in default and hardened configurations. Here, we provide a discussion of the responses to
these ransomware variants to understand the overall robustness and strategy of Windows
11 Pro’s security features.

The hardened environment demonstrated Smart App Control’s dominance in ran-
somware detection, even overshadowing Real-time protection. When the ransomware
variants were introduced, Smart App Control, backed by its cloud intelligence, proba-
bly identified the file’s hash or metadata matching with known threats, resulting in an
immediate halt of the download.

While Real-time protection is designed to scan and detect malicious files actively,
the Smart App Control feature is more reactive, awaiting an execution attempt. The
advantage is that even if a user momentarily disables Real-time protection, Smart App
Control remains vigilant.

In essence, the behavior exhibited against the ransomware variants reinforces the
strategic interplay between Real-time protection and Smart App Control, offering users a
robust and dynamic defense mechanism.

- Detection Timing:

Detection happened after unzipping in the default and in pre-download completion
in the hardened environment.

- Security Feature Engagement:

In the default setting, Real-time protection was the primary defense mechanism. In the
hardened mode, Smart App Control took the reins, reflecting the strategic shift in defense
based on the configuration.

- User Interaction and Notifications:

Both variants triggered notifications which, though temporary, were effective in in-
forming the user about the detected threat.

- Sysmon Observations:

Sysmon logs revealed that various system processes were invoked, reflecting the
operating system’s response to a potential threat.

- Adaptability of Defense Mechanisms:

The testing of these ransomware variants showcased Windows 11 Pro’s dynamic
response based on the configuration. While the default setting relies heavily on Real-time
protection, the hardened mode introduces a layered defense strategy, emphasizing the role
of Smart App Control.

While the threat was automatically quarantined, a potential improvement could be
allowing the notification to await user acknowledgment, ensuring they’re informed about
the detected threat. Currently, the notification is temporary, which might be missed by
the user.

Relevance to End-Users: The Windows Defender protection history offers insights,
but we must ensure users can easily access this information. It is essential to prioritize user
experience while maintaining stringent security.

The hardened configuration in Windows 11 Pro acknowledges that many modern
threats are not solely dependent on the presence of malicious files, but rather on the
behavior of applications and processes. Attackers often exploit legitimate applications to
execute malicious actions, making it challenging for traditional antivirus methods to detect
such activities solely based on file signatures or patterns.
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Interpreting Windows Defender’s Defensive Dynamics

Several key observations and patterns were discerned. Windows Defender showcased
its efficacy in both default and hardened configurations, effectively neutralizing the ran-
somware attempts and underscoring its robust capability to identify and combat a range of
threats. The juxtaposition between the default and hardened configurations was enlight-
ening. While the default configuration leaned heavily on Real-time protection, detecting
and quarantining ransomware either post-download or during execution attempts, the
hardened environment exhibited more proactive defense mechanisms. The download
processes were often interrupted, a testament to the layered security approach in this ad-
vanced setting. An integral part of the analysis was recognizing the role of browser-based
protections. The granular insights from the Sysmon logs offered an in-depth view into
the processes and system alterations instigated by ransomware and the corresponding
responses triggered by Windows Defender. In many scenarios, these logs displayed an
absence of malicious activity, a clear indication of Windows Defender’s swift and effective
interventions. A fascinating dynamic was evident in the interplay of Windows Defender
features. Particularly in the hardened setting, while Real-time protection remained the
frontline defense in the default mode, Smart App Control assumed a more dominant role
during the application execution phase. Conclusively, this comprehensive exploration
underscores that Windows 11 Pro’s security features, irrespective of default or hardened
configurations, present a formidable defense against ransomware threats.

6. Conclusions

The digital age has brought with it a plethora of opportunities, but it has also intro-
duced numerous challenges, not least of which is the threat of ransomware. This paper set
out to explore the capabilities of Windows 11 Pro in mitigating well known ransomware
variants threats and to evaluate its embedded security features thoroughly. Through sys-
tematic testing in both default and hardened configurations, this research has shown that
while Windows 11 Pro offers significant defenses against ransomware, there is always
room for improvement. As ransomware evolves, so too must the defenses against it. The
security features in Windows 11 Pro, such as Controlled Folder Access and Smart App
Control, provide robust protection, but their efficacy is closely tied to user understanding
and interaction. Thus, striking a balance between user-friendly features and robust security
measures remains a challenge. An important takeaway from this study is the realization
that security is not just about having advanced features; it is about the constant adaptation
and updating of these features in response to emerging threats. Moreover, user awareness
and behavior play a pivotal role in system security. Even the most sophisticated features
can be compromised if not used correctly or if users are not vigilant.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app14083520/s1, Figure S1. Evident of detecting the MortalKom-
bat ransomware by Windows Defender; Figure S2. Windows Defender logs after detection the
MortalKombat variant; Figure S3. Windows Defender logs showing the detection of the MortalKom-
bat ransomware download; Figure S4. Smart App Control popup when attempting to run the
MortalKombat executable; Figure S5. Windows Defender detecting Cerber upon extraction; Figure S6.
Windows Defender prevented the user from manually executing the Cerber exe; Figure S7. Windows
Defender logs showing the detection of the Cerber ransomware; Figure S8. The Windows Defender
logs entries in the hardened environment indicating the detection of Cerber ransomware; Figure S9.
Chrome giving the user the option to allow executables; Figure S10. Smart App Control popup when
attempting to run the Cerber executable; Figure S11. Windows Defender Logs showing the detection
of Hive Ransomware in the Default testing environment; Figure S12. Windows Defender Logs
showing action taken to protect local machine from Hive Ransomware; Figure S13. Hive Ransomware
being detected in transit in Microsoft Edge browser.
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Abstract: In actual operation, there are security risks to the data of the network control system, mainly
in the form of possible eavesdropping of signals in the transmission channel and parameters in the
controller leading to data leakage. In this paper, we propose a scheme for encrypting linear controllers
using fully homomorphic encryption, which effectively removes these security risks and substantially
improves the security of networked control systems. Meanwhile, this paper uses precomputation
to handle data encryption, which eliminates the encryption time and solves the drawback of fully
homomorphic encryption that it is difficult to apply due to the efficiency problem. Compared to
previous schemes with precomputation, for the first time, we propose two methods to mitigate the
problem of the slight security degradation caused by precomputation, which makes our scheme more
secure. Finally, we provide numerical simulation results to support our scheme, and the data show
that the encrypted controller achieves normal control and improves safety and efficiency.

Keywords: encrypted controller; networked control system; fully homomorphic; BFV encryption

1. Introduction

As control technology, network communication technology, and computer technology
advance, the network control system (NCS) also advances steadily. It is a feedback control
system which realizes a closed-loop control through the control network. The key benefits
of a network control system include less system connection, a high dependability, a flexible
structure, a simple system extension, and the possibility to implement resource sharing for
information. This has led to its widespread application in key infrastructure such as water,
transportation, and power. However, NCSs are not completely secure [1], if a malicious user
has invaded the controller without authorization, it can lead to the leakage of important
information of the control system, which can make infrastructure failures such as power
plants sustain huge failures and losses [2–4]. Therefore, the security of network control
systems is becoming increasingly important and has attracted the attention of researchers.

The traditional antieavesdropping method is communication encryption, as shown
in Figure 1a, which is to encrypt the data sampled by the sensor to hide the data. This is
equivalent to putting a lock on the data, and it is difficult for a malicious attacker without
a corresponding key to open the lock and eavesdrop on the data. However, this also
prevents the controller from operating on the locked data. It is necessary to decrypt the
data into plaintext after transmission to the controller, and then the computation of the
plaintext data is completed in the controller. Then, the computed signal is encrypted by

Appl. Sci. 2023, 13, 13071. https://doi.org/10.3390/app132413071 https://www.mdpi.com/journal/applsci280



Appl. Sci. 2023, 13, 13071

the controller and transmitted to the actuator to perform decryption. However, in this
process, this conventional communication encryption not only requires two encryptions
and decryptions, but the data in the controller are in plaintext as well, and thus does
not protect this part of the data from eavesdropping. Kogiso et al. [5] proposed the
concept of encrypted controller in 2015 to make up for the deficiency of communication
encryption. The ideal encryption controller can directly calculate the encrypted data. As
shown in Figure 1b, the data exist in ciphertext throughout the network control loop, and a
malicious attacker would have no way to get at it. In this way, the encryption controller
greatly improves the security of the data in the NCS compared to the NCS without the
encrypted controller.

(a) (b)

Figure 1. The NCS (a) without encrypted controller; (b) with encrypted controller.

However, the concrete encryption controller scheme proposed by Kogiso et al. [5]
was implemented by RSA [6] and ElGamal [7] partially homomorphic encryption. Sub-
sequent research studies on encrypted controllers have also mostly been conducted on
partially homomorphic encryption controllers, including a series of research studies based
on encrypted controllers [8–11] with Paillier [12] encryption and ElGamal encryption. Ho-
momorphic encryption allows direct operations on ciphertext. Partially homomorphic
encryption is homomorphic encryption that supports only one operation in addition or
multiplication. Therefore, it may not be possible to complete the operation in the encrypted
controller using partially homomorphic encryption. This leads to the fact that operations
inside the encrypted controller are often guaranteed at the expense of data security. There-
fore, can we implement the encrypted controller using a fully homomorphic encryption
scheme? For the first time, a fully homomorphic encrypted controller was shown by Kim
et al. [13]. But the scheme faced two problems. On the one hand, they suggested running
multiple controllers and a catch-up mechanism to solve the problem because the controller
could not function while the bootstrapping of encrypted variables was performed. On the
other hand, the finite life of the encrypted variable was reduced with the operation. To
solve this problem, a tree-based algorithm was introduced. But this also led to an increased
complexity of the control systems.

In this paper, we propose a encrypted controller scheme that is more secure and
efficient while less complex. The highlights of this paper are as follows. Firstly, we
adopt a fully homomorphic encryption scheme [14,15] proposed by Brakerski, Fan, and
Vercauteren to encrypt the controller in this paper, which we usually refer to as BFV
encryption. Secondly, we use the method of generating tables by precomputation [16] to
improve encryption efficiency. Thirdly, we propose to continuously update the table to
improve security. Finally, we describe the attack scenarios [17–19] in this study and discuss
the security of the scheme.

Here is the structure for the rest of the article. In Section 2, we present the related
work. In Section 3, we introduce the mathematical symbols and some basic knowledge. In
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Section 4, we introduce our proposed encrypted controller using BFV encryption and give
two methods to improve security and analyze the security of the scheme. In Section 5, a
numerical example is given to demonstrate that the encrypted controller can implement
regular control and to verify that the precomputation saves time. We discuss the findings,
implications, and some limitations of this paper in Section 6, and in Section 7, we summarize
the paper, presenting the advantages of the scheme and outlining the current shortcomings.

2. Related Work

Homomorphic encryption is a form of encryption that is capable of performing compu-
tations on encrypted data, and its research can be traced back to the idea of homomorphic
encryption proposed by Rivest in [20]. The idea can be described as the ability to di-
rectly perform functions on the ciphertext without knowing the private key under an
encryption scheme with homomorphic properties. For a long time thereafter, partially
homomorphic encryption, where only one of the operations of addition and multiplica-
tion can be performed on the ciphertext, developed by leaps and bounds, e.g., RSA and
ElGamal are multiplicative homomorphic encryption schemes, and Paillier is an additive
homomorphic encryption scheme. But there has been no breakthrough in homomorphic
encryption schemes that can support both additive and multiplicative operations. It was
not until 2009 that Gentry [21] first proposed a fully homomorphic encryption scheme
based on an ideal lattice, which allowed anyone without a private key to perform any
valid computable function on the encrypted data. According to different construction
ideas, fully homomorphic encryption can be roughly classified into three categories: the
first category is the fully homomorphic schemes constructed based on the hard problem
on an ideal lattice, which is represented by the scheme proposed by Gentry in [21] and
its improvement [22]; the second category is the fully homomorphic scheme constructed
based on the (R)LWE problem, which is represented by the scheme proposed by Brakershi
et al. [23,24], which has improved efficiency compared to the first category, and the fully ho-
momorphic encryption proposed in [14,15] used in this paper belongs to this category; the
third category is the fully homomorphic encryption scheme that does not require any key
exchange, and this category of schemes is represented by the scheme proposed by Gentry
et al. in [25]. As we all know, fully homomorphic encryption is more secure but inefficient
compared to partially homomorphic encryption. The efficiency of fully homomorphic
encryption has been greatly improved in recent years, such as GSW encryption [25] and
BGV encryption [24] in the second and third categories; both of them are more efficient
fully homomorphic encryption schemes, with an encryption time reaching the ms level.
However, this time-consuming aspect of the control system cannot be ignored. The two
methods we propose improve efficiency and ensure that the security of the program is not
compromised. In terms of efficiency, the time spent on encryption is completely eliminated
compared to existing encryption schemes. This results in a significant increase in efficiency
compared to existing fully homomorphic encryption schemes. In terms of security, the table
used for encryption is constantly updated, so the scheme still maintains the high security
of homomorphic encryption.

The above is the research work on homomorphic encryption, and with the rise of
NCSs, there has been a focus on using homomorphic encryption as a tool to improve the
security of networked control systems. Homomorphic encryption was first used for NCSs
in [5], where two partially homomorphic encryption schemes, RSA and ElGamal, were
used in the method. Paillier was subsequently proposed to be used for NCSs. Recent
studies [26–29] have proposed many ways to further improve and optimize these schemes,
such as maintaining stability and performance. Among them, ref. [26] proposed to update
the key pair and ciphertext by simple update rules and modulo operations at each sampling
cycle, which brought some inspiration and reference to this paper. In this paper, we apply
in-cycle updating of plaintext–ciphertext pairs in a fully homomorphic encrypted controller
scheme to improve the security of the scheme.
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The application of fully homomorphic encryption to NCSs has been late and rare
because of efficiency issues in real-world applications. Ref. [13] considers the application of
fully homomorphic encryption to NCSs to alleviate the extra overhead and quantization
errors caused by quantization recovery. Subsequently, ref. [16] proposed to use a non-
strictly fully homomorphic encryption scheme for encryption and performed optimization.
We refer to the method of [16] and propose a new fully homomorphic encryption scheme.
The scheme performs well in terms of security and efficiency compared to existing schemes
using fully homomorphic encryption. Specifically, the security is comparable to [13] and
much higher than [16], and the efficiency is much higher than [13,16]. In addition, compared
with [13], our scheme does not require multiple controllers, so the control system is simpler,
which is more favorable for applications in practice. In addition to this, another popular
control scheme involving optimization is model predictive control, and [30–32] consider
a model predictive control scheme for related linear systems. For some of the current
challenges, ref. [33] outlines them accordingly. However, since our scheme already involves
a large amount of computation, we do not use this technique in this paper, but in the future,
we will consider using model predictive control for our scheme.

3. Preliminaries

The paper makes use of the following notions.
In this paper, we use bold uppercase letters (e.g., A, B) to denote matrices and, similarly,

lowercase letters (e.g., a, b) to denote column vectors. We use R to denote the set of real
numbers; thus, z ∈ R is a real number. If z1 is the closest integer to z, then we denote z1 by
�z�, which means it is the only integer in the half open interval (z − 1/2, z + 1/2].

We identify Z
⋂
(−q/2, q/2] as a representation of Zq for an integer q and use [z]q or

rp(z) to indicate the interval into which the integer z modulo q is reduced. To represent the
sampling of x based on a distribution D, we use the notation x ← D. When D is a finite set,
it means sampling from the uniform distribution over D.

Along with the explanations of the aforementioned symbols, we also provide some def-
initions of the fundamental terms that will be used throughout the remainder of this paper.

3.1. RLWE Problem

The RLWE problem is the underlying mathematically difficult problem of securing
cryptographic methods. Before introducing the RLWE problem, it is necessary to familiarize
oneself with some of the notations in the definition that follows.

Let ΦM(X) be the Mth cyclotomic polynomial of degree N = φ(M) for a positive
integer M. Let R = Z[X]/(ΦM(X)) be the ring of integers in the Q[X]/(ΦM(X)) number
field. For the residue ring of R modulo an integer q, we write Rq = R/qR. We write
R∨

q = R∨/qR∨, where R∨ is the dual fractional ideal of R. For a positive integer modulus
of q ≥ 2, s ∈ R∨

q , r ∈ (R+)N , and an error distribution of χ := �Ψr�R∨ .

Definition 1 ([34]). (Ring learning with errors (RLWE) distribution) We define AN,q,χ(s) as the
RLWE distribution that is formed by uniformly sampling a ← Rq at random, e ← χ and returning
(a, a · · ·+ e) ∈ Rq × R∨

q .

Definition 2 ([35]). ((Decision) RLWE) The (decision) RLWE, denoted by RLWEN,q,χ(D), is the
problem of distinguishing arbitrarily many independent samples chosen according to AN,q,χ(s) for
a random choice of s sampled from the distribution D over R∨ from the same number of uniformly
random and independent samples from Rq × R∨

q .

3.2. Fully Homomorphic Encryption

Fully homomorphic encryption plays an important role in this paper, and it is defined
as follows.
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Definition 3. A fully homomorphic encryption scheme FHE = (Gem, Enc, Dec, Eval) is de-
scribed as follows:

• Gen(1λ) → (pk, sk, evk): input security parameter λ, output (pk, sk, evk) where pk is a
public key, sk is a secret key, and evk is an evaluation key.

• Enc(m, pk) → c: input message m and public key pk, output ciphertext c.
• Dec(c, sk) → m′: input ciphertext c and secret key sk, compute and output the plaintext m′.
• Evaluation( f , c1, c2, · · · , cN , evk) → c∗: input a set of ciphertexts (c1, c2, · · · , cN), func-

tion f , and evaluation key evk. Compute and output the evaluation ciphertext c∗.

Fully homomorphic encryption can be performed on data in the form of ciphertexts
of arbitrary complexity, which we describe more intuitively in Figure 2 below. A set of
data (m1, m2, · · · , mN) is encrypted with the algorithm Enc to obtain a set of ciphertexts
(c1, c2, · · · , cN), and an arbitrary computation f is performed on the ciphertext set to obtain
c∗. The value of c∗ after decryption should be the same as the value of the calculation done
directly on the plaintext.

Figure 2. Graphical representation of fully homomorphic encryption

3.3. BFV Encryption

It is assumed that the security-parameter-related noise distribution χ is a discrete
Gaussian distribution on the ring R, and that the uniform random noise distribution
χ′ is also on the ring R. The seven probabilistic polynomial time (PPT) algorithms
(SecretKeyGen, PublicKeyGen, EvaluateKeyGen, Enc, Dec, Add, Mult) used in BFV
encryption are as follows:

• SecretKeyGen(1λ): input security papameter λ, sample s ← R2, and output secret
key noted as sk = s.

• PublicKeyGen(sk): input secret key, sample a ← Rq, e ← χ, and output public key

pk = ([−(a · s + e)]q, a).

• EvluateKeyGen:

- Version 1: parameters (sk, T): for i = 0, · · · , l = �logT(q)�, sample ai, Rq, ei ← χ,
perform the following operation, and return

rlk = [([−(ai · s + ei) + Ti · s2]q, ai) : i ∈ [0 · · · l]].

- Version 2: parameters (sk, p): sample vectors a ← Rp·q, e ← χ′, and then return

rlk = ([−(a · s + e + p · s2]p·q, a).

• Enc(pk, m): to encrypt a message m ∈ Rt. We set p0 = pk[0], p1 = pk[1] and sample
u ∈ R2, e1, e2 ∈ χ, then return the final ciphertext
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ct = ([p0 · u + e1 + Δ · m]q, [p1 · u + e2]q).

• Dec(sk, ct): set c0 = ct[0], c1 = ct[1] and compute and output the result of the decryption

m′ = [� t · [c0 + c1 · s]q
q

�]t.

• Add(ct1, ct2): return

([ct1[0] + ct2[0]]q, [ct1[1] + ct2[0]]q),

where ct1 = Enc(pk, m1), ct2 = Enc(pk, m2).
• Mult(ct1, ct2): compute

c0 = [� t · (ct1[0] · ct2[0])
q

�]q

c1 = [� t · (ct1[0] · ct2[1] + ct1[1] · ct2[0]
q

�]q

c2 = [� t · (ct1[1] · ct2[1])
q

�]q

- Relinearization version 1: rewrite c2 equivalently to be based on T, i.e., write
c2 = ∑l

i=0 c
(i)
2 Ti with c

(i)
2 ∈ RT and set

c′0 = [c0 +
l

∑
i=0

rlk[i][0] · c
(i)
2 ]q and c′1 = [c1 +

l
∑

i=0
rlk[i][1] · c

(i)
2 ]q.

Return (c′0, c′1).
- Relinearization version 2: compute

(c2,0, c2,1) = ([� c2 · rlk[0]
p

�]q, [� c2 · rlk[1]
p

�]q),

and return ([c0 + c2,0]q, [c1 + c2,1]q).

For a better understanding, the following Figure 3 represents the whole process of
fully homomorphic encryption.

Figure 3. The process of fully homomorphic encryption.
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3.4. Encrypted Controller

The discrete-time linear controller case that is under consideration in this work is
summarized in the following form:

f :

{
x(t + 1) = Ax(t) + By(t)

u(t) = Cx(t) + Dy(t),
(1)

where y(t) ∈ R
m is a controller input (or a plant output), u(t) ∈ R

l is a controller output
(or a plant input), and t is a step. A, B, C, and D are controller parameter values. The
following is an equivalent rewriting of Equation (1):[

x(t + 1)
u(t)

]
= f (Φ, ξ(t)) = Φξ(t), (2)

where the parameter Φ and the input ξ are represented in the following form:

Φ :=
[

A B
C D

]
∈ R

α×β, ξ :=
[

x
y

]
∈ R

β.

with α := n + l and β := n + m.

Definition 4 ([27]). For an NCS, we assume that given a linear controller f in (1) for an NCS, the
controller’s input y and output u are encrypted using the encryption algorithm E = (Gen, Enc, Dec).
If a map fE exists such that the equation

fE(Enc(kp, Φ), Enc(kp, ξ)) = Enc(kp, f (Φ, ξ)) (3)

holds, then we call fE the encrypted controller of f . Here, Φ ∈ Mα×β, ξ ∈ Mβ, and f (·) ∈ Mα

are the plaintexts, rounded to ensure that each component can be represented as an element of the
information space.

4. Control System with Encrypted Controller

In this section, we encrypt the controller using the BFV encryption scheme to obtain
Scheme 1, and we precompute to save time. Precomputation speeds up the encrypted
control system’s operation and reduces the amount of time required for encryption. How-
ever, the appearance of precomputation changes the underlying encryption algorithm from
random encryption to deterministic encryption, which reduces the security of the BFV
scheme. As a result, we suggest two schemes to strengthen scheme 1’s security from two
different angles.

4.1. Encrypted Controller Using BFV Encryption Scheme

First, we encrypt the controller using the BFV encryption method and follow the
method in the literature [16] to adopt precomputation to save the time of encryption. We
describe the process for this scheme based on Figure 4 in the following. We have drawn the
flowchart as Figure 5 to help understand.

Figure 4. The schematic diagram of a networked control system with BFV encryption.

286



Appl. Sci. 2023, 13, 13071

Figure 5. The flowchart of a networked control system with BFV encryption.

Scheme 1:

We describe each step in detail based on the above flowchart:

• The parameters A, B, C, and D as well as the controller’s initial state x(0), are en-
crypted to produce its ciphertext Â, B̂, Ĉ, D̂, x̂(0) in the controller’s design, and this
ciphertext is transmitted to the controller.

• The sensor collects the signal y and then uses the plaintext index to look up the table
generated by precomputation to obtain the corresponding ciphertext ŷ = Enc(y), thus
realizing the encryption process, which is then passed to the encrypted controller.

• The encryption controller performs homomorphic operations after obtaining the
ciphertext signal ŷ. The BFV homomorphism operation states that (1) really operates
in the cipher space after being encrypted as:

x̂(t + 1) = Â × x̂(t) + B̂ × ŷ(t)

û(t) = Ĉ × x̂(t) + D̂ × x̂(t)
(4)

The ciphertext x̂(t + 1) of the state and the ciphertext û(t) of the output are passed to
the actuator after the homomorphic operation is completed.

• The actuator block decrypts the controller’s output cipher to obtain u(t) and applies it
to the plant, decrypts the x̂(t + 1) to obtain the state x(t + 1) and passes it to the sensor.

• The state x(t + 1) is encrypted by the sensor and sent to the encrypted controller.

Remark 1. (About the table generated by the precomputation)

1. Based on the plant, the control function, and the initial condition, we can identify the range of
x and y.

2. We run the control system, create plaintext–ciphertext pairs (m, m̂) by encryption, and place
them in a table. The final generated table contains all pairs between y and x.

3. The table can determine the corresponding ciphertext when the sensor gathers the value y of
the plant and encrypts it.
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Remark 2. (About state x(t)) To avoid the problem that the noise of the ciphertext x(t) increases sig-
nificantly after homomorphic addition and homomorphic multiplication in the encrypted controller,
the following measures are taken. The ciphertext of state x(t + 1) after homomorphic encryption is
sent to the actuator for decryption and then returned to the cryptographic controller for a new round
of homomorphic computation after sensor encryption.

With regard to Figure 5, we explain the illustration in detail by means of the following
example. We want to control a conveyor belt to move a table through the control system.
Then, at the beginning, we need to initialize the settings. The transmission speed has an
upper limit, so we generate a plaintext–ciphertext table for the range of the speed. After
successful initialization, we can start the subsequent operation. Suppose we input speed v;
the axis begins to rotate and moves the table. At this point, the following workflow begins.
The sensor obtains the axis rotation speed v1, consults the table to generate the ciphertext
value cv1 , and sends it to the encrypted controller. The encrypted controller carries out
operations in the form of ciphertext to generate new states and signals. Then, the ciphertext
of signals is output to the actuator to decrypt and control the axis to accelerate or decelerate
its rotation. The cycle repeats itself until the completion of the transmission of the table.

In scheme 1, the controller input and parameters are ciphertext since the encrypted
controller allows homomorphic additions and homomorphic multiplications. As shown
in the Figure 4, in the whole control process, from the sensor sampling data and encrypt-
ing until the actuator decrypts the ciphertext, the data in the transmission channel and
encrypted controller are all ciphertext, which greatly improves the security compared
with the previous partially homomorphic encrypted controller. The table is generated in
advance, so that the ciphertext can be obtained only by looking up the table according to the
plaintext index, saving the time of encryption. However, we know that BFV encryption is a
random encryption scheme, and the precomputation causes the search table to obtain the
same ciphertext from a plaintext m, that is to say, from random encryption to deterministic
encryption. This process reduces the security of the scheme. Therefore, we propose two
approaches below to remedy this deficiency.

4.2. Security Enhancement

In the previous section, we saw that although the precomputation apparently improves
the efficiency, it also reduces the security of the scheme to a certain extent. Therefore, we
propose two approaches below to solve this problem from two aspects. In the following
scheme, we use the method of periodically updating the table to enhance security.

We just present a general idea here; the control system’s average computation time
for each iteration is provided in Section 5 below. Additionally, specific values may
be substituted.

4.2.1. Periodic Update Table

The two methods we propose to improve security have no difference with scheme 1
in the general process framework, except for the specific operations in the second step
related to obtaining the ciphertext in the second step. Since each ciphertext has only one
fixed corresponding ciphertext in a table, we consider updating the table generated by the
precalculation regularly. The most intuitive way to solve this problem is to ensure that
each cycle of the control system has a new table, but in general, the control system takes
much longer to compute each iteration than it takes to generate an estimated table. In this
way, to complete the table update, the computing power of the precalculation process must
be greatly improved, and the precalculation time must be guaranteed to be less than the
control cycle. In this paper, we do not consider excessive requirements on the hardware
of the control system; we hope to complete the security improvement through a “natural”
method. Therefore, we do the next best thing and consider updating the table regularly.

First, we assume that the control system in scheme 1 takes approximately a ms per
iteration to calculate, while the time spent on generating a precomputed encryption table is
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about b ms. Therefore, a table can be updated after about b/a iterations of the control system.
In order to ensure that the table can be updated, we set an update every ([b/a] + 1) cycle.

4.2.2. Provide Multiple Tables

From another perspective, if we randomly select one of the encrypted tables to search
for plaintext–ciphertext pairs each time, the problem that there is only one ciphertext value
corresponding to the plaintext m can be avoided.

We assume that α tables are generated when the plaintext–ciphertext pairs are gener-
ated in the initial precomputation, and a table is randomly selected from α tables and then
retrieved according to the plaintext index during each encrypted table lookup. To prevent
excessive storage burden, the value of α cannot be too large. But if α is too small, random-
ness is not enough. At the same time, we consider incorporating the idea of Section 4.2.1
into it and completing the update of a table after b/a iterations of the control system. It
may take many cycles to complete the update of α tables, but this is not important, because
each encrypted table lookup is a random table selected from α. This practice only further
enhances the security of the scheme on this basis.

4.3. Attack Scenario and Security

NCSs are at risk of eavesdropping attacks because plants and controllers communicate
with each other over network links. Our proposed network control system with encrypted
controllers is well protected against eavesdropping attacks, and we briefly describe it here.
We consider the following attack scenarios.

In our model, the attacker A has mainly the following described capabilities.

1. Adversary A can collect data within the communication channel through an eaves-
dropping attack.

2. Adversary A can collect data within the controller through an eavesdropping attack.

Note: In addition to the capabilities listed above, the decryptor, encryptor, and actuator
of the control system cannot be compromised by an attacker A.

We say that the scheme is not resistant to eavesdropping attacks if the attacker A can
obtain the controller parameters A, B, C, and D or signals y in polynomial time; otherwise,
we say that it is eavesdropping-resistant.

The security of the control system in this attack scenario is analyzed. Attacker A
collects data in the controller and communication channel by eavesdropping. In this
scenario, the data in the controller and the data in the communication channel are in the
form of ciphertext, which is encrypted using the BFV encryption scheme. In order to obtain
useful data, the attacker A needs to reduce the ciphertext to plaintext. The BFV encryption
scheme is based on the difficult problem of RLWE and hence cannot obtain useful plaintext
data in polynomial time. Therefore, our scheme is resistant to eavesdropping attacks.

4.4. Comparison of Four Schemes

In terms of safety and efficiency, we contrast the scheme proposed in this study with
a number of traditional schemes that have been previously offered. For their specific
processing time, we refer to the literature [16], and the average processing time in this
paper will be given in the next section.

It can be seen from Table 1 that in the previous partially homomorphic encryption
schemes, the security of data transmitted in the channel during the process from sensor to
actuator and data in the controller cannot be ensured at the same time. This suggests that
security is not ideal. Subsequent BGN encryption schemes can well avoid this problem.
The BFV encrypted controller scheme proposed in this paper and BGN encrypted controller
can ensure that the data inside the controller and in the transmission channel are ciphertext.
In terms of efficiency, the two partially homomorphic encryption schemes are efficient,
and BGN is relatively inefficient. But this time can also be suitable for the control system’s
sampling cycle. However, by accelerating precomputation, the scheme using the BFV
technique suggested in this study achieves an efficiency that is almost identical to partially
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homomorphic encryption. On the other hand, considering the homomorphic operation
inside the controller, the homomorphic multiplication of BGN can only be performed once,
but partially homomorphic encryption and the BFV scheme proposed in this paper do not
have this defect.

Table 1. Analysis of three control systems.

Data Security Homomorphic Operation Average Processing Time 1

With RSA encryption Only the data inside the controller Many times (10 + a) 2 ms
With Paillier encryption Only the data in the channel Many times 16 ms
With BGN encryption All data are secure Add multiple times and multiply once 96 ms
With BFV encryption All data are secure Many times 24 ms

1 The data are obtained with a key length of 512 bits; 2 “a” represents the additional communication time required.

Through the above analysis, the BFV scheme is excellent in both security and efficiency.

5. Numerical Example

In this section, we first give a concrete numerical example of a control system, then
simulate with our scheme to obtain a series of results, and subsequently analyze the
obtained graphs to support our scheme.

The control system is made up of the following discrete-time linear plant and the
following kind of linear controller, according to the numerical example in [5]. p1(t) and
p2(t) are the internal states of the plant, and they satisfy:[

p1(t + 1)
p2(t + 1)

]
=

[
0.99998 0.0197
−0.0197 0.97025

][
p1(t)
p2(t)

]
+

[
0.0000999
0.0098508

]
u(t),

y(t) =
[
1 0

][p1(t)
p2(t)

]
,

(5)

where the initial states are p1(0) = 1 and p2(0) = 0, and the linear controller’s internal
states are x1(t) and x2(t), satisfying:[

x1(t + 1)
x2(t + 1)

]
=

[
1 0.0063
0 0.3678

][
x1(t)
x2(t)

]
+

[
0

0.0063

]
y(t),

u(t) =
[
10 − 99.9

][x1(t)
x2(t)

]
− 3y(t),

(6)

where the initial states are x1(0) = 0 and x2(0) = 0.

Numerical Results

The BFV encryption was implemented through Microsoft’s Simple Encrypted Arith-
metic Library (SEAL). The following diagram was obtained by calling SEAL to simulate
the encryption of a specific number of cases.

Figure 6 shows the simulation results corresponding to the time of input y and output
u. The control input response shows some minor quantization errors, but such quantization
errors are so small that they can be ignored. As can be seen from Figure 6, the closed-
loop system’s control performance and stability can be realized with the help of the BFV
encryption controller.

Figure 7 depicts the time change for computing the iterations of the controlled system
following the BFV encryption of the controller. Figure 7a represents the calculation time of
each iteration of the control system without BFV encryption using precomputation, with
an average time of 32.40 ms; Figure 7b represents the time after precomputation, with an
average time of 23.99 ms. As can be seen from the comparison of the two pictures, it is
estimated that about 35% of the time will be saved, which is still considerable.
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The suggested encryption control system’s histogram of ciphertext is displayed in
Figure 8. It can be assumed that the ciphertext in the suggested cryptosystem follows a
discrete uniform distribution because the histogram distribution is nearly flat.

Figure 6. Comparison of output/input with and without the proposed cybersecurity enhancement:
BFV encryption.

(a) (b)

Figure 7. Time variation at each iteration calculation by the encrypted controller, (a)without precom-
putation; (b)with precomputation.

Figure 8. Histogram of the first element of the controller gain in ciphertext.

6. Discussion

In this paper, we proposed a scheme for encrypting the controller using fully homo-
morphic encryption. We verified that this encrypted controller could achieve a normal
control and that the efficiency and security of the encrypted controller were improved
using numerical examples in Section 5.
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The study in this paper has the following implications. First, in terms of security, our
scheme ensures that both the data in the controller and in the channel are not eavesdropped
on, so the data security in the whole network control system is improved. This compensates
for the lack of security in previous homomorphic encrypted controller schemes [5,13,16].
Second, in terms of efficiency, we use precomputation to alleviate the latency problem
caused by fully homomorphic encryption, which reduces the iteration time of the control
system and also improves the response time of the networked control system with en-
crypted controllers. Finally, our scheme has a simple control system and does not require
more encrypted controllers compared to the scheme proposed by Kim et al. [13].

This paper also suffers from the following limitations. On the one hand, our scheme
places some demands on the computational power of the device, as it requires constant
computation to generate tables for encrypted access. On the other hand, homomorphic
encryption, especially fully homomorphic encryption, is still difficult to apply in realistic
scenarios. Only simulation results are considered in this paper to validate the scheme,
which may be problematic in further practical applications specifically. Related issues will
be further investigated in future work.

7. Conclusions and Future Work

7.1. Conclusions

In this paper, we proposed a scheme which effectively improved the security of an
NCS by encrypting the controller using fully homomorphic encryption. Specifically, all
data in the system could be well secured from eavesdropping and recording. We further
reduced the time spent on encryption in the scheme by precomputation and improved the
efficiency of the encryption controller. In addition, for the security of the network control
system, we further proposed two methods to improve the security. An efficient and secure
NCS is of great practical significance.

7.2. Future Work

The scheme proposed in this paper can provide some technical guarantee for the data
security of NCSs, but this scheme needs to be improved continuously, and in the following
aspects, further research needs to be conducted. Firstly, the scheme proposed in this paper
is still only in the simulation stage, and further research is needed for future consideration
of applications in a real environment. Secondly, in practice, the shorter the iteration time of
the control system, the better; therefore, further improvement in efficiency or the design of
more efficient schemes should be considered in the future.

Author Contributions: Conceptualization, J.P.; methodology, J.P.; software, T.S.; validation, L.K.
and Y.Z.; formal analysis, W.L.; investigation, T.S. and J.W.; resources, J.P.; data curation, T.S.;
writing—original draft preparation, J.P.; writing—review and editing, W.L. and Z.W.; supervi-
sion, J.W.; funding acquisition, Z.W. All authors have read and agreed to the published version
of the manuscript.

Funding: This work was supported in part by the National Key Research and Development Program of
China (No. 2023YFF0905300), the Key R&D Plan of Shandong Province (No. 2022CXGC020106), Major
Innovation Project of Science, Education and Industry of Shandong Academy of Sciences (No. 2022JBZ01-
01), Innovation Capacity Improvement Project for Small and Medium-sized Technology-based Enterprises
of Shandong Province (No. 2023TSGC0641).

Data Availability Statement: Data is contained within the article.

Conflicts of Interest: The authors declare no conflict of interest.

292



Appl. Sci. 2023, 13, 13071

References

1. Yohanandhan, R.V.; Elavarasan, R.M.; Manoharan, P.; Mihet-Popa, L. Cyber-Physical Power System (CPPS): A Review on
Modeling, Simulation, and Analysis with Cyber Security Applications. IEEE Access 2020, 8, 151019–151064. [CrossRef]

2. Yampolskiy, M.; Andel, T.R.; Mcdonald, J.T.; Glisson, W.B.; Yasinsac, A. Intellecutal protection in additive layer manufactur-
ing: Requirements for secure outsouring. In Proceedings of the 4th Program Protection and Reverse Engineering Workshop,
New Orleans, LA, USA, 9 December 2014.

3. Wall, D.S.; Yar, M. Intellecutal property crime and the Internet: Cyber-piracy and ‘stealing’ information intangibles. In Handbook
of Internet Crime; Wall, D.S., Yar, M., Eds.; Willan: London, UK, 2010; pp. 255–272.

4. Mclaughlin, S. On dynamic malware payloads aimed at programmable logic controllers. In Proceedings of the 6th USENIX
Conference on Hot Topics in Security, San Francisco, CA, USA, 9 August 2011; p. 10.

5. Kogiso, K.; Fujita, T. Cyber-Security Enhancement of Networked Control Systems Using Homomorphic Encryption. In Proceed-
ings of the IEEE Conference on Decision and Control, Osaka, Japan, 15–18 December 2015.

6. Rivest, R.L.; Shamir, A.; Adleman, L. A method for obtaining digital signatures and public-key cryptosystem. Commun. ACM
1978, 21, 120–126. [CrossRef]

7. ElGamal, T. A public key cryptosystem and a signature scheme based on discrete logarithms. IEEE Trans. Inf. Theory 1985,
31, 469–472. [CrossRef]

8. Farokhi, F.; Shames, I.; Batterham, N. Secure and private control using semi-homomorphic encryption. Control Eng. Pract. 2017,
67, 13–20. [CrossRef]

9. Lin, Y.; Farokhi, F.; Shames, I.; Nesic, D. Secure control of nonlinear systems using semi-homomorphic encryption. In Proceedings
of the IEEE Conference on Decision and Control, Miami, FL, USA, 17–19 December, 2018.

10. Murguia, C.; Farokhi, F.; Shames, I. Secure and private implementation of dynamic controllers using semi-homomorphic
encryption. IEEE Trans. Autom. Control 2020, 65, 3950–3957. [CrossRef]

11. Kosieradzki, S.; Zhao, X.; Kawase, H.; Qiu, Y.; Kogiso, K.; Ueda, J. Secure teleoperation control using somewhat homomorphic
encryption. IFAC-PapersOnLine 2020, 55, 593–600. [CrossRef]

12. Paillier, P. Public-key cryptosystems based on composite degree residuosity classes. In Advances in Cryptology—Eurocrypt’99,
Proceedings of the International Conference on the Theory and Application of Cryptographic Techniques, Prague, Czech Republic,
2–6 May 1999; Stern, J., Ed.; Springer: Berlin/Heidelberg, Germany, 1999; pp. 223–238.

13. Kim, J.; Lee, C.; Shim, H.; Cheon, J.H.; Kim, A.; Kim, M.; Song, Y. Encrypting controller using fully homomorphic encryption for
security of cyber-physical systems. IFAC-PapersOnLine 2020, 49, 175–180. [CrossRef]

14. Brakerski, Z. Fully Homomorphic Encryption without Modulus Switching from Classical GapSVP. 2012. Available online:
https://eprint.iacr.org/2012/078 (accessed on 13 June 2023).

15. Fan, J.; Vercauteren, F. Somewhat Practical Fully Homomorphic Encryption. Cryptology Eprint Archive. 2012. Available online:
https://eprint.iacr.org/2012/144 (accessed on 9 June 2023).

16. Pan, J.; Sui, T.; Liu, W.; Wang, J.; Kong, L.; Zhao, Y. Secure Control Using Homomorphic Encryption and Efficiency Analysis.
Secur. Commun. Netw. 2023, 2023, 6473497 . [CrossRef]

17. Wang, D.; Li, W.; Wang, P. Measuring Two-Factor Authentication Schemes for Real-Time Data Access in Industrial Wireless
Sensor Networks. IEEE Trans. Ind. Inform. 2018, 14, 4081–4092. [CrossRef]

18. Wang, Q.; Wang, D. Understanding Failures in Security Proofs of Multi-Factor Authentication for Mobile Devices. IEEE Trans. Inf.
Forensics Secur. 2022, 18, 597–612. [CrossRef]

19. Yu, Y.; Xu, G.; Wang, X. Provably Secure NTRU Instances over Prime Cyclotomic Rings. In Public-Key Cryptography—PKC 2017,
Proceedings of the 20th IACR International Conference on Practice and Theory in Public-Key Cryptography, Amsterdam, The Netherlands,
28–31 March 2017; Lecture Notes in Computer Science; Fehr, S., Ed.; Springer: Berlin/Heidelberg, Germany, 2017; pp. 409–434.

20. Rivest, R.; Adleman, L.; Deryouzos, M. On data banks and privacy homomorphisms. In Foundations of Secure Computation;
Academic Press, Inc.: Orlando, FL, USA, 1978; pp. 169–180.

21. Gentry, C. Fully homomorphic encryption using ideal lattices. In Proceedings of the Forty-First Annual ACM Symposium on
Theory of Computing, Bethesda, MD, USA, 31 May 2009; pp. 169–178.

22. Garg, S.; Gentry, C.; Halevi, S.; Raykova, M.; Sahai, A.; Waters, B. Candidate indistinguishability obfuscation and functional
encryption for all circuits. In Proceedings of the 2013 IEEE 54th Annual Symposium on Foundations of Computer Science,
Berkeley, CA, USA, 26–29 October 2013; pp. 40–19.

23. Brakerski, Z.; Vaikuntanathan, V. Efficient fully homomorphic encryption from (standard) LWE. In Proceedings of the 2011 IEEE
52nd Annual Symposium on Foundations of Computer Science, Palm Springs, CA, USA, 22–25 October 2011.

24. Brakerski, Z.; Gentry, C.; Vaikuntanathan, V. (Leveled) fully homomorphic encryption without bootstrapping. In Proceedings of
the 3rd Innovations in Theoretical Computer Science Conference, Cambridge, MA, USA, 8–10 January 2012; pp. 309–325.

25. Gentry, C.; Sahai, A.; Waters, B. Homomorphic Encryption from Learning with Errors: Conceptually-Simpler, Asymptotically-
Faster, Attribute-Based. Available online: https://eprint.iacr.org/2013/340 (accessed on 9 June 2013).

26. Teranishi, K.; Kogiso, K.; Shimada, N. Stability-guaranteed dynamic ElGamal cryptosystem for encrypted control systems. IET
Control Theory Appl. 2020, 14, 2242–2252. [CrossRef]

27. Kogiso, K. Upper-Bound Analysis of Performance Degradation in Encrypted Control System. In Proceedings of the 2018 Annual
American Control Conference, Milwaukee, WI, USA, 27–29 June 2018.

293



Appl. Sci. 2023, 13, 13071

28. Tran, J.; Farokhi, F.; Cantoni, M.; Shames, I. Implementing homomorphic encryption based secure feedback control. Control Eng.
Pract. 2020, 97, 104350.1–104350.12. [CrossRef]

29. Shoukry, Y.; Gatsis, K.; Alanwar, A.; Pappas, G.J.; Seshia, S.A.; Srivastava, M.; Tabuada, P. Privacy-aware quadratic optimization
using partially homomorphic encryption. In Proceedings of the 2016 IEEE 55th Conference on Decision and Control (CDC), Las
Vegas, NV, USA, 12–14 December 2016.

30. Darup, M.S.; Redder, A.; Quevedo, D.E. Encrypted cloud-based MPC for linear systems with input constraints. IFAC-PapersOnLine
2018, 51, 535–542. [CrossRef]

31. Alexandru, A.B.; Morari, M.; Pappas, G.J. Cloud-Based MPC with Encrypted Data. In Proceedings of the 2018 IEEE Conference
on Decision and Control (CDC), Miami, FL, USA, 17–19 December 2018.

32. Darup, M.S. Encrypted MPC based on ADMM real-time iterations. IFAC-PapersOnLine 2020, 53, 3508–3514. [CrossRef]
33. Darup, M.S.; Alexandru, A.B.; Quevedo D.E.; Pappas, G.J. Encrypted Control for Networked Systems: An Illustrative Introduction

and Current Challenges. IEEE Control Syst. Mag. 2021, 41, 58–78. [CrossRef]
34. Song, C.; Huang, R. Secure Convolution Neural Network Inference Based on Homomorphic Encryption. Appl. Sci. 2023, 13, 6117.

[CrossRef]
35. Lyubashevsky, V.; Peikert, C.; Regev, O. On Ideal Lattices and Learning with Errors over Rings. Commun. ACM 2013, 60, 43.1–43.35.

[CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

294



Citation: Alfaadhel, A.; Almomani, I.;

Ahmed, M. Risk-Based Cybersecurity

Compliance Assessment System

(RC2AS). Appl. Sci. 2023, 13, 6145.

https://doi.org/10.3390/

app13106145

Academic Editors: Peter R.J. Trim

and Yang-Im Lee

Received: 7 April 2023

Revised: 10 May 2023

Accepted: 12 May 2023

Published: 17 May 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Risk-Based Cybersecurity Compliance Assessment
System (RC2AS)

Afnan Alfaadhel 1, Iman Almomani 1,2,∗ and Mohanned Ahmed 1

1 Security Engineering Lab, Computer Science Department, Prince Sultan University,
Riyadh 11586, Saudi Arabia; 221421249@psu.edu.sa (A.A.); mqasem@psu.edu.sa (M.A.)

2 Computer Science Department, King Abdullah II School of Information Technology, The University of Jordan,
Amman 11942, Jordan

* Correspondence: i.momani@ju.edu.jo or imomani@psu.edu.sa

Abstract: Cybersecurity attacks are still causing significant threats to individuals and organizations,
affecting almost all aspects of life. Therefore, many countries worldwide try to overcome this by
introducing and applying cybersecurity regularity frameworks to maintain organizations’ informa-
tion and digital resources. Saudi Arabia has taken practical steps in this direction by developing
the essential cybersecurity control (ECC) as a national cybersecurity regulation reference. Generally,
the compliance assessment processes of different international cybersecurity standards and controls
(ISO2700x, PCI, and NIST) are generic for all organizations with different scopes, business functional-
ity, and criticality level, where the overall compliance score is absent with no consideration of the
security control risk. Therefore, to address all of these shortcomings, this research takes the ECC as a
baseline to build a comprehensive and customized risk-based cybersecurity compliance assessment
system (RC2AS). ECC has been chosen because it is well-defined and inspired by many international
standards. Another motive for this choice is the limited related works that have deeply studied ECC.
RC2AS is developed to be compatible with the current ECC tool. It offers an offline self-assessment
tool that helps the organization expedite the assessment process, identify current weaknesses, and
provide better planning to enhance its level based on its priorities. Additionally, RC2AS proposes
four methods to calculate the overall compliance score with ECC. Several scenarios are conducted to
assess these methods and compare their performance. The goal is to reflect the accurate compliance
score of an organization while considering its domain, needs, resources, and risk level of its security
controls. Finally, the outputs of the assessment process are displayed through rich dashboards that
comprehensively present the organization’s cybersecurity maturity and suggest an improvement
plan for its level of compliance.

Keywords: compliance assessment; maturity model; cybersecurity; risk; ECC; Saudi Arabia

1. Introduction

Currently, many organizations have amalgamated cyberspace solutions within their
conventional business processes [1]. The more a business integrates digital solutions and
increases its online presence, the more it becomes vulnerable to cybersecurity threats. The
COVID-19 pandemic was a motivating factor for many companies to embrace technology-
based solutions to aid online learning and virtual communication, support vulnerable
supply chains, and avail autonomous systems [2]. Cyberattackers also took advantage of
the increased online presence of many businesses to intensify their attacks [3]. Reports
indicate that 43% of all cyberattacks targeted small and medium enterprises (SMEs) and
their employees by initiating attacks such as SQL injections, distributed denial of services,
man-in-the-middle, spam, phishing, and email malware [4]. A significant impediment
to depending on cyberspace is the emergence of security complexities that could lead to
financial losses and, subsequently, adversely affect organizational reputation and good-
will [5] .Based on the numerous benefits associated with the use of cyberspace in work
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environments, cybersecurity remains a requirement that businesses must acquire while
implementing various types of online technologies to manage their activities.

Several cyber security standards have been established for accountability and obliga-
tion to ensure that senior leadership in organizations handles risk and security problems
thoughtfully and strategically. The enactment of harmonized international cybersecurity
regulations has provided a framework for the development of consistent data protection in
many organizations, increasing innovation and interoperability and reducing costs, and
minimizing the complexity of implementing security and privacy controls as noted by [6].
The implementation of general cybersecurity practices by organizations has enabled busi-
nesses to exercise best practices that reduce the risk of access or loss of data, the disruption
of business processes, and the loss of assets due to cyberattacks [7]. The implementation of
cybersecurity compliance policies improves the protection of an enterprise’s information
system and related resources from cyberattacks coming from internal or external cyber
attackers. Organizations and entities that fail to comply with already set cybersecurity reg-
ulations could subject their assets, information systems, and data in cyberspace to massive
losses accrued due to penalties, litigation of cyberattack issues, and loss of reliability of
their services, which could impact their performances and competitiveness.

Most recent developments in cybersecurity models are in line with the needs of enter-
prises using cyberspace to manage their operations and databases. Currently, the most used
international cybersecurity standard is the National Institute of Standards and Technology
(NIST), which provides security guidelines to companies and individuals in the United
States to protect their critical infrastructure from cyberattacks. Such standards are also pro-
vided by the International Organization for Standardization/International Electrotechnical
Commission (ISO/IEC) 27001 [8] and the Payment Card Industry Data Security Standard
(PCI DSS). Muhammad and Alsaleh [9] noted that organizations are required to comply
with cybersecurity because failure to do so increases the risk of undesirable cybersecurity
habits that can expose an entity’s assets to cyberattacks. Despite the awareness of many
organizations about threats to cybersecurity, compliance with cybersecurity standards has
been ineffective in most organizations.

Various institutions and government agencies ensure enterprises abide by regulations
and compliance policies. In the United States, the major agencies are the NIST and the
Cybersecurity and Infrastructure Security Agency (CISA). The United Kingdom has similar
agencies that enforce cybersecurity compliance policies. The National Cyber Security
Centre (NCSC) provides detailed advice, regulation compliance, and management of
cybersecurity incidents [10].

On the other hand, Saudi Arabia (SA) currently aims to change its economic patterns,
reduce its reliance on oil, and expand its public service industries throughout its 2030 vision
plan. An example of this strategy is the implementation of cybersecurity policies as an ad-
vancement toward its Vision 2030 [11]. According to Almudaires et al. [11], cybersecurity
has become increasingly significant in Saudi Arabia’s economy due to its reliance on tech-
nology to sustain its economic activities. The Saudi authorities are potentially threatened
by cyber criminals as many incidences of cyberattacks have been reported such as phishing
and ransomware. With the contemporary cybersecurity challenges and to maintain the
organization’s information and digital resources, the Royal Decree established the National
Cybersecurity Authority (NCA) on 31 October 2017. The primary responsibility of the NCA
is to perform administrative and regulatory roles in the field of cybersecurity in Saudi Ara-
bia. In 2020, based on the collective efforts of NCA and the collaboration of national entities,
Saudi Arabia ranked (2) globally in the Global Cybersecurity Index issued by the United
Nations specialized agency for Information and Communication Technologies [12]. NCA
has developed essential cybersecurity control (ECC), an adequate cybersecurity regulation
in Saudi Arabia. ECC aims to ensure the development of services in a coordinated, safe, and
secure manner. This includes providing security, meeting demands, managing the scarcity
of resources, ensuring market development, protecting users, and supporting innovations.
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Compliance with the ECC regulation is mandatory for all of Saudi Arabia’s organi-
zations with IT systems [13]. However, (a) there are limitations in the existing research
works that highlighted and studied the compliance assessment process of the ECC, (b) the
compliance assessment processes of different international cybersecurity standards and
controls such as (ISO2700x, PCI and NIST) are usually generic for all organizations with
different scopes, business functionalities, and criticality levels. A better understanding
of the organization’s domain and status should be considered to reflect compliance accu-
rately. Incorporating additional factors to differentiate between the compliance of different
organizations prioritizes the compliance level and provides a more reliable cybersecurity
landscape at the national level. Therefore, this research proposes a risk-based cybersecurity
compliance assessment system (RC2AS) that improves the current assessment process by
considering the organization’s domain and integrating the corresponding risk in the over-
all compliance score calculations, consequently continually enhancing the cybersecurity
compliance assessment process.

Accordingly, the benefits of proposing a risk-based cybersecurity compliance system
in terms of a well-developed system can be summarized in the following points:

(a) Measuring the organizations’ cybersecurity compliance level using a self-assessment
questionnaire (SAQ) approach.

(b) Choosing one of the proposed overall compliance-calculation methods based on the
organizations’ domains, needs, and resources.

(c) Using color-coding techniques to better reflect the compliance status based on the
risk level.

(d) Determining the critical risk controls based on the domain risk level and the impact
that is based on the organizations’ criticality, scope, and business functionality.

(e) Producing rich dashboards to present the organization’s cybersecurity maturity and
compliance status.

(f) Setting a clear improvement and action plan to reach the organization’s target compliance.
(g) Offering a cybersecurity tool to help the assessor to perform the audit assessment.

Therefore, this paper presents a customized and comprehensive cybersecurity compli-
ance system based on ECC, the national cybersecurity reference regulation in Saudi Arabia.
The ECC has well-defined regulations built based on different international standards.
Thus, using the ECC for this research will support adopting the RC2AS system for other
international standards. The system services are offered through an offline standalone
assessment tool for organizations to measure their cybersecurity compliance level efficiently.
The assessment results are presented through rich dashboards to reflect the organization’s
current status. Additionally, the proposed system guides the organization to an action plan
to reach its target compliance level. Figure 1 shows our overall methodology to create the
proposed RC2AS.

The rest of the paper is organized as follows. Section 2 presents the overall methodol-
ogy followed to build the proposed RC2AS. Section 3 introduces the current cybersecurity
standards and recent related works. Section 4 presents the details of the proposed risk-based
cybersecurity compliance assessment system (RC2AS). Section 5 shows the evaluation of
RC2AS and discusses its results. Finally, section 6 draws conclusions and suggests possible
future works.
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Figure 1. Overall RC2AS building methodology.

2. Methodology

The methodology we followed to solve the research problem addressed in this study
is summarized as follows. The main inputs to our proposed solution are the current ECC
tool beside the organization risk level of each subdomains. The risk level is identified
based on the domain and the nature of the organization, which can be decided by the
cybersecurity authority in any country. The proposed solution (RC2AS) includes but is
not limited to (a) the RC2AS self-assessment supporting tool, (b) suggested well-studied
compliance-calculation methods (four methods), and (c) RC2AS color-coding schemes.
Finally, the outcome of our proposed solution and the assessment process are presented in
terms of a compliance report, RC2AS’s rich dashboards, and future action plans. Figure 1
presents the overall methodology followed to build the proposed RC2AS.

3. Background and Related Work

This section presents the background to national and international cybersecurity
frameworks and standards. Additionally, it discusses and compares recent related works.

3.1. International Cybersecurity Framework and Standards

Developing a cybersecurity maturity model aims to help organizations systemati-
cally improve their cybersecurity status over time and align it with their overall business
objectives. Most cybersecurity maturity models are currently developed according to in-
ternational standards such as NIST, ISO/IEC 27001, and PCI DSS. Various studies have
been proposed focusing on improving enterprises’ cybersecurity practices. For instance,
Gerl et al. [14] examined the utilization of control objectives for information technologies
(COBIT-19) in establishing an IT governance framework for collaboration in higher ed-
ucation settings in Bavaria. The authors hypothesized that the chief information officer
(CIO) role is critical to improving collaboration among universities. Based on the findings,
implementing COBIT enhanced the trust among collaborating partners. COBIT also creates
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a consistent model of the role of the CIO in defining the baseline of mutual understanding
of competencies and responsibilities. Since the article presented a case study, the general-
ization of the findings to other problems or settings can be challenging. Cybersecurity is an
essential subject in the industrial internet of things because the information equips indi-
viduals that use various practices and tools to protect individuals and organizations from
occurrences such as data breaches and ensures they comply with cybersecurity policies [15].
Implementing security controls could also involve incorporating blockchain technologies
to strengthen cybersecurity. For example, a study exploring a security framework based on
blockchain is presented in this study [16]. Thus, adjustments to the security regulations
arise because of the constantly shifting information technology environment.

Almuhammadi and Alsaleh [9] defined a five-level maturity model that includes the
twenty-two categories of the NIST cyber security framework for critical infrastructure (CSF)
to measure the implementation regularly and maintain the security posture. The model pre-
sented a comparison between NIST CSF and additional frameworks and standards related
to security such as ISO/IEC 27001 and COBIT. According to the authors of [17], Canada can
achieve better outcomes in managing health emergencies and maintaining privacy rights
by designing laws to comply with European Union (EU) in a way that freedoms relating to
privacy can only be limited for shorter periods. Additionally, Aliyu et al. [18] noted that the
challenge encountered was a lack of capability maturity models that integrate regulations
within the United Kingdom. As a result, they developed a novel framework that includes
all of the privacy and security regulations and best practices, such as the general data
protection regulation (GDPR), the data security and protection toolkit (DSPT), and PCI
DSS. These security standards can be leveraged to enhance the cybersecurity compliance
levels of higher education institutions. From a theoretical viewpoint, capability maturity
models offer a framework for improving process development operations. The proposed
model, which comprises fifteen categories related to security and six maturity levels, can
be developed into an online system to support self-assessment and automated compliance
reporting. A major weakness of the article is that it is largely theoretical. Indeed, an
empirical analysis of the model can provide insight into the effectiveness of its utilization
in practical environments.

Although the current maturity models are used to measure the security maturity level
of enterprises or specific systems, they cannot be used to create and establish cybersecurity
maturity models for protecting cyberspace. The existing maturity models have created
static security models and are not flexible to react to new security trends. Zarour et al. [19]
explains that the emergence of DevOps is informed by the need to produce fast and
high-quality releases by bringing the development and operations teams to work together.
DevOps still lack a clear definition in most studies, thereby creating challenges in some
quarters. DevOps maturity models are instrumental in providing critical insights regarding
what can be done in assessing DevOps-adopted practices. Therefore, there is a need to
incorporate perspectives from various levels, such as security experts, practitioners, and
management. This can help measure the enterprise’s overall security level or the critical
system from emerging security threats.

Many cybersecurity compliance and maturity models have been presented. Firstly,
Proença and Borbinha [20] introduced a maturity model as an assessment tool for en-
terprises to provide the current state maturity model of the information security man-
agement system (ISMS) based on ISO/IEC 27001. Another approach was proposed by
Bolanio et al. [21] to improve the security network of higher education institutions based
on ISO27033. [22] Makupi and Masese [23] also created a model to compute the university’s
information security model based on ISO27001 using related clauses of higher education
institutions. Yaokumah and Dawson [24] applied ISO/IEC 21827 [25] to measure the
controls related to the security of higher education institutions (HEIs) in Ghana. Another
model proposed by [26] examined the maturity level of information systems from a security
perspective based on ISO 27001:2013. The idea was to help institutions identify vulnera-
ble areas and implement appropriate interventions to enhance cybersecurity compliance.
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Based on the results, most institutions of higher learning in Indonesia have not complied
with the requirements of ISO 27001:2013 for cybersecurity; the biggest domain gap has been
observed between the current and the expected maturity levels observed in compliance
and system acquisition, development, and maintenance. While using a questionnaire as the
study methodology helped answer the research questions, the subjectivity associated with
this research approach was not addressed. One study proposes a dynamic approach to
compliance assessment where organizations consider the return on investment relevant to
the savings an organization can realize pertinent to the losses that could arise when security
features are not implemented [27]. One of the significant guidelines for implementing
cybersecurity governance is ISO/IEC 27001, directing institutions and companies to create
specific protocols to mitigate, control, and supervise potential risks. Through the protocols,
implementing digital environment rules becomes easier [28]. Suwito et al. [29] applied
the assessment security maturity model by combining various models and standards such
as ISO/IEC 27001, COBIT 4.1, and ITIL v3 (information technology infrastructure library)
for higher education institutions in Indonesia. Hung et al. [30] examined the methods of
enhancing the information security governance (ISG) of Taiwanese universities through a
questionnaire by building the ISG maturity model by looking at appropriate features. A
similar model was designed by Bass [31] as derived from a documentary and the result
from selected Ethiopian universities. Ismail et al. [32] proposed a specialized information
security framework for Malaysia’s higher education institutions.

3.2. Importance of Security in Saudi Arabia

Cybersecurity threats are one of the primary concerns of the Saudi leadership in this
digitalized world. Since August 2017, the cyberattack on Saudi Aramco was inflicted
with the virus named Shamoon. It considers one of the renowned cyberattacks cases in
Saudi Arabia [33]. Due to the contemporary cybersecurity challenges and to maintain
the organization’s information and digital resources, the government of Saudi Arabia has
classified the strategics’ priority as cybersecurity and businesses are making it a priority
to avoid breaches reputationally and financially. In 2017, a Royal Decree was issued to
establish the National Cybersecurity Authority (NCA), which is the national and specialized
reference for matters related to cybersecurity in the Kingdom. The primary responsibility
of this organization is to realize the idea of a safe and reliable Saudi cyberspace that enables
growth and prosperity [34].

Based on the NCA’s objectives and in continuation of its part in regulating and protect-
ing Saudi Arabia’s cyberspace, NCA has established and developed several cybersecurity
frameworks, controls, and guidelines at the national level within its scope to protect its
national security vital interests, government services, and critical infrastructure in line
with vision 2030 of Saudi [13]. The NCA has set out to establish the cybersecurity mini-
mum standards for national and government agencies at risk of cyberattacks to ensure the
safety of their data, for instance, essential cybersecurity controls (ECC), critical systems
cybersecurity controls (CSCC), and data cybersecurity controls (DCC).

3.3. Saudi Arabia Security, Frameworks Maturity, and Standards

Enterprise security is very important in Saudi Arabia because many incidences of cy-
berattacks have been reported compared to other countries. Saudi Arabia’s government is
committed to developing a powerful and operational cybersecurity framework to overcome
these issues. They have designed multiple frameworks, such as NCA creating essential
cybersecurity controls (ECC) to help the enterprise follow cybersecurity best practices [13].
The Communications and Information Technology Commission developed a cybersecurity
regulatory framework (CRF) for the Information and Communications Technology sec-
tor [35]. Moreso, a SAMA cybersecurity framework, was formerly developed by the Saudi
Central Bank (SAMA) to secure financial sectors such as banks, financing companies, and
financial market infrastructure from cyberattacks [36]. In academic literature, Al Hamed
and Alenezi [37] presented a maturity model to mature the ability of business continuity
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management (BCM) and disaster recovery (DR) for Saudi Arabia’s information technology
companies. Additionally, Nurunnabi [38] explains that the investigation of the differences
between International Financial Reporting Standards (IFRS) and Saudi accounting stan-
dards provides an opportunity for the areas that may need to improve further to ensure
better standards are realized in the financial sector. Moreover, it ensures that investors have
a clear understanding of the financial reporting strategies that they need to embrace in
different transactions.

The rationale behind this study was to address cybersecurity issues facing SMEs by
presenting an appropriate framework. According to [39], each SME is unique, hence the
need to utilize a model that aligns with its needs and wants. To this end, the authors
presented specific cybersecurity models for organizations in different industries, including
education, health care, and commerce. A holistic model that covers the different models to
enhance coordination was also presented. A major weakness of the study was that it merely
presented the models and did not evaluate their effectiveness and efficiency. Nevertheless,
the adoption of these models can help SMEs in Saudi Arabia improve their cybersecurity
implementation processes. Alsahafi et al. [40] stated that there is a need for institutions
to implement ISMS such as ISO/IEC 27001 to minimize the risks of cyberattacks on their
information assets. The ISO/IEC 27001 acts as a baseline cybersecurity framework. A
central hypothesis of the study could be whether universities with ISO/IEC 27001 are
fully compliant with NCA-ECC. The assumption here is that it is not fully understood to
what extent Saudi institutions with ISO/IEC are compliant with the NCA-ECC. The study
design was a qualitative survey. Instrumentation included the use of interviews presented
in an interview table from which the answers (data) were collected and analyzed. The
sample size used was three universities, whose cybersecurity officers were interviewed
on each clause and sub-clause. Research results indicated that ISO/IEC 27001 universities
are approximately 64% compliant with the NCA-ECC. Another proposed framework by
Almomani et al. [41] found that most cybersecurity models for high-education institutions
lacked practical mechanisms for the continual assessment of security levels. Accordingly,
they presented a new comprehensive and customized framework, "SCMAF", aligned
with international and local security standards. The research method adopted in this
study encompassed evaluating current cybersecurity maturity frameworks in Saudi Arabia,
mapping local and international frameworks, developing the SCMAF model, implementing
it, demonstrating the utilization of SCMAF, and highlighting the approach for keeping the
framework updated.

Table 1 presents a comparative analysis of related studies for cybersecurity compliance
and the maturity model, for both international and national standards, in terms of the
general idea and the technique used; the focus areas were both international or national,
the followed standard, and if the proposed solution included ECC . This enabled the
organization to measure the maturity level of cybersecurity among the international and
Saudi standards using a user self-assessment tool. Part of the presented maturity models
was based on international standards, for instance, those [9,18,20,23,24]. To improve
cybersecurity in Saudi Arabia other approaches were presented [39,41,42]. The table shows
the rest of the comparisons.

Although there are many existing attempts to propose compliance assessment tools
and maturity models, there is an apparent absence of studies that highlight the compliance
assessment process of the NCA-ECC. Therefore, due to the shortage in the related literature
and the importance for organizations to comply with the security regulations in Saudi
Arabia, this research takes the existing ECC cybersecurity compliance process as a baseline
to build a comprehensive and customized risk-based cybersecurity compliance assessment
system (RC2AS). As a result, RC2AS provides an accurate cybersecurity assessment that
reflects the organization’s current status considering its domain and risk ranges.
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Table 1. Comparative analysis of the related works.

Ref. General Idea Approach Used Focus Area Standards NCA-ECC?

[9]

Present a five-level maturity model that
assesses twenty-three areas, which
include the twenty-two categories of
NIST CSF and the compliance
assessment to measure the
implementation regularly and maintain
the target security posture.

Compared the scales and
domains evaluated by different
maturity models to identify the
gap in NIST CSF.

International

• NIST CSF
• ISO27001
• ISF
• COBIT 5

No

[14]

Propose IT governance model for
universities in Bavaria. The model
defines governance relationships
between cooperative IT service
providers, CIOs, universities, and all
Bavaria stakeholders.

Universities taught applied
sciences and CIO boards of
higher learning institutions
in Bavaria.

International COBIT 2019 No

[18]

Design framework for maturity
assessment (HCYMAF) that higher
education institutions in the UK can use
to assess their ISMS by using a
web-based self-assessment model.

The study combined structured
interviews, case study
evaluations, feedback, and an
online seminar.

International
• GDPR
• PCI DSS
• DSPT NISD

No

[20]
Propose a maturity model that can be
used to plan, implement, review, and
enhance an ISMS based on ISO 27001.

Used design science researcher
paradigm; an iterative
approach; and model adoption
techniques such as
configuration, specialization,
aggregation, and analogy.

International ISO 27001 No

[21]

Propose a model for assessing and
appraising network security in higher
education using six components drawn
from ISO 27033 framework.

The study relied on the
standardized ISO 27033
assessment questionnaire.

International ISO27033 No

[23]

Find solution that entails creating a
maturity model that can be used to
assess the information security
management systems in universities.

Used design research approach
and evaluated cumulative
factors statistically to determine
their contribution to the
proposed model followed ISO
27001 standards.

International ISO27001 No

[24]
Proposed use of ISO/IEC 21827
maturity model for assessing the IT
security posture and security controls.

A questionnaire based on ISO
27033 standards was developed
and distributed to network
security teams in different
learning institutions.

International ISO21827 No

[26]

Develop a maturity framework that can
be used to assess and measure the
information security management
systems of higher learning institutions
in Indonesia for conformity to the ISO
27001 standard.

The research evaluated 35
universities in Indonesia and
assessed their compliance with
ISO 27001:2013 standards.

International ISO 27001:2013 No

[29]

Present an approach that combines
different frameworks to improve the
effectiveness of security maturity
management assessments.

A case study on one university
in Indonesia. International

• COBIT 4.1
• ISO27001
• ITIL v3

No

[30]

Propose an information security
governance (ISG) model for colleges and
universities. The model proposes three
maturity levels: low, medium, and high.

Evaluate the maturity of
information security
governance through a
questionnaire survey.

International None No

[31]
Present an ICT maturity model for
higher education in Ethiopia comprising
eight levels.

Adopted action research
founded on an iterative
approach focused on problem
identification, planning, action,
and evaluation. The study
surveyed education institutions.

International None No
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Table 1. Cont.

Ref. General Idea Approach Used Focus Area Standards NCA-ECC?

[32]
Propose an information security
management framework comprising
five constructs for HEIs in Malaysia.

Interviews and surveys were
conducted to gain
relevant insights.

International
• COBIT
• ISO27001 No

[37]

Propose a model for evaluating the
maturity of business continuity and
disaster-recovery practices for
information technology organizations
in SA.

The study adopted an iterative
approach to link existing
theories to emerging data.

National ISO22301 No

[39]

Incorporate three models and a
combined model for cyber security
countermeasures within SMEs in
education, healthcare, and commerce in
Saudi Arabia.

The study considered
organizational special needs
and asset sensitivity.

National NIST No

[41]
Propose a lightweight cybersecurity
maturity assessment framework for HEI
in SA.

The study developed a
comprehensive policy that
bridges local needs and
international standards.

Both

• NCA-ECC
• CRF
• GDPR
• NIST
• PCI DSS
• DSPT

Yes

[40]

Measure the extent to which certified
ISO/IEC 27001 Saudi organizations
adhere to the NCA-ECC and propose a
framework for complying with not fully
implemented controls.

The study design is a
qualitative survey that included
the use of interviews presented
in an interview table from
which the answers (data) were
collected and analyzed.

Both • NCA-ECC
• ISO 27001

Yes

RC2AS
Propose a risk-based cybersecurity
compliance assessment system based
on ECC.

A comprehensive and
customized risk-based
cybersecurity compliance
assessment system was
provided that reflects the
current status of the
organization, considering its
domain and risk ranges.

National NCA-ECC Yes

4. Risk-Based Cybersecurity Compliance Assessment System (RC2AS)

This section starts by discussing the existing ECC assessment and compliance tool.
Then, it introduces the proposed RC2AS with all its services.

4.1. Existing ECC Assessment and Compliance Tool

The objective of this sub-section is to fully understand and highlight the ECC-1:2018
assessment and compliance tool by studying their domains/controls, scope, objective,
and compliance assessment process. A better understanding of the tool will facilitate and
pave the way toward establishing the foundation of the RC2AS solution. The list of main
functions listed in this section was used as a starting point to build the functions of the
proposed system. Before diving into these functions, the key points of the ECC are:

• Description: Minimum cybersecurity standards were customized and developed after
reviewing international cybersecurity standards, controls, frameworks, previous cy-
bersecurity attacks incidents, and international practices in cybersecurity to minimize
the risk of cyberattack to enterprises’ information and technical assets that are created
by external and internal threats.

• Scope: It is mandatory for all Saudi Arabian entities within the government and
private sectors.

• Objective: The essential objectives must be focused on to protect the information and
assets of organizations: confidentiality, availability, and integrity of information, with
attention paid to the pillars that cybersecurity focuses on (strategy, people, procedures,
and technology).
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• ECC Domains and Structure: As shown in Figure 2, ECC consists of 5 main cyberse-
curity domains, 29 cybersecurity subdomains, and 114 cybersecurity controls.

Currently, each organization should evaluate and assess its compliance with ECC
through self assessments and by using the compliance tool [13] . The only and latest
release of ECC is (ECC-1:2018). The current ECC self-assessment tool is based on an Excel
spreadsheet that is officially posted by the NCA.

(ECC-1:2018 Tool) [43]. The main domains of ECC are placed on separate Excel sheets
(ECC.1 Assessment, ECC.2 Assessment, ECC.3 Assessment, ECC.4 Assessment, and ECC.5
Assessment). In addition, the subdomain(s) related to that main domain are also displayed.
Table 2 shows the structure of each subdomain and a sample subdomain.

         

  

 

Cybersecurity 
Governance

Industrial 
Control Systems 

Cybersecurity

Third-Party and 
Cloud Computing 

Cybersecurity

Cybersecurity 
Resilience 

Cybersecurity 
Defense

ECC ECC

Essential 
Cybersecurity 

Controls 

(ECC-1: 2018) 

5-1: ICS Protection 

1-1: Cybersecurity Strategy 
1-2: Cybersecurity Management 
1-3: Cybersecurity Policies and 
Procedures 
1-4: Cybersecurity Roles and 
Responsibilities 
1-5: Risk Management 
1-6: Cybersecurity in Information 
Technology Projects 
1-7: Cybersecurity Regulatory 
Compliance 
1-8: Cybersecurity Periodical 
Assessment and Audit 
1-9: Cybersecurity in Human Resources 
1-10: Cybersecurity Awareness and 
Training Program 

2-1: Asset Management 
2-2: Identity and Access Management 
2-3: Information System and Processing 
Facilities Protection 
2-4: Email Protection 
2-5: Networks Security Management 
2-6: Mobile Devices Security 
2-7: Data and Information Protection 
2-8: Cryptography 
2-9: Backup and Recovery Management 
2-10: Vulnerabilities Management 
2-11: Penetration Testing 
2-12: Cybersecurity Event Logs and 
Monitoring Management 
2-13: Cybersecurity Incident and Threat 
Management 
2-14: Physical Security 
2-15: Web Application Security 

4-1: Third-Party Cybersecurity 
4-2: Cloud Computing and Hosting 
Cybersecurity 

3-1: Cybersecurity Resilience aspects of 
Business Continuity Management - BCM 

2 1 

3

4

5

Figure 2. Current ECC-1:2018 domains and subdomains.
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Table 2. Current ECC subdomain structure.

Subdomain Structure

Ref. No. subdomain’s Name

Control
Ref. No. Control Clause Compliance Status

Sample of subdomain Structure

1-1 Cybersecurity Strategy

1-1-1

A cybersecurity strategy must be defined, documented, and approved.
It must be supported by the head of the organization or his/her
delegate (referred to in this document as authorizing official). The
strategy goals must be in-line with related laws and regulations [13].

Implemented

1-1-2 A roadmap must be executed to implement the cybersecurity
strategy [13]. Not Implemented

1-1-3 The cybersecurity strategy must be reviewed periodically according to
planned intervals or upon changes to related laws [13]. Not Implemented

The compliance fulfillment of an organization is represented by one of the following
statuses: “Implemented”, “Partially Implemented”, “Not Implemented”, or “Not Appli-
cable”. Organizations measure and assess how they comply with each control clause’s
requirement(s). The “Implemented” status means that all of the requirements for this con-
trol clause are fully implemented. The “Partially Implemented” status means that some of
the control requirements have not been implemented; in other words, the implementation
percentage is greater than 0% and less than 100%. If all of the control requirements have not
been implemented, then the status will be “Not Implemented”. Lastly, the “Not Applicable”
status applies to any control that does not apply to the organization. Table 3 shows the
compliance status along with the implementation percentage.

Table 3. Current ECC compliance statuses along with implementation percentages.

Compliance
Status

Implemented
Partially

Implemented
Not Implemented Not Applicable

Implementation
Percentage 100% >0% to <100% 0% NA

Currently, the self-assessment tool applies a color-coding technique for the compliance
status. Four different colors are used depending on the compliance status. Each status
has one color. The “Implemented” status is indicated by the color “Green”, “Partially
implemented by “Orange” color.“Not implemented” status is colored “Red”, and the
”Gray” color is used for “Not Applicable”. Table 4 illustrates the compliance status along
with the color coding.

Table 4. Current ECC compliance status along with the color-coding.

Compliance
Status

Implemented
Partially

Implemented
Not Implemented Not Applicable

Color-Coding

Finally, after an organization fills out its compliance status in the self-assessment, a
summary of the compliance evaluation results will be generated, as shown in Figure 3. The
left side includes (a) the total number of security controls under each compliance status, and
(b) a chart indicating the percentage of controls in each compliance status. There will also be
a summary for each domain (five main domains) on the same sheet. For example, Figure 4
illustrates the summary of the overall result for domain 1: “Cybersecurity Governance”.
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Figure 3. Current ECC—Summary of the results of the overall assessment, Note: the current tool is
only available in the Arabic language. For this reason, we translated several sentences into English in
Figures 3 and 4 for illustration purposes.

Figure 4. Current ECC—Summary of the results of the main domain “Cybersecurity Governance”,
Note: the current tool is only available in the Arabic language. For this reason, we translated several
sentences into English in Figures 3 and 4 for illustration purposes.

The summary result of the compliance with ECC (Figure 3) shows the percentage of
each compliance status of security controls as there is no overall compliance score provided
in the current ECC tool. In the pie chart, each compliance status percentage (%) is calculated
based on the number of main controls on specific “compliance status” out of the total of
main controls (114 controls). For instance, the percentage of “Implemented” in Figure 3 is
calculated based on the number of “Implemented” controls (71). So, by using Equation (1),
the compliance percentage for “Implemented” compliance status is calculated as follows
( 71

114 ∗ 100), corresponding to (62%). The remaining compliance statuses are calculated in
the same way. The below Equations (1)–(4) illustrate the formula for how each compliance
status percentage is calculated as follows:

Implemented =
∑(FControl)

TControls
% (1)
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Partially Implemented =
∑(PControl)

TControls
% (2)

Not Implemented =
∑(NControl)

TControls
% (3)

Not Applicable = ∑(NAControl)

TControls
% (4)

where; F = fully implemented control(s); P = partially implemented control(s); N = not
implemented control(s); NA = not applicable control(s); T = total controls.

4.2. Proposed Risk-Based Cybersecurity Compliance Assessment System (RC2AS)

As mentioned earlier, compliance with ECC is mandatory for all national Saudi orga-
nizations (public and private) with IT systems. So, all entities should evaluate and measure
their compliance by using the publishing tool (ECC-1:2018 Tool) [43].Many service provider
companies help national entities to assess and measure their compliance level through
dedicated services and tools. These tools help an entity to demonstrate its commitment to
different standards or regulations and enable it to perform gap assessments of its weak-
nesses and strengths. This will result in enabling the entity to develop its road map based
on its priorities.

Therefore, this research takes the existing ECC cybersecurity compliance tool as a
baseline to build a comprehensive and customized risk-based cybersecurity compliance
assessment system (RC2AS). RC2AS is developed to be compatible with the current ECC
tool. This system offers a self-assessment tool that helps the organization evaluate and
check its compliance with ECC. Moreover, RC2AS supports weakness identification and
provides better planning accordingly to enhance its compliance level based on its priorities
for future improvements. Lastly, RC2AS proposes several calculation methods for the
overall compliance score of ECC.

This section presents the proposed system that provides various services by highlight-
ing: (a) the RC2AS overall workflow, and (b) the RC2AS supporting tool that provides a
well-structured and comprehensive questionnaire derived from ECC controls. Such a tool
will provide a practical way to encourage entities to complete the questionnaire and obtain
their compliance level, (c) the proposed calculation methods of the overall cybersecurity
compliance of ECC, (d) the RC2AS compliance status color-coding scheme, and (e) the rich
dashboards RC2AS offer to reflect the current status of compliance with ECC, accurately.
Moreover, setting a clear improvement and action plan will allow them to reach their ECC
target compliance level.

Additional details of the RC2AS and the services it offers are described in the following:

4.2.1. RC2AS Workflow

The proposed system is offered as an offline version of the self-assessment tool that
organizations or auditors can use. To start using the system, there will be high-level ques-
tions to establish the applicable domain by answering predefined questions. Accordingly,
based on the answers, the appropriate domains/subdomains will be displayed to facili-
tate and speed up the assessment process by hiding the controls that do not apply to the
organization’s domain. In addition, the users will choose the recommended and preferable
calculation method (one or more) from the options list: (a) strict compliance, (b) semi-strict
compliance, (c) weighted compliance, or (d) RC2AS weighted compliance. Table 5 shows a
sample of the RC2AS high-level questionnaire.
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Table 5. RC2AS High-level questionnaire.

RC2AS High-Level Questionnaire

Entity Name:

General Question

1. Does the entity use cloud computing? �� Yes � No

2. Does the entity have a third party? �� Yes � No

3. Does the entity use industrial control systems and
operational technology (ICS/OT)?

�� Yes �� No

Calculation Compliance Mode

Select the compliance calculations method:

�� Strict compliance

� Semi-strict compliance

� Weighted compliance

�� RC2AS weighted compliance

The proposed system assesses the domains one by one. Then, the subdomain(s) of this
domain will be fulfilled individually. If the subdomain is applicable to the organization and
this subdomain has dependent questions, the associated questions of this subdomain will
be shown. If the answers are yes, then the remaining questions will be displayed. The next
domain (if any) will appear only in case all questions have been answered, and so forth.
Once this domain’s subdomain(s) are examined, the following domain will repeat the same
steps. Ultimately, when all of the domains’ questions are answered, the compliance level
will be calculated and displayed through rich dashboards. Figure 5 illustrates the workflow
of the proposed system.

4.2.2. RC2AS Supporting Tool

To facilitate the assessment process, the RC2AS supporting tool uses a questionnaire
approach. Accordingly, each control will have one or more questions to assess and measure
the organization’s compliance with a specific control. Table 6 highlights the RC2AS with
subdomain structure.

Table 6. RC2AS supporting tool with subdomain structure.

Ref. No. of
Subdomain

Name of Subdomain

Control Ref.
No. Control Clauses

Question(1) RC2AS compliance answer(1)
Compliance

Status
Question(2) RC2AS compliance answer(2)

. . . . . .
Question(n) 1 RC2AS compliance answer(n) 1

1 n: means the number of questions related to this control.

The questions on a particular control could depend on each other. An example of
questions’ dependency is shown in Table 7. Only the first question on control (1-2-1) will
be presented. Only if the answer is “Yes” or “Partially Implemented” will Q2 and Q3 be
displayed. The following question will not appear if the answer to Q1 is “No”. This will
expedite the assessment process and make it more convenient. On the other hand, there
might be no dependency between the questions, as shown in control (1-2-2), where each
question does not depend on the others.
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Figure 5. The proposed risk-based cybersecurity compliance assessment system (RC2AS) workflow.
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Table 7. Sample of RC2AS subdomain structure (with and without dependency).

1-2 Cybersecurity Management

Sample of Control’s Question(s) with Dependency

1-2-1

A dedicated cybersecurity function (e.g., division,
department) must be established within the orga-
nization. This function must be independent of
the information technology/information communi-
cation and technology (IT/ICT) functions (as per the
Royal Decree number 37140 dated 14/8/1438H). It
is highly recommended that this cybersecurity func-
tion reports directly to the head of the organization
or his/her delegate while ensuring that this does not
result in a conflict of interest [13].

Q1: Does the entity have a cybersecurity
department?

Q2: Is the cybersecurity department
independent of information technol-
ogy management in the entity?

Q3: Does the cybersecurity depart-
ment report directly to the organi-
zation’s head or his/her delegate
while ensuring that this does not re-
sult in a conflict of interest?

Sample of Control’s Question(s) without Dependency

1-2-2

The position of cybersecurity function head (e.g.,
CISO), and related supervisory and critical positions
within the function, must be filled with full-time and
experienced Saudi cybersecurity professionals [13].

Q1: Is the cybersecurity department func-
tion headed by full-time and experienced
Saudi cybersecurity professionals?

Q2: Do the related supervisory and criti-
cal positions in the cybersecurity depart-
ment function with full-time and experi-
enced Saudi cybersecurity professionals?

Accordingly, the organization answers each question to measure its compliance level.
The answer could be one of the following options. (a) If the organization accomplished
all of the requirements of an associated question, then the chosen answer is ‘Yes’. (b) If
the organization partially implements the requirements, then the organization selects the
percentage of this implementation (>0% to ≤ 35%, >35% to ≤ 85%, or >85% to <100%).
Otherwise, (c) the answer selection will be ‘No’. Lastly, (d) if it is not applicable, the answer
‘NA’ will be selected. These RC2AS compliance answers are derived and inspired by the
current compliance status of the ECC assessment tool shown in Table 3. The different
RC2AS answer options are shown in Table 8.

Table 8. RC2AS compliance answer options.

RC2AS Compliance Answer Yes Partially Implemented with No NA

Implementation Percentage 100% >0% to ≤35% >35% to ≤85% >85% to <100% 0% NA

4.2.3. Proposed Calculation Methods for the Overall Compliance Score of ECC

As we have mentioned in Section 4.1, what has been published by NCA and presented
in the current compliance and assessment tool of the ECC tool does not provide an overall
compliance score. Therefore, RC2AS proposes several possible calculation methods to
provide the overall compliance score:

• Method (1): Strict compliance.
• Method (2): Semi-strict compliance.
• Method (3): Weighted compliance.
• Method (4): RC2AS Weighted compliance.

Now, we will describe each method and the attributes and factors that are needed to
calculate the overall compliance score.

(A) Strict Compliance

This is the most strict method as it only considers the fully implemented controls.
The “Partiality Implemented” and “Not Implemented” controls are discarded. The fully
implemented control will have a weight value of (1), and the rest will have a (zero) value.

310



Appl. Sci. 2023, 13, 6145

This means that only fully implemented controls will be counted (100% implementation),
and other controls will not be counted (from > 0% to < 100% implementation). Equation (5)
shows how the compliance score of this method is calculated:

Compliance Score = ∑(FControl)

TAControls
% (5)

where;

F = No. Fully Implemented Control(s); TA = No. of Applicable Control(s);

(B) Semi-Strict Compliance

This method is less strict than the above method. Here, the compliance status “Imple-
mented” will have the same weighted value, which is (1), whereas “Partially Implemented”
has a weight value equal to (0.5). Otherwise, no weight value is given (zero value). Accord-
ingly, Equation (6) calculates the overall compliance score for this method:

Compliance Score = ∑(FControl + 1/2PControl)

TAControls
% (6)

where;

F = No. Fully Implemented Control(s); P = No. Partially Implemented Control(s);
TA = No. of Applicable Control(s);

(C) Weighted Compliance

Before we present the attributes of this compliance score equation, referring to the
RC2AS compliance answer options mentioned above in Table 8, where there are three
different levels of compliance status based on the implementations percentage of the
control, which are (a) >0% to <=35%, (b) >35% to <=85%, and (c) >85% to <100%. Thus,
weighted “Partiality Implemented” is embedded in this equation to impact the calculation
of the overall compliance score. We map each of these RC2AS compliance answer options
to dedicated weight values depending on the percentage of implementation of this control
as detailed in Table 9:

Table 9. Mapping RC2AS compliance answer options with weight values.

RC2AS Compliance Answer Yes Partially Implemented with No NA

Implementation Percentage 100% >0% to <=35% >35% to <=85% >85% to <100% 0% NA
Weight Value 1 0.75 0.5 0.25 0 -

Therefore, the overall compliance score is calculated in Equation (7):

Compliance Score = ∑n
i=1(Weight Valuei)

TAControls
% (7)

where;

n = No. of total Control(s); TA = No. of Applicable Control(s);

(D) RC2AS Weighted Compliance

A better understanding of the organization’s domain and status is needed to reflect
compliance levels accurately. Therefore, this method differentiates organizations by dif-
ferent scopes, business functionality, and criticality level. For this reason, the overall
compliance score should not be measured similarly.

This method includes the risk level of the subdomains to calculate the overall com-
pliance score. This means that the regulator predates a risk level for each subdomain in
ECC (29 subdomains) depending on different criteria and conditions. To clarify more, each
organization will have a risk level of one of the following (high, medium, or low) according
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to the risk impact in case the subdomain controls are not implemented. However, the
organization can officially request the regulator to change the risk level of the subdomains
(if required).

The following example elaborates more on how this method is used. There are
two organizations: the first is a university, and the second is a CNI (Critical National
Infrastructure) organization. Both organizations are not fully implementing control in
a subdomain (2-10). Accordingly, the impact of not fully implementing this control is
definitely not the same for both organizations. Thus, both organizations will be assigned to
a different risk level for the subdomain; subsequently, the overall compliance score will
be affected by the risk value of that subdomain. The above formula (Equation (7)) will be
modified to consider the risk value as shown in Equation (8):

Compliance Score =
∑n

i=0(Risk Based Weight Valuei)

TAControls
% (8)

where

n = No. total Control(s); TA = No. of Applicable Control(s);

As mentioned before, there are three different risk levels (high, medium, and low),
each with a risk value (1, 0.75, and 0.5), respectively. To calculate the “Risk-based Weight
Value”, the compliance status weight value and the risk value are multiplied as shown in
Equation (9):

Risk Based Weight Value = Weight Value ∗ Risk Value (9)

Table 10 describes the difference in the weight value, in case the risk is considered
or not.

4.2.4. RC2AS Color-Coding Scheme

Influenced by the current color coding highlighted in Table 4, RC2AS enhances the
color-coding scheme to reflect the risk level of the compliance status. So, in the case of low
risk, lighter degrees of the color are used, whereas, in the case of high risk, darker degrees
of the color are used. This new color-coding scheme is applied only to the “Implemented”
and “Partially Implemented” compliance statuses. There are no changes for the “Not
Implemented” and “Not Applicable” statuses. To elaborate, Table 11 shows the used color
depending on two factors: the compliance status and the risk-based weight value.

Table 10. RC2AS compliance answers along with the corresponding weight value while considering
the risk level or not.

RC2AS Compliance
Answer

Weight Value Risk Level Risk Value
Risk-Based Weight

Value

Yes (100%) 1
High 1 1.00

Medium 0.75 0.75
Low 0.5 0.5

Partially (>85% to
<100%)

0.75
High 1 0.75

Medium 0.75 0.56
Low 0.5 0.38

Partially (>35% to
<=85%)

0.50
High 1 0.50

Medium 0.75 0.38
Low 0.5 0.25

Partially (>0% to
<=35%)

0.25
High 1 0.25

Medium 0.75 0.19
Low 0.5 0.13

No (0%) 0
High

0 0.00Medium
Low

Not Applicable (NA) NA
High

NA NAMedium
Low
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Table 11. RC2AS color-coding scheme.

Compliance Status Risk-Based Weight Value Color

Implemented
100%
75%
50%

Partially
Implemented

>85% to <100%
>35% to ≤ 85%
>0% to ≤ 35%

Not Implemented 0
Not Applicable N/A

4.2.5. RC2AS Rich Dashboards

Lastly, the dashboard page will be displayed after filling out the self-assessment and
answering all of the questions related to all subdomains. First, the user needs to select the
model from the following options: (strict compliance, semi-strict compliance, weighted
compliance, and RC2AS weighted compliance) along with the date range. Accordingly,
comprehensive dashboards will be generated and displayed. These dashboards include (a)
the overall compliance score with ECC based on the selected model. Moreover, they include
the overall compliance score across all models (Figure 6), and (b) the compliance score for
each main domain per compliance statute is also based on the selected model (Figure 7).
Accordingly, they provide the organization with insight into its cybersecurity posture per
domain, and they provide a detailed view of each main domain and the compliance level
for each control. This helps the organization to gain valuable insight into the most critical
compliance concerns, which will support it in building its activities and actions to enhance
its cybersecurity controls and prepare action plans accordingly. (c) The RC2AS evaluation of
the organization among dates ranges across the main domains based on the selected model
(Figure 8), which allows for the close monitoring of the changes within the domain controls
along with the selected duration, and (d) the proposed action plan for the organization
based on its current compliance status.

As mentioned before, the ECC has 29 subdomains. Each subdomain has a risk level
(high, medium, and low) that the regulator redefines. Accordingly, based on compliance
level, the subdomains will be divided among these risk levels using the proposed color-
coding scheme. The visualized action plan helps the organization understand its current
compliance status with ECC. A complete summary is provided for all domains and sub-
domains, including their compliance and risk levels. Additionally, this plan helps the
organization to identify its weaknesses and design a well-structured strategy to enhance its
level based on its priorities and resources. To illustrate more, the chart in Figure 9 allows
the organization to prioritize its actions. For example, the subdomains that are not fully
implemented and have a high risk level should be considered first. Therefore, this will be
used as an action plan to draw future implementations based on the risk and compliance
levels. Moreover, such a summary encourages the organization to continuously implement
the subdomains that are categorized as high-risk and fully implemented.
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Figure 6. RC2AS dashboard of ECC—(a).

Figure 7. RC2AS dashboard of ECC—(b).
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Figure 8. RC2AS dashboard of ECC—(c).

Figure 9. RC2AS dashboard of ECC—(d).

5. Proposed System Evaluation and Results Discussion

As highlighted before, the current ECC did not publish any compliance score cal-
culation methods. Therefore, to evaluate the effectiveness of the proposed risk-based
cybersecurity compliance assessment system (RC2AS) and examine all of its proposed cal-
culation methods, several scenarios have been considered. These scenarios aim to conduct
a deep comparative analysis OF these methods. Two entities, X and Y, will be utilized in
implementing the different calculation models. For simplicity, one of the ECC subdomains
is chosen to run these scenarios, which is subdomain (1-2) -“Cybersecurity Management”,
as shown in Table 12.
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Table 12. Subdomain (1-2)-“Cybersecurity Management”.

1-2 Cybersecurity Management

Control No. Control Clauses

1-2-1

A dedicated cybersecurity function (e.g., division, department) must be established within the organiza-
tion. This function must be independent of the information technology/information communication and
technology (IT/ICT) functions (as per the Royal Decree number 37140 dated 14/8/1438H). It is highly
recommended that this cybersecurity function reports directly to the head of the organization or his/her
delegate while ensuring that this does not result in a conflict of interest [13].

1-2-2 The position of cybersecurity function head (e.g., CISO), and related supervisory and critical positions
within the function, must be filled with full-time and experienced Saudi cybersecurity professionals [13].

1-2-3

A cybersecurity steering committee must be established by the authorizing official to ensure the support
and implementation of the cybersecurity programs and initiatives within the organization.
Committee members, roles and responsibilities, and governance framework must be defined, documented,
and approved. The committee must include the head of the cybersecurity function as one of its members.
It is highly recommended that the committee reports directly to the head of the organization or his/her
delegate while ensuring that this does not result in a conflict of interest [13].

5.1. Comparison Using the “Strict Compliance” Method

Assume that there are two entities (entity X and entity Y). Both entities implement
controls (1-2-1 and 1-2-2) in subdomains (1-2). On the other hand, control (1-2-3) is “Partially
Implemented” by entity X, while in entity Y it is “Not Implemented”. Table 13 compares
the number of each compliance status for subdomain (1-2) between the entities X and Y.

Table 13. Comparison of the number of each compliance status between two entities (X and Y).

Compliance Status Implemented
Partially

Implemented
Not Implemented Not Applicable

Entity X 2 1 0 0
Entity Y 2 0 1 0

Accordingly, applying (Equation (5)) of the compliance score for both entities will
result in achieving the same score value. Table 14 compares the overall compliance score
for entities X and Y using the “Strict Compliance” method. This equation considers only
the number of fully implemented controls out of the total controls. In this scenario, the
number of fully implemented controls for both entities is (2); then, the compliance score is
calculated as follows: ( 2

3 ∗ 100) = (66.67%).
Consequently, it is observed that this method does not reflect the accurate, current state

of compliance with subdomain (1-2). The implementation percentage on this subdomain is
supposed to measure the overall compliance score. However, this method counts only the
fully implemented controls and ignores everything else. So, “Partially Implemented” and
“Not Implemented” statuses are not included.

Table 14. Comparison of the overall compliance score between the two entities, using “Strict Compli-
ance” method.

Method Name Entity X Entity Y

Strict Compliance Method 66.67% 66.67%

5.2. Comparison Using the “Semi-Strict Compliance” Method

In this scenario, both entities have the same compliance status for all controls (1-2-1, 1-
2-2, and 1-2-3), which are (“Implemented”, “Implemented”, and “Partially Implemented”).
The main difference is in the implementation percentage for control (1-2-3). As illustrated
in Table 15, entity X implemented around 70% of this control, whereas entity Y imple-
mented 30%.
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Table 15. Comparison of the number of each compliance status between two entities (X and Y).

Compliance Status Implemented
Partially

Implemented
Not Implemented Not Applicable

Entity X 2 1 (70%) 0 0
Entity Y 2 1 (30%) 0 0

Nevertheless, by using (Equation (6)), the overall compliance score for entity X is
the same as entity Y. To be specific, the compliance calculated for both entities will be
( 2+0.5

3 ∗ 100) = (83.33%). In summary, both entities’ “Partially Implemented” status will be
treated the same (weight value 0.5) even though the implementation percentage is different.
Therefore, this method still does not accurately reflect the overall compliance score, as
described in Table 16.

Table 16. Comparison of overall compliance score between two entities by using “Semi-Strict
Compliance Method”.

Method Name Entity X Entity Y

Strict Compliance Method 66.67% 66.67%
Semi-Strict Compliance Method 83.33% 83.33%

5.3. Comparison Using the “Weighted Compliance” Method

In this method, we include the weight of the “Partially Implemented“ status as part of
the calculation. We will continue with the same scenario in the above method (Section 5.3),
but in this case, we will evaluate the weights for the level of "Partially Implemented"
(3 levels), which are ((a) >0% to <=35%, (b) >35% to<=85%, (c) >85% to <100%) taken into
account in the overall calculation compliance score. The RC2AS self-assessment for entity
X is shown in Table 17, while entity Y is shown in Table 18.

Table 17. Sample of RC2AS self-assessment of entity X.

1-2 Cybersecurity Management

Control
No. Control Clauses Question RC2AS Compliance

Answer
Compliance
Status

1-2-1

A dedicated cybersecurity
function (e.g., division,
department) must be es-
tablished within the orga-
nization. etc. [13].

Q1: Does the entity have a cybersecurity department? Yes (100%) Implemented

Q2: Is the cybersecurity department independent of information technology
management in the entity? Yes (100%)

Q3: Does the cybersecurity department report directly to the organization’s
head or his/her delegate while ensuring that this does not result in a conflict
of interest?

Yes (100%)

1-2-2

The position of cyberse-
curity function head (e.g.,
CISO), and related super-
visory and critical posi-
tions within the function,
etc. [13].

Q1: Is the cybersecurity department function headed by full-time and
experienced Saudi cybersecurity professionals? Yes (100%) Implemented

Q2: Have the related supervisory and critical positions in the cybersecurity
department functioned with full-time and experienced Saudi
cybersecurity professionals?

Yes (100%)

1-2-3

A cybersecurity steering
committee must be estab-
lished by the Authoriz-
ing Official to ensure the
support and implemen-
tation of the cybersecu-
rity programs and initia-
tives within the organiza-
tion. Committee mem-
bers, roles, etc. [13].

Q1: Does the entity have a cybersecurity steering committee to ensure the
support and implementation of cybersecurity programs and initiatives
within the organization?

Yes (100 %) Partially
Implemented

Q2: Does the entity have defined, documented, and approved the committee
members, roles and responsibilities, and governance framework?

Partially Imp.
(>85% to <100%)

Q3: Does the committee in the entity include the head of the cybersecurity
function as one of its members? Yes (100%)

Q4: Does the committee report directly to the head of the organization or
his/her delegate while ensuring that this does not result in a conflict
of interest?

No (0%)
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Table 18. Sample of RC2AS self-assessment of entity Y.

1-2 Cybersecurity Management

Control
No. Control Clauses Question RC2AS Compliance

Answer
Compliance
Status

1-2-1

A dedicated cybersecurity
function (e.g., division,
department) must be es-
tablished within the orga-
nization. This etc. [13].

Q1: Does the entity have a cybersecurity department? Yes (100%) Implemented

Q2: Is the cybersecurity department independent of information technology
management in the entity? Yes (100%)

Q3: Does the cybersecurity department report directly to the organization’s
head or his/her delegate while ensuring that this does not result in a conflict
of interest?

Yes (100%)

1-2-2

The position of cyberse-
curity function head (e.g.,
CISO), and related super-
visory and critical posi-
tions within the function,
etc. [13].

Q1: Is the cybersecurity department function headed by full-time and
experienced Saudi cybersecurity professionals? Yes (100%) Implemented

Q2: Have the related supervisory and critical positions in the cybersecurity
department functioned with full-time and experienced Saudi
cybersecurity professionals?

Yes (100%)

1-2-3

A cybersecurity steering
committee must be estab-
lished by the authoriz-
ing official to ensure the
support and implemen-
tation of the cybersecu-
rity programs and initia-
tives within the organiza-
tion. Committee mem-
bers, roles and responsi-
bilities, etc. [13].

Q1: Does the entity have a cybersecurity steering committee to ensure the
support and implementation of the cybersecurity programs and initiatives
within the organization?

Yes (100%) Partially
Implemented

Q2: Does the entity have defined, documented, and approved the committee
members, roles and responsibilities, and governance framework?

Partially Imp.
(>0% to <35%)

Q3: Does the committee in the entity include the head of the cybersecurity
function as one of its members? No (0%)

Q4: Does the committee report directly to the head of the organization or
his/her delegate while ensuring that this does not result in a conflict
of interest?

No (0%)

In summary, the difference in the implementation percentage for control (1-2-3) will
be presented in this method. To illustrate this further, the implementation percentage for
entity X on this control is around (70%), while for entity Y it is around (30%). Hence, by
using (Equation (7)), the weight value for entity X in control (1-2-3) will be ( 1+0.75+1+0

4 ) =
(0.69%), so the overall compliance score for entity X in subdomain (1-2) will be followed,
( 2+0.69

3 ∗ 100) = (89.67%). In the same way, the weight value for entity Y in control (1-2-3)
will be ( 1+0.25+0+0

4 ) = (0.31%), so the overall compliance score for entity X in subdomain
(1-2) will be ( 2+0.31

3 ∗ 100) = (77.00%).
Therefore, this method has two main advantages: (a) the reflective color coding for

the compliance status; and (b) the overall compliance score of this subdomain, which better
integrates the partially implemented control in the score calculation. Table 19 compares a
case of including the weight value for “Partially Implemented” status on subdomain (1-2):
“Cybersecurity Management”.

Table 19. Comparison of overall compliance score between two entities by using “Weighted Compli-
ance” Method.

Method Name Entity X Entity Y

Strict Compliance Method 66.67% 66.67%
Semi-Strict Compliance Method 83.33% 83.33%
Weighted Compliance Method 89.67% 77.00%

5.4. Comparison Using “RC2AS Weighted Compliance” Method

In the same way, we will continue with the example mentioned before in Section 5.2.
However, here we will evaluate the overall compliance score while considering (a) the
weight for the level of “Partially Implemented” status, and (b) the risk level of the subdo-
main that the regulator has predefined. Assume the risk level of subdomain (1-2) is “Low”
for both entities. The self-assessments for both entities are shown in Tables 20 and 21.

This method presented the difference in compliance for both entities, specifically for
control (1-2-3) with the risk values included. The overall compliance score of the subdomain
(1-2) for both entities has been reduced due to the risk value for this subdomain being
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“Low”. For more illustrations, the risk-based weight value for both entities in controls (1-2-1)
and (1-2-2) using Equations (8) and (9) will be reduced from value 1 without risk to 0.5
after a low-risk value. At the same time, the overall compliance score for entity X in control
(1-2-3) will be ( 0.5+0.38+0.5+0

4 ) = (0.343%). So, the overall compliance score for subdomain
(1-2) will be ( 0.5+0.5+0.343

3 ∗ 100) = (44.79%). Similarly, the risk-based weight value for entity
Y in control (1-2-3) will be ( 0.5+0.34+0+0

4 ) = (0.16%). So, the overall compliance score for
entity X in subdomain (1-2) will be followed, ( 1+0.16

3 ∗ 100) = (38.54%).

Table 20. Sample of RC2AS self-assessment of entity X.

1-2 Cybersecurity Management

Risk Level: Low

Control
No. Control Clauses Question RC2AS Compliance

Answer
Compliance
Status

1-2-1

A dedicated cybersecurity
function (e.g., division,
department) must be es-
tablished within the orga-
nization, etc. [13].

Q1: Does the entity have a cybersecurity department? Yes (100%) Implemented

Q2: Is the cybersecurity department independent of information technology
management in the entity? Yes (100%)

Q3: Does the cybersecurity department report directly to the head of the
organization or his/her delegate while ensuring that this does not result in a
conflict of interest?

Yes (100%)

1-2-2

The position of cyberse-
curity function head (e.g.,
CISO), and related super-
visory and critical posi-
tions within the function,
etc. [13].

Q1: Is the cybersecurity department function headed by full-time and
experienced Saudi cybersecurity professionals? Yes (100%) Implemented

Q2: Do the related supervisory and critical positions in cybersecurity
department function with full-time and experienced Saudi
cybersecurity professionals?

Yes (100%)

1-2-3

A cybersecurity steering
committee must be estab-
lished by the authoriz-
ing official to ensure the
support and implemen-
tation of the cybersecu-
rity programs and initia-
tives within the organiza-
tion. Committee mem-
bers, roles, and etc.[13].

Q1: Does the entity have a cybersecurity steering committee to support and
implement cybersecurity programs and initiatives within the organization? Yes (100%) Partially

Implemented

Q2: Does the entity have defined, documented, and approved the committee
members, roles and responsibilities, and governance framework?

Partially Imp.
(>85% to <100%)

Q3: Does the committee in the entity include the head of the cybersecurity
function as one of its members? Yes (100%)

Q4: Does the committee report directly to the head of the organization or
his/her delegate while ensuring that this does not result in a conflict
of interest?

No (0%)

Accordingly, by using this method it has been noticed that (b) the overall compliance
score has been reduced here as this is an indicator that the entity needs to focus first on
the subdomain with the highest level of impact. Furthermore, (a) the color coding for the
“Implemented” and “Partially Implemented” statuses are lighter than the normal ones,
as been affected by risk value as illustrated in Table 11. The comparison between the
compliance level by including “Risk Value” is shown in Table 22.

As another example, we will provide the advantage of adding the risk level to the
compliance score calculation method. Let us assume that we have two entities whose
compliance statuses are similar for subdomain (1-2). However, the risk level is different as
classified by the regulator. The risk level for subdomain (1-2) for entity X is “High”, while
for entity Y it is “Medium”. The self-assessment for entity X is presented in Table 23:
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Table 21. Sample of RC2AS self-assessment of entity Y.

1-2 Cybersecurity Management

Risk Level: Low

Control
No. Control Clauses Question RC2AS Compliance

Answer
Compliance
Status

1-2-1

A dedicated cybersecurity
function (e.g., division,
department) must be es-
tablished within the orga-
nization. This etc. [13].

Q1: Does the entity have a cybersecurity department? Yes (100%) Implemented

Q2: Is the cybersecurity department independent of information technology
management in the entity? Yes (100%)

Q3: Does the cybersecurity department report directly to the head of the
organization or his/her delegate while ensuring that this does not result in a
conflict of interest?

Yes (100%)

1-2-2

The position of cyberse-
curity function head (e.g.,
CISO), and related super-
visory and critical posi-
tions within the function,
etc. [13].

Q1: Is the cybersecurity department function headed by full-time and
experienced Saudi cybersecurity professionals? Yes (100%) Implemented

Q2: Have the related supervisory and critical positions in the cybersecurity
department function with full-time and experienced Saudi
cybersecurity professionals?

Yes (100%)

1-2-3

A cybersecurity steering
committee must be estab-
lished by the authoriz-
ing official to ensure the
support and implemen-
tation of the cybersecu-
rity programs and initia-
tives within the organiza-
tion. Committee mem-
bers, roles, etc. [13].

Q1: Does the entity have a cybersecurity steering committee to support and
implement cybersecurity programs and initiatives within the organization? Yes (100%) Partially

Implemented

Q2: Does the entity have defined, documented, and approved the committee
members, roles and responsibilities, and governance framework?

Partially Imp.
(>0% to <35%)

Q3: Does the committee in the entity include the head of the cybersecurity
function as one of its members? No (0%)

Q4: Does the committee report directly to the head of the organization or
his/her delegate while ensuring that this does not result in a conflict
of interest?

No (0%)

Table 22. Comparison of overall compliance score between two entities by using the “RC2AS
Weighted Compliance” method in case of low-risk control.

Method Name Entity X Entity Y

Strict Compliance Method 66.67% 66.67%
Semi-Strict Compliance Method 83.33% 83.33%
Weighted Compliance Method 89.67% 77.00%
RC2AS Weighted Compliance Method 44.79% 38.54%

Although both entities have the same implementation percentage and the only dif-
ference between the two entities is the risk level of this control, the compliance score will
be different since one entity has a “High” risk and the other has a “Low” risk level. Using
Equation (8) to calculate the overall compliance score for both entities, the compliance score
for entity X in subdomain (1-2) is calculated as ( 1+1+0.69

3 ∗ 100) = (89.58%), whereas the
compliance score for entity Y is ( 0.5+0.5+0.343

3 ∗ 100) = (44.79%). Entity X obtains a higher
compliance level for subdomain (1-2) than entity Y, even though entity Y implemented the
controls for this subdomain (1-2) similar to entity X. The compliance level of this subdo-
main is affected by the risk level. The comparison of the overall compliance score is shown
in Table 24.
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Table 23. Sample of self-assessment of entity X (risk level: high).

1-2 Cybersecurity Management

Risk Level: High

Control
No. Control Clauses Question Answer Compliance

Status

1-2-1

A dedicated cybersecurity
function (e.g., division,
department) must be es-
tablished within the orga-
nization, etc. [13].

Q1: Does the entity have a cybersecurity department? Yes (100%) Implemented

Q2: Is the cybersecurity department independent of information technology
management in the entity? Yes (100%)

Q3: Does the cybersecurity department report directly to the head of the
organization or his/her delegate while ensuring that this does not result in a
conflict of interest?

Yes (100%)

1-2-2

The position of cyberse-
curity function head (e.g.,
CISO), and related super-
visory and critical posi-
tions within the function,
etc. [13].

Q1: Is the cybersecurity department function headed by full-time and
experienced Saudi cybersecurity professionals? Yes (100%) Implemented

Q2: Do the related supervisory and critical positions in cybersecurity
department function with full-time and experienced Saudi
cybersecurity professionals?

Yes (100%)

1-2-3

A cybersecurity steering
committee must be estab-
lished by the Authoriz-
ing Official to ensure the
support and implemen-
tation of the cybersecu-
rity programs and initia-
tives within the organiza-
tion. Committee mem-
bers, roles and, etc. [13].

Q1: Does the entity have a cybersecurity steering committee to support and
implement cybersecurity programs and initiatives within the organization? Yes (100%) Partially

Implemented

Q2: Does the entity have defined, documented, and approved the committee
members, roles and responsibilities, and governance framework?

Partially Imp.
(>35% to <=85%)

Q3: Does the committee in the entity include the head of the cybersecurity
function as one of its members? Yes (100%)

Q4: Does the committee report directly to the head of the organization or
his/her delegate while ensuring that this does not result in a conflict
of interest?

No (0%)

Table 24. Comparison between two entities with different risks.

Method Name Entity X Risk Level: High Entity Y Risk Level: Low

RC2AS Weighted Compliance Method 89.58% 44.79%

5.5. Real Case Study

As part of the validation of the new proposed system RC2AS, we conducted a real
case study to provide a convincing argument for the efficacy of the proposed risk-based
cybersecurity compliance assessment system and demonstrate its services through a real-
life environment. We conducted a real study with a figure organization in Saudi Arabia in
the academic sector. The selected organization’s name is kept private here for confidentiality
and privacy (anonymity) reasons and be referred to as (Alpha). The Alpha has won several
accolades and distinctions for its outstanding academic and scientific achievements. An
effective way to learn about the advantages and disadvantages of the proposed solution is
to complete a case study with experts who are acquainted with the compliance assessment
process. This strategy ensures that the appropriate individuals review the tool, provide
inputs and insightful information about the suggested solution, and enhance its efficacy,
leading to a more thorough and informative assessment. The evaluation process has been
conducted with specialized experts at the Alpha organization. The phases of the evaluation
process are as follows:

(A) RC2AS Overview Description: In this phase, before the specialized experts start using
and experimenting with the proposed RC2AS self-assessment supporting tool, we
arranged several workshops with the organization introducing the RC2AS tool and
exploring its main features and functions. The proposed RC2AS tool has been offered
as an offline version through a dedicated Excel file.

(B) RC2AS Experiment: This phase offered a live experiment, with the Alpa organization
given a chance to perform a live examination of the RC2AS supporting self-assessment
tool by itself and start answering the question(s) on each subdomain to assess its
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cybersecurity compliance based on its domain. The RC2AS supporting tool uses a
self-assessment questionnaire (SAQ) approach.

(C) RC2AS Evaluation: After finishing the assessment process, we conducted a final
workshop with them to obatin their insights, recommendations, and feedback.

In conclusion, based on the feedback from the participants, the RC2AS is useful and
valuable for the cybersecurity compliance assessment process, not only by expediting
the assessment process but also by letting the organization choose between one of the
proposed overall compliance-calculation methods based on their needs and resources.
Finally, we have incorporated some of their recommendations to enhance the RC2AS tool
functions and their user experience. Moreover, some of the suggestions will be considered
for improvement in the proposed RC2AS solution in future work.

5.6. Results Discussion

Based on the comparisons conducted among the proposed calculation methods, it can
be observed that the “RC2AS weighted compliance” method can provide organizations
with a fair and accurate assessment that measures the current cybersecurity compliance
level with ECC.

Additionally, there is no right or wrong method as each calculation method has a
different purpose and usage based on the organization’s needs and objectives and its
business functions. Therefore, the main comparisons among the calculation methods with
regard to purpose and usage are summarized in Table 25:

Table 25. The comparison among RC2AS proposed methods in terms of purpose and usage .

Method Name Purpose and Usage

Strict Method This method helps the organization to fully comply with the controls and requirements. Having a weak hole within the control
will lead to exposing the entity and prevent achieving the objective of that control.

Semi-Strict Method This method takes into consideration the efforts that the organization has made to comply with the requirements by increasing
the compliance score of the control’s requirements.

Weighted Compliance This method differentiates between the level of implementation and gives a more specific score on the requirements that have
been implemented. Thus, this will give a better idea of the progress of the entities’ current status.

RC2AS Weighted Compliance This method provides a better understanding of the organization’s domain and status by differentiating between organizations
with different scopes, business functionalities, and criticality levels. This method includes the risk level of the subdomains.

6. Conclusions and Future Work

Complying with the cybersecurity regulatory framework becomes essential to re-
duce the risk of security attacks and protect the nation’s individuals, organizations, and
economies. Such compliance is encouraged regionally and internationally. Therefore, Saudi
Arabia is leading in defining a comprehensive cybersecurity regulatory standard that is
followed and assessed through the introduced essential cybersecurity control (ECC).

The compliance assessments of international cybersecurity standards are general for
all organizations regardless of their domains, business functionality, and criticality level.
In addition, their current assessment approach does not consider that the risk level in
case the security control is implemented or not in reference to the organization’s scope.
Having a unified compliance assessment process for all organizations may affect the
national cybersecurity landscape. To ensure the protection of organizations with critical
infrastructure, further factors need to be injected into the compliance assessment process.

Therefore, this research has been motivated to build a comprehensive and customized
risk-based cybersecurity compliance assessment system (RC2AS) based on ECC, which
is well-defined and inspired by many international standards. All national organizations
having IT systems as part of their infrastructure need to orient themselves toward ECC
using its assessment tool. RC2AS introduces a self-assessment tool that allows an organi-
zation to measure its compliance with the ECC and calculate the compliance score using
different compliance-calculation methods that meet the organization’s needs, criticality, and
resources. This will provide a realistic, fair, and accurate assessment of the organization’s
compliance with the ECC. The offered assessment tool by RC2AS provides enhancements
not only in regard to compliance score calculations but also to the assessment methodology,
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carried out in a very convenient way with expressive color-coding schemes. The assessment
results are visualized in rich dashboards that illustrate the organization’s current status
in fully complying with the ECC. The RC2AS tool guides the organization by addressing
its weaknesses, setting a proper plan to maintain what has been achieved and suggesting
possible solutions and ways to improve.

The proposed RC2AS has been evaluated by conducting several case studies that ex-
amine all of the suggested compliance-calculation methods, including “Strict Compliance”,
“Semi-Strict Compliance”, “Weighted Compliance”, and “RC2AS Weighted Compliance”
methods, where each method has different features and equations. The selection of the
method depends on the nature of the organization. A deep comparative analysis was
conducted to differentiate between these methods and recommend their application scopes.

Even though the proposed RC2AS solution considers many factors that facilitate
and help organizations assess their current cybersecurity compliance posture, it can be
customized to meet the organization’s needs, for instance, integrating the RC2AS with
the existing internal mechanisms in the organization to avoid duplication of efforts. The
employment of this feature will not only be effective but will also ensure a seamless
experience for users.

For future work, an online version of RC2AS could be offered. In addition, RC2AS
will be offered to be used by different types of organizations to take their inputs and
suggestions for improvements. Finally, RC2AS can be adopted by other international
standards and controls.
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