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Shock-Dominated Flow

He-Xia Huang

College of Energy and Power Engineering, Nanjing University of Aeronautics and Astronautics,
Nanjing 210016, China; huanghexia@nuaa.edu.cn

This 2024 Special Issue of Aerospace, an open-access journal from MDPI, is entitled
“Shock-Dominated Flow” and was guest-edited by Dr. He-xia Huang, Professor Hui-jun
Tan, and Professor Ye Tian. It comprises 10 articles, primarily focusing on the fluid mechan-
ics and associated flow control methods of shock-dominated flows. These contributions
offer new insights into this academic research field.

For high-speed aircraft [1,2], engines [3,4], or missiles [5], the external and internal
flow is characterized by shock-dominated flow [6], which determines the aerodynamic
performance, practical envelope, and flight range. Specifically utilizing the compression
effect of shocks, high-speed engines can decelerate the incoming supersonic/hypersonic
flow to a suitable range to match the ramjet or scramjet combustion [7,8]. However, the
shock also induces unfavorable drag [9], pressure/thermal load [10], flameout, and even
structural failure [11]. Therefore, an efficient flow control method for shock-dominated
flow is required [12]. With the development of the aerospace field towards higher speeds,
better performance, and more intelligent control [13,14], there is an urgent need to propose
related theories, reveal the flow mechanism of shock-dominated flow, and develop some
flow control methods to eliminate the accompanying hazard.

This Special Issue publishes recent advances in shock-dominated flow features and
flow control methods related to aerospace. The hypersonic inlet is an aerodynamic interface
between the aircraft and the engine, which utilizes a series of shocks to compress the
incoming flow [8]. Due to the existence of a surface boundary layer, it faces severe shock–
boundary layer interactions [15]. Gao et al. [16] numerically studied the transient flow
evolution in a hypersonic inlet/isolator under incoming wind shear and found that the
cowl-shock-induced separation bubble moved downstream and upstream, with the total
pressure recovery coefficients increasing by approximately 10%. Moreover, the wind shear
had substantial impacts on the downstream shock train. While the shock train was located
near the throat initially, the wind shear may force it to move upstream, resulting in an
inlet unstart. Therefore, the operation of a hypersonic inlet/isolator should consider the
wind shear effect. When the hypersonic nozzle operated at a low nozzle pressure ratio
state, the flow was over-expanded, which induced a shock within the nozzle [17]. Yu
et al. [18] numerically analyzed the effect of external flow on the shock-induced separation
in a single-expansion ramp nozzle. As the external flow Mach number increased, the
internal flow separation experienced a transition from restricted shock separation (RSS) to
free shock separation (FSS) and was finally converted to a fully unseparated state. As the
separation induced by the shock behaved with some unsteadiness, Wang et al. [19] proposed
a dynamic mode decomposition criterion for the spiked-blunt body flow at Ma = 2.2. The
results showed that using the energy sorting criterion, the dynamic mode decomposition
(DMD) method had an advantage in identifying the dominated flow structures of such an
unsteady flow. Moreover, they observed that the spiked-blunt flow appeared with multiple
dominated frequencies, among which, the primary frequency was 3.3 kHz, originating
from the periodic motion of the aftershock.

To control the shock–boundary layer interaction well, several flow control methods
have been put forward [12]. Wang et al. [20] proposed a vortex generator with high-
frequency oscillation to control the shock wave–boundary layer interaction (SWBLI) in
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the inlet. The “extrusion” and “suction” effects during the oscillation process charged the
airflow, which enhanced the momentum exchange. The unsteady numerical results demon-
strated that this method effectively suppressed the shock-induced separation, with the
separation bubble reduced by 31.76% and the total pressure recovery coefficient increased
by 6.4%. Yu et al. [21] proposed a passive flow control method based on micro-serrations;
the height of the hair of serration was lower than the thickness of the boundary layer δ. The
separation length was able to be shortened by 9.13%, with a leading stair of 0.1δ, a depth of
the subsequent serrations of 0.2δ, and a width of 0.05δ. Compared to a vortex generator
or a micro-serration, the plasma-based flow control method, as an active flow control
method, had a shorter response time, an ability to regulate the control intensity, high levels
of injected momentum, and no additional mass loss [22], which has become a hot research
topic in recent years [23,24]. Yang et al. [25] utilized surface arc plasma actuators to control
the two-stage compression corner shocks–boundary layer interaction. A wind tunnel exper-
iment under Mach number 6.0 was conducted. The experimental results showed that this
method could weaken the shock intensity to a certain extent. As the discharging voltage
increased from 0.5 kV to 1 kV, the influence range of the hot plume was able to extend
from 65 mm to 85 mm. Furthermore, Yang et al. [26] used a 30-channel discharge array to
control the shock–boundary layer interaction and shock–shock interaction in a hypersonic
double-wedge to reduce the wave drag, thermal load, and pressure load. The Edney V-type
shock–shock interaction was effectively controlled, and such an interaction disappeared
or was intermittent when the jet plume emerged. Cai et al. [27] used a dielectric barrier
discharge plasma actuator to lower the noise level in a Mach 4.0 cavity flow. The delayed
detached eddy simulation (DDES) and plasma phenomenological model were built as
described in the paper. The results demonstrated that the dielectric barrier discharge (DBD)
plasma actuator effectively suppressed the supersonic cavity flow noise by 2.27 dB. The
movement of a dominating vortex was changed to affect the maximum noise level.

For the muzzle launch system, owing to the high levels of kinetic energy at the muzzle,
a significant shock diffraction phenomenon occurs when the muzzle expels out of the
tubes [28,29]. Li et al. [30,31] experimentally and numerically studied transient shock
evolution during muzzle jets and their interaction with the confined boundaries. The
initial shock–shock collisions were formed, which delayed the evolution of the shocks and
multiple reflected shocks. As the adjacent boundaries confined the expansion of the jet,
the jet exhibited a circumferential asymmetric shape and induced transverse flow, forming
a complex vortical flow. Once the jet approached the ground, the shock and the vortices
were intensified, yielding a reflected shock, which increased the flight Mach number of the
moving body from 1.4 to 1.6.
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Transient Flow Evolution of a Hypersonic Inlet/Isolator with
Incoming Windshear

Simin Gao 1, Hexia Huang 1,*, Yupeng Meng 2, Huijun Tan 1,*, Mengying Liu 1 and Kun Guo 2

1 Key Laboratory of Inlet and Exhaust System Technology, Ministry of Education, College of Energy and Power
Engineering, Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China;
gaosimin@nuaa.edu.cn (S.G.); mengyingliu@nuaa.edu.cn (M.L.)

2 Beijing Power Machinery Research Institute, Beijing 100074, China; xxshchwshry@sina.com (Y.M.);
wwwwguokun@163.com (K.G.)
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Abstract: In this paper, a novel flow perturbation model meant to investigate the effects of incoming
wind shear on a hypersonic inlet/isolator is presented. This research focuses on the transient
shock/boundary layer interaction and shock train flow evolution in a hypersonic inlet/isolator with
an on-design Mach number of 6.0 under incoming wind shear at high altitudes, precisely at an
altitude of 30 km with a magnitude speed of 80 m/s. Despite the low intensity of wind shear at high
altitudes, the results reveal that wind shear significantly disrupts the inlet/isolator flowfield, affecting
the shock wave/boundary layer interaction in the unthrottled state, which drives the separation
bubble at the throat to move downstream and then upstream. Moreover, the flowfield behaves as a
hysteresis phenomenon under the effect of wind shear, and the total pressure recovery coefficients
at the throat and exit of the inlet/isolator increase by approximately 10% to 12%. Furthermore,
this research focuses on investigating the impact of wind shear on the behavior of the shock train.
Once the inlet/isolator is in a throttled state, wind shear severely impacts the motion of the shock
train. When the downstream backpressure is 135 times the incoming pressure (p0), the shock train
first moves upstream and gradually couples with a cowl shock wave/boundary layer interaction,
resulting in a more significant separation at the throat, and then moves downstream and decouples
from the separation bubble at the throat. However, if the downstream backpressure increases to
140 p0, the shock train enlarges the separation bubble, forcing the inlet/isolator to fall into the unstart
state, and it cannot be restarted. These findings emphasize the need to consider wind shear effects in
the design and operation of hypersonic inlet/isolator.

Keywords: wind shear; hypersonic inlet/isolator; shock wave/boundary layer interaction; shock
train; unsteady simulation

1. Introduction

The hypersonic inlet/isolator, an essential component of the scramjet engine, plays
a significant role in the stable and safe operation of aircraft [1–7]. During flights, because
of the complex wind field environment [8–11], aircraft frequently encounter atmospheric
disturbances, such as gusts, wind shear, three-dimensional wind, vortices, and continuous
turbulence. While vortex and gust disturbances are common at low altitudes, hypersonic
vehicles typically operate at high altitudes exceeding 20 km, where the impact of gusts
is negligible. The primary wind perturbation at these altitudes is wind shear, changes
in the wind vector (wind direction and wind speed) in the horizontal and/or vertical
directions [12,13]. When an aircraft encounters wind shear, it experiences temporary
changes in flight attitude, which may subsequently alter the internal flow characteristics of
the hypersonic inlet, including historical effects and hysteresis phenomena.

Presently, most studies on the impact of wind field disturbances on inlet/isolators
concentrate predominantly on low-altitude disturbances, including gusts and wind shear.

Aerospace 2023, 10, 1021. https://doi.org/10.3390/aerospace10121021 https://www.mdpi.com/journal/aerospace4
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Kozakiewicz et al. analyzed the influence of changes in gust speed and direction on
the development of vortices in the pitot subsonic inlet of an F-16, finding that gusts
could potentially result in compressor stalls and unstable engine operations [14]. Wu et al.
performed a simulation study on the flowfield and aerodynamic responses of a serpentine
inlet exposed to non-stationary horizontal sinusoidal gusts and found that the gusts not only
significantly change the flow structure but also play an unfavorable role in the total pressure
distortion of the serpentine inlet [15]. Hussei et al. focused on the impact of side gusts (with
an intensity of 56 m/s) on the supersonic inlet and discovered that they significantly affect
the shock wave and airflow characteristics within the inlet, potentially leading to unstable
flow phenomena such as shock wave oscillation [16]. Etkin et al. proposed a wind shear
model and analyzed the flight characteristics of an aircraft in wind shear conditions [17–19].
Xie et al. developed a dynamic model of an aircraft to simulate the impact of wind fields on
its flight state, considering atmospheric disturbances, discontinuous gusts, and wind shear
and specifically examined parameters such as angle of attack, sideslip angle, aerodynamic
force, and aerodynamic moment [20]. Zhao conducted research on the effect of high-altitude
wind shear on the flight of a rocket and found that wind shear significantly increased the
wind attack angle [21]. Based on results from Zhao et al. [21], Yang et al. developed a wind
shear model at an altitude ranging from 20 km to 78 km and obtained changes in the angle
of attack regarding aircraft affected by wind shear [22].

While most current studies focus on the effect of low-altitude wind shear on low-speed
aircraft, wind shear also exists when hypersonic vehicles fly at high altitudes. To be exact,
the magnitudes of wind shear in the near space (altitude > 20 km) are in the order of
O(~100 m/s) with a time scale in the order of O(~100 ms) [22]. The equivalent angle of
attack can be as high as 3 degrees for a hypersonic vehicle operating at Mach 6, and the
time scale is so short that it induces flow response problems. Thus, it is essential to further
study the effect of wind shear perturbation on the flowfield and performance of hypersonic
inlet/isolators. This paper is organized as follows: Section 2 introduces the wind shear
perturbation model and the hypersonic inlet/isolator model. Section 3 delineates the details
of the numerical simulation setup and validates the reliability of the simulation method.
Based on this, Section 4 provides a detailed discussion on the transient flow evolution
of shock wave/boundary layer interaction and shock train under wind shear. Finally,
Section 5 discusses the key results obtained from the current study.

2. Introduction of the Hypersonic Inlet/Isolator and the Wind Shear Model

2.1. Description of the Hypersonic Inlet/Isolator

In this study, a mixed-compression hypersonic inlet/isolator with a capture height,
ycowl, of 334.11 mm for a design Mach number of 6.0 is described. The external compression
system contains an oblique shock with a deflection angle of 8.73 degrees and a series
of compression waves to decelerate the incoming hypersonic flow with minimal total
pressure loss. In essence, this is a design methodology for the hypersonic inlet/isolator
that emphasizes high compression efficiency. Throughout the entire compression process,
the entropy of the main flow outside the boundary layer remains constant. The throat has a
minimum flow area of Hth = 53 mm. The isolator has an expansion angle of 0.2 degrees and
the value of Liso = 15.1Hth. The main geometrical parameters of the inlet/isolator model
are listed in Table 1. Note that the coordinate origin is set at the leading point of the ramp.
The X-axis and Y-axis are shown in Figure 1.
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Table 1. Model design parameters.

Parameters Value

δ, deg 17.13
β, deg 8.73

Hth, mm 53
Lcowl 5.57Hth
yth 5.3Hth

xcowl 20.38Hth
ycowl 6.3Hth
Liso 15.1Hth

Figure 1. Inlet/isolator model.

2.2. Model for the Wind Shear

Zhao et al. [21] proposed a statistical analysis method for high-altitude wind fields.
They concluded that the primary impact of wind shear on rocket aircraft is a large angle of
attack induced by wind. Based on Zhao et al.’s statistical method, Yang [22] proposed a
wind shear model for near space (20–78 km) based on five-year wind field data (2009 to 2013)
from the Modern-Era Retrospective Analysis for Research and Applications (MERRA) [23].
The results demonstrated that the primary impact of wind shear on aircraft is the angle of
attack induced by the wind. The intensity of wind shear varies from month to month, with
the largest wind shear intensity in January. Taking 30 km as an example, the magnitude
speed of wind shear in January is 80 m/s, and the angle of attack can change by up to
2.65 degrees when the aircraft flies at Mach 6. Based on this, the variation in the angle of
attack (α) due to wind shear over time (t) in January is shown by Equation (1), drawn in
the form of a normal distribution, with the change plotted in Figure 2.

α(t) = 2.552

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[
1

0.029
√

2π
e−

(t−0.05)2

2∗0.0292

]
10

− 0.33

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(1)

Figure 2. Distribution of wind angle of attack, α.
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3. Numerical Method

This section discusses the numerical method, which includes the governing equations,
the turbulence model, the boundary conditions, and the computational grid.

3.1. Computational Method

All the calculations are performed by the commercial computational fluid dynamics
(CFD) software ANSYS FLUENT 18.0. It has demonstrated robust applicability in subsonic,
supersonic, and hypersonic flow simulations, particularly in research related to hypersonic
inlets, and been widely used by researchers globally.

Computational fluid dynamics (CFD) methods used to predict hypersonic flows in-
clude Reynolds-Averaged Navier–Stokes (RANS), Large Eddy Simulations (LES), Direct
Numerical Simulation (DNS), etc. RANS demonstrates good accuracy in predicting macro-
scopic flows and strongly separated flows, but it has not consistently been accurate in
capturing small-scale turbulence and predicting aerothermodynamic loading over the
surface of hypersonic vehicles [24]. On the other hand, LES is suitable for capturing
small-scale vortices, but it requires a large number of grids and has a lengthy computation
cycle for unsteady simulation calculations [25]. DES is a suitable method for a genuinely
time-dependent problem, but the accuracy is very dependent on the number of grids [26].
DNS excels in predicting the laminar–turbulent transition of boundary layers, which is
particularly relevant in research focusing on aerodynamic heating, drag, and vehicle opera-
tion [27]. In our paper, we mainly focus on macroscopic large-scale flow, such as the shock
wave/boundary layer interaction, shock train, etc., which differs from vortices in the turbu-
lent boundary layer. Since these flow structures result from the inertial and macroscopic
motion of fluid, the RANS method was chosen for simulation given the requirements of
computation and accuracy.

This study utilizes the k-ω SST turbulence model developed by Menter [28]. The con-
trol equation is discretized using an upwind scheme with second-order accuracy. Molecular
viscosity is calculated using Sutherland’s formula. For the numerical calculation of the
unsteady flowfield with dynamic changes in angle of attack, a steady flowfield was first
calculated with an angle of attack of 0◦, an incoming Mach number of 6, a static pressure of
1197 Pa, and a static temperature of 225.51 K. This served as the initial flowfield for unsteady
numerical simulations. In these simulations, the dynamic changes in α are achieved using
User-Defined Functions (UDFs), where the incoming flow conditions changed according
to the wind shear model described in Equation (1). The time step for unsteady numerical
simulations was set as 1 μs. The number of time intervals was determined by the period of
the wind shear model, so the maximum number of iterations in each time interval was set
to 250 steps.

3.2. Grid Generation

The model shown in Figure 1 was filled by hexahedral grids using the ICEM CFD
software 21.0, as depicted in Figure 3. The grids are refined near the wall, ensuring a wall
surface, y+, of less than or equal to one. Given the complexity of the flows at the lip and
throat, the grid in these regions was also refined to clearly capture the shock waves and
separation flow.
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Figure 3. Computational grid and domain.

3.3. Boundary Conditions

In the simulations, the pressure far-field boundary was applied for the incoming
freestream, and the wall surface condition was set to a non-slip adiabatic wall. In addition,
the wind shear model mentioned above was applied to the incoming direction and loaded
using User-Defined Functions (UDFs). The pressure and temperature at the pressure far
field were set to correspond to the atmospheric pressure and temperature, respectively,
at an altitude of 30 km.

The static pressure outside the inlet/isolator, including the static pressure at the
inlet/isolator exit, was designated as the far-field static pressure to achieve an unthrottled
state. Table 2 shows the freestream conditions used in the simulations. To monitor the
transient flow evolution of the hypersonic inlet/isolator, ten monitoring points, labeled
P1–P10, were set during the simulation, as shown in Figure 3, and the positions are listed
in Table 3.

Table 2. Inlet/isolator data for the design conditions.

Parameter Value

On-design freestream Mach number 6.0
Air model Ideal gas

Altitude, km 30
Presser, Pa 1197.003

Temperature, K 226.509

Table 3. Position of the monitoring points.

Point P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

x, mm 1411 1425 1433 1440 1444 1446 1455 1625 1792 2065

y, mm 281 281 282 282 282 282 282 283 283 283

3.4. Inlet/Isolator Performance Parameters

The inlet/isolator performance is characterized in terms of the following parameters:

(1) The total pressure recovery coefficient (TPR) is the ratio of total pressure at the
inlet/isolator exit (Pout*) to the freestream total pressure (P∞*). The total pressure loss
is the sum of shock and viscous losses. The total pressure at the exit is calculated with
the mass-weighted average.

TPR =
P∗

out
P∗

∞
(2)

(2) The pressurization rate (PR) is one of the main indicators that characterize the com-
pression characteristics of the inlet/isolator. It is defined as the ratio of inlet/isolator
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exit static pressure (Pout) to inlet/isolator static pressure (P∞). The static pressure at
the exit is calculated with the mass-weighted average.

PR =
Pout

P∞
(3)

3.5. Validation of the Numerical Method and Grid Sensitivity

This paper primarily focuses on the shock system and the shock train phenomenon in
the hypersonic inlet/isolator. Consequently, this section validates the numerical method.
The ability of the numerical method employed in this study to capture shock waves and
separation flow is validated by comparing numerical results with experimental results.
In the experiment, a hypersonic inlet with an isolator under Mach 4.92 conditions was
investigated. The flow region was filled with structured quadrilateral meshes, with the
mesh refined near the wall. To more clearly capture the shock wave and separation structure
of the duct, the mesh of the duct was further refined. The incoming flow conditions
in the simulation are identical to the experimental conditions [29]. Figure 4 compares
the numerical Schlieren images obtained with different turbulence models provided by
FLUENT and experimental Schlieren images of the inlet/isolator. As shown in Figure 4,
only the SST κ-ω can predict such large-scale separation precisely; therefore, the turbulence
model is selected to model the turbulence flow in the inlet/isolator.

(a) Experimental schlieren

(b) Numerical schlieren

Figure 4. Comparison of flow structures in the inlet and the isolator, where red circles indicate the
separation zones.

The numerical flow structures, including the two cowl-induced shocks, the cowl-
shocks/boundary layer interactions on the ramp, the reflected shocks, and the reattachment
shocks in the isolator, are almost identical to the experimental results. Figure 5, furthermore,
compares the numerical wall static pressure distributions with the experimental results.
Generally, the numerical wall pressure values and the overall distribution pattern are in
good agreement with the experimental results. Therefore, the numerical method introduced
in this paper is suitable for the flow simulation of a hypersonic inlet/isolator.
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Figure 5. Comparison of pressure distribution on walls.

To ascertain grid dependencies and determine the optimal mesh in the numerical
simulation, two-dimensional structured grids of the inlet/isolator were generated with
six different grid numbers: 60,000, 100,000, 120,000, 150,000, 170,000, and 200,000. The y+

distribution curves corresponding to different grids are shown in Figure 6, and it can
be seen that the y+ values meet the requirement of the turbulence model [30]. Figure 7
shows the pressure distribution curves corresponding to different grids. After reaching
a grid quantity of 150,000, noticeable changes in the positions of flow structures, such as
separation and shock waves, can be observed compared with the coarser grid quantities.
Figure 8 illustrates that, when the grid number is below 100,000, the separation bubble
does not exhibit a triangular shape. Figure 9 compares the total pressure recovery (TPR)
and pressurization rate (PR) results for the inlet/isolator with the six different grids. Only
when the grid number exceeds 150,000 is the predicted shock wave structure insensitive to
the grid number. While finer meshes require higher computational costs, the mesh with a
grid number of 150,000 was selected for subsequent wind shear simulation calculations.

Figure 6. y+ distribution with different grids.

Figure 7. Pressure distribution with different grids.
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Figure 8. Mach number contours with different grids.

Figure 9. Performance parameters with different grids.

3.6. Numerical Dissipation Verification

It is important to note the numerical dissipation and numerical viscosity at each time
step in a simulation using a computational fluid dynamics (CFD) solver. In this section,
a sufficiently long computational domain is established, as depicted in Figure 10, to verify
whether numerical dissipation will reduce the perturbation in the simulation process.
The wind shear in January is applied as an incoming perturbation.

Figure 10. Numerical dissipation verification model.

The perturbation model is introduced in Section 2, and the details are shown in
Figure 3. The changes in the angle of attack, α, at three points located at different positions
along the flow direction are monitored. As can be seen in Figure 11, the overall change in
α remains constant along the flow direction, which indicates that the perturbation of the
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incoming flow is not dissipated, but there is a lag due to the propagation. Therefore, this
unsteady numerical method proves to be feasible for this study.

Figure 11. Perturbation dissipation of the monitoring points.

4. Results and Discussion

4.1. Effect of Wind Shear on Hypersonic Inlet/Isolator under Unthrottled Conditions

In order to investigate the effect of wind shear on the inlet/isolator shock/boundary
layer interference, an unsteady calculation of the inlet/isolator in the through flow state
was conducted as a basis for the subsequent study of the shock train.

The Mach number contour of the inlet/isolator at t = 0 ms is shown in Figure 12.
In the flowfield, it can be seen that the external compression system contains an oblique
shock and a series of compression wave systems. The cowl shock separates the flow
on the ramp surface. Because of the separation bubble, a separation shock forms and
interacts with the reflected oblique shock. The separated flow re-attaches downstream,
and a triangular separation bubble is formed. An expansion fan and a reattachment
shock are also produced. Multiple shocks are reflected in the isolator, which corresponds
to the pressure on the ramp in Figure 13. The Mach number contours near the throat,
with incoming wind shear, are depicted in Figure 14, and it can be seen that the separation
at the throat moves downstream and then upstream. From t = 0 ms to 50 ms, the strength of
the compression wave system and the cowl shock decreases, as evidenced by the pressure
on the ramp decreasing during this period in Figure 13. Although the intensity of the cowl
shock decreases, the separation bubble at the throat grows as the reattachment point moves
downstream. This might be due to the weakening effect of the shoulder expansion fan on the
separation bubble as the impingement point of the cowl shock moves downstream [31,32].
Furthermore, as shown in Figure 15, the pressure at P2 changes the most because P2 is
located near the reattachment shock. Hence, as the separation bubble moves, the pressure
value of P2 changes significantly. The time scale of the wind shear is 100 ms, as shown
in Figure 2, and the incoming flow of the inlet/isolator returns to the initial state at
t = 100 ms. However, Figures 12 and 13 reveal that the pressure distribution and separation
at t = 100 ms differ from those at t = 0 ms, even though the incoming flow conditions at
these two moments are identical. In particular, while the positions of the reattachment
point and the peak vertex of the separation bubble change little, the separation point moves
upstream at t = 100 ms. This could be because the hysteresis effect is more pronounced in
low-velocity flows as the perturbation intensity recovers to zero. The inflection points of
the pressure at the monitoring points vary at different moments and are delayed compared
with the inflection point of the incoming flow perturbation. This observed phenomenon
can be attributed to the presence of a hysteresis effect.
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(a) Global contour

(b) Locally enlarged contour

Figure 12. Mach number contour of the inlet/isolator at t = 0 ms.

Figure 13. The pressure distribution along the ramp at different moments.

Figure 16 compares the changes in various parameters at the inlet/isolator throat with
incoming wind shear, indicating a lag time of about 0.96 ms between results from the two
of them. Figure 17 provides pressure variation at different heights of the throat, with the
dotted lines indicating the times corresponding to the inflection points of the three pressure
curves. The pressure variation of the monitored points near the upper and lower walls
exceeds that of the mainstream. Moreover, the time corresponding to the inflection points
is delayed by 0.96 ms, corroborating the lag time observed in Figure 16a. This is because
the flow velocity in the boundary layer is slower than that of the mainstream, resulting in a
slower perturbation propagation speed and a longer propagation time.
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(a) t = 0 ms

(b) t = 25 ms

(c) t = 50 ms

(d) t = 75 ms

(e) t = 100 ms

Figure 14. Enlarged Mach number contours at different moments.

t

p x
/p
x0

Figure 15. Pressure variations in monitor points over time.
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(a) Mach number in the throat. (b) Flow rates in the throat.

Figure 16. Variations in Mach numbers and flow rates in the throat.

Figure 17. Pressure changes at different heights of the throat.

Figure 18 illustrates the pressure of the throat along the y direction, indicating that
the pressure decreases with y. In the pressure distribution, there are three characteristic
points, i.e., CP1, CP2, and CP3. Based on the pressure contours in Figure 19, the three
feature points can be analyzed in detail. From the wall to y = 330 mm, the pressure is
almost constant, corresponding to the thickness of the boundary layer on the upper wall
surface. The expansion wave originating from the shoulder leads to a pressure decrease as
y decreases to about 315 mm. The first characteristic point (CP1) at y = 315 mm is due to
the shock wave generated after the interaction between the cowl shock and the separation
shock, causing the pressure to increase as y decreases. The second characteristic point (CP2)
appears at y = 310 mm, which is due to the expansion wave resulting from the separation
of the bubble, leading the pressure to decrease as y decreases. The third characteristic
point (CP3) appears at y = 295 mm, where the pressure begins to increase because of the
reattachment shock generated downstream of the separation bubble. From y = 290 mm to
the wall, the pressure is almost constant, corresponding to the thickness of the boundary
layer on the lower wall surface. In addition, as time passes, the y-value of the third feature
point decreases significantly, which can also be observed from the Mach number contour
at the shoulder in Figure 14. This is because the separation bubble gradually develops
downstream over time, driving the reattachment shock to move downstream.
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Figure 18. Pressure distribution inside the throat area at different times.

Figure 19. Pressure contours at different moments.

It can be seen in Figure 20 that, under the influence of wind shear, the total pressure
recovery coefficient of the inlet/isolator increases, which is mainly due to the weakening of
the cowl shock. The total pressure recovery coefficient of the exit and throat change by about
11.5% and 10.7%. This indicates that the impact of wind shear on the inlet/isolator perfor-
mance needs to be considered when a hypersonic inlet/isolator operates in near space.

16



Aerospace 2023, 10, 1021

(a) Total pressure recovery factor at exit (b) Total pressure recovery factor at throat

Figure 20. Variations in the total pressure recovery factor.

4.2. Effect of Wind Shear on Shock Train

The inlet/isolator’s maximum sustainable backpressure is a crucial characteristic.
Moreover, the throttling process often results in complex shock train phenomena [33–35].
For the inlet/isolator in this study, the maximum sustainable backpressure ratio is 195 times
the incoming static pressure (p0) without wind shear. Once the backpressure exceeds this
value, the shock train will be expelled out of the duct, and the inlet/isolator will fall into
the unstart state. This section analyzes the impact of wind shear on the shock train under
various throttling conditions.

When the backpressure is 135 p0, under incoming wind shear, the transient flowfield
within the inlet/isolator is numerically analyzed. Figures 21 and 22 present the Mach num-
ber and X-velocity contours of the inlet/isolator at different times. Wind shear induces the
downstream shock train to continuously approach the throat, while the throat’s separation
moves downstream. The reason is the compression strength of the external compression
system decreases with wind shear. For the duct, the pressure at the entrance becomes
smaller, while the exit remains unchanged, which eventually leads to the shock train being
pushed upstream. At t = 45 ms, the lower wall separation zone of the shock train couples
with the throat’s separation bubble. As the shock train moves upstream, the separation
at the upper wall expands. This phenomenon happens because, as the shock train moves
upstream, the shock causing separation changes from the right-running reflected shock to
the left-running reflected shock [36].

t = 0 ms t = 25 ms

t = 45 ms t = 57 ms

t = 62 ms t = 100 ms

Figure 21. Changes in Mach number contours.
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Figure 22. Reversed flow in the inlet/isolator.

The change in the angle of attack induced by wind shear starts to decrease after
t = 50 ms. The change in the angle of attack progressively recovers to 0◦, the coupling
separation bubble at the throat begins to decouple, and the shock train moves downstream.
However, because of the hysteresis effect, it becomes evident that the shock train will
not return to its initial state. Figure 23 illustrates the surface pressure distribution along
the lower wall at different times. Figures 24 and 25 show the distributions of the surface
friction coefficient (Cf) along the upper and lower walls at different times. The pressure
and Cf values both change significantly from x = 1300 mm, indicating that the cowl
shock/boundary layer interaction changes. At t = 57 ms, the first rising point of the
pressure is located at the furthest upstream position, as is the zero-value position of the
Cf curve of the lower wall. As the separation at the throat at this moment is at maximum,
which can be seen from the instantaneous Mach number contour, the separation begins
further upstream than the expansion wave. In the region downstream of x = 1500 mm,
the change in surface pressure is substantial, which is induced by the upstream movement
of the shock train. Simultaneously, the direction of the friction drag of the upper and
lower walls changes, as does the separation in the isolator on the upper wall, which is also
reflected in the change in the exit Mach number distribution in Figure 26. This is because
the shock train moves upstream and downward at the same time, suggesting that wind
shear alters the reverse pressure gradient.

Figure 23. Pressure changes along the lower wall.
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Figure 24. Distribution of frictional resistance coefficients on the lower wall.

Figure 25. Distribution of frictional resistance coefficients on the upper wall.

Figure 26. Distribution of Mach numbers at the exit.

Figure 27 presents the Mach number contours of the inlet/isolator at different times
when the downstream backpressure is 140 p0, clearly showing that wind shear causes
the shock train to move upstream and ultimately causes the unstart state. It can be seen
that the separation point of the separation bubble at the throat moves upstream, which
is further demonstrated in Figure 28. Moreover, the Cf value changes for the upper and
lower walls, as shown in Figures 29 and 30. This occurs because, as the shock train
moves upstream, it approaches the upper wall, leading to a lower exit Mach number in
Figure 31. At t = 40.6 ms, the downstream separation zone and separation bubble couple at
the throat, and the separation bubble at the throat enlarges rapidly over time. The angle of
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attack change caused by wind shear begins to decrease after t = 50 ms, and the separation
bubble at the throat starts to decouple from the downstream separation zone at t = 50.6 ms.
However, unlike the condition when the backpressure is 0.675 times the limit back pressure,
the Mach number contour at 52.2 ms clearly shows that the decoupling has failed, forcing
the inlet/isolator to fall into the unstart state. Obviously, under this condition, the influence
of wind shear on the inlet/isolator is profound, directly causing the inlet/isolator to fall
into the unstart state, and it cannot be restarted.

t = 0 ms t = 40.6 ms

t = 50.6 ms t = 52.2 ms

t = 55 ms t = 57.3 ms

Figure 27. Changes in Mach number contours.

Figure 28. Pressure changes along the lower wall.

Figure 29. Distribution of frictional resistance coefficients on the lower wall.
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Figure 30. Distribution of frictional resistance coefficients on the upper wall.

Figure 31. Distribution of Mach numbers at the exit.

Based on the above analysis, it is evident that wind shear substantially affects the
inlet/isolator’s ability to resist back pressure, weakening it by about 30%. Therefore,
the presence of wind shear needs to be considered when designing an inlet/isolator.

5. Conclusions

Herein, the unsteady simulations of a hypersonic inlet/isolator with an on-design
Mach number of 6.0 under incoming wind shear at an altitude of 30 km with a mag-
nitude speed of 80 m/s are performed. The transient flow characteristics of the shock
wave/boundary layer interaction (SWBLI) and shock train are investigated in detail.

A mixed-compression hypersonic inlet/isolator with an oblique shock and a series
of compression waves is designed. The incoming wind shear perturbation is modeled as
a variation in the angle of attack. Under the unthrottled state, wind shear significantly
disrupts the flowfield of the inlet/isolator, affecting the interaction between the shock wave
and the boundary layer. It drives the continuous movement of the separation bubble at
the throat, both downstream and upstream, exhibiting hysteresis phenomena, which are
also demonstrated by the pressure variation in the different positions of the inlet/isolator.
Regarding the performance of the inlet/isolator, the total pressure recovery coefficients at
the throat and exit increase by approximately 10% to 12%, respectively. Under throttled con-
ditions, wind shear significantly impacts the isolator’s shock train. When the downstream
backpressure is 135 times the incoming pressure (p0), the shock train first moves upstream
and gradually interacts with the cowl shock wave/boundary layer, apparently enlarging
the separation bubble at the throat. As the shock train moves upstream, the separation at
the upper wall expands because the shock that interacts with the shock train switches from
the right-running reflected shock to the left-running reflected shock. Then, the shock train

21



Aerospace 2023, 10, 1021

moves downstream and decouples from the separation bubble at the throat. Though the
perturbation amplitude reduces to zero, because of the hysteresis effect, the flowfield in the
inlet/isolator cannot fully recover to the initial state. When the downstream backpressure
increases to 140 p0, the shock train expands the separation zone in both the upper and
lower walls, ultimately forcing the inlet/isolator to fall into the unstart state, and it cannot
be restarted. Therefore, it is necessary to pay more attention to the adverse effects of wind
shear on inlet/isolator performance, which directly affects the internal flow.
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Abstract: Flow separation and transitions of separation patterns are common phenomena of nozzles
working with a wide Mach range. The maximum thrust method is applied to design the single-
expansion ramp nozzle (SERN) for specific operating conditions. The nozzle is used to numerically
simulate the transition processes of separation patterns under the linear change in the external flow
Mach number and the actual trajectory take-off condition of a rocket-based combined cycle (RBCC),
to investigate the mechanism through which the external flow field influences the separation pattern
transition during acceleration. The computational fluid dynamics (CFD) method is briefly introduced,
followed by experimental validation. Then, the design procedure of SERN is described in detail. The
simulation results indicate that as the external Mach number increases, the flow field in the nozzle
undergoes transitions from RSS (ramp) to FSS, and finally exhibits a no-flow separation pattern. The
rate at which the external Mach number varies has little effect on the transition principle of the nozzle
flow separation patterns, but it has a significant effect on the critical Mach number of the transition
points. The external flow field of the nozzle has an airflow accumulation effect during acceleration,
which can delay the transition of the flow separation pattern.

Keywords: overexpansion state; flow separation; single-expansion ramp nozzle (SERN); external
flow; numerical simulation

1. Introduction

Speed is an important index to measure the performance of aircraft, so hypersonic
flight technology has attracted much attention [1,2]. The scramjet engine is one of the
most ideal power sources for hypersonic vehicles because of its simple configuration
and excellent efficiency at high Mach numbers. However, the scramjet operates within
a narrow range of Mach numbers and needs to reach a high flight Mach number before
startup. As a result, hypersonic vehicles powered by scramjet engines are forced to use
other types of booster devices, drastically limiting flexibility and increasing operating
costs. Therefore, researchers proposed the concept of combined cycle engines [3], which
successfully combine several propulsion units and exploit the characteristics of each unit to
maintain high thrust and specific impulse throughout the flight process.

The RBCC engine combines the advantages of rocket engine with high thrust-to-
weight ratio and ramjet with high specific impulse to operate over a wide Mach range.
Considering the requirement for the integrated installation of the aircraft and the nozzle,
the afterbody of the aircraft is typically designed as the expansion ramp of SERN. This not
only helps reduce the weight of the aircraft but also provides a certain self-stabilization for
the engine during off-design operations [4]. With the support of numerous experiments,
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the GTX scheme [5] and the ISTAR scheme [6] for RBCC were determined to achieve the
thermal throat via combustion and to reach the required thrust and specific impulse using
the SERN with a fixed geometric structure. The SERN is the main thrust component of
the hypersonic propulsion system, so the design of the nozzle is very important [7]. The
design point of the nozzle is slightly smaller than the cruise Mach number [8], which makes
the SERN work in a serious overexpansion state at low flight Mach number. Due to the
reverse pressure gradient, flow separation is bound to occur. The shock wave/boundary
layer interaction (SWBLI) will cause unsteady flow in the nozzle [9,10]. The separation
caused by the shock wave will also produce unsteady force, reducing the service life of the
nozzle [11].

Concerning overexpansion flow separation, early research focused mostly on the
axisymmetric rocket nozzle. Studies have suggested that there are two distinct patterns of
separation, namely free shock separation (FSS) and restricted shock separation (RSS) [12,13],
with FSS being the more common pattern. In addition to the traditional axisymmetric
rocket nozzle, symmetric and asymmetric flow separation structures were also observed in
two-dimensional convergence–diffusion channel experiments [14]. Similarly, FSS and RSS
also exist in SERN, with RSS (ramp) being the most common. FSS requires an extremely
narrow range of nozzle pressure ratios (NPR), so some nozzles do not appear. Restricted
shock separation with the separation bubble forming on the flap (RSS (flap)) will be present
in SERN with a lengthy flap. In a previous study [15], the authors observed the transition
from RSS (ramp) to RSS (flap) during the nozzle shutdown process, as illustrated in Figure 1.
The transition was instantaneous, which resulted in a mutation in nozzle performance and
hindered stable flight.

  
(a) (b) 

Figure 1. Flow separation patterns during SERN shutdown: (a) shock wave structure in RSS (ramp)
pattern; (b) shock wave structure in RSS (flap) pattern.

In view of the problems caused by the nozzle working in the overexpansion state,
several early groups [16–19] conducted research on the flow separation prediction, the
transition of separation patterns, and the side load of the axisymmetric rocket nozzle,
concluding that the primary source of the side load was separation transition. Watanabe
et al. [17] found significant side loads in LE-7A experiments, as well as the vulnerability of
some experimental components to damage during nozzle startup and shutdown. Since then,
an increasing number of papers have been published studying the transition of separation
patterns and its effect on nozzle performance [20–22]. Martelli et al. [21] numerically
investigated a subscale parabolic overexpanded rocket nozzle and attempted to explain
the hysteresis cycle between the separation patterns by analyzing the numerical solutions.
He et al. [22] observed an abnormal transition process from no-flow separation at severe
overexpansion to RSS and finally to FSS, even at the design condition. In addition, reducing
the gas density or mass flow in severely overexpanded conditions leads to a decrease in the
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adverse pressure gradient across the separation shock or a weaker shock system, exhibiting
a strong coupling relationship with flow separation behavior.

The majority of relevant studies were conducted in a static environment; however,
the overexpanded separation zone inside the nozzle would interact with the external
airflow [23,24]. Mousavi et al. [25] compared the shock wave position at different Mach
numbers of the external flow, finding that the shock wave was positioned closer to the
nozzle exit at high Mach numbers. Lee et al. [26] numerically studied the flow separation
mechanism of a thrust-optimized parabolic nozzle in high-altitude experiments, and the
observed flow characteristics showed that the separation pattern and the transition process
were very different from those in sea-level experiments. In previous projects conducted by
the authors [27,28], the impact of NPR and external Mach numbers on the flow separation
patterns of an overexpanded SERN was extensively examined. The results showed that FSS
became the most common separation pattern considering the external flow field, which
was in contrast to the results under the static state.

The operation of the RBCC engine is governed by the combined effect of the NPR and
flight Mach number. Specifically, the acceleration process of aircraft startup entails specific
rules regarding the variation process and rate of the flight Mach number. To the authors’
knowledge, no research has been carried out on the flow field under the aforementioned
conditions and the effect of external flow acceleration on the nozzle performance. Therefore,
the work presented in this paper is instructive for investigating the interaction between the
internal and external flow of the nozzle.

2. Numerical Simulation Methods and Validation

The test model adopts the asymmetric nozzle shown in Figure 2. The design of the
expansion contour is based on the maximum thrust theory. The sketch of the nozzle is
shown in Figure 3. The angle at the ramp exit is 0◦, the area of the throat (At) is 419.9 mm2,
and the aspect ratio of the throat is 2.5. The area of the nozzle exit (Aexit) is 1290.58 mm2,
the expansion length is 92 mm, and the contraction length is 30 mm. This model was used
to conduct a cold airflow wind tunnel experiment, and the details of the experimental
scheme are provided in a previous study [29].

 

Figure 2. Tested SERN model in the experiment.

The simulation model was a subscale two-dimensional SERN, and the geometry was
generated using ICEM v12.0 software with a structured mesh, as shown in Figure 4. The
node distributions in the x and y directions of regions 1, 2, 3, 4, 5, and 7 were 80 × 80,
150 × 80, 150 × 80, 120 × 80, 40 × 50, and 150 × 50, respectively. The node distribution of
regions 6 and 8 were 120 × 50. The grid described above is defined as the medium one,
the grid with double the nodes in the x and y directions is defined as the fine grid, and the
mesh with half the nodes is defined as the coarse grid.
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Figure 3. Sketch of the SERN model.

Figure 4. Mesh of the SERN for numerical simulation.

Numerical simulations were carried out using the commercial software FLUENT v12.0,
and the two-dimensional Navier–Stokes equations were solved, including the conservation
equations for mass, momentum, and energy. In the computational process, the implicit
method was used for time advancement to accelerate the convergence. The default Roe-
FDS format was used to compute the flux, and the second-order upwind format was
used to discretize the control equation. In order to ensure stability and correctness, the
Courant number was maintained below 5 in the two-dimensional steady simulation. In
the iterative process, the convergence of the computation was assessed by monitoring the
mass flow at the inlet and outlet of the nozzle. On the other hand, the residual values
of parameters such as the continuity equation, the velocity components, and the energy
equation had to be reduced to less than 10−4. The viscous model is the renormalization
group (RNG) k–ε model, which is a well-validated turbulence model for predicting the
separation flow field of the nozzle [27–30]. The simulation model has the same conditions
as the experiment, and the settings are listed in Table 1. Due to the complex flow structure
formed by separation and reattachment in SERN, y+ cannot be controlled in a small range.
The y+ value varied between 10 and 80 in the simulation, thus meeting the requirements of
the turbulence model.
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Table 1. Settings for numerical simulation.

Property Setting

Materials Ideal gas, compressible
Dimensionality 2D

Discretization method Second-order upwind
Solution method Density-based solver

Solution formulation Implicit
Time dependence Steady
Turbulent model k-epsilon RNG

Near-wall treatment Standard wall function

Pressure—inlet Total pressure = 124,008.5 Pa,
temperature = 296.5 K

Pressure—far-field Ma = 0, static pressure = 35,422.69 Pa,
temperature = 296.5 K

Pressure—outlet Total pressure = 35,422.69 Pa,
temperature = 296.5 K

Wall Adiabatic

Figure 5 shows the pressure distribution of the expansion ramp. The horizontal axis
was normalized using throat height, while the vertical axis was normalized using the
ambient static pressure. The simulations accurately predicted the separation point and
reattachment process; however, there was a slight discrepancy in the pressure rates before
and after the shock wave. It can be observed from Figure 5 that the fine grid results
are in good agreement with those of the medium grid. However, a larger deviation is
observed between the results obtained from the coarse grid and the medium grid. At
approximately X/ht = 6.4, the maximum relative error between the two grids reached
3%. Thus, the medium grid is suitable for obtaining accurate solutions. Consequently,
the medium grid was chosen for subsequent research. Figure 6 presents a comparison
between the experimental Schlieren and the numerical results; the CFD method allows
for the accurate simulation of the flow-field structure. Simulation data also facilitate the
presentation of flow-field details more conveniently.

Figure 5. Wall pressure distribution of the expansion ramp.
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Figure 6. Comparison of the Schlieren image and the CFD results, NPR = 3.5.

3. Results and Discussion

3.1. Nozzle Design

The objective of the RBCC is flight within an extremely wide range of Mach numbers,
enabling the aircraft to take off from the ground and accelerate to hypersonic cruising states.
Throughout this process, there is a significant variation in the operating pressure ratio of
the nozzle, which starts at around 2 and increases to over 600. The SERN was designed
according to the experimental data of the Glenn Research Center [31] shown in Table 2.

Table 2. Experimental data of RBCC engine.

Ma∞ Altitude (km)
Ambient Static

Pressure, Pa (Pa)
Combustor Total
Pressure, Pc* (Pa)

NPR

0 0 101,325
2 8.3 34,061.1 166,899.4 4.9

2.5 11.3 21,781.0 228,700.5 10.5
3 13.6 15,084.1 303,190.4 20.1
4 17.3 8473.5 558,403.6 65.9
5 20.1 5414.4 904,746.2 167.1
6 24.4 2811.0 705,561.0 251
9 28.2 1580.5 1,134,799.0 718
10 31.1 1017.6 1,996,229 1961.7
12 33.5 710.4 3,368,361.6 4741.5

For the Strutjet engine, a previous study [32] demonstrated that the cruise Mach
number of the aircraft reaches 8. In order to take into account the low-Mach number
performance at ramjet takeover and Mach 8 cruise state, the nozzle optimization was
selected at Mach 6. When operating in injection mode or subsonic-combustion ramjet mode,
the RBCC engine with fixed geometry construction lacks a contraction section in the nozzle
that facilitates the acceleration of the airflow to sonic speed. Therefore, the throat serves
as the nozzle inlet. The thermal throat is formed through organized combustion, and the
number of the airflow reaches 1 via heat injection. However, the combustion chamber
channel usually has an expansion angle, which makes the inlet Mach number of the nozzle
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slightly larger than 1. When the RBCC operates in supersonic-combustion ramjet (scramjet)
mode, the airflow Mach number before the nozzle inlet may reach 2 or higher [33].

Assuming no chemical reaction occurs within the nozzle channel, the wall of the
nozzle is adiabatic, and the total pressure loss is ignored; thus, Pin* = Pexit*, Tin* = Texit*.

According to the flow conservation relationship, the following equations can be
obtained:

Kin
Pin

∗
√

Tin
∗ q(Main)Ain = Kexit

Pexit
∗

√
Texit

∗ q(Maexit)Aexit (1)

K =
(γ

R

) 1
2
(

2
γ + 1

) γ+1
2(γ−1)

(2)

q(Ma) = Ma
[

2
γ + 1

(
1 +

γ − 1
2

Ma2
)]− γ+1

2(γ−1)
(3)

where * denotes the stagnation flow parameters; subscripts in and exit represent the nozzle
inlet and outlet, respectively; A is the local area; R is the gas constant; and γ is the specific
heat ratio of the gas.

The design NPR of the nozzle was determined as follows:

NPRdesign =
Pin

∗

Pexit
=

P∗
exit

Pexit
=

(
1 − γexit − 1

2
Ma2

exit

) γexit
γexit−1

(4)

Using the data in Table 1, and ignoring combustion in the nozzle and changes in the
specific heat ratios of the inlet and outlet, a relationship between the area ratio of the nozzle
outlet to the inlet and the inlet Mach number was established for each design NPR, as
illustrated in Figure 7.

 
Figure 7. The link between the design area ratio of SERN and the inlet Mach number under various
flying situations.

For the Strutjet engine, the working Mach number of 2.5–6 is the subsonic-combustion
ramjet mode, and the working Mach number of over 6 is the scramjet mode. When the
engine is in the subsonic-combustion ramjet mode, it has a thermal throat, and the Mach
number of the nozzle inlet is approximately 1. During the design process, it was considered
that the scramjet mode occurred at Mach 6. When the Mach number of the nozzle inlet was
2, the design area ratio was 10.01. Again, for the subsonic-combustion ramjet mode, the
nozzle with the area ratio of 10.01 was under-expanded at Mach 5 operation, whereas it was
slightly overexpanded at Mach 4 operation and significantly overexpanded below Mach 3.
To achieve the desired performance at low speed, the nozzle’s design Mach number was
6, and the design area ratio was 10.01. Additionally, the performance of the cruising state
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with Mach 8 should be considered, and the NPR under this circumstance was determined
using the interpolation method. Finally, the nozzle was designed using the maximum
thrust theory, with a design NPR of 562.3, corresponding to the operating state of Mach 8.
After obtaining the profile, it was truncated according to the condition that the area ratio of
outlet to inlet was 10.01, and the resulting nozzle profile is displayed in Figure 8. Table 3
details the specific design parameters for the maximum thrust nozzle.

Figure 8. The designed profile of the minimum length of the nozzle for Mach 8.

Table 3. Specific design parameters of maximum thrust nozzle profile at Mach 8.

Design Parameters Value

Total pressure of the inlet PD* (Pa) 888,732.02
Total temperature of the inlet TD* (K) 2000

Static pressure of the inlet PD (Pa) 115,250.77
Ambient pressure Pa (Pa) 1580.53

Height of inlet ht (mm) 100
The ratio of specific heat γ 1.33

The thrust coefficient is defined with a surplus impulse of the nozzle outlet as follows:

Thrust confficient =
actual surplus impulse of nozzle outlet
ideal surplus impulse of nozzle outlet

(5)

The surplus impulse function is expressed as follows:

I =
.

mv + A(p − pa) (6)

where
.

m denotes the mass flow rate.
As seen in Table 4, the nozzle maintained a high level of thrust performance under the

Mach numbers of 4–9.

Table 4. Thrust coefficient of the nozzle under different Mach number flight conditions.

Flight Mach Numbers Thrust Coefficient

3 0.8011
4 0.9636
5 0.9784
6 0.9770
8 0.9747
9 0.9725

When the Mach number was <3, the thrust performance of the nozzle was poor.
Particularly, when the Mach number <2, due to the actual area ratio of the nozzle outlet
to inlet being too large, the gas in the nozzle experienced severe overexpansion, and the
positive impulse could not be obtained at the nozzle outlet, preventing the nozzle from
producing effective thrust. When the Mach numbers were in the range of 0–3, however, the
RBCC engine operated in the rocket injection mode, and partial thrust could be provided
via the rocket to compensate for the loss caused by the overexpansion state.
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3.2. Simplified Acceleration Process

There were also different separation flow fields for the designed SERN in the severe
overexpansion state, and the transition of separation patterns occurred under changing
conditions. Figure 9 shows the Mach contour of the flow field under various working
NPRs at sea level. As can be seen, the airflow in the nozzle was along the expansion ramp,
resulting in RSS (ramp); there was no FSS or RSS (flap). Thus, the sea level condition with
only a change in NPR did not cause a transition of the flow separation pattern in the nozzle.

 
(a) (b) 

 
(c) 

Figure 9. Mach contours of the flow field under different NPR, Ma = 0: (a) NPR = 4.9; (b) NPR = 10.5;
(c) NPR = 20.1.

Figure 10 provides the Mach contours of the flow field under real flight conditions.
As can be seen, the nozzle exhibits FSS pattern under conditions (a) and (b), and there is
no separation on the flap but a tail shock. Under condition (c), the shock wave on the flap
does not shoot to the ramp and hence does not induce the formation of separation shock
wave and separation bubble there. If the aircraft takes off from the ground and accelerates,
RSS (ramp) and FSS separation patterns appear sequentially in the nozzle, accompanied by
the corresponding transition of the separation patterns.

The simplified acceleration process was simulated under the condition that the varia-
tion rate of Mach number was 1/s, and the results are shown in Figure 11. With the increase
in external Mach number, the separation shock wave on the flap steadily moved backward,
compressing the flap recirculation zone. The separation shock on the flap rapidly moved
to the trailing edge until the jet shear layer interacted with the boundary of outflow, as
illustrated in Figure 11b. Subsequently, the jet deflected downward, the flap recirculation
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zone disappeared, and the separation bubble on the ramp expanded, forming a large recir-
culation zone. The ambient gas gradually entered the recirculation zone, and the separation
shock on the ramp moved forward to the nozzle inlet. As illustrated in Figure 11c, the
lower shear layer of the jet fully interacted with the outflow to form a slipstream. Finally,
as shown in Figure 11d, the flow field remained steady, and the transition process was
completed.

 
(a) (b) 

 
(c) 

Figure 10. Mach contour of the flow field under different flight conditions: (a) NPR = 4.9, Ma = 2.0;
(b) NPR = 10.5, Ma = 2.5; (c) NPR = 20.1, Ma = 3.0.

Figure 12 illustrates the fluctuation in nozzle performance during the transition process.
The thrust, lift, and moments are nondimensionalized using the initial values. Significant
alterations occurred in these parameters during the transition. At the peak of the perfor-
mance degradation, the decreases in thrust, lift, and moments were 11.8%, 31.27%, and
37.30%, respectively. Upon completion of the transition, the decreases in thrust, lift, and
moments were 5.56%, 15.93%, and 26.65%, respectively.

The above results verify that the transition of separation patterns will occur in the
SERN during startup and acceleration, but the real flight conditions of the RBCC engine
are complex. The interactions between the external flow and the jet, the recirculation zone,
and the boundary layer are critical during the transition process induced by external Mach
number. Different accelerations can have an effect on the Mach number of the airflow at
the nozzle exit, hence altering the transition process.
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(a) (b) 

 
(c) (d) 

Figure 11. The transition from RSS (ramp) to FSS during the acceleration process: (a) t0, Ma = 1.86;
(b) t0 + 0.004 s, Ma = 1.864; (c) t0 + 0.009 s, Ma = 1.869; (d) t0 + 0.02 s, Ma = 1.88.

Figure 12. Variation in nozzle performance during the transition from RSS (ramp) to FSS.

3.3. Effect of Acceleration

The numerical simulation results with external Mach number increase rates of 0.2/s,
0.5/s, 1/s, and 2/s are chosen for discussion. When the rate is 0.2/s, it is close to the real
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flight situation of the RBCC engine. The transition from RSS (ramp) to FSS was simulated
with an initial external Mach number of 1.75 and NPR of 4.9.

Figure 13 demonstrates the relationship between nozzle thrust and Mach number for
different increase rates of Mach number. Meanwhile, to explore the influence of the Mach
number change rate on the transition duration, the minimum thrust points under Mach
number increase rates of 0.5/s, 1/s, and 2/s are adjusted to coincide with the point of 0.2/s
case, and the time at these points is marked as t0, as shown in Figure 14. According to the
analysis of the results, RSS (ramp)–FSS transition occurred under the four cases, indicating
that the external Mach number variation rate did not affect the principle of the separation
flow field and had a negligible effect on the duration of the transition process. With an
increase in the Mach number, the critical Mach number corresponding to the transition
points also gradually increased, and the variation in peak thrust during the transition
process similarly increased.

Figure 13. Variation in the nozzle thrust with Mach number for different increase rates of
Mach number.

Figure 14. Variation in nozzle thrust with time for different increase rates of Mach number, after
an adjustment.
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To further discuss the influence of the external Mach number change rate, the constant
Mach number contour and constant pressure contour for the flow field at an external
Mach number of 1.8 are presented in Figures 15 and 16. Among the four simulated cases,
apart from the varying rate of change in the external Mach number, all other settings
remained identical. Due to the acceleration of the flight, the external flow field underwent
an airflow accumulation process, that is, when the fluid with a lower Mach number had
not yet completely flown through the outer wall of the aircraft, the gas with a higher
Mach number began to enter the computational domain. Consequently, a higher rate of
change in the external Mach number led to a more pronounced accumulation effect in
the external flow field, indicating that the aircraft accelerated to a higher Mach number
condition while the Mach number at the nozzle exit remained comparatively low. As a
result, the faster the change in the Mach number, the more noticeable the effect of external
flow-field accumulation.

 
(a) (b) 

 
(c) (d) 

Figure 15. Constant Mach number contour at Mach 1.8 with different increase rates of Mach
number: (a) 0.2/s; (b) 0.5/s; (c) 1/s; (d) 2/s.

These cases simulated the process of accelerated flight at a specific altitude, where
the boundary static pressure remained constant. However, due to the accumulation of
airflow, the gas with a higher Mach number upstream exerted a certain compressive effect
on the gas with a lower Mach number downstream. Combined with observations from
Figure 16, it can be inferred that a higher rate of change in the external Mach number led to
a more pronounced compressive effect, resulting in higher static pressure at the nozzle exit.
Consequently, the actual nozzle pressure ratio decreased, which contributed to delaying
the transition of separation patterns.
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(a) (b) 

 
(c) (d) 

Figure 16. Constant pressure contour at Mach 1.8 with different increase rates of Mach
number: (a) 0.2/s; (b) 0.5/s; (c) 1/s; (d) 2/s.

3.4. Real Take-off Acceleration Process

RBCC-powered booster aircraft typically follow a two-stage trajectory: inconstant
dynamic pressure climbing and constant dynamic pressure climbing. The separation
pattern transition phenomena of the nozzle during take-off acceleration were explored in
this work using the booster trajectory design of Xue et al. [34]. During the take-off phase,
the aircraft flew along a direct ascending path, reaching the flight condition Mach 3.5 and
achieving ideal dynamic pressure in the ramjet mode of the RBCC engine. The airplane then
began climbing in the direction of the constant dynamic pressure path. Understanding the
link between flight altitude and Mach number is required to determine the environmental
parameters and obtain the boundary conditions for the nozzle flow separation pattern
transition simulations. Figure 17 illustrates the relationship between the Mach number and
the flight altitude with flight time in a direct ascending path.

The method described in ISO 2533—Standard Atmosphere (1975) was used to calculate
the ambient gas parameters. Static pressure in the environment is expressed as follows:

p =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
100 × (3.731444 − 8.41728H)5.25588,−1450 < H ≤ 11000m
100 × 226.32 × exp(1 .7345737 − 1.5768852 × 10−4H

)
, 11000 < H ≤ 20000m

100 × (1.2386515/(1 + 5.085177 × 10−6H))
34.16321878, 20000 < H ≤ 32000m

100 × (1.9630052/(1 + 2.013364 × 10−5H))
12.20114957, 32000 < H ≤ 47000m

(7)
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Ambient temperature is expressed as follows:

T =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
301.15 − 6.5 × (H − 2),−2 < H ≤ 0km
288.15 − 6.5H, 0 < H ≤ 11km
216.65, 11 < H ≤ 20km
216.65 + (H − 20), 20 < H ≤ 32km
228.65 + 2.8 × (H − 32), 32 < H ≤ 47km

(8)

Figure 17. Relationship between the Mach number and the flight altitude with flight time in a direct
ascending path.

The boundary conditions in the numerical simulation were set in accordance with
the relationship between the Mach number and NPRs shown in Table 2. When the Mach
number ≤ 2, the given NPR = 4.9; when 2 < Mach number < 2.5, the NPR increased linearly
from 4.9 to 10.5; when 2.5 < Mach number ≤ 3, the NPR increased linearly from 10.5 to 20.1;
and when 3 < Mach number ≤ 4, the NPR increased linearly from 20.1 to 65.9. When the
flight Mach number ≤ 3.5, the operational modes of the RBCC were the injection mode or
subsonic-combustion ramjet mode, with the nozzle inlet Mach numbers around 1. During
the numerical simulation, the influence of nonuniform parameters at the nozzle inlet was
neglected. Instead, a uniform inlet condition with Mach number = 1 was imposed using
far-field boundary conditions, while other boundary conditions were varied using user-
defined functions (UDFs). The computational process began with an external Mach number
of 0.1 and continued until there was no flow separation inside the nozzle. As illustrated in
Figure 17, the Mach number change rate was slow throughout the actual ascending phase,
ranging from 0.02/s to 0.03/s. In the simulation process, the Mach number change rate
increased by 50 times due to the consideration of the computational amount, resulting in a
Mach number change rate of approximately 1/s.

As illustrated in Figure 18, the nozzle performance curve exhibits a declining tendency
during the direct ascending path and then begins to climb at approximately Mach 2.5. The
Mach contours of the nozzle flow field with external Mach numbers of 0.5, 1.0, 1.5, and 2.0
are shown in Figure 19. According to the presented flow fields, when Mach number < 2,
the nozzle entered RSS (ramp) mode, and as the external Mach number increased, the
separation points on the ramp and flap steadily moved backward, away from the nozzle
inlet. When the external Mach number was small, the design NPR was high, and its
actual working NPR was relatively low, the separation points of the upper and lower
walls were close to the throat and distant from the trailing edge of the nozzle. As a result,
there is considerable room for airflow development after the separation point, and the RSS
(ramp) pattern continues to be observed in the flow field of the nozzle over a broad Mach
number range.
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(a) (b) 

 
(c) 

Figure 18. Variation in the nozzle performance with Mach number in the direct ascending
path: (a) thrust; (b) lift; (c) moments.

In addition, a dramatic change can be clearly detected on the performance curve,
corresponding to the separation pattern transition from RSS (ramp) to FSS depicted in
Figure 20. Although the flow-field variation in the separation pattern transition process is
comparable to that in the linearly increasing Mach number seen in Figure 11, the critical
Mach numbers of the two transition processes are considerably different.

As demonstrated in Figures 19 and 20, during the transition process from RSS (ramp)
to FSS, the flap separation shock rapidly moved toward the trailing edge, followed by a
subsequent downward deflection of the jet, resulting in drastic changes in the flow field.
After the transition from RSS (ramp) to FSS, a larger recirculation zone remained on the
expansion ramp, as shown in Figure 21a. As the external Mach number increased, the
separation shock on the expansion ramp continued to move downstream, suggesting the
possibility of a similar phenomenon, where the ramp separation shock rapidly moved
toward the trailing edge, causing significant changes in the flow-field structure. However,
as illustrated in Figure 18, there is a continuous and smooth change in the nozzle following
the RSS (ramp)–FSS transition process, with no mutation. Figure 21 depicts the process
through which the flow field changed following the transition from RSS (ramp) to FSS. As
the external Mach number increased, the separation shock wave on the ramp gradually
moved downstream, compressing the recirculation zone until it disappeared. Throughout
the process, no flow separation occurred.
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(a) (b) 

 
(c) (d) 

Figure 19. Mach contour of the flow field in RSS (ramp) at different Mach numbers: (a) Ma = 0.5;
(b) Ma = 1.0, (c) Ma = 1.5; (d) Ma = 2.0.

 
(a) (b) 

 
(c) (d) 

Figure 20. The transition from RSS (ramp) to FSS in the direct rising path: (a) t0, Ma = 2.0606;
(b) t0 + 0.003 s, Ma = 2.0693; (c) t0 + 0.008 s, Ma = 2.0840; (d) t0 + 0.015 s, Ma = 2.1048.
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(a) (b) 

 
(c) (d) 

Figure 21. Variation in the flow field during the transition from FSS to no-flow separation
pattern: (a) Ma = 2.2; (b) Ma = 2.4; (c) Ma = 2.6; (d) Ma = 2.8.

In comparison to the transition from RSS (ramp) to FSS, the transition from FSS to
a no-flow separation pattern did not result in a performance mutation. First, the recircu-
lation zone on the expanded ramp in FSS was larger than that on the flap in RSS (ramp).
Environmental flow entered the ramp recirculation zone more smoothly, allowing the
zone to develop more steadily as well. Second, tail shock on the flap severely restricted
the development of the separation shock at the expansion ramp when the external Mach
number was high, as did the expansion of the recirculation zone, and the effect became
more pronounced as the external Mach number increased. Due to the acceleration effect of
outflow passing through the flap cowl, with the increase in flight Mach, the tail shock here
gradually deflected downward and eventually stopped, which caused flow separation on
the ramp, thus ensuring a stable transition process.

4. Conclusions

In this paper, considering the low-Mach number performance at ramjet takeover and
the Mach 8 cruise state, the nozzle optimization design was considered to be at Mach 6.
Through the numerical method, the flow separation pattern transition processes under
the circumstances of linear change in the external Mach number and the real trajectory
were simulated. Detailed analyses were carried out for the processes to further understand
the influence of changes in the external flow field on the flow field inside the nozzle. The
results are as follows:

(1) The external flow Mach number had a significant effect on the overexpansion flow
field of the RBCC nozzle. With an increase in the external Mach number, sequential
transitions of RSS (ramp) to FSS and FSS to no-flow separation pattern occurred.

(2) The transition principle of the flow separation patterns in the real ascending path was
similar to the case with external flow varying linearly, but the Mach number corre-
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sponding to the transition points was considerably different. The variation rate of the
external Mach number affected the nozzle performance during the transition process.

(3) The higher the variation rate of the external flow Mach number, the more obvious the
airflow accumulation effect of the external flow field, which caused an increase in the
static pressure at the outlet and a decrease in the real nozzle pressure ratio, delaying
the transition of flow separation patterns.
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Nomenclature
SERN Single-expansion ramp nozzle
RBCC Rocket-based combined cycle
CFD Computational fluid dynamics
RSS Restricted shock separation
RSS (ramp) Restricted shock separation with separation bubble forming on the ramp
RSS (flap) Restricted shock separation with separation bubble forming on the flap
FSS Free shock separation
SWBLI Shock wave/boundary layer interaction
NPR Nozzle pressure ratio
UDF User-defined functions
At Area of the nozzle throat
Ain Area of the nozzle inlet
Aexit Area of the nozzle exit
Pa Ambient pressure
P* Total pressure
ht Height of the nozzle throat
Ma∞ Mach number of freestream
Main Mach number of nozzle inlet
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Abstract: In this study, we propose a novel dynamic mode decomposition (DMD) energy sorting
criterion that works in conjunction with the conventional DMD amplitude-frequency sorting criterion
on the high-dimensional schlieren dataset of the unsteady flow of a spiked-blunt body at Ma = 2.2.
The study commences by conducting a comparative analysis of the eigenvalues, temporal coefficients,
and spatial structures derived from the three sorting criteria. Then, the proper orthogonal decom-
position (POD) and dynamic pressure signals are utilised as supplementary resources to explore
their effectiveness in capturing spectral characteristics and spatial structures. The study concludes
by summarising the characteristics and potential applications of DMD associated with each sorting
criterion, as well as revealing the predominant flow features of the unsteady flow field around the
spiked-blunt body at supersonic speeds. Results indicate that DMD using the energy sorting criterion
outperforms the amplitude and frequency sorting criteria in identifying the primary structures of
unsteady pulsations in the flow field, which proves its superiority in handling an experimental dataset
of unsteady flow fields. Moreover, the unsteady pulsations in the flow field around the spiked-blunt
body under supersonic inflow conditions are observed to exhibit multi-frequency coupling, with the
primary frequency of 3.3 kHz originating from the periodic motion of the aftershock.

Keywords: dynamic mode decomposition; spiked-blunt body; flow unsteadiness; high-speed
schlieren; spectral analysis

1. Introduction

The phenomenon of flow unsteadiness is typically observed ahead of a wide range
of axisymmetric forebodies, particularly when operating at supersonic and hypersonic
velocities [1,2]. Various configurations, including mixed compression inlets [3,4], double
cones [5,6], forward-facing cavities [7], axially positioned cavities [8], wall protrusions [9],
and spiked/aerodisk forebodies [10–12], have been identified as significant sources of
flow unsteadiness. This unsteadiness spans a broad spectrum of flow Reynolds numbers,
which affects laminar and turbulent flow states [13–15]. In general, the most pronounced
form of shock-related unsteadiness is referred to as ‘buzzing’ [16,17]. This phenomenon is
primarily induced by inviscid, unsteady shock processes [18] and is known for its potential
to inflict severe damage to the structure of the vehicle. By contrast, another form of flow
unsteadiness, which is predominantly influenced by the interactions between the viscous
shock wave and the turbulent boundary layer, is observed to be less severe when compared
with the buzzing phenomenon [19,20].

During the supersonic flight, the forebody of the aircraft encounters substantial post-
shock total pressure and undergoes localised aerothermal ablation phenomena [21]. Cur-
rently, the most widely adopted measures for reducing drag and providing thermal pro-
tection to supersonic aircraft forebodies involve the incorporation of slender cylindrical
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rods at the stagnation point of the incoming flow to form a ‘spiked-blunt body’ config-
uration [1]. In terms of flow stability, spiked forebodies generally exhibit a steady flow
pattern. A necessary requirement to maintain flow stability dictates that at least a single
streamline within the shear layer, known as the dividing streamline [22], must stagnate on
the forebody [23]. However, the flow may exhibit unsteadiness under certain circumstances,
depending on factors such as spike length, freestream Mach number, and forebody configu-
ration. Two distinct modes of flow instability are associated with the use of a mechanical
spike device: violent pulsation and mild oscillation, both characterised by self-sustained
periodic variations in the flow field structures. The violent mode is commonly referred to
as the ‘pulsation mode’, while the mild mode is termed the ‘oscillation mode’ [24]. The
two modes are typically observed with flat or highly blunt conical forebodies. On the con-
trary, hemispherical and spherically blunted forebodies equipped with mechanical spikes
generally exhibit steady flow. However, manifestations of the mild oscillation mode have
been recorded in these scenarios [25–27]. The introduction of an aerodisk at the spike tip
has been demonstrated to stabilise the flow for certain spike lengths [28]. Typical flow field
structures during steady and unsteady states are depicted in Figure 1. The investigation
of the flow unsteadiness of the spiked-blunt body is critical for preserving the structural
integrity of the vehicle and flight control during actual flight.

(a) (b)

Figure 1. Typical flow field structures over a spiked-blunt body in (a) the steady state and (b) the
unsteady state. Although spikes and blunt bodies have different configurations, the fundamental
structures of the flow field are similar.

Dynamic mode decomposition (DMD) is a data-driven algorithm that is designed to
extract dynamic information from experimental measurements or numerical simulations
of flow fields. DMD was introduced by Schmid [29,30], and it has been widely applied in
fluid mechanics to analyse the essential features of complex unsteady flows and construct
lower-order dynamic models of flow fields. A fundamental aspect of the DMD method
is the conceptualisation of flow evolution as a linear, dynamic process. By conducting
an eigenanalysis of snapshots depicting the flow evolution process, the method provides
lower-order modes that encapsulate flow field information along with their corresponding
eigenvalues. A distinctive feature of the DMD method is that each mode corresponds to a
singular frequency and a specific growth rate. This feature provides DMD with a significant
advantage when analysing dynamic linear and cyclical flows. Furthermore, DMD allows
for the direct representation of flow evolution processes through the eigenvalue of each
mode, which eliminates the need for additional control equations. This simultaneous
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acquisition of mode characteristics and dynamic information grants DMD a unique edge
over current flow field reduction methods based on system identification (using time series
and input–output samples) and feature extraction (using spatial samples). Specifically,
DMD facilitates the integrated modelling of space and time.

Since the introduction of DMD, it has captured the attention of numerous researchers due
to its comparative simplicity [31–33]. Subsequent efforts have aimed to enhance the capabilities
of conventional DMD, particularly in terms of pre-processing and post-processing. These ad-
vanced strategies encompass various methodologies, such as ensemble-averaging [34], sparsity-
promoting techniques [35,36], and refined least-square methods [37–40]. Scholars have also
deepened their understanding of the DMD algorithm by investigating the effects of noise [41]
and contemplating considerations such as data updates [42], sub-Nyquist-rate data [43], and
arbitrarily sampled systems [44]. Adaptations of DMD, including DMD with control [45] and
input–output DMD [46], have been established to enable the design of control laws.

Notably, the conventional DMD has proven effective in capturing dominant flow
modes in periodic flows or fully linear systems, with typical applications including inves-
tigations of boundary layer flows [47], transitional jets [48], airfoil transitions [49], and
backward-facing step flow [50]. This effectiveness largely arises from the characteristics of
most periodic or linear flows, where the magnitude of each mode can vary significantly,
which allows for the straightforward identification of dominant modes from either the
initial conditions or the norm of each mode. However, capturing the primary flow features
becomes even more challenging when dealing with the experimental dataset of unsteady
flow fields, such as the flow field around a spiked-blunt body under supersonic conditions.
This challenge arises from the potential presence of multiple fundamental frequencies and
the need for a greater number of numerically transient modes to fully approximate the
samples. Accurate ranking of the importance of each mode requires consideration of not
only the initial condition but also the evolution of the mode throughout the entire dataset.

In this study, we propose a novel energy sorting criterion that fully takes into account
the initial conditions and the time evolution of each mode. The DMD with the energy
sorting criterion and the conventional amplitude and frequency sorting criteria are applied
to the experimental dataset of the unsteady flow of the spiked-blunt body at Ma = 2.2. A
comparative analysis is conducted on the results obtained using the three sorting criteria
from the perspectives of eigenvalues, temporal coefficients, and flow field structures. In
addition, the experimental data are subjected to POD, and the results are discussed in
conjunction with dynamic pressure signals. This study concludes by summarising the
characteristics and application scenarios of DMD under the three sorting criteria and by
revealing the main flow characteristics of the unsteady flow field of the spiked-blunt body
under supersonic conditions.

2. Experimental Facility and Method

2.1. Direct-Connect Wind Tunnel

The experiment was conducted in the SCVT-1 supersonic direct-connect wind tunnel
of the State Key Laboratory of Mechanics and Control of Aeronautics and Astronautics
Structures at Nanjing University of Aeronautics and Astronautics. The main structure
of the wind tunnel is shown in Figure 2. Given the relatively low Mach number of the
experiment, a combination of an atmospheric inlet and vacuum suction was adopted. The
inflow initially accelerates to supersonic through the facility nozzle, then enters the test
section, and lastly exhausts into a vacuum tank with a volume of 400 m3 through the
vacuum pipeline.

The size of the test section is 400 × 120 × 160 mm3, and it is surrounded by plexi-
glass side walls on all sides. This design enables the execution of high-speed schlieren
experiments. Calibration results indicate that the Mach number of the wind tunnel is
Ma = 2.2. During the experiment, the total pressure of the wind tunnel inlet was 101 kPa,
and the total temperature was maintained at 305 K. The detailed experimental conditions
are meticulously documented in Table 1.
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Figure 2. Schematic of the SCVT-1 supersonic wind tunnel and the Z-type schlieren system.

Table 1. Experimental conditions.

Mae, [-] Tt,e, [K] pt,e, [Pa] pb, [Pa] ReD, [-]

2.2 305 1.01 × 103 8.5 × 103 2.6 × 105

2.2. Spiked-Blunt Body Model

In this study, we utilised an experimental model comprising an aerodome and a
cylindrical blunt body, as illustrated in Figure 3a. The diameter of blunt body D was
determined by applying one-dimensional isentropic flow theory and one-dimensional
normal shock wave theory while considering the unstarting problem inherent to a direct-
connected wind tunnel. In addition, the safe blockage ratio Am/Ae of the wind tunnel was
calculated based on the wind tunnel’s operating Mach number Mae and the coefficient
of total pressure loss σ. The detailed derivation processes for these considerations are
provided in previous research [51] conducted on this wind tunnel, with the final result
expressed in the form of Equation (1):

Am

Ae
= 1 − Mae

σ
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(a) (b)

Figure 3. Schematics of the spiked-blunt body model. (a) Schematic of the geometry of the model.
(b) Physical assembly drawing of the model with fixation.

To avoid the unstart phenomenon, the diameter of blunt body D was set to 40 mm,
which resulted in a blockage ratio of Am/Ae of 0.128. Based on the computational findings
and the requirements of the actual experiment, the length of the cylindrical blunt body L
and the spike length l were both set to D, while the spike diameter d was 0.065 D and the
aerodome diameter DA was 0.36 D. These detailed parameters are documented in Table 2.

Table 2. Dimensions of the spiked-blunt body model.

Parameter Symbol Value [mm]

Diameter of blunt body D 40
Length of blunt body L 40

Length of spike l 40
Diameter of spike d 2.6

Diameter of aerodome DA 14.4

The spike was connected to the blunt body through threading and positioned using
the step surface at the base of the spike. The cylindrical, blunt body is supported from the
top and affixed to the upper wall of the wind tunnel using two threaded rods. Figure 3b
presents the physical assembly drawing of the model at an attack angle of 0◦.

2.3. High-Speed Schlieren System

The current experiment employs a Z-type schlieren optical path, as illustrated in
Figure 2. Parallel light passes perpendicularly through the straight test section, and a high-
speed CMOS camera, the Phantom VEO 710L, is used in conjunction with a continuously
adjustable LED light source (0–100 W) to capture the unsteady flow field. The exposure
time of the camera is set to 1.74 μs. The sampling frequency fs of the camera is set to 22 kHz
to capture as much information as possible about the unsteady flow field. According to
the Nyquist sampling theorem, this setup allows for the capture of flow field characteristic
frequencies up to 11 kHz. Considering the need for resolution and the sensitivity to small
density gradients and orientations, a slit configuration was chosen for the schlieren system.
Meanwhile, the knife-edge direction and the slit length direction are set vertically in this
experiment. As a result, the obtained schlieren images can reflect the density gradient
variations in the flow field in the horizontal direction.

The experiment simultaneously monitors unsteady pressure fluctuations on the wind-
ward side of the cylinder using pressure taps. As shown in Figure 3, four measurement
points are situated at half the cylindrical diameter and evenly distributed in the circum-
ferential direction. Fluctuating temporal pressure signals are recorded using a dynamic
pressure sensor (Kulite XTL190SM) and a pressure acquisition card (NI USB-9162). The
sensor has a rated measurement pressure of 120 kPa with an accuracy of ±0.05% of the
full range. The acquisition rate of the pressure sensors is set to 10 kHz. According to the
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Nyquist sampling theorem, this configuration enables the capture of pulsating pressure
signals up to 5 kHz.

2.4. Dynamic Mode Decomposition

The experimentally derived data are processed into a snapshot sequence from the 1st
to Nth moment {x1, x2, x3, . . ., xN}, where the column vector xi represents the flow field snap-
shot at the ith moment. At this stage, a linear transformation relationship exists between
the flow field xi+1 and the adjacent moment’s flow field xi, as defined by Equation (2):

xi+1 = Axi. (2)

where A represents the system matrix of the high-dimensional flow field. This procedure
is a linear estimating process, even if the dynamic system is nonlinear. Because a linear
relationship is assumed, the dynamical characteristics are contained in the eigenvalues of
matrix A. By utilising the flow field snapshots from the 1st to Nth moment, two snapshot
matrices can be constructed as X = {x1, x2, x3, . . ., xN−1} and Y = {x2, x3, x4, . . ., xN}, as per
Equation (3):

Y = {x2, x3, x4, . . . , xN}
= {Ax1, Ax2, Ax3, . . . , AxN−1}
= AX.

(3)

This study employs singular value decomposition (SVD) to perform similarity trans-
formations on high-order operators to obtain a low-order representation of the system and
extract the dominant eigenvalues and primary DMD modes.

The high-dimensional matrix A can be replaced by a low-dimensional similar matrix
Ã. To find the orthogonal space of the similarity transformation, SVD is performed on the
matrix X, as defined by Equations (4) and (5):

X = UΣVH , (4)

A = UÃUH . (5)

The matrix Σ is a diagonal matrix with r singular values on its diagonal, and the
unitary matrices U and V satisfy UHU = I and VHV = I. It should be noted that the SVD
was truncated in this study for noise reduction of the experimental data. When truncating
the SVD in DMD, the premise is to retain only the dominant modes or components that
capture the most significant dynamics of the system while discarding the less significant
modes. This truncation is often carried out based on the decay of the singular values. The
calculation of the matrix Ã can be viewed as a minimisation problem of the Frobenius norm,
which is used to solve for the approximate matrix, as per Equation (6):

A ≈ Ã = UHYVΣ−1. (6)

Given that the matrix Ã is a similarity transformation of the matrix A, it contains the
primary eigenvalues of A. The eigenvalues of the matrix Ã are determined by Equation (7):

ÃΛ j = λjΛ j, (7)

where λj is the jth eigenvalue of Ã and Λ j is the eigenvector corresponding to the eigenvalue
λj. This procedure allows the calculation of the jth DMD mode, as defined by Equation (8):

Φj = UΛ j. (8)

The growth rate gj and frequency ωj corresponding to the jth mode are given by
Equations (9) and (10):

gj = Re
{

lg
(
λj
)}

/Δt, (9)
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wj = Im
{

lg
(
λj
)}

/Δt, (10)

The magnitude of the amplitude of the jth mode represents the contribution of this
mode to the initial snapshot x1. The modal amplitude corresponding to the jth mode is
given by Equation (11):

αj = Λ−1
j UHx1. (11)

The method used to determine the dominant DMD mode is usually not unique. The
current general method is to sort all the modes based on the characteristic parameters
and extract a subset of the front modes to represent the primary features of the flow field.
Each sorting method has its own unique advantages and disadvantages. The conventional
frequency sorting criterion and amplitude sorting criterion take the modal frequency
and amplitude as the characteristic parameters, as illustrated in Equations (10) and (11),
respectively. They differ in their focus and application, with the former focusing more on
the intrinsic dynamic properties of the flow field and the latter focusing more on the actual
behaviour and response of the flow field during vibration.

For each mode, DMD calculates a corresponding temporal coefficient, which describes
the evolution of that mode over time. To further analyse the flow unsteadiness, the temporal
coefficient of the jth mode at time instant i is defined by Equation (12):

Cij =
(
λj
)i−1

αj. (12)

This study proposes an energy sorting criterion specifically designed for experimental
data on unsteady flow fields. This criterion considers initial conditions and the temporal
evolution of each mode. In addition to assessing the temporal coefficient, it integrates the
spatial elements of each mode. It defines the Frobenius norm of the space–time matrix
of each mode as the total energy of that mode throughout the entire period, as shown in
Equation (13):

Ej = ‖ΦjCj‖2
F. (13)

To highlight the advantages of the energy sorting criterion in handling an experimental
dataset of unsteady flow fields, this criterion is applied to high-speed schlieren snapshots of the
unsteady flow field around a spiked-blunt body. The results are compared with those obtained
using the conventional amplitude and frequency sorting criteria. Moreover, the validity of the
results is verified by combining the POD results with the dynamic pressure signals.

3. Results and Discussion

3.1. Conventional Amplitude Sorting Criterion

The amplitude sorting criterion is a commonly used method in conventional DMD.
This section presents the results obtained by applying DMD to 5000 consecutively acquired
schlieren snapshots from a single experiment and sorting the modes according to their
amplitude magnitudes. Figure 4a illustrates the distribution of eigenvalues of the modes
after applying DMD. Each unit circle in the diagram denotes the eigenvalue of a mode, with
the coordinates of each point representing the real and imaginary parts of the eigenvalues.
Circles located on the unit circle indicate stable modes; those within the unit circle represent
decaying modes; and those outside the unit circle are unstable modes. The eigenvalues
appear in conjugate pairs, with most mode eigenvalues located on the unit circle. A small
fraction of modes with high amplitudes are within the unit circle, which suggests that most
flow fields are stable following DMD, with only a few modes starting with high initial
amplitudes that subsequently decay. The eigenvalues of the first six DMD modes have been
extracted and marked with red circles. These eigenvalues are all located within the unit
circle. This condition indicates that the initial amplitudes of the first six modes are high,
but they are expected to decay over time and are classified as decaying modes. In Figure 4b,
the relationship between the growth rate and amplitude of each mode is illustrated, which
reveals a general trend where stable modes have smaller amplitudes and lower growth

50



Aerospace 2024, 11, 188

rates, while decaying modes have larger amplitudes and higher growth rates. Among the
first six modes, the first four exhibit relatively lower growth rates, which implies slower
decay. The fifth and sixth modes have higher growth rates, which suggests a faster decay
rate. This aspect is one of the shortcomings of the amplitude sorting criterion, which will
be further discussed in the subsequent sections.

(a) (b)

Figure 4. Modal eigenvalue analysis of the DMD using the amplitude sorting criterion. (a) Distri-
bution of modal eigenvalues. (b) Relationship between modal growth rate and amplitude. Herein,
black circles represent all eigenvalues, while red circles denote the extracted eigenvalues of the first
six modes.

Each mode appears in conjugate pairs, with the same real part for the even and odd
modes of a pair and a 180◦ phase difference in the imaginary part. Therefore, only the odd
modes are used to represent a pair of conjugate modes in this study, such as mode 1–2,
which represents the common real part of modes 1 and 2, as well as the imaginary part of
mode 1. Figure 5 depicts the evolution of the temporal coefficients for the first six modes of
the DMD, sorted by amplitude. Figures 5a and 5b represent the real part and the imaginary
part, respectively. A comparison between Figure 5a,b reveals that the amplitudes and
frequencies of the real and imaginary parts of the temporal coefficients for a given mode
pair are nearly identical. The temporal coefficients of the first six modes all initially display
high amplitudes that decay over time. Mode 1–2 exhibits the highest initial amplitudes and
also the fastest rate of decay. The amplitude and decay rate progressively decrease with the
increase in mode order. These observations align with the patterns of the eigenvalues of
the first six modes shown in Figure 4.

Figure 6 presents the power spectral density (PSD) of the temporal coefficients for the
first six modes of the DMD using the amplitude sorting criterion. Figures 6a and 6b repre-
sent the real part and the imaginary part, respectively. A comparison between Figure 6a,b
reveals that the PSD of the temporal coefficients for each mode exhibits a single frequency
peak. This observation shows that the temporal coefficient variation of each mode closely
approximates a simple harmonic motion at a single frequency. In other words, the unsteady
pulsations in the flow field have been extracted into a combination of single-frequency
modes, with each mode having a unique frequency component but a relatively dispersed
energy distribution. Although the real and imaginary parts of the temporal coefficients
for each mode exhibit different developmental trajectories in their PSD, they share the
same peak frequencies. The first three pairs of peak frequencies are 23, 171, and 1546 Hz,
respectively. The mode sorting was based on the modal amplitude magnitude, with no
consideration for the decay rate. Consequently, the first mode exhibits a high initial ampli-
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tude and a high decay rate. Given its low-frequency pulsation, the first mode represents
low-frequency, high-amplitude noise in the flow field rather than the evolution of the main
flow field.

(a) (b)

Figure 5. Evolution of the temporal coefficients amongst the first six modes of the DMD using the
amplitude sorting criterion. (a) Real part. (b) Imaginary part.

(a) (b)

Figure 6. Power spectral density of the temporal coefficients amongst the first six modes of the DMD
using the amplitude sorting criterion. (a) Real part. (b) Imaginary part.

The DMD of experimental data offers a modal representation of the primary spatial
structures in the flow at various characteristic frequencies. Adjacent modes are complex
conjugates of one another. In other words, every two adjacent DMD modes share identical
real parts and opposite imaginary parts. Figure 7 illustrates the flow field structures of the
initial six DMD modes for the spiked-blunt body by using the amplitude sorting criterion.
Figures 7a–c and 7d–f represent the real and imaginary parts, respectively. For ease of
description, the coordinates of the schlieren images are nondimensionalised by the cylinder
diameter D, with the coordinate origin located at the spike tips. The real and imaginary
parts of the same mode exhibit identical flow structures. In mode 1–2, a shallow aftershock
is observed ahead of the cylindrical blunt body, which is accompanied by speckles and
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scratches in the field of view. They are caused by water droplets due to humidity and
impurities on the glass on the day of the experiment. Considering the previous results,
specifically the high initial amplitude and rapid decay rate of mode 1–2, it represents
low-frequency noise in the experiment rather than the primary flow structures of interest.
The flow field of mode 3–4 does not contain the low-frequency noise observed in mode
1–2 and only exhibits an aftershock ahead of the cylindrical blunt body. This aftershock is
axially symmetrical along the spike and is replaced by fine flow features in the centre region
of the cylindrical blunt body surface (approximately −0.36 < y/D < 0.36). The aftershock is
attached to the shoulder of the cylindrical blunt body, which results in a three-dimensional
ring-like structure. In mode 5–6, the flow field similarly displays only a bow aftershock
ahead of the cylindrical blunt body. However, this aftershock appears fragmented, with
a higher intensity in the central region (approximately −0.47 < y/D < 0.47) due to its
unsteady pulsation along the flow direction, which continuously impacts the surface of the
cylindrical blunt body. Notably, a very weak aftershock is present in the flow field above
the aerodome in modes 3–4 and 5–6. This bow shock is a consequence of the high-speed
incoming flow being obstructed by the hemispherical aerodome. Given that the aftershocks
in this state are relatively stable, they exhibit very weak intensity in the modes sorted by
amplitude. As indicated by the modal eigenvalues in Figure 4 and the evolution of the
temporal coefficients in Figure 5, the corresponding spatial structures of the flow field for
each mode will decay over time at different rates.

(a) (b) (c)

(d) (e) (f)

Figure 7. Flow field structures of the first six modes of the DMD using the amplitude sorting
criterion for the spiked-blunt body. Specifically, (a–c) represent the real part, while (d–f) represent the
imaginary part.
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3.2. Conventional Frequency Sorting Criterion

The frequency sorting criterion is also a commonly used method in conventional DMD.
This section presents the results of applying DMD to the same dataset as in Section 3.1
and sorting the modes based on their frequency magnitudes. In Figure 8a, the distribution
of DMD mode eigenvalues reveals that these eigenvalues appear as pairs of conjugate
complex numbers. Most of the mode eigenvalues are located on the unit circle, while a
smaller fraction of higher amplitude modes is found within the unit circle. Therefore, the
flow field for most modes is relatively stable, with only a few modes with high initial
amplitudes showing decay. The eigenvalues of the first six DMD modes are extracted
and marked with red circles, which signifies that these modes have low initial amplitudes
but are relatively stable. Thus, they are classified as stable modes. Figure 8b presents the
relationship between the growth rates and amplitudes of each mode. In general, DMD
modes with smaller amplitudes and subsequently lower growth rates are stable, while
those with larger amplitudes and higher growth rates are decaying modes. Among the
first six modes selected in this section, all exhibit low amplitudes. Therefore, these modes
are relatively stable. However, considering that the eigenvalues of the first six modes are
nearly identical, clearly distinguishing their individual features is difficult. This limitation
constitutes one of the drawbacks of the frequency sorting criterion. This aspect will be
further discussed later in this subsection.

(a) (b)

Figure 8. Modal eigenvalue analysis of the DMD using the frequency sorting criterion. (a) Distribution
of modal eigenvalues. (b) Relationship between modal growth rate and amplitude. Herein, black circles
represent all eigenvalues, while red circles denote the extracted eigenvalues of the first six modes.

Figure 9 illustrates the evolution of the temporal coefficients for the first six modes
of the DMD using the frequency sorting criterion. Figures 9a and 9b represent the real
and imaginary parts, respectively. The evolution of the temporal coefficients for the first
four modes remains relatively stable and consistently exhibits periodic motion with a high
frequency and a small amplitude. Only the amplitude of mode 5–6 increases at a relatively
low growth rate. Given that the modes are organised according to the magnitude of their
frequencies, the frequencies of the temporal coefficient evolution decrease sequentially
with the increase in mode sequence. However, they remain very close to each other.
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(a) (b)

Figure 9. Evolution of the temporal coefficients amongst the first six modes of the DMD using the
frequency sorting criterion. (a) Real part. (b) Imaginary part.

Figure 10 presents the PSD of the temporal coefficients among the first six modes for
the DMD using the frequency sorting criterion. Figures 10a and 10b represent the real and
imaginary parts, respectively. Although the trajectories of the PSD of the real and imaginary
sections of the temporal coefficients differ for the same mode, they share the same peak
frequency. The peak frequencies of the first six modes are extremely close to one another
because the modes are sorted by their frequency magnitudes. The characteristic frequency
of mode 1–2 corresponds to the highest frequency amongst the collected signals, specifically
11 × 103 Hz. This frequency is a result of setting the sampling frequency of the Phantom
VEO 710L high-speed camera to 22 × 103 Hz. According to the Nyquist sampling theorem,
frequencies up to 11 × 103 Hz can be collected for the flow field characteristic frequency.
The characteristic frequencies of the two other pairs of modes are 10,993 and 10,988 Hz,
respectively.

(a) (b)

Figure 10. Power spectral density of the temporal coefficients amongst the first six modes of the
DMD using the frequency sorting criterion. (a) Real part. (b) Imaginary part.
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Figure 11 depicts the flow field structures of the first six modes of the DMD using the
frequency sorting criterion for the spiked-blunt body. Figure 11a–c represent the real parts,
and Figure 11d–f represent the imaginary parts. Given the application of the frequency
sorting criterion, the frequencies of the first six modes are extremely close, which displays
identical flow structures without distinctly differentiating the flow structures of each mode.
The real and imaginary parts of the first six modes both exhibit the same flow structures.
Specifically, the flow field is devoid of the low-frequency noise mentioned in the previous
section (i.e., spots and scratches in the field of view), and only an aftershock that entirely
covers the windward surface of the cylindrical blunt body is observable. This shock wave
is distributed axially symmetrically along the spike axis, weaker in the central region of the
cylindrical blunt body (approximately −0.36 < y/D < 0.36) and stronger at the shoulder
positions where reattachment occurs. Notably, the aftershock appears highly fragmented,
which represents a minor high-frequency pulsation structure within the typical pulsation
mode. As can be inferred from the modal eigenvalue features in Figure 8 and the evolution
of the time coefficients in Figure 9, the spatial structures corresponding to each mode will
exhibit periodic pulsations at a high frequency (approximately 11 × 103 Hz).

(a) (b) (c)

(d) (e) (f)

Figure 11. Flow field structures of the first six modes of the DMD using the frequency sorting
criterion for the spiked-blunt body. Specifically, (a–c) represent the real part, while (d–f) represent the
imaginary part.

3.3. Novel Energy Sorting Criterion

From the research results presented in previous sections, we observe that the amplitude
sorting criterion frequently results in the selection of modes with larger initial amplitudes,
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but they also exhibit higher decay rates over time. Consequently, these modes evolve
into flow field structures with less energy, which potentially overlooks the structures that
actually constitute a significant portion of the energy. In the meantime, the frequency
sorting criterion often leads to the selection of modes with nearly identical characteristic
frequencies, which causes difficulty in effectively distinguishing between different modes.
This similarity amongst modes results in flow structures that closely resemble each other,
which prevents the reduction of high-dimensional flow fields into distinguishable multiple
low-dimensional structures. Moreover, focusing solely on high or low frequencies can lead
to the misinterpretation of noise at these frequencies as flow field structures. Considering
these shortcomings, this study proposes an energy sorting criterion that is better suited for
unsteady flow field experimental data.

To precisely quantify the contribution of each mode to the unsteady flow field, this
subsection presents the results of performing DMD on the same dataset as in the previous
subsections and sorting the modes based on their energy levels. Figure 12 shows the energy
proportion of each mode and the cumulative energy proportion of modes for the first
1000 modes in the DMD using the energy sorting criterion. The blue circles represent the
energy proportion of each mode among all modes. The first mode contributes 95.0% of
the energy, which represents the mean flow field that persists throughout the time domain.
The second and third modes contribute 2.7% and 0.6% of the total energy, respectively, with
the energy proportions of subsequent modes significantly dropping to very low levels. The
red circles represent the cumulative energy proportions of the modes. The first three modes
together contribute 98.3% of the total energy, and the cumulative energy proportion reaches
over 99% at the 1000th mode. The rapid convergence of the energy spectrum suggests that
most of the important flow features can be identified in the initial modes. Consequently,
this study primarily discusses the dominant flow modes within the first five modes.

Figure 12. Energy proportion of each mode (left axis) and cumulative energy proportion of modes
(right axis) for the first 1000 modes in the DMD using the energy sorting criterion.

Figure 13a displays the distribution of the modal eigenvalues of the DMD using the
energy sorting criterion. The eigenvalues are observed as conjugate complex pairs, with
most of them located on the unit circle. Only a few modes with high amplitudes have
eigenvalues within the unit circle, which indicates that most flow fields are relatively
stable following DMD, and only a few modes with high initial amplitudes exhibit decay.
As the first mode represents the mean flow field, the eigenvalues of the first five modes
are extracted and marked in red. These markers are positioned on the unit circle, which
suggests that the first five modes are stable. Figure 13b portrays the relationship between
the growth rates and amplitudes of each mode. The overall trend shows that modes with
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smaller amplitudes and, thus, lower growth rates are stable. In the meantime, those with
larger amplitudes and higher growth rates are decaying modes. For the first five modes
selected in this section, all of them are classified as stable modes. Figure 13c illustrates
the relationship between the frequencies and amplitudes of each mode. The overall trend
reveals that modes with larger amplitudes are low-frequency modes, while high-frequency
modes have small amplitudes. Therefore, if either of the two factors is independently
chosen as a sorting criterion, then the other factor is likely to be somewhat neglected.
However, the first five modes selected according to this energy sorting criterion consider
amplitude and frequency, which effectively address the shortcomings of the first two
sorting criteria.

(a) (b) (c)

Figure 13. Modal eigenvalue analysis of the DMD using the energy sorting criterion. (a) Distribution
of modal eigenvalues. (b) Relationship between modal growth rate and amplitude. (c) Relationship
between modal frequency and amplitude. Herein, black circles represent all eigenvalues, while red
circles denote the extracted eigenvalues of the first five modes.

Given that the first mode represents the mean flow field, the corresponding character-
istic frequency of the temporal coefficient is zero. For this reason, the temporal coefficient
results of the first mode will not be discussed here. Figure 14 presents the evolution of the
temporal coefficients for modes 2–3 and 4–5 of the DMD using the energy sorting criterion.
Figures 14a and 14b represent the real and imaginary parts, respectively. A comparison
between Figure 14a,b reveals that the real and imaginary parts of the temporal coefficients
for the same mode pair have identical amplitudes and frequencies. The evolution of the two
components of the temporal coefficients of the same mode pair is relatively stable, which
follows periodic motion at a single characteristic frequency. The amplitude of mode 2–3 is
smaller than that of mode 4–5, but the frequency of mode 2–3 exceeds that of mode 4–5.

Figure 15 presents the PSD of the temporal coefficients for modes 2–3 and 4–5 of the
DMD using the energy sorting criterion, where Figures 15a and 15b represent the real
and imaginary parts, respectively. A comparison between Figure 15a,b shows that the
PSD of the temporal coefficients for each mode exhibits only one frequency peak. This
observation indicates that the variations in the temporal coefficients for each mode closely
resemble simple harmonic motion with a single frequency, which implies that the unsteady
pulsations in the flow field have been captured as a combination of single-frequency modes.
Although the PSD of the real and imaginary parts of the temporal coefficients for each mode
exhibit different trajectories, they share the same peak frequencies. The peak frequency for
mode 2–3 is 3307 Hz, and that for mode 4–5 is 750 Hz. The DMD modes selected according
to this energy sorting criterion avoid the high decay rate situation encountered when using
the amplitude sorting criterion and the issues related to high- and low-frequency noise
found when using the frequency sorting criterion.
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(a) (b)

Figure 14. Evolution of the temporal coefficients amongst modes 2–3 and 4–5 of the DMD using the
energy sorting criterion. (a) Real part. (b) Imaginary part.

(a) (b)

Figure 15. Power spectral density of the temporal coefficients amongst modes 2–3 and 4–5 of the
DMD using the energy sorting criterion. (a) Real part. (b) Imaginary part.

Figure 16 illustrates the flow field structures of the first five modes of the DMD using
the energy sorting criterion for the spiked-blunt body. Figure 16a–c represents the real parts,
while Figure 16d,e represents the imaginary parts. The first mode represents the mean
flow field and serves as the fundamental flow field structure for the typical/suppressed
pulsation mode. This mode contributes 95.0% to the total energy of the flow evolution, with
its frequency and growth rate equating to zero. Therefore, its flow structure pervades the
entire unsteady pulsating process of the flow field. In the first mode, a complete aftershock
appears in front of the cylindrical, blunt body. The shock wave exhibits an axisymmetric dis-
tribution and attaches to the shoulders of the cylindrical, blunt body. Behind the aerodome,
a clear shear layer encapsulates the recirculation zone. The airflow within the recirculation
zone undergoes reciprocating pulsation due to pressure fluctuations. Furthermore, the
trace of ejected flow mass near the cylinder shoulder is observable. As the flow direction
progresses, the clear profile of the shear layer gradually becomes blurred due to the un-
steady motion of the downstream shear layer. This condition implies that the fluctuation of
the shear layer along the flow direction gradually intensifies. This process closely resembles
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the evolution of the Kelvin–Helmholtz instability. The interaction between the aftershock
and the shear layer is noticeable around the coordinates (x/D = 0.95, y/D = 0.45). The
fluctuations in the shear layer interacting with the aftershock further amplify the unsteady
motion of the shock wave. Notably, some specks and streaks are present in the first mode,
which can be attributed to noise (water droplets and glass impurities) that was present
during the experiment and influenced the mean flow field.

(a) (b) (c)

(d) (e)

Figure 16. Flow field structures of the first five modes of the DMD using the energy sorting criterion for
the spiked-blunt body. Specifically, (a–c) represent the real part, while (d,e) represent the imaginary part.

Mode 2–3 contributes 2.7% of the total energy with a characteristic frequency of
3307 Hz. The flow field structure is characterised by a single aftershock in front of the
cylindrical, blunt body. This aftershock also exhibits an axisymmetric distribution, but it is
stronger in the central area of the cylindrical blunt body and weaker at the shoulders. This
observation is similar to the spatial structure observed in the suppressed pulsation mode
as observed in a previous study [52], where the aftershock entirely covers the windward
surface of the cylindrical blunt body. The primary frequency of 3.3 kHz arises from the
low-amplitude pulsations of the aftershock.

Mode 4–5 accounts for 0.6% of the total energy with a characteristic frequency of
750 Hz. The primary feature of the flow field structure is the recirculation zone that dom-
inates the windward surface of the blunt body. The aftershock only covers the shoulder
of the cylindrical blunt body, and the shock wave within the range of −0.36 < y/D < 0.36
has been replaced by fine flow features. The aftershock appears to have been ‘broken’ by
the recirculation zone. The aftershock attaches to the shoulder of the cylindrical blunt
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body, which results in a three-dimensional ring-like structure. Simultaneously, the shear
layer interacts with the aftershock at approximately x/D = 0.95. This flow field structure,
where the recirculation zone occupies the surface of the cylindrical blunt body, can remain
stable for a short time. The primary frequency of 750 Hz results from the low-frequency,
high-amplitude pulsations of the aftershock. These pulsations are associated with the
back-and-forth movement of the airflow in the recirculation zone, which is driven by the
pressure differences along the flow direction. In addition, a bow foreshock emerges in
front of the aerodome, which is formed as a consequence of the aerodome blocking the
high-speed inflow.

3.4. Proper Orthogonal Decomposition

This subsection utilises the results of POD for comparative study and analysis to
further compare the advantages and disadvantages of the three DMD sorting criteria
applied to the unsteady experimental flow field. The POD modes are orthogonal to each
other in the spatial dimension, and each mode can be regarded as a perturbation to the
basic flow field (i.e., the mean flow field). Figure 17 presents the energy proportion of
each mode and the cumulative energy proportion of modes in the POD for assessing the
influence of POD modes on the mean flow field.

Figure 17. Energy proportion of each mode (left axis) and cumulative energy proportion of modes
(right axis) in the POD for the spiked-blunt body.

The initial modes possess higher energy, with the first mode having the highest energy
proportion of 23.2%, which represents the mean flow field. The energy proportions of the
second and third modes are 3.7% and 2.9%, respectively, which are significantly higher
than those of the subsequent modes. However, as the mode number increases, the energy
proportion of each subsequent mode sharply decreases and maintains a lower magnitude.
The energy proportion is nearly zero when the mode number exceeds 100. For the cumula-
tive energy proportion of the modes, it gradually increases with the growing number of
modes, and the growth rate gradually slows down. At 1000 modes, the cumulative energy
proportion reaches 88.6%. The convergence of the energy spectrum indicates that the first
few modes can be considered the dominant modes of the flow field. They contribute the
vast majority of energy and play a more important role in the evolution of the flow.

Figure 18 presents the PSD of the temporal coefficients for the first three POD modes
for the unsteady flow of the spiked-blunt body. Figure 18a represents the first mode,
while Figure 18b represents the second and third modes. The PSD of the POD temporal
coefficients exhibits multiple frequency peaks, whereas the PSD of the DMD temporal
coefficients mentioned earlier has only one characteristic peak. This discrepancy arises
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because POD is based on the decomposition of second-order statistical data, which utilises
time-averaged spatial tensors to obtain coherent structures at different energy levels. By
contrast, DMD extracts the dominant coherent structures from a series of instantaneous
velocity fields by approximating the linear projection between snapshots. In other words,
POD focuses solely on a series of representative bases that are orthogonal in space, while
DMD considers temporal orthogonality and spatial orthogonality.

(a) (b)

Figure 18. Power spectral density of the temporal coefficients amongst the first three modes of the
POD for the unsteady flow of the spiked-blunt body. (a) Mode 1. (b) Modes 2 and 3.

The first POD mode represents the mean flow field of unsteady pulsations, which
occupies the highest energy in the flow. Six distinct peaks are observed in the PSD of the
temporal coefficients. The corresponding peak frequencies are 348, 750, 1154, 1547, 1833,
and 3228 Hz. The peak frequencies at 750 and 3228 Hz align with the main frequencies of
the dominant DMD modes obtained through the energy sorting criterion. For the other
low-frequency peaks, they are speculated to be background noise from the experiment.
They are likely attributed to alternating dark/bright changes between snapshots due to
excessively moist air on the day of the experiment. The second and third modes can be
regarded as perturbations to the mean flow field, given that they have the highest energy
proportion after the mean flow field. The power spectra of temporal coefficients exhibit a
similar trend, and both share the same peak frequency of 3228 Hz. This frequency is nearly
identical to the principal frequency of modes 2 and 3 in the DMD using the energy sorting
criterion. However, it notably differs from the main frequencies of the DMD modes that
employ the two other sorting criteria.

An experiment was conducted to measure the dynamic pressure signals on the wind-
ward face of the cylindrical, blunt body. This approach enables a more comprehensive
analysis of the spectral characteristics of the unsteady flow field around a spiked-blunt body
and highlights the effectiveness of the energy sorting criterion in capturing these spectral
features. Figure 19 presents the PSD of the dynamic pressure signals for the spiked-blunt
body, with P1 to P4 representing four pressure measurement points distributed circumfer-
entially on the windward face of the cylindrical blunt body. The dynamic pressure sensor
used in the experiment operates at a sampling frequency of 10 kHz, which allows it to
capture dynamic pressure signals up to 5 kHz according to the Nyquist sampling theorem.
The spectra of dynamic pressure signals from the four channels exhibit a high degree of
similarity around 3 kHz, with only very minor differences. These slight variations arise
from the influence of the three-dimensional effects of the flow field. Simultaneously, this
main frequency of 3 kHz closely matches the principal frequency of the dominant modes
extracted by POD and DMD using the energy sorting criterion.
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Figure 19. Power spectral density of the dynamic pressure signals for the spiked-blunt body. P1 to P4

represent the locations of dynamic pressure sensors.

The spatial structures of the dominant modes are extracted using POD to conduct
a more in-depth comparison and discuss the similarities and differences in the spatial
structures of modes extracted by DMD with three sorting criteria. Figure 20 illustrates
the flow field structures of the first three modes of the POD for the spiked-blunt body,
where Figure 20a–c corresponds to the first, second, and third modes, respectively. The first
mode represents the mean flow field of unsteady pulsations, which accounts for 23.2% of
the energy. The most prominent features in the spatial structure include the aftershock,
recirculation zone, trace of ejected flow mass near the cylinder shoulder, and the interaction
zone where the shear layer and aftershock interact. Notably, speckles and streaks are
observed in mode 1, which validates that the multiple low-frequency signals present in the
PSD of its temporal coefficients are indeed background noise in the flow field.

(a) (b) (c)

Figure 20. Flow field structures of the first three modes of the POD for the spiked-blunt body. Specifi-
cally, (a) represents the basic flow field (i.e., the mean flow field), while (b,c) depict perturbations to
the basic flow field.
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The second and third modes represent perturbations to the fundamental flow field,
which account for 3.7% and 2.9% of the energy, respectively. The background noise of the
flow field is no longer present, and their main features both include a single aftershock in
front of the cylindrical, blunt body. However, differences are observed between them. In
mode 2, the aftershock fully envelops the surface of the cylindrical, blunt body, with the
pulsation intensity slightly higher at the shoulder than in the central area. It corresponds to
the phase of withholding in the suppressed pulsation mode [53]. In mode 3, the structure
of the aftershock is similar to that in the smash phase, but a shallow blue stripe covers the
centre of the cylindrical blunt body. This phenomenon is speculated to be an intermittent
weak shock wave, and this intermittent weak shock wave reduces the peak frequency in
the dynamic pressure signal compared with the peak frequency of the temporal coefficients.
Notably, the shock foot is located near the pressure measurement point, and the principal
frequency is caused by the continuous pounding of the aftershock on the shoulder of the
cylindrical, blunt body.

In summary, the results from the POD and dynamic pressure signals exhibit a high
level of agreement with the outcomes of the DMD using the energy sorting criterion in
terms of spectral characteristics and spatial structure. The POD and dynamic pressure
signals serve as complementary tools that validate the results obtained through DMD using
the energy sorting criterion, which further establishes the superiority of this criterion over
the two other sorting criteria in the context of unsteady experimental flow fields.

In addition, it is crucial to note that despite the unique advantages of the energy
sorting criterion, several limitations and boundaries should be kept in mind in practical
applications, and these considerations are essential to ensuring that the results are correctly
applied and interpreted.

1. Limited data length: The length of the data series used for DMD affects the accuracy of
the decomposition. Insufficient data length may result in an incomplete representation
of the dynamics, leading to inaccurate pattern recognition and ordering.

2. Truncation error: When truncating the SVD in DMD, a truncation error occurs, where
modes with small singular values are removed. This error affects the accuracy of the
decomposition, and the choice of truncation layer should be carefully considered to
balance the simplicity and accuracy of the model.

3. Interpretation of modes: The interpretation of the modes obtained from the DMD
should be performed with caution. Although the modes represent coherent spatio-
temporal patterns, they may not always correspond to physically meaningful struc-
tures. The physical interpretation of the modes should be based on domain knowledge,
complementary analysis, and validation.

4. Conclusions

This study applies the commonly used amplitude and frequency sorting criteria in
conventional DMD, as well as the energy sorting criterion proposed in this study, to process
and comparatively analyse the high-dimensional schlieren dataset of the unsteady flow
field around a spiked-blunt body under Ma = 2.2 inflow conditions. Furthermore, the
study employs POD and dynamic pressure signals to explore the effectiveness of the three
criteria in capturing spectral characteristics and spatial structures. This study summarises
the characteristics and application scenarios of DMD under each sorting criterion, which
sheds light on the primary flow features of the unsteady flow field around the spiked-blunt
body in supersonic conditions. The key conclusions are as follows:

1. DMD with the conventional amplitude–frequency sorting criterion presents substan-
tial limitations. DMD using the amplitude sorting criterion can capture structures
with large initial amplitudes from the flow field. However, these extracted modes
may exhibit excessive decay rates, which make them unable to maintain stability in
the flow field over extended periods. DMD using the frequency sorting criterion can
extract high- and low-frequency structures from the flow field. However, this criterion
has the drawback of limited differentiation amongst the extracted modes. The reason
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is that they essentially represent similar types of flow field structures, which results in
excessive loss of flow field information.

2. DMD, with the energy sorting criterion, can extract the predominant structures of
unsteady pulsation in the flow field. This approach simultaneously considers spatial
and temporal orthogonality, which effectively avoids the limitations of modes sorted
by amplitude with high decay rates and modes sorted by frequency with low differ-
entiation. Compared with the two other sorting criteria, the energy sorting criterion
proves more suitable for the experimental dataset of unsteady flow fields.

3. POD can effectively capture dominant coherent structures in the flow field by deter-
mining spatially orthogonal bases. The results from POD, along with the spectral
characteristics of experimentally measured dynamic pressure signals, exhibit a strong
alignment with the DMD results obtained using the energy sorting criterion. This
finding substantiates the superiority of the energy sorting criterion over the two other
sorting criteria when applied to unsteady experimental flow fields.

4. The spatial composition of the flow field around a hemispherical aerodome and a
cylindrical blunt body under supersonic inflow conditions primarily consists of sev-
eral key elements: the aftershock in front of the cylindrical blunt body, the foreshock in
front of the aerodome, and the shear layer and recirculation zone behind the aerodome.
The unsteady flow field is predominantly influenced by the pulsation of the aftershock
in front of the cylindrical, blunt body. This flow pattern exhibits multi-frequency
coupling, with the primary frequency of 3.3 kHz originating from the periodic motion
of the aftershock. This reciprocating motion continuously drives the compression and
expansion of gas on the surface of the cylindrical, blunt body.
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Nomenclature

English symbols:

A system matrix of the high-dimensional flow field, (-)
Ã low-dimensional similar matrix, (-)
C temporal coefficient of DMD mode, (-)
D diameter of blunt body, (mm)
E energy of DMD mode, (-)
I identity matrix, (-)
L length of blunt body, (mm)
Ma Mach number, (-)
N number of snapshots, (-)
P1~4 pressure monitoring point, (-)
Re Reynolds number, (-)
T temperature, (K)
U, V unitary matrix, (-)
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X, Y adjacent snapshot matrix, (-)
d diameter of spike, (mm)
f frequency, (Hz)
g growth rate, (-)
l length of spike, (mm)
p pressure, (Pa)
t time series, (ms)
x column vector of single flow field snapshot, (-)
Greek symbols:

Λ eigenvector, (-)
Φ matrix of DMD mode, (-)
Σ diagonal matrix, (-)
α amplitude of DMD mode, (-)
λ eigenvalue of related DMD mode, (-)
ρ density, (kg/m3)
σ standard deviation, (-)
ω frequency of DMD mode, (Hz)
x column vector of single flow field snapshot, (-)
Subscripts:

(·)A aerodome
(·)b back pressure
(·)e exit condition
(·)F Frobenius norm
(·)m test model
(·)t total parameter
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Abstract: A shock wave/boundary layer interaction (SWBLI) is a common phenomenon in supersonic
inlet flow, which can significantly degrade the aerodynamic performance of the inlet by inducing
boundary layer separation. To address this issue, in this paper, we propose the use of a dynamic
vortex generator to control the SWBLI in a typical supersonic inlet. The unsteady simulation method
based on dynamic grid technology was employed to verify the effectiveness of the proposed method
of control and investigate its mechanism. The results showed that, in a duct of finite width at the
inlet, the SWBLI generated complex three-dimensional (3D) flow structures with remarkable swirling
properties. At the same time, vortex pairs were generated close to the side wall as a result of its
presence, and this led to the intensification of transverse flow and, in turn, the formation of a complex
3D structure of the flow of the separation bubble. The dynamic vortex generator induced oscillations
of variable intensity in the vortex system in the supersonic boundary layer that enhanced the mixing
between the boundary layer flow and the mainstream. Meanwhile, the unique effects of “extrusion”
and “suction” in the oscillation process continued to charge the airflow, and the distribution of
velocity in the boundary layer significantly improved. As the oscillation frequency of the vortex
generator increased, its charging effect on low-velocity flow in the boundary layer increased, and
its control effect on the flow field of the SWBLI became more pronounced. The proposed method
of control reduced the length of the separation bubble by 31.76% and increased the total pressure
recovery coefficient at the inlet by 6.4% compared to the values in the absence of control.

Keywords: dynamic micro-vortex generator; shock wave/boundary layer interaction; dynamic grid
simulation; flow control; supersonic inlet

1. Introduction

As an essential part of aspirated high-speed propulsion systems, the inlet has many
functions, such as capturing flow, converting the energy of the incoming flow, regulating
the velocity of flow at the outlet, and isolating the upstream and downstream disturbances.
These functions profoundly influence the efficiency and working envelope of the engine [1].
The capture and deceleration of airflow in supersonic/hypersonic inlets primarily rely on
the generation of shock waves and compression-induced wave systems. However, the
inlet inevitably produces a boundary layer during its operation and may also ingest it
from the forebody under conditions of integration to give rise to a shock wave/boundary
layer interaction (SWBLI). This phenomenon is inherent to supersonic/hypersonic inlets
and significantly impacts their performance. Specifically, the SWBLI at the entrance of
the inlet is often intense at higher Mach numbers and may cause significant boundary
layer separation. This is because the local adverse pressure gradient of the boundary
layer introduced by the cowl shock exceeds its limit of separation and leads to apparent
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separation within the inlet, causing a compression–expansion–recompression flow process.
SWBLIs, in general, lead to boundary layer separation, which causes a large decrease in
total pressure, large distortion at the face of the engine, and potentially results in an inlet
unstart [2]. In order to ensure the safe and efficient operation of an inlet within the entire
envelope of operation of the engine, the complex phenomenon of the SWBLI in the inlet
must be controlled [3,4].

Various methods of flow control have been proposed by researchers worldwide. Active
methods of flow control primarily include boundary layer bleeding and blowing. The
bleeding method removes low-energy fluid from the boundary layer before separation [5]
and can suppress boundary layer separation. Blowing involves injecting high-pressure
flow into the boundary layer to improve its ability to resist the adverse pressure gradients
induced by the SWBLI [6]. However, both methods have drawbacks. Bleeding requires
the removal of a portion of the flow captured by the inlet and complex suction structures,
which incurs additional bleeding-induced resistance. Moreover, while blowing can weaken
the effect of the SWBLI in a specific range, it requires a high-pressure source, which makes
it less feasible.

Passive methods of flow control, such as vortex generators (VG) [5–8], have become a
focus of research on controlling SWBLIs due to their simple construction, ease of installation,
and greater degree of control. VGs introduce counter-rotating vortices to the flow without
additional energy. These vortices transfer high-momentum flow to the wall, and this results
in a fuller boundary layer profile. However, the additional shape-induced drag caused
by traditional VGs creates strong disturbances in the mainstream that affect the overall
efficiency of the aircraft. Consequently, researchers have shifted their focus to micro-vortex
generators (MVG) [9], as they can significantly reduce the additional drag due to the
components of control. MVGs have a height that is only 10–60% of the thickness of the
boundary layer and can still achieve the desired control effects [9,10]. Significant progress
has been made in the development of MVGs in recent years [11,12]. Blinde et al. [13]
conducted detailed studies on the flow field in the SWBLI under MVG-based control.
The results showed that the presence of the MVG reduced the region of separation from
20% to 30%, and the amplitude of the incident shock-induced oscillations was reduced
by 20% compared with the condition without MVG-based control. Anderson et al. [14]
demonstrated that triangular wedge- and blade-shaped MVG arrays can generate counter-
rotating vortices and create alternating spatial distributions of the upwash and downwash
in the spanwise direction that intensify the exchange of energy between the inner and
outer fluids of the boundary layer to make it fuller. Zhang [15] proposed and assessed
a highly swept ramp-type MVG that induced a “precompression effect,” a “dividing
effect,” and a “mixing effect” due to the unique structure of the vortex generator. This
phenomenon suppressed boundary layer separation and promoted the reattachment of the
separated flow.

Moreover, researchers have explored combined methods of flow control. Anderson
et al. [16] improved an active control system for an S-shaped inlet by adding an MVG to
the rear of the jet to achieve the same control effect as that when the jet flow was reduced
to one-tenth of its original rate of flow. Wagner et al. [17] found that placing an MVG at the
inlet led to a 32% increase in maximum back-pressure and a 34% improvement in pressure
stability within the isolation region when the inlet was in a stable start-up state.

In this paper, we propose a dynamic vortex generator (hereinafter referred to as the
“dynamic MVG”) for controlling the cowl-induced SWBLI in a typical supersonic inlet.
The dynamic MVG can not only generate wake-induced vortices but also inject energy
upstream of the SWBLI. Its influence on the SWBLI was studied using unsteady numerical
simulations combined with the dynamic grid technique. The mechanism of control and
effects of the MVG on supersonic inlets are also discussed in this paper.
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2. Concept of Dynamic MVG Control

In order to enhance the ability of the supersonic inlet boundary layer to resist the
adverse pressure gradient, a SWBLI control method based on an array of dynamic MVGs is
proposed in this paper. Figure 1 shows that the array configuration of the vortex generators
was obtained by lining them up along the spanwise direction. The array was composed of
three dynamic MVGs to improve their range of control. This is also the minimum number
of units that can accurately reflect the characteristics of interaction between the vortices
generated by them. Its specific mode of operation is as follows: The vortex generator is
placed at position Xp upstream of the point of incidence of the shock (Xp is the distance
between the trailing edge of the vortex generator and the point of incidence of the shock).
When the SWBLI does not cause significant boundary layer separation, the flow does not
need to be controlled. The vortex generator is embedded into the wall of the inlet to keep
it flat and avoid increasing the resistance in the duct. When large-scale boundary layer
separation is induced by the SWBLI at the inlet, the dynamic MVG oscillates around its
axis of rotation at high frequencies to induce dynamic vortices of higher intensity that yield
stronger momentum mixing and lead to an increase in the suppression of the separation.

  
(a) (b) 

Figure 1. Design concept of the dynamic MVG. (a) Flat state of the dynamic MVG. (b) Oscillating
state of the dynamic MVG.

3. Methodology

3.1. Description of the Model

The dynamic MVG was placed in a supersonic inlet with a working Mach number of
3.8 to verify its capability of control. Figure 2 shows the two-dimensional (2D) schematic
diagram of the inlet. Its angle of compression α in the first stage was 12◦, the height of
the entrance to the duct (hin) was 24.9 mm, and its height h was 14.4 mm. The red dotted
box is used to highlight the vortex generator location. According to the design principle
of the proposed dynamic MVG, the array of dynamic MVGs was arranged upstream of
the shoulder of the inlet O to ensure that the point of incidence of shock was at a certain
distance from the trailing edge of the vortex generator. According to the reference value of
the position of shock incidence in [18,19], for this paper, we selected 10hv as the distance Xp
between the trailing edge of the dynamic MVG and the point of shock incidence. The basic
configuration of the dynamic MVG proposed in this study was designed using the methods
in [14,18], and its configuration is also the basic configuration commonly used by other
researchers, and it can ensure the optimal control effect of the vortex generator [11,13,20].
The maximum height of oscillations of the dynamic MVG was hv, an order of the thickness
of the incoming boundary layer δ, and the spacing between the centerlines of two MVGs
was s = 7.5hv. The half-top angle AP of the dynamic MVG was 24◦, and the chord length
c was 7.2 times the dynamic MVG height hv. The typical geometric parameters are listed
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in Table 1. Note that the dynamic MVG was a thin plate-type generator with a thickness
d of 0.5 mm; the leading edge was chamfered, and there was a 0.1 mm margin between
the perimeter of the vortex generator and the bottom wall. The MVG (three in a group)
oscillated periodically around the axis of oscillation of the leading edge of the vortex
generator at a frequency of 100 Hz.

 

 

 

(a) (b) 

Figure 2. Schematic diagram of the proposed model. (a) Schematic diagram of the configuration of
the inlet. (b) Structure of the dynamic MVG.

Table 1. Main design parameters of the model and the dynamic MVG.

Design Parameter Value

h (mm) 14.4
hv (mm) 4.0
hin (mm) 24.9
W (mm) 110.0

AP 24.0
s (mm) 30.0
c (mm) 28.8

α (◦) 12.0
Xp (mm) 40

This paper establishes a coordinate system, with the x-axis direction representing the
flow direction, the y-axis direction representing the extension of the flow field, and the
z-axis direction representing the perpendicular wall normal. Figure 3 shows the variations
in the flow field of the array of vortex generators along the directions of flow (x–z plane)
and the extension (y–z plane); the flow characters on different flow direction positions and
extension directions are discussed in this paper. The distribution of pressure and velocity on
these cross sections were analyzed; x was defined as the distance between the measurement
position and the trailing edge of the vortex generator, and y represented the distance to
the vortex generator symmetric plane y = 0hv. The static pressure and temperature of the
incoming flow were given according to atmospheric conditions at a flight altitude of 20 km.
For a freestream Mach number Ma0 of 3.8, the freestream flow pressure p0 is 5529 Pa, and
the static temperature T0 is 216 K; therefore, the total pressure P* is 640 kPa, and the total
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temperature T* is 842 K. Due to the forebody compression surface, an oblique shock wave is
generated at the front edge of the compression surface, resulting in a deceleration of airflow
after passing through this shock wave. As a result, upstream of the vortex generator, there
is a decrease in Mach number to 3.0. The velocity u and wall-normal direction distance z are
dimensionless treated with freestream streamwise velocity u0 and vortex generator height
hv, respectively, and the static pressure p is dimensionless treated with the freestream flow
pressure p0.

 
Figure 3. Relative positions of the array of dynamic MVGs.

3.2. Numerical Approach
3.2.1. Numerical Method

The dynamic mesh method in ANSYS FLUENT can be used to model flows where
the shape of the domain changes with time due to motion in the domain boundaries. The
MVGs were dynamically adjusted through unsteady numerical simulations, and spring
smoothing and local reconstruction were used in the algorithm for the dynamic mesh. The
update of the volume mesh is handled automatically at each time step based on the new
positions of the boundaries. To use the dynamic mesh model, it is necessary to provide a
starting volume mesh and a description of the motion of any moving zones in the model.
The motion of these zones can be defined using a user-defined function (UDF) in ANSYS
FLUENT, and the moving part was set to the motion of a rigid body rotating about a fixed
point. Because the model contains moving and non-moving regions, it is important to
identify these regions by grouping them into their respective cell zones in the starting
volume mesh. Furthermore, regions deforming as a result of motion on their adjacent
regions must also be grouped into separate zones in the starting volume mesh.

The grid topology of the model of the inlet and the array of dynamic MVGs are shown
in Figure 4. The interface divided the entire computational domain into a non-moving
domain (on the left) and a moving inner domain (on the right). Mixed grids were used
for the calculations to satisfy the requirements of the method to update the dynamic grid.
Unstructured grids were used near the vortex generator (right figure) to ensure that the
grid could be updated and reconstructed during the motion of the vortex generator, while
structural grids were used in the other areas (left figure) to ensure the quality of the grid.
Maintain consistent surface mesh distribution at the interface between structured and
unstructured grids, and set the boundary condition to the interface.
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Figure 4. Grid topology of the array of dynamic MVGs.

The total number of grid nodes was about 15.9 million, and the y+ of the near-wall
grid was guaranteed to be less than 1. In addition, the grid downstream of the vortex
generator was encrypted to capture the structure of the flow of the vortex generator. The
boundary conditions of the flow field were set as follows: The bottom and side walls were
set to adiabatic solid-wall boundaries. The left and right sides were set as the side walls
(hidden in order to better show the internal grid); the boundaries of pressure at the outlet
were imposed on all outlets, and the other surfaces were subjected to the far-field boundary
conditions of pressure.

To balance the efficiency of the search for appropriate values of the parameters with
the accuracy of the calculations, calculations based on the 3D unsteady Reynolds-averaged
Navier–Stokes (URANS) equations were carried out using the Computational Fluid Dy-
namics (CFD) software ANSYS FLUENT. This was carried out as follows: The inviscid
convection flux is discretized by Roe’s approximated Riemann method [21], and the inter-
face flux is interpolated using Monotone Upwind Scheme for Conservation Laws (MUSCL)
to obtain the second-order difference scheme of the inviscid convection flux. At the same
time, the viscous flux is discretized through the second-order upwind scheme. The ideal
gas model was used for the calculations, and the Shear Stress Transport (SST) k-ω model
was used to model the turbulence [22]. In a previous study in the literature, a RANS
solver, based on the SST turbulence model in FLUENT, was successfully applied to the
flow with SWBLI, and the results of this study are in good agreement with experimental
results [23–26]. The viscosity coefficient follows the Sutherland formula [27]. Moreover, the
Mach number at the exit of the duct and mass flow through the exit were monitored in the
simulations, and it was ensured that the residual convergence and monitored parameters
were unchanged in each time step.

The equations to be solved are as follows [28]:
Continuity equation:

∂(ρui)

∂xi
= 0 (1)

Momentum equation:
∂
(
ρuiuj

)
∂xj

= − ∂p
∂xi

+
∂τij

∂xj
(2)

τij = μ

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
μ

∂ui
∂xi

δij. (3)
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Energy equation:

∂
[
uj(ρE + p)

]
∂xj

=
∂
(

kt
∂T
∂xj

)
∂xj

+
∂
(
τijui

)
∂xj

(4)

where ρ is the density; ui and uj are velocity components; p is the pressure; T is the
temperature; E is the total energy per unit mass of fluid; τij is the viscous stress tensor; and
kt is the heat conduction coefficient. Einstein summation marker and Kronecker operator
δij are used in the above equations.

The k–ω SST model was used to simulate the turbulence characteristics [29]. Many
scholars [30–32] have shown that SST models can simulate SWBLI flows well.

Equation of turbulent kinetic energy k:

∂
(
ρujk

)
∂xj

=
∂

∂xj

[
Γk

∂k
∂xj

]
+ Gk − β∗ρ fβ∗ωk. (5)

Equation of the specific dissipation rate of turbulence ω:

∂
(
ρujω

)
∂xj

=
∂

∂xj

[
Γω

∂ω

∂xj

]
+ Dw + Gω − βρ fβω2, (6)

where Gk represents the turbulent kinetic energy produced by the averaged velocity gradi-
ent, Γk and Γk represent the effective diffusivity of k and ω, Gω represents the generation of
ω, and the last terms in Equations (5) and (6) represent the dissipation of k and ω due to
turbulence. Dω represents the cross-diffusion term, and Dω is defined as

Dw = 2(1 − F1)ρ
1

ωσω2

∂k
∂xj

∂ω

∂xj
(7)

Effective diffusivity:

Γk = μ +
μt

σk
Γω = μ +

μt

σω
, (8)

where σk and σω are turbulent Prandtl numbers corresponding to k and ω, respectively,
and they are defined as follows:

σk =
1

F1/σk1 + (1 − F1)/σk2
,

σω =
1

F1/σω1 + (1 − F1)/σω2
, (9)

The blending function F1 is given by

F1 = tanh
(

Φ4
1

)
,

Φ1 = min

[
max

( √
k

0.09ωy
,

500μ

ρy2ω

)
,

4ρk
σω2D+

w y2

]
, (10)

D+
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[
2ρ

1
σω2

1
w

∂k
∂xj

∂ω

∂xj
, 10−10

]
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The turbulent viscosity μt is calculated by k and ω. The SST model can obtain a proper
transport behavior by a limiter to the formulation of the eddy-viscosity:

μt =
ρk
ω

1

max
[

1
a∗ , SF2

a1ω

] ,

F2 = tanh
(

Φ2
2

)
,

Φ2 = max

[
2

√
k

0.09ωy
,

500μ

ρy2ω

]
. (11)

Here, S is the magnitude of the vorticity. The corresponding generations of k and
ω are

Gk = μtS2Gω =
aa∗

νt
Gk,

a∞ = F1a∞,1 + (1 − F1)a∞,2,

a∞,1 =
βi,1

β∗
∞

− κ2

σω1
√

β∗
∞

, (12)

a∞,2 =
βi,2

β∗
∞

− κ2

σω2
√

β∗
∞

.

In the dissipative terms of k and ω,

fβ∗ =

⎧⎨⎩1, χk ≤ 0,
1 + 680χ2

k
1 + 400χ2

k
, χk > 0,

χk ≡ 1
ω3

∂k
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β∗ = β∗
i [1 + 1.5F(Mt)],

β∗
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∞

4
15 + (Ret/8)4

1 + (Ret/8)4 ,

Ret =
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β = βi
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1 − 1.5

β∗
i

βi
F(Mt)

]
,

βi = F1βi,1 + (1 − F1)βi,2.
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The compressibility function F(Mt) here improves the applicability of the model in
free-shear flow at high Mach numbers, and the expression is as follows:

F(Mt) =

{
0, Mt > Mt0,
M2

t − M2
t0, Mt < Mt0,

M2
t ≡ 2k

α2 (16)

α =
√

γRT.

The following are some constants in the above expression: a1 = 0.34, Mt0 = 0.3,
βi,1 = 0.075, βi,2 = 0.0828, β∗

∞ = 0.09, κ = 0.41, a = a∗ = 1, σk1 = 1.176, σω1 = 2.0,
σk2 = 1.0, and σω2 = 1.168.

Following the above, unsteady time step (δt) sensitivity tests were performed to deter-
mine the appropriate time step size to achieve efficient and accurate unsteady computation.
According to the method in Ref. [33], the preliminary value of the time step is set as
1 × 10−5. At a Mach number of 3.0, the characteristic velocity was defined as u = Mac (c
is the speed of sound), and the dimensionless time step (δt* = δt × u/hin) was 3.5 × 10−3,
indicating that the choice of time step was sufficiently accurate. To further validate the
accuracy of the specified time step, three time steps (1 × 10−4, 1 × 10−5, and 1 × 10−6) were
chosen for the unsteady numerical simulation verification. Considering the time cost of the
calculations, the curve of the Mach number at the exit of the duct at 0–3 ms was calculated
for comparative analysis. Figure 5 shows the curves of the Mach number of the exit of the
duct at different time steps. It is clear that at time steps of 1 × 10−4 and 1 × 10−5, a specific
deviation occurred between the curves. However, the curves of the Mach number with time
steps of 1 × 10−5 and 1 × 10−6 coincided with each other. After calculation, it was found
that when δt equals 1.0 × 10−4, 1.0 × 10−5, and 1.0 × 10−6, the CFL values are found to be
9.8, 0.98, and 0.098, respectively. Hulme et al. [34] pointed out that low CFL numbers can re-
duce vibration, reduce numerical diffusion, and improve accuracy. Generally, CFL < 1 and
near 1 can be taken so that the accuracy of the numerical solution can be guaranteed while
considering the calculation speed and convergence. When δt = 1.0 × 10−5, CFL < 1 and is
near 1, thus meeting the requirements. Therefore, it is reasonable to conclude that a time
step of 1 × 10−5 met the needs of the unsteady numerical simulations at the lowest cost.

Figure 5. Curves of the Mach number at the exit of the duct with timesteps of different sizes.
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To measure the impact of the number of nodes of the grid on the results of the
calculations, three different sets of grids are used in this paper for numerical simulations
under the same conditions of incoming flow: the coarse grid, fine grid, and dense grid
contained 8.90 × 106, 1.59 × 107, and 2.39 × 107 cells, respectively. The distributions of
velocity in the boundary layer at x/h = 4.1 and the curves of the wall pressure obtained by
the simulations with the three sets of grids are shown in Figure 6. Although the densities
of the dense and fine grids were different, the simulation results obtained when using
them were in good agreement with those obtained with the use of the coarse grid. The fine
grid was eventually chosen for subsequent simulations to save time and decrease the cost
of calculation.

  
(a) (b) 

Figure 6. Profile of the boundary layer and distribution of the wall pressure with grids of different
sizes. (a) Distributions of velocity at the boundary layer (x/h = 4.1) with grids of different sizes.
(b) Wall pressure with grids of different sizes.

3.2.2. Numerical Validation

Because the process of the oscillation of dynamic MVGs was simulated based on a
dynamic grid, the accuracy of the unsteady numerical simulations combined with the
dynamic grid was further verified. The transient numerical simulation of the oscillations
and transient pitch of the NACA0012 airfoil were carried out, and the numerical results
were compared with those from the experiments [35]. In the experiments, the reference
point of the pitch of oscillations of the wing was 0.25 times the chord length, and the
oscillation motion is defined by: a = a0 + am sin(ωt + ε), where α and ε are the angle of
attack and the phase angle depending on the time reference, respectively; α0 is the initial
angle of attack; and αm is the amplitude of the angle of attack. The values of αm, α0, and
ω were 2.51◦, 0.016◦, and 392.5, respectively. Figure 7 shows the hysteretical curve of
the coefficient of the pitching moment Cm with the angle of attack α, as obtained from
numerical simulations of the NACA0012 airfoil. In the figure, it is clear to see that the
numerical result was close to the experimental data, and the maximum error between them
was no more than ±5%. Therefore, the unsteady numerical simulations with the dynamic
grid technique were determined to be adequately accurate.
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Figure 7. Comparison between the coefficients of the pitching moment obtained from experiments
and simulations.

To validate the predictive capability of the model of turbulence used for vortices
induced by the vortex generator, the experimental results of Giepman [36] were selected
for testing. The parameters set in the simulation were consistent with the experimental
conditions. The Mach number of the incoming flow was Ma = 2.0, and the height of the
vortex generator was hv = 8.0 mm. According to the results of 3D particle image velocimetry
(PIV) experiments in Ref. [36], the nominal thickness of the boundary layer was δ = 17.5 mm,
and the shape factor was H = 2.85 when the vortex generator was not installed. The time-
averaged velocity distribution of the boundary layer at this location was obtained from
experiments and simulations, as shown in Figure 8a. The characteristics of the distribution
of velocity in the downstream wake of the vortex generator need to be measured to assess
the control effect. The normal positional distributions of the maximum velocity Vmax
and the minimum wake-induced velocity Vmin on the symmetric surface at different flow
stations shown in Figure 8b were obtained through the simulations. Figure 8 also shows
that the results of Giepman’s experiments and simulations were in good agreement with
that of our experiments and simulations. The position of Vmax on the symmetric surface
was consistent with the experimental measurements along the direction of the flow, and the
maximum difference between the positions was only 0.2hv in the range of hv < x < 27.5hv.
The value of Vmin of the wake was within the scope of hv < x < 27.5hv, and the maximum
difference between its positions in the experiment and the simulation was only 0.1hv. This
shows that the unsteady simulations used in this paper can be used to obtain the complex
vortex-induced flow fields within the specific range of the accuracy requirements.

3.2.3. Quasi-Steady Verification

The above method was selected to conduct an unsteady numerical simulation of the
flow field induced by a dynamic MVG array to validate the correlation of the flow field
between adjacent periods. The frequency of oscillation of the vortex generator was 100 Hz,
and the period T is 0.001 s, as shown in Figure 9 (the relative positions of measuring points
near the vortex generator are shown in the upper-right part of the figure). The changes in
the wall pressure at different monitoring points of the vortex generator over time yielded
an interesting phenomenon when t = nT and t = (n + 1) T, whereby the curves of the
wall pressure were similar at different measuring points. It can be inferred that the flow
field induced by the vortex generator had quasi-stable characteristics; that is, the adjacent
periods of oscillation were identical. Thus, the flow in a single period was considered to be
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representative. To prevent the first period from being affected by the reference flow field,
the results of the second period were chosen for data processing.

 
(a) (b) 

Figure 8. Comparison between the results of experiments and simulations. (a) Comparison of the
velocity distribution of the boundary layer between the experiment and the simulation [36]. (b) The
points of the highest and lowest velocities of the wake on a plane of symmetry [36].

 
Figure 9. Variations in pressure at typical measuring points near the dynamic MVG over time.

4. Results and Discussion

4.1. Flow Structure of SWBLI in Supersonic Inlet without Control

Firstly, the 3D flow inside the inlet without dynamic MVG control was investigated.
Figure 10 shows contours of the Mach number on the plane of symmetry of the inlet and
the iso-surface of zero velocity at it (the blue curved surface in the figure). The figure
shows that the SWBLI led to substantial boundary layer separation at the inlet under this
condition, and an extensive range of low-momentum flows were accumulated along the
direction of the flow near the side walls, which caused the flow field to exhibit strong
three-dimensionality.
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Figure 10. Contours of the Mach number on the planes of symmetry and zero velocity of the inlet
without flow control.

Figure 11 shows the boundary layer at different spanwise positions at x/h = 4.7
without flow control (the relative positions are shown in Figure 3). The fullness of the
near-wall boundary layer gradually decreased as the distance between it and the side wall
decreased. Separation had already occurred in the near-wall boundary layer (y = s + 3.5hv) at
x/h = 4.7, indicating that flow was unstable there, and the zone of separation near the side
wall was longer than that of the mainstream flow. Figure 12 shows the streamlines emitted
0.05hv from the bottom and side walls of the inlet. Under the incident shock, the vortices
generated near the side wall forced the flow toward the center of the channel, and this
enhanced the transverse flow near the bottom wall of the inlet.

Figure 11. Boundary layer at different spanwise positions at x/h = 4.7 without control.
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Figure 12. Streamlines emanating from the bottom and side walls at 0.05hv.

The spreading slices at different spanwise positions were used for further analysis. The
distributions of the Mach number on different slices in the uncontrolled case in Figure 13
shows that the zone of separation gradually became shorter from the plane of symmetry
(y = s) to the slice near the side wall. The shape of the separation near the side wall
(y = s + 2hv) changed considerably because the glancing interaction between the shock
and the boundary layer of the side wall dominated the flow near the latter. It is clear that
there was a strong transverse flow at the bottom wall of the inlet. Under its influence, the
separated boundary layer was squeezed by the flow of the side wall so that the separation
was more significant near the plane of symmetry (y = s).

  

Figure 13. Distributions of the Mach number in different xoz planes without control.

Figure 14 shows the distributions of the wall limit streamlines on the bottom and
side walls of the inlet without flow control. The wall limit streamlines distributions can
represent the direction of flow near the wall and reflect the size of the separation area. A
pair of prominent corner vortices were generated near each side wall under the action of
the incident shock. The size of the separation near the side wall was influenced by this,
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and the flow field was clearly different from that under the 2D condition. In addition, the
boundary layer of the side wall separated upstream of the incident shock. Figure 14b shows
that wall limit streamlines also appeared on the side wall, indicating that the interaction
between its boundary layer and the incident shock induced large-scale 3D flow separation,
leading to the local accumulation of low-energy flow, which had adverse effects on the
aerodynamic performance and structural strength of the inlet. Such significant boundary
layer separation with complex 3D flow structures and swirling properties negatively
impacted the aerodynamic performance of the inlet. Therefore, an effective method of
controlling flow is needed to suppress the unfavorable flow induced by the SWBLI and
improve the aerodynamic performance of the supersonic inlet.

  
(a) (b) 

Figure 14. Distributions of wall limit streamlines on the bottom and side walls of the duct without
control. (a) Streamlines emitted 0.05hv from the bottom and side walls of the duct. (b) Distributions
of the wall limit streamlines on the side walls.

4.2. Capability of Dynamic MVG Array to Control SWBLI in Supersonic Inlet
4.2.1. Effect of Dynamic MVG Array on Disturbance in Supersonic Boundary Layer

The dynamic array of MVGs was installed to control the SWBLI in the supersonic
inlet. The evolution of spatial vortices induced by dynamic vortex generator arrays was
investigated first. The vortex structure was represented by a Liutex-Omega isosurface, and
the Liutex-R contours of vortex intensity at the five flow stations away from the trailing
edge of the vortex generator at different moments were extracted [37]. Figure 15 shows
that, at different times, the vortex structures had similar patterns of distribution. Two pairs
of vortices were located downstream of the three vortex generators: a main vortex with
a more significant range of influence and a secondary vortex below it. The solid black
line represents the main vortex’s core line, and the dashed black line represents that of
the secondary vortex. The main vortex played a dominant role in the evolution of the
downstream flow field, while the secondary vortex had a smaller range of influence and
was restricted near the plane of symmetry. According to the contours of the intensities of the
vortex at five flow stations at different times, it can be seen that the R values of the Liutex-R
of the core positions of the main vortex were relatively high, gradually decreasing around
its core. The contours at different times show that each pair of vortices exhibited different
changes with the oscillations of the dynamic MVG. As the vortex generator oscillated
upward, the radius and intensity of the vortices increased and reached their maximum
values at the highest point (t = 1/2T). When the vortex generator swung downward, the
radius and intensity of the vortices tended to decrease. Ultimately, a controllable vortex
structure was obtained within the supersonic boundary layer.
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Figure 15. Evolution of the vortex along the direction of flow of the array of dynamic MVG. (a) t = 0T.
(b) t = 1/4T. (c) t = 2/4T. (d) t = 3/4T.

Moreover, the presence of the SWBLI led to the formation of a strong separation
induced vortex in the flow field, as shown in Figure 15. As the vortex generator oscillated
upward, the wake-induced vortex penetrated the vortical structure of the SWBLI and
weakened it. As the dynamic MVG continued to oscillate, the vortex acting on the region
of the SWBLI was further enhanced to make the energy transport more prominent.

Figure 16 shows the time-averaged velocity profiles at the boundary layer at different
streamwise positions after the array of dynamic MVGs and includes a schematic diagram
of different spanwise positions (shown in the lower-left corner). The velocity u and the dis-
tance zn (i.e., the normal distance to the bottom wall of the inlet) were non-dimensionalized
by the mainstream velocity u0 and the height of the vortex generator hv. To illustrate the
influence of the vortex generator, the velocity distribution at the boundary layer without
the vortex generator control is also shown in Figure 16. At the location of x/h = 4.7, the
boundary layer velocity distribution at different spanwise positions throughout one cycle
is presented. The boundary layer had the same distribution at different spanwise positions
except at the plane of symmetry (y = 0hv). The profile of the near-wall boundary layer
was relatively thin when the vortex generator was completely embedded into the wall
(t = 0T). The profile of the boundary layer became fuller as the vortex generator slowly
oscillated upward and became full when it swung to the highest point (t = 1/2T). As the
spanwise position gradually moved away from the plane of symmetry y = 0hv, the velocity
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of the near-wall boundary layer increased on the spanwise plane of y = 0.5hv and further
increased at spanwise planes of y = 0.75hv and y = hv. Therefore, the best position for
controlling the flow was not on the plane of symmetry y = 0hv but at positions at a certain
distance from it. In addition, the near-wall boundary layer at any streamwise position
under dynamic MVG control was fuller than that under the uncontrolled condition. This
indicates that the array of dynamic MVGs could increase the momentum in the near-wall
region and enable the boundary layer to overcome the strong adverse pressure gradient
induced by the cowl shock.

  
(a) (b) 

 
(c) (d) 

Figure 16. Profiles of the boundary layer at different spanwise positions at x/h = 4.7 at five typical
times within one cycle. (a) y = 0hv. (b) y = 0.5hv. (c) y = 0.75hv. (d) y = hv.

Figure 17 shows the distribution of streamlines in the instantaneous flow field around
the dynamic MVG to better understand the origin of the wake of the vortex genera-
tor. The starting points of the streamlines were located at the leading edge of the dy-
namic MVG, and the normal heights zn were 10%hv, 2.5%hv, 1%hv, and 0.5%hv. The
typical feature of the instantaneous structure of the wake of the dynamic MVGs was
a pair of counter-rotating vortices, and this is consistent with the analysis in the pre-
vious section. Streamlines from the upstream boundary layer fell off along the side
edge of the dynamic MVG and rolled up to form streamwise vortices. Streamwise
vortices from both sides eventually merged into the streamwise counter-rotating vor-
tex pair at the rear of the dynamic MVG. Some of the streamlines emitted from the up-
stream boundary layer at the normal height of zn = 10%hv bypassed the flow of the
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dynamic MVG and did not directly enter the wake, indicating that a lower volume of
the fluid was entrained inside the vortex at this height. The streamlines emitted below
zn = 10%hv constituted the wake of the dynamic MVG, and their final position was close to
the core of the vortex, especially near the wall. In summary, the dynamic MVG induced a
pair of streamwise vortices in supersonic flow that gathered low-momentum flow from
the bottom layer of the boundary layer on both sides toward the centerline and lifted it
upward. Meanwhile, the high-momentum flow above the boundary layer was entrained by
the streamwise vortices and mixed with the flow inside the boundary layer to help achieve
the objective of control.

  
(a) (b) 

  
(c) (d) 

Figure 17. Distribution of streamlines around the array of dynamic MVGs in an instantaneous flow
field. (a) zn = 10%hv. (b) zn = 2.5%hv. (c) zn = 1.0%hv. (d) zn = 0.5%hv.

The above analysis indicates that the vortex generator has a unique collection function
for the near-wall boundary layer. It is clear from the distribution of streamlines around the
dynamic MVG shown in Figure 18 that although, when it swung down to t = 3/4T, the
height of the vortex generator was the same as that at t = 1/4T, the airflow below it was
extruded by its trailing edge at t = 3/4T, while only prominent suction was observed at
t = 1/4T. When the vortex generator swung upward, air flowed into the cavity below it from
both sides. The typical profile of the velocity of the boundary layer at the position shown
in Figure 19 indicates a significant increase in the near-wall velocity at t = 3/4T compared
with that at t = 1/4T, indicating that the unique “extrusion” and “suction” functions of the
dynamic MVG continued to charge the airflow.

86



Aerospace 2023, 10, 729

  
(a) (b) 

Figure 18. Distribution of streamlines around the dynamic MVG. (a) t = 1/4T. (b) t = 3/4T.

 
Figure 19. Profiles of velocity at x/h = 4.7 during “suction” and “extrusion” (the solid lines represent
“suction”, and the dashed lines represent “extrusion”).

4.2.2. Effect of Dynamic MVG Array on SWBLI

The above analysis indicates that the dynamic MVG can induce vortices of controllable
strength and significantly change the fullness of the boundary layer under conditions
of supersonic inflow. Subsequently, a control characteristics analysis was conducted to
examine its influence on the SWBLI region of the supersonic inlet. Figure 20 shows the
time-averaged contours of the Mach number on different spanwise planes under the control
of the array of MVGs. Compared with the case without control, the low-momentum region
near the wall decreased at all spanwise positions under dynamic MVG-based control. The
separation bubble gradually decreased in size from the plane of symmetry of the vortex
generator to the other spanwise positions because the planes y = 0hv and y = s were in
the middle of the streamwise vortices induced by the vortex generator, and mixing had
a minor effect on it. The planes of y = 0.5hv, y = 0.75hv, y = s + 0.5hv, and y = s + 0.75hv
were located in the streamwise vortices induced by the trailing edge of the vortex generator.
The mixing resulting from the streamwise vortices was strong and reduced the size of the
separation bubble.

87



Aerospace 2023, 10, 729

  

Figure 20. Time-averaged Mach number of the vortex generator at different spanwise positions.

Figure 21 shows the distributions of the time-averaged static pressure and wall friction
coefficient cf along the wall. The method proposed by Kendall and Koochesfahani [38]
was used to estimate the friction velocity uτ. The wall shear stress τw can be calculated
using the relation τw = ρwu2

τ. The wall friction coefficient was c f = 2τw/ρ0u2
0. Increasing

the local cf value can delay the separation and reduce the disturbance area at the same
time. Therefore, the cf value reflects the flow field characteristics and control effect of
the SWBLI [39]. The solid lines represent the time-averaged wall static pressure, and the
dashed lines represent the distribution of cf on the wall. The static pressure on the wall
at different spanwise positions in the separation when the array of dynamic MVGs was
used was significantly lower than in the uncontrolled flow field, indicating that the array
could reduce local high pressure near the separation. The distribution of cf of the wall on
the corresponding xoz plane showed that the uncontrolled state had a shear stress on the
wall opposite to the flow direction in the separation (x/h = 5.30~x/h = 7.00). The velocity
gradient was negative, which is highly unfavorable for the efficiency of the inlet. However,
the reverse shear stress at each spanwise position was reduced in the case involving control.
The effects on the shear stress in the separation at y = 0.5hv (x/h = 5.65~x/h = 6.81) and
y = 0.75hv (x/h = 5.61~x/h = 6.92) were better with control than without it. The length of
the separation could be reduced by up to 31.76% compared with the uncontrolled case.
However, the plane of symmetry y = 0hv was located in an area in which the two inner
vortices interfered with each other, and the control effect was not as good as that at the
other spanwise planes, which is consistent with the above discussion on the distribution
of the time-averaged Mach number. In summary, the array of dynamic MVGs was able to
reduce local high pressure near the separation and improve the downstream cf of the wall.

To verify the control characteristics of the vortex generator at different times, an
instantaneous Mach number contour was extracted at the position of y = 0.25hv at t = 0T,
t = 1/4T, t = 1/2T, and t = 3/4T. Figure 22 shows that the size of the separation bubble
decreased as the vortex generator swung upward. When it swung to the highest point at
t = 1/2T, the separated boundary layer quickly reattached, and the control effect was better
than at other times. This is because the scale and strength of the vortex peaked when the
vortex generator swung to the highest point (t = 1/2T), as discussed above. When it swung
downward, the separation bubble continued to decrease in size due to the “extrusion”
effect of the dynamic MVGs.
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(a) (b) 

Figure 21. Distributions of the time−averaged parameters of the array of dynamic MVGs in different
xoz planes. (a) Distribution of the time-averaged static pressure along the wall. (b) Distribution of the
time−averaged wall friction coefficient along the wall.

  
(a) (b) 

 
 

 
(c) (d) 

Figure 22. Contours of the Mach number of the array of dynamic MVGs at different times: (a) t = 0T,
(b) t = 1/4T, (c) t = 1/2T, (d) t = 3/4T.

Figure 23 shows the distributions of the shear stress and limit streamlines on the wall
at different times when controlled by the array of MVGs. Figure 23 shows that as the array
of dynamic MVGs oscillated, the size of the separation bubble varied. The improvement in
the shear stress on the wall on the plane of symmetry was better at t = 1/2T and t = 3/4T.
Under the control of the array of MVGs, the corner vortices disappeared, and the corner
separation decreased. The separation line gradually formed a sawtooth shape, leading
to a significant difference in the length of the separation at different spanwise positions.
The separation near the y = 0hv plane had the shortest flow, and the control effect at the
y = ±s/2 planes was not as good as the other spanwise planes because they were located
between the trailing vortices of the array of vortex generators. In conclusion, the dynamic
MVGs could satisfactorily control the interaction between the shock and the boundary layer.
Compared with that in the absence of control, the length of flow in the separation region
was significantly reduced, and the total pressure recovery coefficient increased by 6.4%.
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(a) (b) 

 
(c) 

 
(d) 

Figure 23. The distributions of the shear stress and limit streamlines on the wall at different times:
(a) t = 0T, (b) t = 1/4T, (c) t = 2/4T, (d) t = 3/4T.

4.3. Influence of Dynamic Frequency of MVG Array on its Control Effect

Figure 24 shows variations in the shape factor and contours of the time-averaged Mach
number on the plane y = 0.25hv under different frequencies. The variations in the shape
factor H are shown in Figure 24a. The kinetic energy loss caused by viscosity is closely
related to the fullness of the velocity profile in the boundary layer; the shape factor was
introduced to express the relative kinetic energy loss in the boundary layer. The smaller the
H, the fuller the boundary layer [40]. The monitoring position (dashed black line on the
plane of symmetry y = 0.25hv in Figure 24b) was located upstream of the separation bubble
at x/h = 5.4. Considering the limits imposed by the speed of the motor and the feasibility of
the structure, the frequency of oscillations f of the vortex generator was controlled to within
300 Hz, and three frequencies (f 1 = 50 Hz, f 2 = 150 Hz, and f 3 = 300 Hz) were selected for
analysis. Figure 24 shows that H decreased for 3/4T as the duration of oscillations increased,
indicating that the vortex generator had enhanced the exchange of energy between the
boundary layer and the mainstream, increased the fullness of the near-wall boundary layer,
and was expected to achieve flow control. When the vortex generator oscillated at f 3,
the value of the shape factor H at each instance was smaller than those at f 1 and f 2, and
the maximum reduction reached 30%. This indicates that as the oscillation frequency of
the dynamic MVGs increased, the frequencies of “suction” and “extrusion” of the airflow
increased, leading to a higher intensity of energy transfer to airflow and a more significant
effect in flow control. As can be seen from the time-averaged Mach number contour in
Figure 24b, the height and length of the separation bubble decrease with the increase in the
vortex generator’s oscillation frequency, and this is because a higher oscillation frequency
leads to more momentum injection into the near-wall region, which helps to overcome the
adverse pressure gradient caused by SWBLI. This reduces the size of the separation bubble,
which is consistent with the control effect of the shape factor change mentioned earlier.
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(a) (b) 

Figure 24. Contours of the mean Mach number and changes in the shape factor at different frequencies
of oscillation at y = 0.25hv. (a) Changes in the H at different times. (b) Changes in the contour of the
mean Mach number.

Figure 25a shows the profiles of velocity near the wall (zn/hv < 0.2) at the streamwise
position x/h = 4.7 (x = 70 mm) and the spanwise positions y = 0.25hv and y = 0.75hv. As the
frequency of oscillation increased, the profile of the boundary layer near the wall at both
spanwise positions gradually became fuller. However, compared with those at y = 0.25hv,
the changes in the near-wall velocity were more pronounced at the spanwise position of
y = 0.75hv. When the MVG oscillated at a frequency of 300 Hz, the profile of the boundary
layer was the fullest, and the near-wall velocity could be increased by up to 8.8% compared
with that at f 1 = 50 Hz. The vortex generator had the most significant control effect on the
flow field at a frequency of 300 Hz. In addition, Figure 25b shows the profiles of velocity
near the wall at the streamwise positions of x/h = 4.1 and x/h = 4.7 (spanwise position,
y = 0.5hv). When the dynamic MVG oscillated at a frequency of 300 Hz, the near-wall
velocity increased to varying degrees at both streamwise positions, with more significant
changes observed at x/h = 4.7. In summary, when the frequency of oscillations of the
dynamic MVG increased, the near-wall boundary layer at each station obtained more
kinetic energy, and this led to a more pronounced control effect.

  
(a) (b) 

Figure 25. Changes in velocity at different frequencies of oscillation. (a) Velocity distributions at
different spanwise positions (x/h = 4.7). (b) Velocity distributions at different streamwise positions
(y = 0.5hv).
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5. Conclusions

In this study, we proposed a method for controlling the SWBLI in a supersonic inlet by
using an array of dynamic MVGs. The aerodynamic feasibility of this design concept was
preliminarily verified, and the mechanism of flow and the law of influence of the relevant
parameters were analyzed. Our main conclusions are as follows:

(1) The incident shock in the supersonic inlet imposed a strong adverse pressure gradient
on the boundary layer, which led to its local thickening and separation. Due to
the presence of the side wall of the inlet, vortices that intensified transverse flow
were generated near the side wall, leading to a complex 3D structure of flow of the
separation bubble. A large separation was formed in the middle of the bottom wall.

(2) The dynamic MVGs induced a vortex structure with variable intensity in the super-
sonic boundary layer due to their oscillation. This enhanced the mixing of the flow
of the boundary layer with the high-speed mainstream flow and caused the profile
of the velocity of the separation to become fuller while enhancing the stability of the
boundary layer. At the same time, the unique effects of “extrusion” and “suction” of
the vortex generators during their oscillation continued to charge the airflow, further
enhancing its ability to suppress the separation.

(3) When flow was controlled by the array of dynamic MVGs, the height of the separation
bubble in the supersonic inlet decreased more significantly than that in the absence of
control. Compared with the case without control, the length of the separation in the
streamwise direction decreased by up to 31.76%, and the coefficient of total pressure
recovery increased by 6.4%.

(4) When the frequency of the dynamic MVG was in the range of 50–300 Hz, the effect
of charging the low-speed airflow near the boundary layer was enhanced as the
frequency of oscillations of the vortex generators increased, and the shape factor of
the boundary layer decreased by up to 30% at a frequency of 300 Hz compared with
that in the absence of control.
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Abstract: Suppressing shock-induced flow separation has been a long-standing problem in the design
of supersonic vehicles. To reduce the structural and design complexity of control devices, a passive
control technique based on micro-serrations is proposed and its controlling effects are preliminarily
investigated under test conditions in which the Mach number is 2.5 and the ramp creating an incident
shock is 15 deg. Meanwhile, a vorticity-based criterion for assessing separation scales is developed
to resolve the inapplicability of the zero skin friction criterion caused by wall unevenness. The
simulations demonstrate that the height of the first stair significantly influences the separation length.
Generally, the separation length is shorter at higher stairs, but when the height is greater than half of
the thickness of the incoming boundary layer, the corresponding separation point moves upstream.
A stair with a height of only 0.4 times the thickness of the boundary layer reduces the separation
length by 2.69%. Further parametric analysis reveals that while the remaining serrations have limited
effects on the flow separation, an optimization of their shape (depth and width) can create more
favorable spanwise vortices and offer a modest improvement of the overall controlling performance.
Compared to the plate case, a 9.13% reduction in the separation length can be achieved using a
slightly serrated design in which the leading stair is 0.1 high and the subsequent serrations are
0.2 deep and 0.05 wide (nondimensionalized, with the thickness of the incoming boundary layer).
Meanwhile, the micro-serration structure even brings less drag. Considering the minor modification
to the structure, the proposed method has the potential for use in conjunction with other techniques
to exert enhanced control on separations.

Keywords: micro-serration; separation control; shock wave/boundary layer interaction

1. Introduction

The shock wave/boundary layer interaction (SWBLI) is a fundamental flow phe-
nomenon involving the complex shock–shock and shock–boundary layer interactions that
are common in both external and internal flows, such as flows at external surfaces, the
intake and isolators of supersonic and hypersonic vehicles, transonic airfoil surfaces, and
other positions. With a strong adverse pressure gradient, the boundary layer in the inter-
action region will inevitably separate, resulting in a significant energy loss and a lower
total pressure recovery [1–3]. At the same time, separation can cause flow oscillations [4,5],
excessive thermal loads [6–8], and other dangerous situations. Furthermore, SWBLI can
also lead to a thickening of the boundary layer and even prevent the start in the intake of a
scramjet engine [9,10]. SWBLI must be considered in aircraft design, and control of SWBLI
is conducive to the safe and stable operation of aircraft.

Although significant progress has been achieved in SWBLIs in recent decades, since
Ferri [11] first discovered this phenomenon experimentally, SWBLI control, particularly the
control of separation, is still a hot topic in the field of aerodynamics. Several techniques have
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been used for separation control [12]: decrease in the imposed adverse pressure gradient,
removal of the low-momentum near-wall flow, or addition of the momentum of the near-
wall flow. The specific flow control methods can be categorized into passive control methods
and active control methods. Passive control includes the use of a micro-vortex generator
(MVG) [13–15], a local wall modification in the form of a bump [16,17], and a backward
facing step [18,19]. Active control includes the application of boundary layer bleed/suction
ahead of the shock-induced interaction [20,21], steady microjets [22,23], plasma jets [24,25],
and spark jets [26]. Active control has a range of advantages, and researchers also prefer
complex flow control systems that can be actively controlled with feedback. For example,
boundary layer bleed/suction is an effective method of suppressing the separation in both
laminar and turbulent boundary layers. However, the bleed system simultaneously dumps
considerable amounts of captured airflow to obtain an acceptable control effect, which
may lead to the poor aerodynamic performance and reduced propulsion efficiency of the
aircraft. For example, engines equipped with active control may result in an intake with
increased weight and aerodynamic drag [27] that cannot compensate for the induced loss.
Thus, the current economical, structurally simple, and safe method for practical use is still
based on passive control.

To date, the micro-vortex generator (MVG) has been widely used for passive control; it
can reduce the size of the separation zone by 10~30% after design optimization [28,29]. The
height of the MVG is approximately 10~70% of the boundary layer. The streamwise vortex
pair generated by the wake of the MVG transports the high-energy airflow in the upper
boundary layer into the bottom layer and mixes it with the low-energy airflow to increase
the momentum of the low-velocity region near the wall, enhancing its resistance to the
adverse pressure gradient and realizing the control of the separation of the boundary layer.
Even though the vortices induced by the MVG can reconfigure the downstream boundary
layer and the downstream shock wave shows clear deformation or even degeneration
under the action of the vortices, the separation of the boundary layer remains severe at
other locations in the spanwise direction due to the limited influence range of the vortices
induced by MVGs. In addition, the MVG is far from capable of controlling the strong
SWBLIs that occur in a finite-width channel [30]. To maximize the performance of the
MVG, it is usually necessary to combine and rearrange a series of MVGs [29,31] and place
them in suitable positions [32]. Because MVGs must be designed carefully for different
configurations with different sizes, arrangements, and mounting positions, an alternative
passive control method should be developed.

In this paper, a new technique using micro-surface serrations is developed to weaken
shock-induced separations. This approach uses a simple structure and does not make any
special demands on installation space. The primary objective of this work is to examine
the effectiveness of this concept and to determine the basic effects of the key geometric
parameters. The rest of the paper is organized as follows. First, the numerical method and
its validation are introduced in Section 2. Then, some details about the control effect of the
micro-serrations are described, including an alternative method to determine the location
of the separation zone, the influence of the first windward stair, and the influence of the
subsequent micro-serrations. A concise conclusion is provided in the final section.

2. Methodology

2.1. Description of the Computational Domain and Boundary Conditions

In this study, the wall micro-serration configuration is composed of a windward stair
and subsequent micro-serrations. To capture the main flow characteristics, the compu-
tational domain for the numerical simulation is simplified to a two-dimensional case, as
shown in Figure 1. The entire domain is filled with a structured mesh. The micro-serrations
start at x = 0 and are arranged in a rectangular concave–convex shape with a length of
100, as illustrated in Figure 2. In addition, to eliminate the influence of the first windward
stair on the incoming flow, a smooth plate with a length of 10 is set before the initial
position. The height of the computational domain is 25. All the variables related to length
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are dimensionless and are given in terms of the thickness of the incoming boundary layer,
except where specifically noted otherwise. The thickness of boundary layer used in the
study is 2 mm.

 
Figure 1. Computational domain and boundary conditions.

Figure 2. Schematic diagram of micro-serrations.

As micro-serrations are described by many parameters, Table 1 provides a summary
description of the relevant symbols. For example, hU0 represents a smooth plate, and hU0.1
is a small stair of height 0.1. Without loss of generality, if either w or h are equal to zero,
these parameters are not labeled when naming the simulation case.

Table 1. Some parameters related to SWBLIs in this study.

Parameters Explanations

M0 Incoming Mach number
hU Dimensionless height of the first windward stair at x = 0
w Dimensionless width of the micro-serration
h Dimensionless depth of the micro-serration
α The deflection angle of incident shock (deg.)

IP
The impinging point of the inviscid incident shock at the bottom wall

(x = IP, y = 0)

Prior to the simulation, the flow field of a smooth plate is calculated with the same
settings, and the corresponding boundary layer thickness section is taken from the plate
case as the inlet boundary condition of the subsequent cases so that the initial flow field
is obtained. The outlet is set as the pressure outlet condition, the upper boundary is set
as the pressure far field condition, and the lower boundary is set as an adiabatic no-slip
wall. For all cases, the incoming stagnation pressure pt0 is 101,325 Pa, and the stagnation
temperature Tt0 is 300 K.

Instead of a traditional geometric shock generator, the incident shock is generated
by setting discontinuous aerodynamics parameters upstream and downstream of point I
on the upper pressure far field boundary [33–35]. Specifically, the conditions upstream of
point I are set as the incoming flow parameters, i.e., M0, p0, and T0, and the conditions
downstream of point I are set as the post-shock parameters with a deflection angle α. In this
way, based on the initial flow field, the airflow can be deflected from the upper boundary,
thus achieving the purpose, which is to generate an incident shock. Compared to the
physical geometric shock generator, the use of this pneumatic shock generator prevents
the separation shock of the large-scale separation zone from impinging on the wedge
surface of the geometric generator and reflecting. This reflected shock may act on the
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separation zone on the lower wall again, thus destroying the main flow structure of the
SWBLIs [35]. In addition, it can also reduce the complexity of the mesh and improve the
computational efficiency.

2.2. Numerical Method

All the calculations in this study are based on the two-dimensional Reynolds-averaged
Navier–Stokes (RANS) solver. For the calculation of the flow field, the turbulence model
is k-ω shear stress transport (SST), which has been successfully applied to supersonic
flows [36–39]. The fluid is an ideal gas model and is processed as calorically perfect air.
Meanwhile, the viscosity coefficient is calculated according to the Sutherland formula. The
Roe FDS scheme is utilized for vector flux splitting. As for the spatial discretization, a
second-order upwind scheme is used for the gradient term, the flow term, the turbulent
kinetic energy term, and the specific dissipation rate term.

The equations to be solved are as follows:
Continuity equation:

∂(ρui)

∂xi
= 0. (1)

Momentum equation:
∂
(
ρuiuj

)
∂xj

= − ∂p
∂xi

+
∂τij

∂xj
, (2)

τij = μ

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
μ

∂ui
∂xi

δij. (3)

Energy equation:

∂
[
uj(ρE + p)

]
∂xj

=
∂
(

kt
∂T
∂xj

)
∂xj

+
∂
(
τijui

)
∂xj

, (4)

where ρ is the density, ui and uj are velocity components, p is the pressure, T is the
temperature, E is the total energy per unit mass of fluid, τij is the viscous stress tensor, and
kt is the heat conduction coefficient. The Einstein summation convention and Kronecker
operator δij are used in the above equations.

Menter improved the standard k-ω model and first proposed the SST turbulence
model [40]. The SST model combines the k-ω turbulence model and the k-ε turbulence
model, which are suitable for solving the turbulence near the wall and the free-shear
turbulence far away from the wall, respectively. SST realizes a more accurate prediction of
the separated flow and the boundary layer flow under the adverse pressure gradient. The
SST turbulence model is given by

∂
(
ρujk

)
∂xj

=
∂

∂xj

(
Γk

∂k
∂xj

)
+ Gk − ρβ∗ fβ∗kω, (5)

and
∂
(
ρujω

)
∂xj

=
∂

∂xj

(
Γω

∂ω

∂xj

)
+ Dω + Gω − ρβ fβω2. (6)

In these equations, Gk represents the generated turbulence kinetic energy due to mean
velocity gradients, Gω represents the generation of ω, and Γk and Γω represent the effective
diffusivity of k and ω, respectively. The last terms in Equations (5) and (6) represent the
dissipation of k and ω due to turbulence. Dω represents the cross-diffusion term which is
defined as

Dω = 2(1 − F1)ρσω2
1
ω

∂k
∂xj

∂ω

∂xj
. (7)
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The effective diffusivities for the k-ω model are given by

Γk = μ + μt
σk

,

Γω = μ + μt
σω

,

⎫⎬⎭ (8)

where σk and σω are the turbulent Prandtl numbers for k and ω, respectively, which are
defined as follows:

σk =
1

F1/σk1+(1−F1)/σk2
,

σω = 1
F1/σω1+(1−F1)/σω2

,

⎫⎬⎭ (9)

where
F1 = tanh

(
Φ4

1

)
, (10)

Φ1 = min

[
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( √
k

0.09ωy
,

500μ

ρy2ω

)
,

4ρσω2k
D+

w y2

]
, (11)

D+
w = max

(
2ρσω2

1
ω

∂k
∂xj

∂ω

∂xj
, 10−20

)
. (12)

The turbulent viscosity μt is computed using k and ω as follows:

μt =
ρk
ω

1

max
(

1
a∗ , SF2

a1ω

) , (13)

F2 = tanh
(

Φ2
2

)
, (14)

Φ2 = max

(
2

√
k

0.09ωy
,

500μ

ρy2ω

)
, (15)

where S is the vorticity magnitude.
The corresponding generation of k and ω is described by

Gk = μtS2,
Gω = a ω

k Gk.

}
(16)

The coefficient a is given by

a =
a∞

a∗

(
a0 + Ret/Rω

1 + Ret/Rω

)
, (17)

where
Ret =

ρk
μω

. (18)

In the dissipative terms of k and ω,

fβ∗ =

⎧⎪⎨⎪⎩
1, χk ≤ 0,

1+680χ2
k

1+400χ2
k
, χk ≥ 0,

(19)

fβ =
1 + 70χω

1 + 80χω
, (20)
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χk ≡ 1
ω3

∂k
∂xj

∂ω
∂xj

,

χω =

∣∣∣∣ Ωij

(0.09ω)3

∣∣∣∣,
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Ωij =
1
2

(
∂ui
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β∗ = β∗
i [1 + 1.5F(Mt)],

β∗
i = β∗

∞
4

15+(Ret/8)4

1+(Ret/8)4 ,

⎫⎬⎭ (23)

β = βi

[
1 − 1.5 β∗i

βi
F(Mt)

]
,

βi = F1βi,1 + (1 − F1)βi,2.

}
(24)

The compressibility function F(Mt) improves the applicability of the model in free-
shear flow at high Mach numbers, and the expressions are given by

F(Mt) =

{
0, Mt ≤ Mt0,
M2

t − M2
t0, Mt ≥ Mt0,

(25)

M2
t ≡ 2k

c2 ,

c =
√

γRT.

}
(26)

The constants in the above expressions are [40,41]: a∗ = 1, a∞ = 0.52, a0 = 1/9, a1 = 0.34,
Rω = 2.95, Mt0 = 0.3, βi,1 = 0.075, βi,2 = 0.0828, β∗

∞ = 0.09, σk1 = 1.176, σω1 = 2.0, σk2 = 1.0,
and σω2 = 1.168. More details can be found in References [40,41].

2.3. Code Validation

Code validation is conducted by comparison with the experimental results obtained by
Grossman and Bruce [42]. The simulations match the experimental free-stream conditions
with an incoming Mach number of 2.0 and a unit Reynolds number of approximately
2.0 × 107 m−1. The deflection angle of the oblique incident shock is 12◦. Figure 3 presents
the comparison between the experimental and numerical surface pressure distributions,
where the zero of the x-axis, named “CoordinateX”, is the impinging point of the inviscid
shock wave and the y-axis is the surface pressure ratio based on the incoming static pressure.
The curve obtained by simulation is essentially in agreement with the experimental results,
including the starting point of the pressure jump, which suggests the initial position of the
separation. It should be noted that the pneumatic shock generator, as mentioned above, is
used to generate the incident shock. Therefore, the expansion wave emitting from the end
of the wedge shock generator is not considered in this validation; it is also possible that,
due to this reason, the pressure obtained from the simulation differs from the experimental
results near the reattachment point.
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Figure 3. Comparison between experimental [42] and numerical surface pressure distributions.

Due to the complexity of the micro-serrations of the lower wall of the computational
domain and to save computing resources, we adopted automatic mesh adaptation to
capture as much of the flow information as possible. After a certain number of iterations,
the cells, whose density gradient is larger than dρ0, will be refined once. In our study,
dρ0 is 0.002 with an incoming Mach number of 2.5. Figure 4 shows the surface pressure
distributions near the separation point with different refinement levels. The corresponding
refinement levels are 0, 2, 4, and 5 and are called the original grid, level 2, level 4, and level
5, respectively. A total of 1000 × 400 grids are used originally. The curves from level 4 and
level 5 overlap, suggesting that the simulation converges after four refinements. Under
these circumstances, the streamwise size of the refined cells is less than 1.5 × 10−4 m. All
of the other cases meet this cell size limitation after refining, and the final number of grid
points is approximately 2 × 106. In addition, a slat with a length of 0.1 mm has 7 grid
points, and there are more grid points when the slat size is larger.

 
Figure 4. Surface pressure distributions with different refinement levels (M0 = 2.5, hU = 0, α = 15◦,
IP = 65).

3. Results and Discussion

3.1. Vorticity-Based Criterion for Separation Assessment

For conventional configurations, i.e., plate or curved surfaces, the skin friction co-
efficient Cf can be utilized to determine the separation and reattachment point of the
separation zone [43–45]. However, the wall surface with micro-serrations is not geomet-
rically continuous; therefore, the method based on Cf is no longer applicable, and a new
basis for determining the separation zone must be considered. The analysis of the flow
field of SWBLI with micro-serrations found that a sign inversion of the vorticity magnitude
gradient appears near the separation point and reattachment point, and this parameter
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does not depend on the wall profile. Therefore, it can be inferred that the location of the
separation zone can be determined by the vorticity magnitude along a line close to the wall.

To test the applicability of vorticity magnitude in determining the location of the
separation, the obtained results are compared to the numerical results for a typical smooth
plate (M0 = 2.5, hU = 0, α = 15◦, IP = 65). It is observed from the vorticity magnitude
contours shown in Figure 5 that when the near-wall streamline is deflected, particularly
in the case when the streamline is perpendicular to the wall, the vorticity magnitude is
exactly near the extreme point, and this trend is synchronized, providing a preliminary
verification of the feasibility of the new method. For a further quantitative evaluation, the
Cf along the lower wall is compared in Figure 6 with the vorticity magnitude distribution
curve. It is easy to find that the vorticity magnitude takes the minimum value which has
an essentially one-to-one correspondence with the location of the zero position of Cf ; the
resulting difference in the length of the separation zone is only approximately 1.14%, as
shown in Table 2. This indicates that the minimum value of the vorticity magnitude can be
used as an alternative method to determine the location of the separation zone in this study.

 
Figure 5. Computed contour plots of vorticity magnitude and streamline distributions near the
separation point (M0 = 2.5, hU = 0, α = 15◦, IP = 65).

 
Figure 6. Comparison of surface Cf and vorticity magnitude distribution (M0 = 2.5, hU = 0, α = 15◦,
IP = 65).
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Table 2. Comparison of the separation zone determined by Cf and vorticity magnitude.

Separation Point Reattachment Point Separation Length

Cf 5.32 82.53 77.21
Vorticity magnitude 5.69 82.02 76.33

3.2. Effects of a Single Stair on Shock-Induced Separation

The wall profile shown in Figure 2 contains a series of convex structures, of which the
first stair has the most direct effect on the flow. Because several geometrical parameters
describe the micro-serration, the purely stair configurations, i.e., the cases where both w
and h are 0, are first studied in detail to obtain preliminary information about the effect of
the micro-serration on the separation.

Figure 7 illustrates the numerical results for several stair configurations, with the hU
values of 0, 0.1, 0.2, 0.4, 0.7, 1.0, 2.0, and 4.0. The left y-axis is the separation length (Ls),
and the right y-axis represents the position of the separation point compared to that in the
plate case (Δxs). It should be noted that Ls and Δxs are given relative to the thickness of
the incoming boundary layer and are therefore dimensionless. It is observed from Figure 7
that when the height of the small stair is hU < 0.4, the separation length decreases rapidly
and reaches a minimum at hU = 0.4, which is approximately half of the thickness of the
incoming boundary layer, and the separation point moves downstream in this range. Then,
with increasing hU , the separation length first increases slightly and then decreases. At
the same time, the separation point starts to move upstream. Interestingly, the separation
length does not vary much when the height of the first stair is close to the thickness of the
incoming boundary layer, that is, 0.5 < hU < 2.0.

 

Figure 7. Separation length and location of the separation point (M0 = 2.5, α = 15◦, IP = 65).

Figure 8a,b show the typical flow field of a pure stair configuration. A small separation
that is similar to a pneumatic wedge is generated at the front of the stair. Due to the
compression of this small pneumatic wedge, a weak shock wave is formed at the stair and
intersects with the incident oblique shock, weakening the intensity of the incident shock to
some extent. Additionally, it is also observed from Figure 8c that the local adverse pressure
gradient near the separation point is reduced due to the pre-pressurization effect of the
compression surface on the windward side. These two effects result in a reduction in the
separation length under the influence of the stair. The height of the initial point of the
streamlines in Figure 8a,b is equal to the thickness of the incoming boundary layer. After
passing through the stair, the height of this streamline in hU1.0 increases by 9.5% compared
to hU0.4, which can also be considered as an increase in the thickness of the boundary
layer in front of the separation point. The thicker boundary layer attenuates the above
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two beneficial effects of separation control to some extent. Therefore, the separation length
increases from hU = 0.4 to hU = 1.0 and the separation point moves upstream. However,
the length of the separation zone of the stair configuration is generally smaller than that of
the smooth plate.

Figure 8. Contours of the Mach number distributions with stair heights of (a) 0.4 and (b) 1.0 and
(c) surface pressure distributions near the separation point (M0 = 2.5, α = 15◦, IP = 65).

3.3. Effects of Serration Size on Shock-Induced Separation

The above results indicate that the windward stair has a nonnegligible influence on
the separation length, particularly for relatively large stair heights. Thereafter, based on
the different effects of the size of hU on the separation length, the control effect of the wall
micro-serration on the separation is investigated by taking hU equal to 0.1, 0.4, 1.0, and 4.0
as examples for the three typical cases in which hU is less than, equal to, and greater than
the thickness of the incoming boundary layer, respectively.

Figure 9 shows the pressure distributions for the different heights of the windward
stair and the corresponding micro-serration configurations of equal size under an incoming
Mach number of 2.5. The pressure value is taken from the line that is adjacent to the upper
surface of the micro-serration, i.e., y = hU . For comparison, the pressure of the plate is also
shown in the figure. It is observed that the onset of the pressure disturbance in the pressure
distribution curve of the micro-serration configuration at hU = 0.1 clearly lags behind those
of the plate and the pure stair. For hU = 0.4, 1.0, or 4.0, if the pressure fluctuation generated
by the successive serrations of the wall microstructure is ignored, the pressure distribution
curves basically coincide with that of the pure stair, and the pressure is slightly higher
than that of the plate. In addition, a significant drop in the pressure for the micro-serration
configuration at x = 4 is observed in Figure 9d, which is due to the end of the plateau
at x = 4 and the subsequent larger notch. Furthermore, Figure 10 presents the pressure
distributions of the micro-serration configurations with different depths and widths at
hU = 0.4. The pressure profiles of the micro-serration configurations strongly resemble
the pressure profile of the pure stair, indicating the negligible influence from subsequent
micro-serrations on the separation length when the height of the first stair is approximately
half of the thickness of the incoming boundary layer.
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Figure 9. Comparison of the pressure distributions for the stair and micro-serration configurations at
typical sizes (a) 0.1, (b) 0.4,(c) 1.0 and (d) 4.0 (M0 = 2.5, α = 15◦, IP = 65).

 
Figure 10. Pressure distributions of micro-serration configurations with different (a) depths and
(b) widths at hU = 0.4 (M0 = 2.5, α = 15◦, IP = 65).

The above results suggest that micro-serration plays a certain role in the control of
separation length. On the one hand, from the point of view of the pressure distribution, the
large-scale micro-serration configuration is indistinguishable from that of the pure stair.
On the other hand, the small-scale micro-serration configuration, although close to the
effect of the pure stair, still produces a visible improvement in the control effect, indicating
that, with the exception of the first stair, the subsequent micro-serrations still contribute to
the flow control. Therefore, the influence laws of other parameters of micro-serrations are
further investigated for small scales.

First, the influence of the depth of the micro-serrations in small-scale configurations is
examined. Taking hU = 0.1 as an example, Figure 7 shows that this height of the stair has a
slight influence on the separation length and the incoming boundary layer. The pressure
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distributions are shown in Figure 11a, with w = 0.1 unchanged and h = 0.1, 0.2, 0.3, and
1.0. As shown in the locally enlarged figure, the separation length, Ls, is the smallest at
h = 0.2, which is reduced by 4.56% compared with the smooth plate. As h continues to
increase, the onset of pressure disturbance moves upstream, and Ls increases concurrently.
The comparison of this series of cases, which is summarized in Figure 11b, verifies that Ls
decreases as h increases within a specific range, beyond which the micro-serrations become
less effective in controlling the separation length.

Figure 11. (a) Pressure distributions and (b) separation length of micro-serration configurations with
different depths at hU = 0.1 (M0 = 2.5, α = 15◦, IP = 65).

Next, based on the results of Figure 11, the pressure distributions for the depth h = 0.2
and the widths w of 0.025, 0.05, 0.1, and 0.2, are shown in Figure 12a. For comparison,
the pressure curve of hU0.1 is also shown in Figure 12a. The locally enlarged figure
demonstrates that the onset of pressure disturbance for w = 0.05 is clearly located further
downstream, where it exhibits better control of Ls than w = 0.025, 0.1, and 0.2, resulting in a
reduction of 9.13% compared to the smooth plate. Even taking into account the 2.69% error
mentioned above, this reduction is still appreciable when compared to the original scale of
the entire separation zone. To summarize, there exists an optimal width of micro-serrations
that yields the best effect on the control of the separation length, and deviations from this
optimal width that make it either too large or too small will tend towards the effect of the
windward stair of the corresponding size.

Figure 12. (a) Pressure distributions and (b) separation length of micro-serration configurations with
different widths at hU = 0.1 (M0 = 2.5, α = 15◦, IP = 65).
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The drag is also evaluated for the two-dimensional (2D) cases with a default spanwise
distance of 1 m. Taking the plate and hU0.1-w0.05-h0.2 as examples, it is assumed that
there is an incoming flow condition on the other side of the wall (plate or micro-serration
configuration), which is closer to the actual situation. Compared with 1.859 N for the plate,
the drag of the micro-serration is reduced to 1.503 N. It follows that the micro-serration
configuration does not introduce additional resistance.

To further explore the role of micro-serrations in separation control, some typical flow
fields from the above cases are investigated. Figure 13a displays the flow image near the
first stair, revealing a series of vortices formed within the micro-serration. The presence
of these vortices entrains high-momentum fluid, locally increasing the velocity near the
wall, which is advantageous for separation control, as shown in Figure 13b. Interestingly,
the vortices detach from the micro-serration before the separation point (Figure 14). These
detaching vortices may increase the capability of the configuration to resist an adverse
pressure gradient, as demonstrated in Figure 13c. In addition, as mentioned in the previous
section, the effect of these micro-serrations is limited, and the thickening of the boundary
layer brought about by the increase in hU will counteract the factors that are beneficial for
separation control.

Figure 13. Role of vortices in separation control. (a) The vortices in the micro-serrations. (b) Comparison
of velocity profiles upstream of the separation point. (c) Pressure distributions before the first pressure
plateau (M0 = 2.5, α = 15◦, IP = 65).
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Figure 14. Vortices upstream of the separation point with different widths of the micro-serration:
(a) w = 0.05, (b) w = 0.1 (M0 = 2.5, α = 15◦, IP = 65).

Finally, some speculations are made regarding the origins of the influence of the depth
and width of the micro-serration. The impact of the depth of the micro-serration is mainly
reflected in the position of the vortex within the micro-serration, as shown in Figure 15.
The vortex develops in different locations for different h. A shallower position of the vortex,
that is, a vortex that is in closer proximity to the upper surface of the micro-serration, is
detached more easily. However, when the vortex is in a deep position, it cannot directly act
on the boundary to bring high-momentum fluid. The development in both directions of h
results in an optimal depth of the micro-serration. The width of the micro-serration exhibits
a similar behavior, as depicted in Figure 14. The width directly determines the number
of detaching vortices in front of the separation point, which to some extent represents the
resistance that these vortices can provide to the adverse pressure gradient. The vortices
in the micro-serration cannot be fully developed when w is too small, and the wall profile
tends towards that of the plate when w is too large, which is also reflected in the pressure
distributions in Figure 12a.

 

Figure 15. Location of vortices in the micro-serration with different depths: (a) h = 0.2 and (b) h = 1.0;
the micro-serration is not fully displayed (M0 = 2.5, α = 15◦, IP = 65).

4. Conclusions

A new separation control method is proposed based on a square-shaped micro-
serration configuration, and its control effects are examined in a preliminary investigation.
Due to the geometrical discontinuity of the micro-serration, it is imperative to establish
a new criterion for the determination of the separation zone. The differences between
the separation zone determined by Cf and the vorticity magnitude in the plate case are
compared, and it is observed that both the separation point and the reattachment point cor-
respond to the minimum vorticity magnitude. The separation length, which is determined
by the vorticity magnitude, aligns closely with the separation location found by Cf = 0 and
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can thus serve as a reliable basis for the subsequent quantification of the separation zone.
First, the impact of the windward stair on the separation length is investigated; then, three
representative sizes are chosen based on the findings from the small stairs to examine the
controlling effects of micro-serration with varying sizes. The results show that the height of
the stair significantly affects the separation length due to the pre-pressurization effect and
the weak shock caused by the windward stair. Generally, the separation length is shorter
with high stairs, whereas when the height of the stair exceeds a specific range, the sepa-
ration point moves upstream, which is unfavorable for separation control. Additionally,
when the height of the stair is less than half of the thickness of the incoming boundary
layer, the micro-serration plays the dominant role in determining the separation control.
However, when the height of the stair is large, the micro-serration becomes essentially
ineffective. It is observed from the pressure distributions that the pressure curves of the
micro-serration configurations coincide with that of the stair with the corresponding size.
Based on this premise, a further investigation is conducted into the potential impacts of
other parameters associated with micro-serrations in small-scale configurations. It is found
that both the depth and width of the micro-serration exhibit significant effects arising from
variations in the vortex positioning and the number of detached vortices. Relative to the
plate, the separation length can be reduced by 9.13% using a slightly serrated design with
less influence on the incoming boundary layer. In future applications that consider the
minor modification of the structure, the micro-serration can be employed together with
other techniques, such as MVG, to achieve better control.
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Abstract: Compression corner shock wave/boundary layer interaction (SWBLI) is a typical shock
wave/boundary layer interaction (SWBLI) problem in supersonic/hypersonic flows. In previous
studies, the separation flow is usually caused by a single shock wave. However, in the actual aircraft
surface configuration, two-stage compression or even multistage compression will produce more
complex SWBLI problems. The multi-channel shock structure makes the flow field structure more
complicated and also puts forward higher requirements for the flow control scheme. In order to
explore a flow control method for the double compression corner shock wave/boundary layer
interaction problem, an experimental study is carried out to control the double compression corner
shock wave/boundary layer interaction with a high-energy flow pulsed arc discharge array under
the condition that the incoming flow velocity Ma 6.0 has both noise flow fields and quiet flow fields.
The results show that when UDC = 0.5 kV actuation is applied, the influence range of the hot gas mass
flow direction is about 65 mm, which can weaken the shock wave intensity to a certain extent. When
UDC = 1 kV actuation is applied, the influence range of the hot gas mass flow direction extends to
85 mm, and the actuation has a significant control effect on the flow field. Through spatio-temporal
evolution analysis and spatial gradient threshold processing of high-speed schlieren images of
actuated flow fields, the feasibility of controlling the hypersonic double compression corner shock
wave/boundary layer interaction by using a high-energy flow pulsed arc discharge array is verified.
The control law of a high-energy flow pulsed arc discharge array acting on the double compression
corner shock wave/boundary layer interaction is revealed.

Keywords: hypersonic; double compression corner; shock wave/boundary interaction; plasma
actuation; flow control

1. Introduction

In a supersonic flow, the disturbance of the air stream cannot propagate in the direction
of the flow, so shock waves will inevitably exist in the process of deceleration and shock
wave/boundary layer interaction (SWBLI) will inevitably occur in the interaction of the
boundary layer on the surface of the aircraft body [1–3]. When the inverse pressure gradient
induced by shock waves is large enough, the boundary layer will become thicker or even
return inside, resulting in the boundary layer separating from the object surface, which will
directly damage the aerodynamic performance of the aircraft. There are various forms of
shock wave/boundary layer interaction in the outflow of the aircraft, including oblique
shock wave/boundary layer interaction, normal shock wave/boundary layer interaction,
and three-dimensional shock wave/boundary layer interaction, among which Compression
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Ramp-SWBLI is the most typical form of oblique shock wave/boundary layer interaction.
It mainly occurs at the rudder surface of the aircraft [4,5].

At present, studies on CR-SWBLI control at a single compression corner have been
extensive. For example, Verma and Chidambaranathan [6] adopted a stable microjet array
for a single compression corner of 24◦ and found that jet spacing of 13 d has a better effect
on reducing the size of pressure in the separation region. The 135◦ jet achieves a better
control effect on the instability of separated shock waves. Verma compared the vortex
generators of two positions and two configurations and found that the closer the interaction
region is, the better the effect of the vortex generator on weakening the instability of
the separation shock wave and reducing the intensity of the separation shock wave. The
vortex generator with the configuration of s = 0 significantly reduces the root-mean-square
value of the separation region. There is relatively little research on double compression
Ramp-SWBLI and it mainly focuses on numerical simulation [7,8]. Durna et al. [9] studied
the influence of the second order wedge angle on the flow field structure under Mach 7
conditions through numerical calculation. The results show that when the first-order wedge
angle = 30◦ remains unchanged, the vortex structure has a more and more significant effect
on the flow with the increase in the second-order wedge angle. Estruch-Samper et al. [10]
conducted detailed experimental studies on Micro-Vortex generators of different heights,
and the results show that when the height of the Micro-Vortex Generator is relatively small,
it can inhibit flow separation. When the ratio of the height of the Micro-Vortex Generator
to the boundary layer is about 0.3, the separation is effectively suppressed and the large-
scale unsteady characteristics of SWBLI are significantly reduced. Babinsky et al. [11] also
conducted an experimental study on the control details of the separation region through
micro-ramps and found that when micro-ramps were used to disturb the flow field in
supersonic inflow with Ma = 2.5, the flow separation caused by SWBLI could not be
completely suppressed under the control of micro-ramps of all sizes but that micro-ramps
could break the separation region. The space size is reduced to a plurality of broken small
separation regions. Tong et al. [12] conducted a direct numerical simulation of a double
compression corner with Mach number 2.9, the angle of the two stages was fixed at 12◦
and 24◦, respectively, and studied the influence of the flow direction length Lc of the first
stage on the flow field structure. It was found that with the increase in Lc, the size of the
separation region is significantly reduced, the width of the Görtler vortex is reduced, and
the directional coherence is enhanced [13–15].

As a passive flow control method without moving parts [16–18], plasma actuation
can effectively avoid the increase in aerodynamic drag, flow loss, and other problems
caused by the actuation itself, compared with micro-vortex generators, boundary layer
venting, and other control methods. In recent years, due to the breakthrough of high
repetition, frequency, energy, and array plasma actuation technology, its great potential
in the field of supersonic flow control has been reflected. Preliminary studies have been
conducted on dielectric barrier discharge, plasma synthetic jet, and surface arc discharge
and other forms [19–27], particularly surface arc discharge [20]. In recent years, in the field
of supersonic/hypersonic flow control, surface arc discharge plasma actuation (especially
array-type surface arc discharge plasma actuation) has highlighted the advantages of
strong energy injection, high frequency response characteristics, and flush with the wall
surfaces [28,29]. Breakthrough progress has been made in shock wave control and shock
wave/boundary layer interaction control [30,31].

Watanabe Y. et al. [32] examined the effect of the Reynolds number on plasma-assisted
flow control. A linear dependency was found between the ramp pressure change per
averaged plasma power and the Reynolds number. In addition, the effect of near-surface
discharge on supersonic flow near 15◦ compression surface is studied by experiments and
simulations [33]. Further simulations attempted to find an optimal range of plasma power
and position in terms of achievable effect, effectiveness of the method, and response time
of the system to the plasma actuation. Tang et al. [34] studied the evolution characteristics
of high energy arc discharge actuation under a low pressure environment and used high-
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energy plasma actuation to effectively weaken the shock intensity of bow shock in front of
a cylinder. In the incident shock wave/boundary layer interaction control, Luo et al. [35]
found that both 5 kHz and 10 kHz high-frequency arc discharge actuation can weaken the
intensity of separated shock waves and 5 kHz actuation can suppress the low-frequency
motion of separated shock waves, while 10 kHz actuation can increase the low-frequency
motion energy. Tang et al. [36] used spanwise array pulsed arc discharge actuation to
achieve forced boundary layer transition and used high-frequency flow pulsed arc dis-
charge array to achieve effective control of the shock wave/boundary layer interaction
induced by the compression corner and proposed the corresponding conceptual model.
Gan et al. [30] also realized the weakening of the intensity of separated shock waves in
the shock wave/boundary layer interaction induced by the compression corner through
high-energy and low-frequency array pulsed arc actuation.

In this paper, experimental studies on the control of double-compression corner
shock/boundary layer interaction flow fields by array plasma actuation under Mach 6
conditions are carried out, and the coupling evolution characteristics of the array surface
arc actuation and hypersonic double-compression corner shock/boundary layer interaction
flow fields are discussed and analyzed. The ability of plasma actuation to regulate the
shock wave/boundary layer interaction is verified under Mach 6 conditions, and the
corresponding control rules are finally summarized.

2. Experimental System and Model

2.1. Hypersonic Quiet Wind Tunnel and High-Speed Schlieren System

The experiment is conducted in the Φ300 mm hypersonic quiet wind tunnel of the
Hypervelocity Aerodynamics Institute of China Aerodynamics Research and Development
Center. The experimental medium in the wind tunnel is air or nitrogen. The maximum
design total pressure is 2.0 MPa, the maximum total temperature is 537 K, and the nozzle
outlet diameter is 320 mm. The stable operation time of the wind tunnel is greater than
10 s, the duration of the static flow field is not less than 7 s, and the cycle of a single
platform is 150~200 ms. The wind tunnel uses a Laval nozzle, and a special boundary
layer suction device is set up in the upstream of the nozzle to realize the switch between
the quiet flow field and the noise flow field. In quiet mode, the noise level of the Mach 6
flow field is 0.05~0.1% (adjustable), and the average Mach number is 6.03~6.15. The Mach
number 8 flow field noise level is 0.07~0.1% (adjustable); that is, the sound pressure level
is adjustable, the average Mach number is 7.90~7.95, and the uniform region diameter is
not less than 240 mm. At the same time, the wind tunnel can operate in the conventional
hypersonic Ludwig wind tunnel mode, and the noise level of the flow field is 2~3%, similar
to that of the conventional hypersonic wind tunnel. The average Mach number is about
5.90, and the diameter of the uniform region is 200 mm. The main performance parameters
of the wind tunnel are shown in Table 1, and the actual picture of the wind tunnel is shown
in Figure 1. The actual flow conditions of the experiment are shown in Table 2, where
the first row is the flow parameters of the static flow field and the second row is the flow
parameters of the noise flow field.

Table 1. Main parameters of Φ300 mm hypersonic quiet wind tunnel.

Ma Nozzle Diameter/m P0/MPa T0/K Re/L × 106 t/s Ma Flow Field Noise

6 0.32 0.1~0.45 387~422 1.28~5.99 10 6.03~6.15 0.05~0.1% air
8 0.32 0.1~0.45 478~515 0.47~1.86 10 7.90~7.95 0.07~0.1% Nitrogen

Table 2. Main parameters of incoming stream.

Ma∞
(U∞/c)

Re/m
(ρU∞/μ)

U∞
(m/s)

ρ
(kg/m3)

P0
(MPa)

T0
(K)

PS
(Pa)

TS
(K)

N

6.10 5.74 × 106 899.76 0.012 0.328 457 178.68 54.09 2%
5.90 9.38 × 106 896.11 0.017 0.410 457 286.98 57.35 0.1%
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Ma∞, Re/m, U∞, ρ, P0, T0, PS, TS, c, and N represent the incoming Mach number, unit
Reynolds number, free flow velocity, incoming density, total pressure, total temperature,
static pressure, static temperature, sound velocity, and the noise level.

 

Figure 1. Φ300 mm hypersonic quiet wind tunnel.

2.2. Schlieren System

A schlieren display technique is used to capture the flow junction in the experiment.
Compared with the traditional schlieren system, the slit and knife edge of the optical
system adopts the same side structure of the off-axis projectile target. The experimen-
tal schlieren system adopts the same side structure of the off-axis parabolic mirror, and
the optical path of the Schlieren system is different from the traditional Z-type optical
path. The optical path diagram is shown in Figure 2. The core of the system consists of
four mirrors that reflect light. The maximum resolution of the experimental camera is
2048 pixel × 2048 pixel, the target size is 20.48 mm × 20.48 mm, the pixel size is 10 μm,
and the schlieren frame frequency is 5 k. According to literature [37], in the same wind
tunnel test, under Mach number 8, an exposure time of 5 μs is selected. In the discharge
characteristic experiment, shockwaves and hot gas masses generated by plasma actuation
can be obviously observed. In this experiment, under Mach number 6, the incoming flow
velocity is lower, the brightness of the field of view is guaranteed, and a lower exposure
time is selected to reduce the schlieren integration effect and field of view sharpness.

Figure 2. The diagram of schlieren light path.

2.3. Experimental Model and Actuator Setup

The experimental model was installed in the wind tunnel test section and bolted to the
bottom support frame. The experimental model used in this research is shown in Figure 1,
which is divided into two parts: bottom plate and double compression corner. The diagram
of the assembled flat-double compression corner is shown in Figure 3a. Figure 3b shows
the actuator used in the experimental research of this paper, which is formed by three arc
plasma actuators in series. Each discharge can generate three plasma actuations along the
flow direction to expand the actuation range of the flow direction. Figure 3c shows the
schematic diagram of the double compression corner model. The angles of the two folds are,
respectively, 30◦ and 45◦, and the total length is 55 mm. In order to meet the requirements
of the strength check, it is necessary to control the overall weight of the experimental model,
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so the spanwise width of the corner model is designed to be 40 mm, while avoiding the
side wall effect.

Figure 3. The diagram of the experimental model.

Before studying the control effect of a high energy drive, the discharge characteristics
of the plasma arc discharge should be analyzed. Figure 4 shows the voltage and current
waveform driven by high energy at a low voltage. As can be seen from the figure, the
discharge time of a single pulse is not more than 20 μs, and when the voltage reaches a
peak of about 8 kV, it will quickly drop to 0.8 kV. Compared with the voltage, the current
rises and falls slightly behind, rapidly reaching a peak value of 110 A and then smoothly
transiting to the initial value at the peak. Due to the presence of capacitors, it will decay at
a relatively slow rate, and the discharge time will be extended. Finally, by integrating the
current and voltage, it can be calculated that the single pulse discharge energy of the high
energy arc is about 496 mJ.

Figure 4. Volt–ampere characteristic curve.

3. The Reference Flow Field of Double Compression Corner Shock Wave/Boundary
Layer Interaction at Ma 6.0

Firstly, schlieren measurements of a Ma = 6.0 noise flow field and quiet flow field are
carried out. Compared with a Ma = 2.0 incoming flow condition [13], the corner leading
edge under hypersonic conditions has a larger separation region. Figure 5a shows the
instantaneous schlieren image under the noise flow field. It can be seen from the Figure
that a typical SWBLI flow field structure and shock wave/shock wave interaction flow field
structure are formed near the double compression corner. In Figure 5a, the flat boundary
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layer upstream of the corner is in a laminar flow state of linear growth, and the thickness of
the boundary layer becomes obviously thicker along the flow direction. At the position of
100 mm in the flow direction, the boundary layer rises obviously, and a weak separation
shock wave also appears outside the boundary layer here. From here to the point of impact
between the boundary layer and the corner model is defined as the length of the separation
region [9]. It is worth noting that the separation shock wave is not a clear straight line in
the schlieren diagram, but there are weak compressed Mach waves in the plane region.
Some research in the literature has simulated the separation region structure of an SWBLI
compression corner at Ma 2.0 supersonic inflow by numerical simulation and found that
the separation region is not strictly a two-dimensional structure but has certain three-
dimensional characteristics. It is speculated that the shape of the separation region at Ma
6.0 is similar to it and also has certain three-dimensional characteristics. At the impact point
between the boundary layer and the corner, a strong reattachment shock wave appears due
to airflow compression, the separation shock wave passes through the reattachment shock
wave, and there are more complex reflections behind the wave. At the leading edge of the
second corner, as the turning angle of the airflow increases by 15◦ from the first corner to
the second corner, the airflow is strongly compressed, and a second intense shock wave is
formed here. When the first reattachment shock wave collides with the second shock wave,
strong mutual interaction occurs. On the one hand, they intersect to form a stronger shock
wave, and on the other hand, a weaker reflected shock wave is formed downward. There is
a slip line between them. The slip line here is clear and obvious, indicating that the speed
difference between the two regions is large.

  
(a) (b) 

Figure 5. Schlieren image of noise flow field at Ma 6.0. (a) Instantaneous schlieren of noise flow field;
(b) time-mean schlieren of noise flow field.

Figure 5b is the time-mean schlieren diagram of the noise flow field based on 500 in-
stantaneous schlieren gray value averaging processing, according to which we can carry out
a qualitative analysis of the above flow field structure. It can be seen from the figure that not
only the boundary layer, separation shock wave, reattachment shock wave, and interaction
point can be well presented but also the complex reflection process of the separation shock
wave after the reattachment shock wave can be well presented, which indicates that the
result of the time-mean schlieren has good reliability. Therefore, we can examine the size of
the separation region in the time-mean schlieren. As shown in the Figure, the white dashed
line represents the separation shock wave. According to the definition of the boundary
layer separation region above, it can be concluded that in the Ma 6.0 noise flow field, the
length of the separation region is 62.5 mm.

In the quiet flow field, the basic structure of the flow field is the same as that of the
noise flow field, but the spatial position of each structure does not present a small difference.
As shown in Figure 6a, in the quiet flow field stage, excluding the interaction of external
factors, the separation starting point of the boundary layer at the leading edge of the corner
is greatly advanced, appearing about 85 mm from the flow direction, and the size of the
separation region increases significantly. Not only does the initial position of the separation
shock flow advance but also the height of the normal direction increases. The angle of
the reattachment shock wave decreases slightly, so the normal height of the shock wave
interaction point decreases. The morphological characteristics of the intense shock wave,
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reflected shock wave, and the angle of the slip line produced after the intersection of shock
waves hardly change, but the position and length of the wave do change. Similarly, some
qualitative rules can be obtained by analyzing the time-mean schlieren diagram of the quiet
flow field. As shown in Figure 6, the size of the separation region increases to 90 mm, and
the size of the separation region increases by 44% compared to the noise flow field. It can
be seen that under hypersonic conditions, the size of the separation region in the quiet flow
field will be larger, while in the actual hypersonic flight process it is usually faced with
a small noise flow field with a low Reynolds number, and under the same configuration
conditions, a larger separation region will be generated. Therefore, certain flow control
means are urgently needed to regulate this problem. It should be noted that the size of
the separation region in the quiet flow field is larger, which is not caused by the difference
in Reynolds number. The main reason is that the quiet flow field is mainly laminar flow,
which has a weak ability to resist the reverse pressure gradient and is easy to separate,
while the noise flow field is mainly turbulence, which has a stronger ability to resist the
reverse pressure gradient than the quiet flow field, so the separation scale of the quiet flow
field is larger.

  
(a) (b) 

Figure 6. Schlieren image of quiet flow field at Ma 6.0. (a) Instantaneous schlieren of quiet flow field;
(b) time-mean schlieren of quiet flow field.

4. The Actuation Flow Field of Double Compression Corner Shock Wave/Boundary
Layer Interaction at Ma 6.0

4.1. Analysis of the Control Effect

According to previous studies, even if the supersonic flow field can achieve a good
control effect of high-frequency actuation, such as 5 kHz, 10 kHz, 20 kHz actuation, in
the hypersonic flow field, the flow field disturbance frequency is high, far beyond the
common high-frequency actuation range of plasma actuation. In addition, the extremely
harsh incoming flow conditions make the plasma actuation with high frequency and low
energy consumption unable to play a good control effect. Therefore, in order to regulate
the strong SWBLI and shock wave/shock wave interaction in the hypersonic flow field, we
naturally take into account the lower actuation frequency but use high-energy actuation
with greater actuation intensity and more stable discharge. Therefore, in the experimental
study of this section, a high-energy actuator with a capacitance of 1 μF and DC source
voltage UDC = 1 kV is used to control hypersonic noise flow field and static flow field. In
order to reduce the energy consumption of arc discharge plasma actuation, and to expand
the actuation range, the arc plasma actuator is arranged into two-channel streamwise; that
is, two plasma discharge positions are arranged along the flow direction of the flow field.
Since the frame rate of the schlieren shooting was 5000 fps, the actuation frequency was still
set at 480 Hz, and the schlieren images with different phases after actuation are selected to
form the schlieren sequence.

Figure 7 shows SWBLI schlieren sequence of the noise flow field controlled by high-
energy actuation. As shown in Figure 7a, after the discharge channel is established, due to
the low static pressure of incoming flow, the two arc actuation fuse into one actuation and
inject energy into the gas on the surface of the plate to induce a large volume hot gas mass.
Compared with the two smaller hot gas masses separated, this not only enlarges the range
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of actuation but also increases the intensity of actuation and improves the control effect
of actuation.

Figure 7. SWBLI schlieren image of noise flow field controlled by high-energy actuation.

In Figure 7b, the shock wave induced by actuation changes into a hemispherical hot
gas mass, and the leading edge reaches the foot of the separation shock wave. The hot gas
mass inside the shock wave is coupled with the laminar flow boundary layer, resulting
in increased disturbance. However, the state of separation shock at this phase has not
changed. As shown in Figure 7c, when the hot gas generated by the actuation flows near
the separation region, n the one hand, the separation region of the leading edge of the
corner is completely covered by hot gas masses. Through observation of the state of the
boundary layer, it can be found that the state of the boundary layer has changed, which is
due to the shock wave and hot gas mass generated under the actuation of plasma, which
disturbs the boundary layer. There is a vortex structure in the hot gas mass itself [38,39],
and the interaction with the boundary layer will make the boundary layer also carry a
vortex structure; these vortex structures also accelerate the fusion of the boundary layer and
the main stream. At the same time, the hot gas mass generated by plasma arc discharge will
be accelerated along with the incoming flow. At this time, the hot gas mass will encounter
the boundary layer, especially the fluid with lower speed in the separation region, and
momentum exchange will inevitably occur, making the low-energy fluid accelerate. At
this time, the size of the separation region is greatly reduced, so the separation shock
wave disappears.

In Figure 7d, after the hot gas mass flows through the surface of the plate, it is coupled
with the boundary layer at the outer edge of the separation region and hits the surface of
the angle model at this phase moment. It is found in the schlieren image that the boundary
layer state changes, which is due to the mass, energy, and momentum exchange between
the fluid and the hot gas in the boundary layer, which makes the boundary layer chaos
intensified. However, at this stage, the boundary layer is hit by the hot gas mass and the
boundary layer is in a chaotic turbulent state. The hot gas mass forms a virtual compression
surface connecting the plate and the angle outside the boundary layer. Different from the
traditional model bulge, the virtual compression surface formed by plasma actuation is an
unsteady “bulge” formed by the shock wave and the hot gas mass in the flow field, which
makes the attached shock wave “truncated” by the virtual compression surface and the
shock foot move upward.

At the corresponding phase moment in Figure 7e, the hot gas mass has completely
covered the surface of the corner of the first stage, and the virtual compression face is
compressed ahead of the incoming flow. In addition, the impact point between the bound-
ary layer and the model surface is still within the influence range of the hot gas mass
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and the virtual compression surface still exists, so the intensity of the reattachment shock
waves is greatly weakened and the interaction points of the shock waves are dispersed.
The unsteady motion of the reflected shock wave and the slip line also deviated from the
original trajectory in the above process. Because the hot gas mass did not affect the second
shock wave, the intense shock wave above the interaction point still maintained a large
shock wave intensity.

Figure 7f shows the structural characteristics of the flow field when the hot gas mass
actuated by the plasma passes near the corner of the second stage, as shown in the figure; at
this time, the hot gas mass has passed the corner of the first stage, and the boundary layer
also recovers the reference state, so the separation shock wave reappears and the related
structure of the seconded shock wave also reappears. A complex flow structure appears
behind the attached shock wave. Due to the action of hot gas mass, the second shock wave
is dispersed by the hot gas mass and it is impossible to distinguish the flow structure, such
as the disturbance point and slip line, in the flow field. According to the experimental
results, the plasma arc discharge produces shock waves and hot gas mass, and an impact
effect is one of its characteristics. Through the shock wave, the shock wave is affected and
the intensity is reduced. This also reduces the inverse pressure gradient of the boundary
layer, thereby indirectly reducing the separation region, which also plays an indirect role in
separation control. According to the above analysis, high-energy arc plasma actuation can
play an effective role in regulating SWBLI noise flow field and shock wave interaction.

In the quiet flow field, the incoming flow has a small disturbance. As can be seen in
Figure 8a,b, the hot gas mass and shock wave induced by plasma actuation are similar to
those in Figure 7. However, the coupling effect with the boundary layer does not introduce
a large disturbance to the boundary layer. There is no large-scale vortex structure. At the
corresponding phase moment in Figure 8c,d, the hot gas mass flows near the separation
region. Based on the analysis of the reference state of the quiet flow field above, we know
that the size of the separation region is larger than that of the noise flow field and the range
of the separation shock wave is also larger. In Figure 8e, the upstream separation shock
structure reappears, and the attached shock wave almost completely disappears at this
stage. Only part of the weak compression waves is attached near the corner wall, and the
angle is similar to that of the first corner. The structure of the shock wave after bifurcation is
more regular and there is no large oscillation after plasma actuation. At the corresponding
phase moment in Figure 8f, the hot gas mass flows near the second corner, at which time
the separation region reappears, the complete structure of the separation shock wave has
been established, and the related structure of the attached shock wave foot also reappears,
and the second shock wave is dispersed by the hot gas mass. Since the disturbance in the
flow field is small, the complex flow field structure like that in the noise flow field is not
formed. The Mach wave angle is smaller and closer to the surface of the corner model.

 
Figure 8. SWBLI Schlieren image of quiet flow field controlled by high-energy actuation.
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4.2. The Influence of Actuation Energy on Control Effect

In the previous section, discharge parameters of UDC = 1 kV and capacitance 1 μF
were used to control the hypersonic noise flow field and static flow field, and a relatively
ideal control effect was achieved. In this section, the control effect of high-energy actuation
on the hypersonic double compression corner shock wave/boundary layer interaction and
shock wave/shock wave interaction flow field under different actuation intensities will be
explored by adjusting the DC source voltage and capacitance.

Under the condition of noise inflow, due to the large disturbance in the boundary
layer, according to the experimental results of surface arc actuation to control hypersonic
boundary layer transition, applying small actuation disturbance can provide a great control
effect to the boundary layer, playing a “four or two” role. Therefore, firstly, the DC source
voltage is set as UDC = 0.5 kV and the capacitance as 1 μF. The control effect of arc actuation
on the shock wave/boundary layer interaction of the hypersonic double compression angle
and low energy shock wave interaction flow field was investigated. Figure 9 shows the
structural evolution sequence of the flow field after actuation control. Figure 9a,c,e on the
left correspond to the instantaneous schlieren images of the hot gas touching the leading
edge of the corner model, hot gas reaching the boundary layer reattachment point, and
the hot gas covering the shock wave region, respectively. Figure 9b,d,f on the right are
the corresponding images after longitudinal gradient processing. Longitudinal gradient
processing is to enhance the contrast of the longitudinal image in order to better display the
boundary layer and flow field structure. In this section, the three instantaneous images with
representative phase moments are selected for analysis, which will not be described below.

 
Figure 9. Structure evolution sequence of the flow field controlled by UDC = 0.5 kV high-energy actu-
ation in the noise flow field: (a,c,e) Original schlieren image; (b,d,f) schlieren image after longitudinal
gradient processing.

In Figure 9a, the hot gas mass generated by actuation has a long flow coverage range.
Its leading edge contacts the model at x = 165 mm, and its trailing edge is located at
x = 100 mm. The influence range of the hot gas mass is about 65 mm, which is enough to
cover the entire separation region of the leading edge of the corner under the condition
of noise flow. Longitudinal gradient processing is used to observe the fine structure of
the boundary layer and shock waves. As shown in Figure 9b, the structure of the hot gas
mass becomes more chaotic after it is coupled to the boundary layer. At this time, the
separation shock waves disappear, the structure of the secondary shock waves does not
change significantly, and the shock interaction points and slip lines and other structures
do not change. When the hot gas mass flows to the vicinity of the reattachment point, as
shown in Figure 9c, it is obstructed by the corner, and the hot gas mass piles up into a
bulge here. Then, the attached shock wave foot moves upwards. The density variation in
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the region behind the wave also increases, and the disturbance of the flow field increases.
When the hot gas mass completely covers the shock wave region, as shown in Figure 9e,
the secondary shock wave is dispersed, the region surrounded by the two shock waves is
further reduced, and the interaction point moves down. It can be seen from Figure 9f that
the reflected shock wave generated after the shock wave interaction disappears and the
shock wave interaction is controlled by actuation, but the interaction point still exists and
the main shock wave and the slip line after polymerization are still clear. This indicates
that the actuation strength of the discharge parameter is relatively weak. Although it has a
certain flow control effect on the flow field, its control effect on the shock wave structure
and disturbance effect on the flow field need to be further improved.

When a higher intensity arc actuation is applied to the flow field, as shown in Figure 10,
the output voltage of the DC source is set as UDC = 1 kV, and the capacitance is selected
as 4 μF, the flow field structure produces a more intuitive and significant control effect. In
Figure 10a, when the leading edge of the hot gas mass contacts the corner model, the trailing
edge is still at the position of x = 90 mm, and the flow direction influence range is at least
80 mm. Compared with the above actuation intensity, the flow direction influence range of
the hot gas mass has expanded at least 23.1%. It can also be seen from the instantaneous
schlieren diagram that, compared with Figure 10a, under the same phase, the longitudinal
height of the hot gas mass also increased slightly, indicating that the intensity of actuation
greatly increased. As can be seen from the gradient processing diagram, the disturbance to
the boundary layer caused by actuation also increased with the increase in the intensity of
actuation, resulting in a change in the flow structure near the reattachment point. Although
the hot gas mass did not flow to the reattachment shock wave, the shock wave foot already
showed the characteristics of disturbance and deformation. At the phase moment when the
hot gas mass covers the reattachment point, different from Figure 9, the volume of the hot
gas mass is larger after accumulation, almost covering the entire corner of the first stage.
Moreover, the structure of the reattachment shock wave completely disappears, weakening
into several weak compression waves, and the position of the interaction point drops to
almost close to the model surface or even disappears. As can be seen from Figure 10d,
the weakened compression wave kinks together with the second shock wave, and there
is a slip line backwards at the interaction point. At this phase, the secondary shock wave
almost completely disappears, and the strength of the shock wave structure is greatly
weakened. When the hot gas mass flows to the corner surface, all the shock wave structures
are weakened into weak compression waves, as shown in Figure 10e,f. Compared with
small energy actuation, large energy actuation can effectively weaken the intensity of shock
waves in the flow field.

 
Figure 10. Structure evolution sequence of the flow field controlled by UDC = 1 kV high-energy actua-
tion in the noise flow field: (a,c,e) Original schlieren image; (b,d,f) schlieren image after longitudinal
gradient processing.
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Because we focused on the control effect of actuation on shock waves, only the flow
field image near the corner model was captured for gradient enhancement processing, and
the control effect of the two actuation intensities is further compared. Figure 11 shows the
enhancement diagram of the shock wave structure evolution gradient of the noise flow field
after actuation. The above three pictures show the actuated flow field when the DC power
output UDC = 0.5 kV and the output power is 2000 W, and the following three pictures show
the actuated flow field when the output UDC = 1 kV and the output power is 4000 W. In
order to facilitate the observation of the shock structure and the precise observation of the
evolution process, x = 160 mm on the original coordinate axis of Figures 5–10 is set as the
origin of the new X-axis coordinate. Figure 11 shows the enhancement gradient diagram.
Gradient enhancement is one of the means of image enhancement, mainly through the
adjustment of image contrast; that is, the contrast intensity of light and dark. Since the
schlieren image is mainly black and white toned, the gradient enhancement process is
carried out. In addition, the black and white tone replacement is carried out to better reflect
the flow field structure. Figure 11a,d corresponds to the phase moment of the hot gas
mass touching the corner wall. It can be seen from the figure that although there is a small
difference in instantaneous shock wave morphology, the flow field can still be identified
as being in the same state. At this time, the hot gas mass has not had a regulating effect
on the main structure of the flow field. When the hot gas mass flows to the vicinity of the
reattachment point, the structure of the reattachment shock wave is still clear in Figure 11b,
and the location of the interaction point of the shock wave is still clear. However, there
is no structure of the reattachment shock wave in Figure 11e, and only the second shock
wave and the converged shock wave have a clear structure. The structure of the other
compression waves is not obvious, which also indicates that the density changes are small.
The shock wave intensity decreases when the hot gas mass flows to the shock wave region;
although the main flow field structure is no longer prominent in Figure 11c, the shock
wave near the shock wave interaction point is still relatively clear. In Figure 11f, the overall
structure of the flow field weakens and no clear interaction point appears, indicating that
the actuation control effect is better.

Figure 11. Enhancement gradient diagram of shock wave structure evolution gradient in noise flow
field after actuation: (a–c) UDC = 0.5 kV actuation flow field evolution; (d–f) UDC = 1 kV actuation
flow field evolution.
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When the high-energy actuation is applied to the hypersonic quiet flow field, it is
similar to the noise flow field. The flow field structure of three typical phase moments is
extracted for longitudinal gradient processing, as shown in Figure 12. The three images on
the left are the actuated flow field when UDC = 0.5 kV, and the three images on the right
are the actuation flow field when the output UDC = 1 kV. The control effect of different
actuation intensities under the condition of quiet flow is compared and analyzed.

 

Figure 12. Longitudinal gradient processing diagram of shock wave evolution under quiet flow field:
(a–c) UDC = 0.5 kV actuation flow field evolution; (d–f) UDC = 1 kV actuation flow field evolution.

In Figure 12a,b, the coverage range of the hot air mass is slightly different from that
under the noise inflow condition. When UDC = 0.5 kV, the flow range of the hot air mass is
x = 107.5 mm~x = 167.5 mm, and the length is about 60 mm. The flow range of the hot gas
mass increases to x = 90 mm~x = 167.5 mm, and the length is about 77.5 mm. Therefore,
compared with the noise flow field, the influence range of hot gas mass in the quiet flow
field is reduced under the two actuation parameters. Considering that the quiet flow field
and the noise flow field are the same vehicle test, the discharge continues to the quiet
flow field after the noise flow field is actuated. Continuous discharge reduces the output
capacity of the power supply, which in turn reduces the influence range of the hot gas mass.
However, it can be found that the influence range of the hot gas mass decreases slightly,
which decreases by 7.7% and 3.1%, respectively, under the two actuation parameters, so
this attenuation is ignored in this test study.

When the hot gas mass covers the reattachment point, Figure 12c shows that the
control effect of the flow field under quiet actuation UDC = 0.5 kV is similar to that under
noise conditions. The reattachment shock wave moves upward and the interaction point
drops, while the flow structure near the interaction point hardly changes. However, the
control effect of UDC = 1 kV actuation on the flow field is slightly different from that under
noise conditions, as shown in Figure 12d. Unlike the shock wave bifurcation in Figure 9d,
the reattachment shock wave here is weakened into a weak compression wave, and the
control effect of actuation on the reattachment shock wave is better.

When the hot gas mass covers the shock wave region, Figure 12e shows that actuation
plays a prominent role in controlling the interaction points, and the interaction points move
down significantly, almost attached to the model. However, the structure of the shock
waves, especially the structure of the secondary shock waves, is still clear. Figure 12f shows
that higher intensity actuation has better control on the shock wave’s structure, no obvious
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interaction points exist, and the slip line almost disappears. The detailed features will be
further analyzed and studied from local gradient enhanced images.

As shown in Figure 13, the local gradient enhanced images of the flow field after
actuation with two kinds of parameters are compared. The structures in Figure 13a,d are
similar, with clear flow structures such as secondary shock wave, second shock wave,
interaction point, main shock wave after convergence, reflected shock wave, slip line, etc.
The two images can be regarded as the state of the reference flow field. There are obvious
contrast differences in the images at the second phase moment. Figure 13b shows that the
flow field barely changes after UDC = 0.5 kV actuation is applied, and only some bending
deformation occurs on the slip line, indicating that the interaction point receives high-
frequency disturbance. Figure 13e shows that the secondary shock wave almost completely
disappears, and the position of the interaction point moves down substantially. The control
effect of the UDC = 1 kV actuation is remarkable. When the hot gas mass flows to the shock
wave region, the interaction point is almost attached to the model surface in Figure 13c,
but the structure of the attached shock wave and the main shock wave is relatively clear.
However, in Figure 13f, only one main shock wave can be observed in the whole flow
field, and the other structures are greatly weakened. It shows that the actuation of this
parameter can effectively control SWBLI and the shock wave/shock wave interaction in
the hypersonic quiet flow field.

Figure 13. Enhancement gradient diagram of shock wave structure evolution gradient in quiet flow
field after actuation: (a–c) UDC = 0.5 kV actuation flow field evolution; (d–f) UDC = 1 kV actuation
flow field evolution.

5. Conclusions

In this paper, the research on dual compression corner shock/boundary layer inter-
action control is extended from supersonic to hypersonic, and an experimental study on
dual compression corner shock/boundary layer interaction controlled by high-energy arc
actuation (Ma = 6.0) is carried out to summarize the control law of dual compression cor-
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ner shock/boundary layer interaction by arc plasma actuation under wide Mach number
conditions. The specific research conclusions are as follows:

(1) The flow field structure of noise incoming flow conditions is similar to that of quiet
incoming flow conditions. Compared with Ma = 2.0 incoming flow conditions, the
corner leading edge under hypersonic conditions has a larger separation region, and
the size of the separation region is also affected by the level of incoming flow noise.
By averaging the gray value of schlieren images, it is found that the length of the
separation region is 62.5 mm under the condition of noise incoming flow and 90 mm
under the condition of quiet incoming flow, which may be related to the disturbance in
the incoming boundary layer. In the noise flow field, the disturbance in the incoming
boundary layer is large and contains more vortex structures, which promotes the
energy mixing between the boundary layer and the mainstream region. The ability of
the boundary layer to resist separation is enhanced.

(2) After the application of high energy arc actuation, the double compression corner
shock wave/boundary layer interaction and the shock wave interaction structure
under the two types of flow field can show the control effect of the shock wave
disappearing and weakening under the control of hot gas masses. The hot gas mass
first couples with the separation region near the leading edge of the corner, effectively
promoting the momentum exchange between the boundary layer and the main flow
region, and the separation shock wave weakens or even disappears. Secondly, when
the hot gas mass passes through the reattachment shock region, as the reattachment
region of the boundary layer is impacted by the hot gas mass, the reattachment shock
wave forks and deforms, the shock wave intensity is greatly weakened, and then
the interaction point of the shock wave fluctuates greatly, as well as the slip line and
reflected shock wave. High-energy actuation has an effective control effect on the
interaction flow field of the shock wave.

(3) The evolution characteristics of the flow structures in the noise flow field stage and
the static flow field stage are similar, and the control effect of high-energy actuation
on the separation shock wave and the reattachment shock wave is different. On the
one hand, the separation region in noise flow field is small, and the control effect of
high-energy actuation on reducing the intensity of separated shock waves is relatively
good. However, in the quiet flow field, the separation region is large and the range of
separated shock waves is large, and the effect of actuation is not ideal. On the other
hand, the disturbance in the noise flow field is large. When the hot gas generated
by actuation passes through the reattachment shock wave, the reattachment shock
wave is wavy after bifurcation, while in the quiet flow field the shock wave after
bifurcation is scattered and linear. Plasma actuation plays a good role in controlling
the wave system.

(4) In the two types of flow fields, the higher the discharge energy is, the larger the
influence range of the hot gas induced by actuation is and the better the control
ability of arc plasma actuation on the hypersonic double compression corner shock
wave/boundary layer interaction flow field is. When UDC = 0.5 kV actuation is ap-
plied, the influence range of the hot gas mass flow direction is about 65 mm, which can
weaken the shock wave intensity to a certain extent, and the shock wave interaction
point oscillates; thus, the shock wave interaction can be controlled. Although it has
a certain flow control effect on the flow field, its control effect on the shock wave
structure and the disturbance effect of the flow field need to be further improved.
When UDC = 1 kV actuation is applied, the influence range of the hot gas mass flow
direction expands to 80 mm, and the actuation has a significant control effect on the
flow field. Even in the quiet flow field stage, the secondary shock waves almost com-
pletely disappear and the hypersonic double compression corner shock/boundary
layer interaction and shock wave/shock wave interaction can be effectively controlled.
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Abstract: The double-wedge configuration is a typical characteristic shape of the rudder surface
of high-speed aircraft. The impact of the shock wave/boundary layer interaction and the shock
wave/shock wave interaction resulting from the double wedge on aircraft aerodynamics cannot be
ignored. The aerodynamic performance of the aircraft would be seriously affected. Accordingly, to
reduce the wave drag, and to relieve the thermal load and pressure load, flow control is required for
the shock wave/shock wave interaction and the shock wave/boundary layer interaction induced by
the double-wedge configuration. In this paper, double-wedge shock wave/shock wave interaction
is controlled by a high-energy surface arc discharge array and observed by high-speed schlieren
flow field measurement at Mach 8. The 30-channel discharge array is set on the primary wedge
plane, and actuation is generated. Hypersonic V shock wave/shock wave interaction is effectively
controlled by the shock wave array induced by the high-energy surface arc discharge array, which
makes the shock wave/shock wave interaction structure disappear or intermittent. The potential
control mechanism is to reduce strong shock wave interaction by transforming the type of shock wave
interaction. Therefore, the ability of plasma array actuation to control complex shock wave/shock
wave interaction is verified, which provides a new method for hypersonic shock wave/shock wave
interaction control.

Keywords: hypersonic; surface arc discharge; plasma actuation; flow control; experimental research

1. Introduction

Shock wave/shock wave interaction and shock wave/boundary layer interaction
are widespread problems in high-speed flows, which are key problems restricting the
development of a new generation of aircraft [1,2]. The double-wedge configuration is
a prominent feature of high-speed aircraft, appearing in numerous areas, such as the
control rudder surface, air body–wing joint, and multi-inclined compressed inlet [3–5].
Shock wave/boundary layer interaction and shock wave/shock wave interaction occurring
within these hypersonic double-wedge flows induce a range of complex flow phenomena,
including boundary layer separation and reattachment, unstable shear layer, supersonic jet,
nonlinear shock wave oscillation, and hysteresis phenomenon. These phenomena are major
obstacles that restrict the development of a new generation of aircraft [6]. The two kinds
of interaction induce extreme thermal loads and pressure loads, and the complex flow
environment further leads to load fluctuations, resulting in component damage or even
loss of control of the aircraft in serious cases [7,8]. Consequently, in order to reduce wave
drag and relieve thermal load and pressure load, it is necessary to carry out flow control for
shock wave/shock wave interaction and shock wave/boundary layer interaction induced
by the double-wedge configuration [9,10].

Aerospace 2024, 11, 60. https://doi.org/10.3390/aerospace11010060 https://www.mdpi.com/journal/aerospace129



Aerospace 2024, 11, 60

Complex shock wave/shock wave interaction and shock wave/boundary layer inter-
action under the condition of high-speed incoming flow bring about severe aerodynamic
thermal loads and drastic changes in flow parameters, bringing serious challenges to the
aircraft body structure and thermal protection [11,12]. The current passive protection
measures cannot easily ensure the safety of aircraft, but if the load can disappear or tem-
porarily rest by changing the wave system structure, it is expected to bring new ideas for
the thermal protection design of high-speed aircraft [13,14]. Therefore, a control method
that can effectively change the structure of a shock wave system without changing the
surface characteristic shape of aircraft is needed.

Plasma flow control is a method to control fluid flow by using plasma technology,
which belongs to active flow control means. It is mainly divided into dielectric barrier
discharge, synthetic jet and surface arc discharge. Especially in the hypersonic field,
surface arc discharge is widely used in solving shock wave/shock wave interaction and
shock/boundary layer interaction, and lots of research has been carried out by scholars in
the field.

In numerous current flow control experimental studies, Wang et al. experimentally
verified the control ability of a surface arc plasma actuator to compress corner-inclined
shock waves under Mach 6 flow [15]. Xie et al. used plasma synthetic jet actuation
to achieve effective control of type VI shock wave/shock wave interaction on a double
wedge. In the three working conditions, the longest control time was only 90 μs, the
energy deposited into the flow field was above 4.1 J, and the repetition frequency was
only 1 Hz [16]. However, surface arc plasma actuation shows excellent control effects
in supersonic shock wave control, shock wave/boundary layer interaction, and forced
supersonic boundary layer transition [17–20]. Yang conducted controlling hypersonic
boundary layer transition using a surface arc plasma actuation array. The influence of
three different actuation frequencies (8, 34, and 55 kHz) was studied based on linear
stability theory analysis, and a transition criterion under the control of plasma actuation
was proposed. Finally, the corresponding control mechanism was summarized, and the
transition control mechanization was refined [17]. In addition, Yang experimented on the
stability of the hypersonic plate boundary layer by using a spanwise plasma actuation
array. The experimental results verify the ability of extensional array plasma actuation to
control the stability of the hypersonic plate boundary layer, suggesting that it has great
potential in the promotion of hypersonic boundary layer transition [18]. In addition,
a wind tunnel experiment was carried out under the condition of Mach number 6 to
study the stability adjustment of the hypersonic blade. The results verify the ability of
plasma actuation to stimulate the instability of hypersonic cone boundary layers and
provide technical support for the further development of transition control methods [19].
Kong et al. conducted experiments on the control of double-wedge flow by 10 discharge
actuators under hypersonic conditions and analyzed the interaction evolution process
between plasma surface arc discharge and a flow field in detail [21]. Ding et al. studied
the unsteady control mechanism of pulsed surface arc discharge plasma on hypersonic
compression corner flow by combining numerical simulations and experiments. The
interaction mechanism between arc discharge plasma and hypersonic flow was revealed.
The research reveals that the local Joule heat is created by the surface arc discharge, which
also triggers the separation region near the wall, leading to an increase in local displacement
thickness and the formation of an unsteady virtual wedge that moves along the wall.
Consequently, an oblique shock wave is produced, with the shock angle varying with
time, and an unsteady shock wave/shock wave interaction including shock reflection is
established between the front wedge shock wave. The hot gas mass generated by the
discharge demonstrates a significant capacity to control the oblique back wedge shock
wave [22]. Although the conventional surface arc discharge electrode plays a certain role in
controlling the hypersonic flow field, there is still a more urgent need for plasma discharge
with more paths and larger affected areas, in order to obtain better control effects.
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In order to further improve the ability of surface arc actuation to control complex
shock wave/shock wave interaction and shock wave/boundary layer interaction induced
by a double-wedge configuration in a wide velocity domain, a spanwise and flow-direction
combination array actuator is designed in this paper to broaden the disturbance range and
achieve effective control for typical shock wave interaction induced by a double-wedge
configuration. The ability of array plasma actuation to control complex shock wave/shock
wave interaction is verified.

2. Experimental System

The experiment is conducted in Φ0.5 m conventional hypersonic wind tunnel in the
Hypervelocity Aerodynamics Institute of China Aerodynamics Research and Development
Center. The whole experiment system mainly includes hypersonic wind tunnel, double-
wedge model, plasma actuation system, high-speed schlieren system, synchronous control
system, etc.

2.1. Hypersonic Wind Tunnel and Test System

The experiment was carried out in a hypersonic wind tunnel with a diameter of
0.5 m at the Hypervelocity Aerodynamics Institute of China Aerodynamics Research and
Development Center. The wind tunnel is a conventional hypersonic wind tunnel with
a simulated Mach number of 5–10 and a diameter of 0.5 mm (Mach number 5–8) and
0.6 mm (Mach number 9, 10), respectively. The total pressure range of the wind tunnel
is 0.1–3 MPa, the total temperature range is 301–1073 K, and the unit Reynolds number
is 1.5 × 105~6.0 × 107/m. The wind tunnel test section is shown in Figure 1. There are
relatively few studies on the double-wedge flow control under hypersonic conditions. The
maximum Mach number of wind tunnel operation is Mach 8, and studies on the double-
wedge problem under higher Mach number are more valuable; there are fewer studies on
the double-wedge problem under Mach 8 conditions. Therefore, Mach 8 is chosen as the
experimental condition, and the experimental model is designed under this condition. In
addition, for other flow conditions, considering the high-altitude aircraft environment and
plasma discharge environment, a total pressure of 3 MPa and a total temperature of 410 K
are selected. After determining the total pressure, total temperature, and Mach number,
other test conditions can be determined. The experimental flow parameters are shown in
Table 1.

 
Figure 1. Hypersonic wind tunnel and test section.
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Table 1. Main parameters of incoming stream.

Ma∞
(U∞/c)

Re/m
(ρU∞/μ)

U∞
(m/s)

ρ
(kg/m3)

P0

(MPa)
T0

(K)
PS

(Pa)
TS
(K)

8.0 6.16 × 106 874.292 0.036 3 410 307.287 29.710

Ma∞, Re/m, U∞, ρ, P0, T0, PS, TS, c represent incoming Mach number, unit Reynolds number, free flow velocity,
incoming density, total pressure, total temperature, static pressure, static temperature, and sound velocity.

2.2. Double-Wedge Model and Actuator

The model consists of a first-stage wedge, a second-stage wedge, a support, and a
plasma actuator. Among them, because the primary wedge is at the front of the model, it
will be subjected to strong aerodynamic heating in the hypersonic flow field, so alumina
ceramic material is used to prevent its tip from deformation or damage at high temperature.
In the flow field, double wedge will generate separation shock waves, and there are shock
waves on its surface. However, compared with the tip of the first-stage wedge, the surface
of the second-stage wedge is not easily deformed. The second-stage wedge is made of
PEEK (poly-ether-ether-ketone) material. The actuator is embedded in the support, and in
order to prevent the ablation caused by discharge, the whole alumina ceramic is processed.
The model support is made of plexiglass material.

The size of the model is shown in Figure 2. The streamwise direction length is 240 mm,
the normal height is 177 mm, and the angle of the first-stage wedge is 30◦; the angle of the
second-stage wedge is 60◦. The actuator array is located 15 mm upstream of the second-
stage wedge, the electrode gap is 0.5 mm, and the flow distance between the two adjacent
actuators is 9 mm. The arrangement of two columns × 15 channels of flow direction is
adopted, and there are 30 channels of actuators in total. For the driver design, in addition
to the needle electrode at both ends, the middle electrode is U-shaped, and the ceramic
cover plate is used for packaging.

  
(a) (b) (c) 

Figure 2. Double wedge model. (a) Installation of the model in the wind tunnel; (b) model parameter.
(c) The details of the actuator.

2.3. The Power Supply System and Schlieren System

The power supply system consists of a nanosecond pulse power supply and a low-
power DC power supply. The input voltage of both power supplies is 220 V and the
input frequency is 50 Hz. The nanosecond pulse power supply is manufactured by China
Xi’an Lingfeng Yuan Electronic Technology Co. The peak voltage range of the nanosecond
pulse power supply is 0–20 kV, and the discharge pulse frequency is 0–20 kHz. The low-
power DC power supply is manufactured by Jiangsu, China of Zhengjie power factory.
DC power output ranges from 0 to 1.2 kV. The electrical parameter-measuring equipment
is composed of an oscilloscope, voltage probe, and current ring. The discharge loop is
connected to a micronormal capacitor, a diode, and a current-limiting resistor. Two power
sources are connected in the circuit, in which the nanosecond pulse power supply can
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provide instantaneous pulse high voltage, quickly break down the discharge gap between
the positive and negative electrodes of the driver, and establish a discharge channel. The
DC power supply charges the capacitor through the resistance, storing the energy in the
capacitor. When the discharge gap is broken down, the capacitor quickly releases the
energy through the discharge channel, producing a high-energy plasma actuation. Under
the operation of this circuit, the peak output current can reach an order of 100 A, and the
deposited energy can reach the order of 1 J.

Instantaneous snapshot by high-speed schlieren is the most commonly used test
method in high-speed flow experiments. It does not interfere with the flow field, maintains
the authenticity and accuracy of the original flow field, and can capture the change in
density gradient in the flow field, thus revealing the detailed structure in the flow field.
In order to observe the flow field structure and wave system of shock wave interaction, a
high-speed schlieren system is used in this experiment. The schlieren light path is set in a
Z-shape light path. The structure of the flow field is captured by a high-speed schlieren
system. The schlieren light path is set in a Z-shape light path. The high-speed camera uses
a Phantom V2512 high-speed CCD camera (Phantom, Vision Research, Wayne, NJ, USA) to
record images at a sampling frequency of 75,000 fps and an exposure time of 9 μs. For the
optical setting, through the early debugging, the coupling effect of exposure time, aperture,
and light source intensity is the best, which better reflects the experimental results.

2.4. Research Methods

A grayscale image is a two-dimensional data structure that represents an image
through the intensity value of each pixel in the range of grayscale values, generally used to
depict information on black-and-white or grayscale intensity but not color. In this experi-
ment, we utilize the mean gray-level processing method to process the spatial gray-level
image. This entails calculating the average intensity value of each pixel in the image time
series. Based on the time-resolved schlieren space gray image, this paper also analyzes
the decomposition through root mean square (RMS) and Snapshot proper orthogonal
decomposition (SPOD). Although schlieren display technology is mainly used for qual-
itative flow field diagnosis, some post-processing methods based on schlieren snapshot
sequences have also been developed rapidly in recent years, which are used to extract
semi-quantitative data from a large number of qualitative schlieren data and then initially
reveal some quantitative flow field results [23]. In this paper, in addition to analyzing the
instantaneous schlieren results, statistical processing is performed on the obtained schlieren
image sequence to obtain its average schlieren intensity field (Imean) and RMS schlieren
intensity field (Irms), which are specifically defined as follows:

Imean =
N

∑
k=1

Ik/N (1)

Irms =

√√√√ N

∑
k=1

(Ik − Imean)
2/N (2)

where Ik is the gray value matrix of pixels in the kth schlieren snapshot; N is the total
sample number of the schlieren snapshot sequence.

The average gray value is the schlieren diagram of the steady flow field. The flow
pulsation state can be obtained by calculating the root mean square of the time series of the
gray level of spatial pixels.

Proper orthogonal decomposition (POD), as a principal component analysis method,
decomposes the flow field into different modes according to the contribution rate of the
flow field, which can filter out the secondary structure and noise in the flow field and obtain
the main flow structure. POD method is widely used in experimental and simulation data
to study turbulence characteristics. Data obtained by PIV technology and LES simulation
method can be processed by POD method to obtain spatial flow topology of velocity and
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vortex structure [24]. Berry et al. [25] used POD method to process time series of time-
resolved schlieren images and studied the characteristic structure of supersonic rectangular
jet. Chaganti et al. [26] processed a time series of color schlieren images and studied the
non-steadiness of shock wave/boundary layer interaction.

However, fast orthonormal decomposition (SPOD) mainly analyzes the correlation
in multiple pictures distributed along the time axis for points in the same position [27].
The modes obtained by SPOD decomposition have the following characteristics: the lower
the mode order, the higher the contribution rate to the flow field; the modes with high
contribution rate represent the dominant structure of the flow field. The first mode has
the highest contribution rate and usually reflects the steady-state information of the flow
field. Steady-state characteristics have been studied in gray mean or root-mean-square
analysis. The advantage of SPOD analysis method is to extract unsteady characteristics of
flow field [26].

In the process of experiment, in order to ensure that statistical results are obtained
under the same number of samples, 300 instantaneous schlieren snapshots after actuation
are uniformly selected as statistical sample values (300 instantaneous schlieren snapshots
are also selected for the base flow field).

3. Study on Base Interaction Flow Field

In order to clarify the structure of the shock wave in the flow field and determine the
type of shock wave/shock wave interaction, the schlieren image is analyzed. As shown in
Figure 3, the instantaneous schlieren snapshot of the base flow field at Mach 8.0 is given,
where the flow direction and normal coordinate scales are dimensionless, processed by the
model length and height, respectively. According to the schlieren display results, the base
flow field of the double-wedge model is the normal intersection of the same side shock
wave at the two Mach numbers. The oblique shock wave AC generated by the first-stage
wedge and the oblique shock wave BC generated by the second-stage wedge intersect at
point C, and the transmitted shock wave CD is generated. The shock angle of CD is smaller
than BC but larger than AC. Subsequently, in order to balance the pressure between regions
4© and 3© behind shock wave CD and shock wave BC, the wave structure CF is induced.

Notice that CE here is not a simple slip line but a supersonic jet. At the same time, it can be
clearly observed that there are two multi-wave points, C and C′, in the interfering flow field.
The results show that Edney’s typification of the shock/shock interaction phenomenon is
also applicable to hypersonic ranges. Therefore, according to a comprehensive judgment,
the benchmark interfering flow field shown in Figure 3 is the type V shock wave/shock
wave interaction.

Figure 3. Base flow field of double-wedge model at Mach 8.
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4. The Control Effect of Array Plasma Actuation

The interaction flow field induced by a double wedge under the actuation of 30-channel
discharge is shown in Figure 4. Since the discharge arrangement of the actuator is two rows
and 15 channels, 15 shock wave and hot gas cluster arrays can be clearly seen from the
figure, indicating that the discharge is successful at Ma 8. It can also be seen from the figure
that with the generation of plasma actuation, the flow field structure changes, the shape
of the first-stage wedge precursor of the experimental model bends and deforms, and the
type V shock wave/shock wave interaction on the surface of the second-stage wedge is
significantly weakened, which indicates that the arc plasma actuation achieves effective
control of the flow field wave system.

  
(a) t = 6.66 μs (b) t = 13.32 μs 

  
(c) t = 26.64 μs (d) t = 39.96 μs 

  
(e) t = 53.28 μs (f) t = 66.60 μs 

  
(g) t = 93.24 μs (h) t = 106.56 μs 

Figure 4. Thirty-channel discharge control of shock wave/boundary layer interaction induced by
double wedge.
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Through detailed comparative analysis, the control evolution process of a discharge
pulse on a double-wedge flow field can be divided into two stages, namely, the disappear-
ance of the shock wave interaction structure and the reconstruction of the shock wave
interaction structure.

As shown in Figure 4b, at the initial discharge moment (t = 0 μs), 30 arc arrays with
spanwise overlap are observed on the surface of the model. After 6.66 μs, the arc array
develops into a dazzling white light due to energy deposition in a short time. Subsequently,
as shown in Figure 4d, the actuation induced by the plasma bulge makes the impact
shock wave AC appear arched, while the second-stage pre-wedge oblique shock wave BC
disappears. In the next two moments, with the expansion of the plasma bulge, the shock
wave and interaction structure in front of the wedge disappear, leaving only a bow shock
wave. As shown in Figure 4f, the plasma bulge changes into a plasma wedge, and the bow
shock wave in the flow field also changes into an oblique shock wave.

At the time of t = 53.28 μs, as shown in Figure 4e, the second-stage pre-wedge oblique
shock wave BC begins to reconstruct. Then, as shown in Figure 4f, the oblique shock
wave BC appears completely but its shape is distorted, and the interaction structure does
not appear. At the time of t = 93.24 μs, the transmitted shock wave appears, and the
interaction structure begins to rebuild. The flow field returns to the state before actuation
until t = 106.56 μs; then, the control of array plasma actuation flow field ends.

According to the analysis of static discharge results, at Mach 8, the shock wave array
successively forms a plasma bulge and plasma wedge, resulting in shock wave deformation,
while the hot gas mass directly causes the disappearance of the shock wave interaction
structure in the process of downstream expansion, and the array plasma actuation shows
the control ability of double-wedge flow.

4.1. Results of Gray Average and RMS

Firstly, the overall control effect of thirty surface arc actuations on hypersonic interac-
tion flow field induced by a double-wedge is measured by gray average results and RMS
results, as shown in Figures 5 and 6.

 

Figure 5. The control effect of gray average.

In the gray average results, it is obvious that the intensity of the oblique shock wave BC
generated by the second-stage wedge decreases obviously under the shock wave induced
by the array actuation, while the interaction point of the type V shock wave induced by
the double wedge does not change significantly. In the control effect of RMS, the pulsation
region of the shock wave induced by actuation can be observed. Most importantly, the
pulsation level of a type V shock wave induced by the double wedge is enhanced near
the shock disturbance point. Therefore, the introduction of array plasma actuation has a
positive control effect on the shock disturbance point.
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Figure 6. The control effect of RMS.

4.2. Results of SPOD Analysis

SPOD decomposes the flow field into a series of modes to extract the coherent structure
in the flow field. The time series of 300 images of the base flow field is decomposed by SPOD,
and each mode is sorted according to the energy contribution rate from the largest to the
smallest. The lower the mode order, the greater the energy contribution rate to the original
flow field. Thus, 300, 500, and 1000 photos are selected for processing, and the results are
found to be basically the same, so the processing results of 300 photos are displayed.

As shown in Figure 7, the energy proportion of each unsteady mode analyzed by
SPOD is shown. It can be seen that the energy proportion of the first several unsteady
modes is very high, and the unsteady mode energy accumulation value of the first ten
modes reaches more than 99.94%. Therefore, the first ten modes are selected to analyze the
modal results of the base interaction flow field and the actuation control flow field. The
results are shown in Figure 8.

  
(a) (b) 

Figure 7. The energy proportion of each mode analyzed by SPOD. (a) Unsteady modal energy
distribution; (b) unsteady mode energy accumulation value.

From the SPOD results, it can be seen that in the benchmark SPOD results, the obvious
second wedge oblique shock wave and shock disturbance point are observed both in the
steady-state mode (mode 1) and other unsteady modes. Since MOD1 is a steady-state
mode, it can be found that the color of the red region in the actuation flow field is lighter
than that of the base flow field, indicating that the shock wave intensity is weakened under
the condition of plasma actuation, and the plasma arc discharge plays a role in regulating
the shock wave. In the unsteady mode results, mode 2, mode 3, mode 4, and mode 5 are
the actuation modes. The first shock wave structure or the second shock wave structure
can be obviously observed in both the base flow field and the actuation flow field, and
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the energy of the shock wave structure is still dominant. In addition, the shock wave
driven by the array plasma can also be clearly observed from MOD2–5. It shows that
the energy stimulated by the MOD2–5 plasma also occupies a certain dominant position
in the actuation flow field. The latter unsteady mode is the shock wave/shock wave
interaction control mode, and it can be observed that the display degree, which decreases
after the shock wave interaction point, is affected. Therefore, on the basis of the SPOD
analysis results, the display of the double-wedge oblique shock wave controlled by plasma
is reduced after processing, the control effect of the array plasma actuation on the shock
wave/shock wave interaction is verified, and the intensity of the double-wedge oblique
shock wave is weakened.

 
(a) 

 
(b) 

Figure 8. Cont.
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(c) 

 
(d) 

Figure 8. Cont.
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(e) 

Figure 8. The results of each mode analyzed by SPOD. (a) MOD1, 2; (b) MOD3, 4; (c) MOD5, 6;
(d) MOD7, 8; (e) MOD9, 10.

Another control effect that needs attention is the 4© region defined in Figure 3, where
each SPOD mode shows that the supersonic jet emitted by point C has been effectively
controlled and has a tendency to develop into a complete slip line. Therefore, it can be
inferred that, by the control of the shock wave/shock wave interaction structure, the final
control mechanism formed by the array surface arc actuation may be to convert the type V
shock wave/shock wave interaction type, with more intense interaction and more complex
flow field into the type VI shock wave/shock wave interaction type during the change in
the shock mechanism.

5. Conclusions

In this paper, a high-speed schlieren flow field test method is used to study the Ma8
hypersonic double-wedge shock wave interaction controlled by a high-energy surface
arc discharge array. As a new type of super multipath discharge, 30 channels are used
in the double-wedge mode. A 30-channel discharge array is set on the first-stage wedge
surface, and actuation is applied to the interaction flow field. The shock wave array and
the hot gas array induced by the high-energy surface arc discharge array develop into a
virtual bulge and wedge in the hypersonic double wedge. Under the action of the virtual
wedge, the complex double-wedge shock disturbance structure evolves into a bow shock
wave or an oblique shock wave. The results show that the ultra-multi-array surface arc
actuation used in this paper can effectively control hypersonic Type V shock wave/shock
wave interaction, making the shock wave/shock wave interaction structure disappear or be
intermittent, and the new surface arc discharge plays a better role in regulating the shock
wave. The potential control mechanism is to mitigate the strong interaction caused by
shock wave/shock wave interaction by transforming the type of shock wave/shock wave
interaction. This verifies the ability of array plasma actuation to control complex shock
wave/shock wave interaction and provides a new type of plasma surface arc discharge
and a new method for hypersonic shock wave/shock wave interaction control.
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Abstract: Cavity flows are a prevalent phenomenon in aerospace engineering, known for their
intricate structures and substantial pressure fluctuations arising from interactions among vortices.
The primary objective of this research is to predict noise levels in high-speed cavity flows at Mach 4 for
a rectangular cavity characterized by an aspect ratio of L/D = 7. Moreover, this study delves into the
influence of the plasma actuator on noise control within the cavity flow regime. To comprehensively
analyze acoustic characteristics and explore effective noise reduction strategies, a computational
fluid dynamics technique with the combination of a delayed detached eddy simulation (DDES) and
plasma phenomenological model is established. Remarkably, the calculated overall sound pressure
level (OASPL) and plasma-induced velocity closely align with the experimental data, validating the
reliability of the proposed approach. The results show that the dielectric barrier discharge (DBD)
plasma actuator changes the movement range of a dominating vortex in the cavity to affect the
OASPL at the point with the maximum noise level. The control of excitation voltage can reduce
the cavity noise by 2.27 dB at most, while control of the excitation frequency can only reduce the
cavity noise by 0.336 dB at most. Additionally, the increase in excitation frequency may result in
high-frequency sound pressure, but the influence is weakened with the increase in the excitation
frequency. The findings highlight the potential of the plasma actuator in reducing high-Mach-number
cavity noise.

Keywords: cavity flows; noise prediction; flow control; delayed detached eddy

1. Introduction

Cavity structures find extensive application in advanced aircraft and propulsion
systems, such as internal weapon bays and landing gear bays of aircraft [1]. On one hand,
cavity structures play a proactive role in enhancing stealth performance and reducing
the aerodynamic drag during aircraft cruising. On the other hand, cavity structures also
introduce aerodynamic noise-related challenges [2–4], which could potentially lead to
structural fatigue or electronic equipment damage within weapon bays, posing a significant
impact on flight safety. Research indicates that the generation of cavity noise is closely
linked to unsteady flow patterns and complex wave systems within the cavity. Under
specific conditions, cavity flows are prone to undergo flow–acoustic coupling phenomena,
resulting in distinct periodic pressure oscillations and producing high-amplitude pure-tone
noise [5].

In recent years, there has been in-depth experimental research into the spatiotem-
poral evolution process of complex wave systems in supersonic cavities, leading to the
formulation of corresponding mechanistic models [6,7]. Ryan F. Schmit et al. [8] investi-
gated the flow physics phenomena within cavities using wind tunnel experiments. Taro
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Handa et al. [9] explored the relationship between shear layer motion, pressure wave gener-
ation, and cavity trailing edge pressure oscillations through wind tunnel experiments. N. T.
Clemens et al. [10] conducted wind tunnel experiments to explore the physical foundation
of oscillation periods in high-Mach-number, turbulent, open cavity flows.

In the simulation regime, Rizzetta et al. [11] employed large eddy simulation techniques
to investigate the noise feedback mechanism in closed cavities. Kyoung Sik Chang et al. [12]
employed Reynolds-averaged Navier–Stokes/large eddy simulation (RANS/LES) methods to
study the acoustic characteristics of deep cavities. Shia-Hui Peng et al. [13] conducted cavity
flow analysis using DES and a hybrid RANS/LES approach, achieving favorable results.
Hamed et al. [14] employed an SST-based DES method to compute pressure fluctuations in
a Ma = 1.19 cavity and compared the results with the experimental data. Yin Tang et al. [15]
utilized IDDES to study flow control methods for acoustic characteristics of open cavities
at Ma = 3.51. Xuhong Jin et al. [16] employed direct simulation Monte Carlo methods
to investigate the impact of inlet boundary layer thickness on cavity flow characteristics.
Larsson J et al. [17] directly solved the compressible Navier–Stokes equations to study
laminar flow and near-field acoustics in a two-dimensional open cavity at Ma = 0.15.
S. J. Lawson et al. [18] conducted DES-based research on the geometries of the M219
experimental cavity and the 1303 uninhabited combat air vehicle cavity geometry.

Although a series of experimental and numerical studies have been conducted on the
unsteady flow characteristics of cavities, most of the research has focused on cavities with
Ma < 2. As aircraft move towards higher speeds and longer distances, the engineering
applications of high-Mach-number (Ma > 2) cavities have become more prominent. Re-
search on high-Mach-number (Ma > 2) cavity flows is relatively limited and further studies
are warranted.

Noise is the byproduct of high-Mach-number cavity flows, and the advancement in un-
derstanding the mechanisms behind cavity noise generation has spurred the development
of noise control techniques. In recent years, a variety of supersonic cavity noise control
methods have been devised. Zhang et al. [19] proposed a control method that modifies the
shape of the cavity leading-edge surface to increase the leading-edge height. Zhuang [20]
employed the approach of microjets at the leading edge to modify the incoming Mach
number, thereby reducing aerodynamic noise within the cavity. Vakili and Gauthier [21] uti-
lized leading-edge jets to alter the cavity’s inlet boundary layer thickness and consequently
reduce cavity noise.

Luo et al. [22] conducted numerical simulations of the M219 cavity flow at Ma = 1.5
using different serrated leading-edge sawtooth spoilers. Alam et al. [23] achieved pressure
oscillation control within the cavity flow by utilizing a sub-cavity at the leading edge.
Schmit et al. [24] experimentally studied supersonic cavity flow using leading-edge vortex
generators. Danilov et al. [25] achieved noise reduction by perturbing the cavity shear
layer using vortex generators. Thangamani et al. [26] investigated cavity noise control
through modifications at the trailing edge. Vikramaditya et al. [27] explored the influence
of different rear-wall inclination angles on the cavity’s internal noise characteristics.

Despite these studies, there remains a notable research gap in the field of noise control
for high-Mach-number cavity flows, necessitating further investigation and exploration. As
such, there is an evident need to bridge this gap in knowledge and advance our understand-
ing of noise generation and control mechanisms within high-Mach-number cavity flows.
This study endeavors to contribute to filling this void by comprehensively exploring the
complexities of noise generation and developing effective noise control strategies within
the context of high-Mach-number cavity flows.

This paper is organized as follows: Section 2 establishes the numerical methods
used for analysis, encompassing a comprehensive literature review and methodology
overview. Validation of these methods follows in Section 3 through rigorous experimental
and numerical verification. Section 4 delves into the heart of the study, presenting detailed
analyses of noise characteristics, flow structures, and the intricate interplay within high-
Mach-number cavity flows. Parameters such as excitation voltage and frequency are
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systematically investigated to elucidate their impact on noise generation and propagation.
Finally, Section 5 synthesizes our findings into insightful conclusions, discussing both the
fundamental understanding gained and the practical implications for noise control in high-
Mach-number cavity flows. This structured approach not only advances our understanding
of noise mechanisms but also provides a roadmap for addressing cavity noise challenges in
high-Mach-number environments.

2. Numerical Simulation Methods

2.1. Flow Simulation Method

The numerical investigation of the intricate characteristics of high-Mach-number cavity
flows requires an appropriate computational method. In this section, we established a
DDES-based method to capture the complex flow structure and acoustic characteristics.
The detached eddy simulation (DES) [28] technique emerges as a compelling approach to
simulate cavity flows due to its inherent capability to bridge the gap between the Reynolds-
averaged Navier–Stokes (RANS) [29] and large eddy simulation (LES) [30] methods. This
coupling algorithm offers a refined way of resolving the intricate flow structures present
in cavity flows, ranging from the near-wall boundary layer to the regions experiencing
significant flow separation.

Extending the foundational framework of DES, the DDES method introduces a novel
refinement—the integration of a delay function. This function serves as a sophisticated
criterion for transitioning between RANS and LES modes based on the local flow charac-
teristics. By incorporating this delay function, the DDES method enhances the accuracy
and fidelity of the simulation by seamlessly blending the strengths of both RANS and LES,
while effectively mitigating their respective limitations.

Building upon the DES framework, the DDES [31] method introduces a delay function
to modify the criteria for transitioning between RANS and LES modes accordingly:

d̃ = d − fdmax(0, d − CdesLg) (1)

where the delay function fd is defined as

fd = 1 − tanh[(8rd)
3] (2)

rd =
υT + υ√

Ui,jUi,jκ2d2 (3)

In the equation, Cdes is the adaptive parameter, Lg is the grid scale, υT is the viscosity of
vortex motion, υ is the viscosity coefficient of molecular motion, Ui,j is the velocity gradient,
κ is the Karman length, and d is the distance from the object surface. rd represents the ratio
of turbulent scale at a given location to the distance from that location to the wall. This
parameter ensures that LES is not used within the boundary layer, and the DDES model
transitions to the LES mode in regions of pronounced separation. In areas farther from the
wall where rd << 1 and fd = 1, LES is utilized, while RANS is employed in other regions
where fd = 0.

2.2. Plasma Actuator Model

This section introduces an employed phenomenological model [32] and showcases
its significance in capturing the effects of plasma actuation on cavity flows. Through this
approach, we aim to elucidate the intricate mechanisms of plasma-induced flow control.
Plasma actuation stands as a promising avenue for actively manipulating the flow char-
acteristics within cavities. The pivotal concept underpinning this model revolves around
the direct integration of experimental and theoretical findings into the computational
framework. Specifically, the range and distribution of electric field forces, gleaned from
meticulous experiments and theoretical analyses, are seamlessly incorporated as source
terms within the computational equations.
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The integration of plasma-induced effects directly into the computational framework
introduces a dynamic and interactive component to the simulation. This empowers us to
effectively emulate the intricate interplay between plasma actuation and the surrounding
flow field. By intertwining the electric field forces with the governing equations, we gain
a holistic perspective on how plasma actuation influences the flow’s behavior, leading to
alterations in vortical structures, pressure distributions, and, ultimately, acoustic signatures.

A simplification of the plasma interaction region, represented as a right-angled triangle
OAB with width b and height a, is depicted in Figure 1. Within this region, the electric
field forces exhibit a linear distribution, attaining maximum strength E0 at the origin O and
breakdown electric field strengths Eb along the OA, OB, and AB edges. When the electric
field strength Eb falls below the truncated electric field strength, the electric field forces
are insufficient to penetrate the gas, thereby inhibiting plasma formation, and, thus, their
influence can be disregarded. Throughout the triangular region, the electric field forces
align parallel to the AB edge.

Figure 1. Schematic of plasma actuator and volume-force acting region.

The phenomenological model efficiently encapsulates the influence of the plasma
excitation region on the flow field by incorporating the electric field forces. The resulting
simulation outcomes will be critically assessed against the experimental data to validate
the efficacy of the proposed plasma actuator model.

The electric field strength can be described by the following equations:

|E| = E0 − k1x − k2y (4)

k1 =
E0 − Eb

b
, k2 =

E0 − Eb
a

(5)

where E0 is the electric field strength at point O, representing the maximum electric field
strength; the electric field strength at the AB boundary (denoted as Eb) corresponds to the
breakdown electric field strength. If the electric field strength falls below this value, the
effect of the electric field forces is neglected.

The electric field force is oriented parallel to the hypotenuse AB of the triangle. This
leads to the magnitudes of the electric field strengths in the x and y directions, which are
defined by:

Ex =
Ek2√
k2

1 + k2
2

, Ey =
Ek1√
k2

1 + k2
2

(6)

According to the phenomenological simulation model proposed in reference [33], the
volume forces in the x and y directions within the plasma interaction region are defined by:{

Ftavex = vαρcecExΔtδ
Ftavey = vαρcecEyΔtδ

(7)

where v represents frequency. α denotes the effective coefficient for elastic collisions. ρc
stands for charge density. ec signifies the elementary charge constant. Δt signifies the

146



Aerospace 2023, 10, 922

discharge time. δ represents the Dirac delta function, utilized to delineate the extent of the
electric field force. When E ≥ Eb, its effect is accounted for as δ = 1; otherwise, it is treated
as 0.

3. Validation of the Established Method

3.1. Validation of DDES Approach

To assess the reliability and accuracy of the DDES approach, we embark on a rigorous
validation exercise utilizing a standard high-Mach-number cavity case with the experimen-
tal data. This benchmark case serves as a touchstone, allowing us to ascertain the ability of
the DDES method to replicate known acoustic characteristics. In the subsequent section, we
will present and discuss the outcomes of our DDES simulations on the standard cavity case.

The validation case utilized the standard cavity benchmark from reference [34]. The
cavity model has a length (L) of 0.4572 m, and a width (W) and depth (D) of 0.1016 m each,
resulting in an aspect ratio of 4.5:1. Computational parameters in this study match the
experimental conditions to ensure the feasibility and accuracy of the numerical simulation.
Specifically, the following parameters are used: incoming flow Mach number of 3.51, zero
angle of attack, incoming static pressure of 2495.56 Pa, incoming static temperature of
93.08 K, and a Reynolds number based on the cavity length of 9.9 × 109. A structured grid
is employed, with a finer mesh within the cavity to capture small-scale vortex structures,
and a coarser mesh in the far-field region to expedite computations. The total number of
grid cells is approximately 13 million (as shown in Figure 2). The SST-based DDES method
is employed for unsteady turbulent calculations. The Roe flux-difference splitting (Roe-
FDS) scheme is employed for flux splitting, with a second-order upwind scheme used for
convective fluxes and a second-order central difference scheme for viscous diffusion terms.
A second-order implicit dual-time-stepping scheme is adopted for time integration. The
physical time step is set to 2 × 10−5 s, and a total of 2000 physical time steps are computed
(corresponding to a total physical time of 0.04 s). The monitoring point corresponds to the
pressure measurement location K18, as defined in reference [34]. The K18 point is located
on the rear wall of the cavity, x/L = 1, y/L = 0, z/L = −0.1706, as shown in Figure 3.

 
Figure 2. Computational grid of the cavity model.

Figure 3. x/L = 1. Cross-sectional view.
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Figure 4 illustrates the comparison between experimental and simulation results at
monitoring point 18, while Table 1 provides the frequencies and sound pressure level
amplitudes corresponding to dominant modes at monitoring point K18. The computed
overall sound pressure level (OASPL) is 155.05 dB, whereas the experimental counterpart
stands at 151.94 dB, yielding a discrepancy of 3.08 dB. The first-order mode shows a
frequency error of 21.9% with a relative error in SPL of 4.08%. The second-order mode
has a frequency error of 10.3% and a relative SPL error of 10.1%. The third-order mode
indicates an error of 3.1% in frequency and a 3.2% relative error in SPL. The fourth-order
mode displays a discrepancy of 3.97% in frequency and a 1.07% relative error in SPL.

Figure 4. Comparison of simulated and experimental cavity sound pressure levels at the K18 point.

Table 1. Noise data comparison at monitoring point K18.

Modal 1st 2nd 3rd 4th

Experiment
Frequency (Hz) 287 695 1152 1527

Sound Pressure Level (dB) 132.5 132.1 132.8 131

CFD
Frequency (Hz) 349.9 766.5 1116 1466.4

Sound Pressure Level (dB) 127.1 118.8 137.1 132.4

As shown in Figure 5, the horizontal axis represents frequency, while the vertical
axis represents power spectral density (PSD). PSD reflects the power distribution of noise
components at different frequencies. From the figure, it is evident that the contributions
of first-, second-, third-, and fourth-order modes to OASPL can be clearly observed. The
impact of the third- and fourth-order modes on OASPL is significantly greater than that of
the first- and second-order modes. Therefore, we believe that our simulation method is
reliable overall.
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Figure 5. Power spectral density at point K18.

3.2. Validation of the Plasma Actuator Model

To validate the plasma phenomenological model, we turn to a comprehensive case
study and subject the computational results to rigorous comparison with the experimental
data in reference [32] so we can ascertain the method’s ability to replicate the observed phe-
nomena and trends. Through this validation process, we gain confidence in the predictive
capabilities of the plasma actuator model, paving the way for its application in unraveling
the complex cavity flows. In the subsequent section, we will delve into the outcomes of our
plasma-related simulations, shedding light on the impact of plasma actuation on cavity
flow characteristics.

Based on reference [32], the upper electrode is positioned on a two-dimensional flat
plate, as depicted in Figure 6. The total length of the plate is 20.5 mm, and the incoming
flow velocity is U∞ = 5 m/s, aligned parallel to the plate surface along the positive X-axis
direction. Sections ST1, ST2, ST3, and ST4 are located at distances of 4.75 mm, 12 mm,
13.9 mm, and 17.3 mm from the leading-edge wall, respectively, as illustrated in Figure 6.

 
Figure 6. Computational domain of the two-dimensional model.

The validation of the computational results is shown in Figure 7, where the horizontal
axis represents the magnitude of the X-direction velocity, and the vertical axis represents the
height of the vertical wall. From Figure 7, it can be observed that for cross-sections ST1, ST2,
and ST3, the maximum error occurs at a distance of 0.63mm from the wall. The maximum
error for each of these sections is less than 9%, and the errors at other points are all below
6%. For cross-section ST4, the maximum error occurs at a distance of 0.857mm from the
wall, with an error of 8.17%. The errors at other points are also below 6%. These results
indicate a good agreement between our computational findings and the reference [32],
demonstrating an accurate simulation of the plasma’s excitation effects on the flow field.
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Figure 7. Comparison of the X-component velocities at different sections between the literature data
and the validation computation.

In summary, the plasma phenomenological model emerges as a powerful tool in our
arsenal, enabling us to delve deep into the effects of the plasma actuator on the cavity
flows. The integration of experimental findings into the computational framework marks a
pivotal advancement, allowing us to unravel the intricate flow control mechanisms with a
high degree of accuracy and fidelity.

4. The High-Speed Cavity Model and Independence Analysis

4.1. The Studied High-Speed Cavity Model

The two-dimensional cavity designed in this study (as shown in Figure 8) has a length
of 4.2 m and a depth of 0.6 m, with an aspect ratio (L/D) of seven, falling within the
category of typical long-depth ratio configurations for open cavity flows. The chosen
operating condition corresponds to Ma = 4 and atmospheric parameters at an altitude of
25 km, aiming to simulate the aerodynamic noise characteristics of a high-Mach-number
cavity. Along the upstream direction, a total of 10 pressure monitoring points, labeled
as K20-K29, are uniformly distributed along the bottom surface of the cavity within the
region of x/L = 0.05 to 0.95. These monitoring points are strategically placed to measure the
variations in internal cavity noise.

Figure 8. Two-dimensional cavity model and location of monitoring points.

4.2. Grid Independence Analysis

Grid independence analysis is crucial for ensuring the accuracy and reliability of
numerical simulations. In our study of cavity flows and plasma-induced flow control, this
analysis is essential to validate the robustness of our simulation framework. The main
purpose of grid independence analysis is to confirm that our results are not heavily influ-
enced by the choice of grid resolution. By systematically varying the grid and observing the
convergence of flow features, we can ensure that our findings are consistent and accurate.
This analysis is especially important for capturing the intricate interactions in cavity flows,
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especially vortices. Moreover, grid independence analysis helps optimize computational
resources. Striking a balance between grid resolution and efficiency is key to obtaining
meaningful results without excessive computational costs. By identifying the minimum
grid refinement needed for convergence, we can ensure efficient simulations.

The computational conditions include an incoming flow velocity of Ma = 4, a static
pressure of P∞ = 2509.98 Pa, and a static temperature of T = 93.08 K. The chosen time step for
simulations is 5 × 10−5 s. To investigate grid independence, the cavity grid model is divided
into four sets with varying grid densities labeled as Models A, B, C, D, and E, corresponding
to grid quantities of 69,000, 126,000, 163,000, 210,000, and 300,000, respectively.

Figure 9 illustrates a comparison of the total sound pressure level at ten monitoring
points distributed along the cavity bottom surface for the four mesh models. Among these,
Models C, D, and E exhibit relatively close results, while Models A and B fail to accurately
predict the increase in the total sound pressure level at x/L = 0.25 and the decrease at
x/L = 0.85. As the grid quantity reaches approximately 163,000, the trend in internal cavity
noise stabilizes, and the total sound pressure level error becomes sufficiently small. Consid-
ering computational cost and resources, Model C is selected for subsequent investigations.

Figure 9. Sound pressure level data at the bottom of the cavity for different meshes.

4.3. Time Step Independence Analysis

In the realm of numerical simulations, investigating the independence of results
with respect to the chosen time step is paramount. Time step independence analysis,
akin to grid independence analysis, plays a crucial role in affirming the reliability and
accuracy of our computational findings. The essence of time step independence analysis
lies in comprehending the impact of temporal discretization on simulated flow behavior.
A smaller time step might provide greater temporal resolution, capturing intricate flow
features with precision. However, excessively small time steps can escalate computational
costs substantially. Conversely, a larger time step may offer computational efficiency but
could potentially lead to the loss of critical flow details.

By systematically varying the time step size and observing the convergence of rele-
vant flow parameters, we can ascertain the appropriate temporal discretization for our
simulations. This ensures that our numerical results are not unduly influenced by the
choice of time step, strengthening the credibility of our investigation into cavity flows and
plasma-induced flow control. Time step independence analysis also facilitates a balance
between accuracy and computational efficiency. Achieving convergence with a reasonable
time step optimizes the utilization of computational resources while providing accurate
insights into the temporal evolution of flow phenomena.
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In the upcoming section, we will elaborate on our approach to time step independence
analysis for the selected Model C considering five distinct time step values.

Figure 10 displays the computational results obtained using the five different time
steps: 2 × 10−4 s, 1 × 10−4 s, 8 × 10−5 s, 5 × 10−5 s, and 2.5 × 10−5 s. As depicted
in the figure, when the time step exceeds 5 × 10−5 s, the total sound pressure levels at
each monitoring point tend to be higher. Conversely, when the time step is less than
5 × 10−5 s, the variations in sound pressure levels at the monitoring points stabilize in
terms of both trend and magnitude. Therefore, the time step of 5 × 10−5 s, which offers
higher computational efficiency, is employed for the numerical simulations.

Figure 10. Sound pressure level data at the bottom of the cavity for different time steps.

5. Noise Prediction and Plasma-Based Control of Cavity Flows

5.1. Calculation Setups

In this section, the DBD plasma actuator is employed with parameters identical to those
specified in reference [32]. The actuation region has dimensions a = 1.5 mm and b = 3 mm,
operating at a voltage frequency of 3000 Hz, with a charge density of 1 × 1011 cm3, and
the elementary electron charge e = 1.602 × 10−19. The discharge duration is 67 μs, and the
breakdown electric field strength at the electric field boundary is set at 30 kV/cm. The
distance between the electrodes is 0.25 mm, and the initial excitation voltage is 4 kV. The
plasma actuation effect is incorporated into the Navier–Stokes equations as a volumetric
force source term.

The incoming flow conditions remain consistent with those described in Section 2,
utilizing the same numerical simulation methodology. The mesh quantity is based on Model
C (as shown in Figure 11) as a baseline of 163,000 cells. Mesh refinement is applied within
the plasma actuation region (as shown in Figure 12), resulting in a final mesh quantity of
approximately 200,000 cells. The time step is set to 5 × 10−5 s, totaling 20,000 steps. The
initial 6000 steps are discarded to eliminate initial oscillations.

Figure 11. Cavity mesh configuration.
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Figure 12. Plasma actuator mesh configuration.

In accordance with the diagram presented in Figure 13, the boundary conditions for
the numerical simulation are configured as follows: boundary a, b, and c represent the
pressure far-field conditions, enabling the flow to exit the computational domain smoothly
without introducing any disturbances. Boundary d corresponds to the wall condition,
characterized by a no-slip constraint, which ensures that the flow does not penetrate or slip
through the solid boundary. The height of the computational domain extends 10 times the
cavity depth based on the dimensions of the design model.

Figure 13. Boundary conditions of the plasma-excited cavity model.

5.2. Aerodynamic and Acoustic Characteristics of the Uncontrolled Cavity

Figure 14 illustrates the OASPL distribution at ten positions along the cavity bottom,
ranging from K20 to K29. Notably, there are three distinct peaks in the OASPL, and the
highest OASPL occurs at point K25, corresponding to x/L = 0.55.

Figure 14. OASPL at various monitoring points along the bottom of the uncontrolled cavity.

In Figure 15, we can observe that the flow pattern in the examined cavity exhibits
typical characteristics of open cavity flow. The airflow separates at the cavity’s leading
edge, part of it entering the cavity while the rest forms a shear layer above. This shear
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layer extends over the central part of the cavity and then reattaches at the trailing edge.
Importantly, there are multiple peaks in the global sound pressure level, both at the front
(x/L = 0.25) and rear (x/L = 0.55, x/L = 0.75) sections of the cavity.

Figure 15. Mach number contour map of the uncontrolled cavity flow.

Figure 16 shows vorticity maps at different phases within a single cycle using the Q-
criterion, as indicated in Figure 16a, which illustrates the vorticity direction. In Figure 16a,
a sequence of alternating clockwise and counterclockwise vortices can be observed in the
incoming flow direction within the cavity. These vortices alternate with smaller vortices
of opposite directions, and the entire flow process involves both the breakdown of larger
vortices and the merging of smaller ones.

At a specific moment, denoted as T (representing a single flow cycle’s duration),
several vortex interactions occur. Firstly, a counterclockwise small vortex E detaches
from a clockwise large vortex B, moving along the negative X direction of the cavity
bottom. Eventually, it merges with the counterclockwise large vortex A at its upper
section. Simultaneously, vortex C and vortex F combine as well. Vortex F, which is a
counterclockwise small vortex resulting from the detachment of a clockwise large vortex
D near the cavity’s rear wall along the negative X direction of the bottom, moves to the
upper part of the counterclockwise large vortex C. This results in the complete fusion of
vortex C and F. Following the collision of the shear layer with the rear cavity wall, a large
vortex D forms. As vortex F periodically merges with vortex C, shed from the large vortex
D, the dissipative and fusion processes allow vortex C to remain stable within the cavity
flow. However, its position in the X direction undergoes periodic variations.

A noticeable observation is the relative stability of vortices at the front of the cavity,
where vortex fusion is minimal within a single cycle. In contrast, the middle and rear
portions of the cavity are more susceptible to vortex breakdown and fusion phenomena.
Interestingly, the locations of vortex breakdown and fusion roughly align with regions
where extreme values of cavity OASPL noise occur. It can be inferred that vortex breakdown
and fusion play a significant role in the generation of aerodynamic noise.

5.3. Influence of Excitation Voltage

In order to investigate the impact of excitation voltage on noise control effectiveness,
numerical simulations are conducted with varying excitation voltages at the same excitation
frequency. The specific excitation voltage settings are presented in Table 2.

Table 2. Excitation voltage configuration.

Case 1 2 3 4 5 6 7

Excitation Frequency (kHz) 3

Excitation Voltage (kV) 4 6 8 10 12 14 16
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

(h) 

Figure 16. Vorticity contour plot of the uncontrolled cavity flow: (a) t = 1
7 T, (vortex rotation direction);

(b) t = 1
7 T; (c) t = 2

7 T; (d) t = 3
7 T; (e) t = 4

7 T; (f) t = 5
7 T; (g) t = 6

7 T; (h) t = T.

Figure 17 shows the changes in the total sound pressure level at various monitoring
points along the bottom of the cavity under different excitation voltages at a constant
excitation frequency of 3 kHz. With the exception of point K28 (x/L = 0.85), the optimal
excitation voltage is found to be 12 kV. At point K20 (x/L = 0.05), the maximum reduction
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can be 3.073 dB. Notably, different excitation voltages do not effectively reduce the global
sound pressure level at point K28 (x/L = 0.85).

Figure 17. OASPL values at different monitoring points along the bottom surface of the cavity under
different excitation voltages.

In Figure 18, we observe the variation in OASPL at point K25 under different excitation
voltages while maintaining a consistent excitation frequency of 3 kHz. When the excitation
voltage is set at 4 kV, a noticeable increase in high-frequency noise levels is observed,
resulting in an overall rise in OASPL. As the excitation voltage gradually increases from
6 kV to 12 kV, there is a slight reduction in SPL amplitude in both the low-frequency
range (≤100 Hz) and the high-frequency range (≥1000 Hz), despite the SPL value of the
dominant mode at 315 Hz remaining relatively stable. These combined effects contribute
to the decrease in OASPL at point K25 from 147.329 dB under uncontrolled conditions to
145.057 dB under 12 kV excitation voltage.

 

(a) V = 4 kV (b) V = 6 kV 

 

(c) V = 8 kV (d) V = 10 kV 

Figure 18. Cont.
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(e) V = 12 kV (f) 14 kV 

 

(g) V = 16 kV (h) 

Figure 18. Noise characteristics at point K25 under different excitation voltages: (a) f = 3 kHz,
V = 4 kV; (b) f = 3 kHz, V = 6 kV; (c) f = 3 kHz, V = 8 kV; (d) f = 3 kHz, V = 10 kV; (e) f = 3 kHz,
V = 12kV; (f) f = 3 kHz, V = 14 kV; (g) f = 3 kHz, V = 16 kV; (h) OASPL of different voltages
of excitation.

However, at 14 kV excitation voltage, there is a notable increase in SPL amplitude
in the high-frequency range, resulting in an increase in OASPL to 147.38 dB. When the
excitation voltage is further increased to 16 kV, the frequency distribution characteristics
resemble those observed at a 12 kV excitation voltage, leading to a decrease in OASPL to
145.819 dB.

To investigate whether plasma excitation impacts the internal noise of the cavity by
altering the boundary layer thickness, we conducted measurements of the boundary layer
thickness at the leading edge of the cavity lip. These measurements were taken at excitation
voltages of 4 kV, 6 kV, 8 kV, 10 kV, 12 kV, 14 kV, and 16 kV, all at a frequency of 3 kHz. The
results consistently indicated that the boundary layer thickness remained approximately
50mm under different excitation voltages. This suggests that plasma voltage excitation
does not significantly affect noise levels at various points within the cavity by modifying
the boundary layer thickness.

In Figure 19, the variation of the relative limit position of the dominant vortex through-
out the entire flow duration (t = 0.3–1 s) is depicted for different excitation voltages, as
indicated by the red circles. The figures (a,c,e,g,i,k) in Figure 19 show the left limit posi-
tion of the dominant vortex under different excitation voltages. Meanwhile, the figures
(b,d,f,h,j,l) in Figure 19 show the left limit position of the dominant vortex under different
excitation voltages. The occurrence time of the dominant vortex’s limit position can be
influenced by different excitation voltages and variations in timing. It can be observed that
the flow pattern within the cavity remains consistent and the vortex system structure under-
goes negligible changes under different voltage levels. The position of the vortices within
the cavity remains relatively stable over one cycle. However, due to the continuous interac-
tion with the shear layer impinging on the rear wall, the positions of the vortex experience
some displacement over multiple flow cycles. This displacement leads to an alteration in
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the extent of vortex shedding and collapse, resulting in an expansion or contraction of the
radiating region, as indicated by the shifting of the red circles. It is evident that the stability
of the dominant vortex position, as demonstrated by the red circles, influences OASPL of
the K25 point.

  

(a) V = 0 kV (b) V = 0 kV 

  

(c) V = 4 kV (d) V = 4 kV 

  

(e) V = 6 kV (f) V = 6 kV 

  

(g) V = 12 kV (h) V = 12 kV 

  

(i) V = 14 kV (j) V = 14 kV 

Figure 19. Cont.
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(k) V = 16 kV (l) V = 16 kV 

Figure 19. Contour plot of cavity vorticity under different excitation voltages: (a) V = 0 kV, left limit
position; (b) V = 0 kV, left limit position; (c) V = 4 kV, right limit position; (d) V = 4 kV, right limit
position; (e) V = 6 kV, left limit position; (f) V = 6 kV, right limit position; (g) V = 12 kV, left limit
position; (h) V = 12 kV, right limit position; (i) V = 14 kV, left limit position; (j) V = 14 kV, right limit
position; (k) V = 16 kV, left limit position; (l) V = 16 kV, right limit position.

Table 3 presents the corresponding data between the OASPL values at the K25 point
and the X-direction displacement range of the characteristic vortex for various excitation
voltages. It can be observed that there exists a positive correlation between the OASPL
values and the X-direction displacement range of the vortex under different excitation
voltages. As the relative displacement becomes smaller, the vortex structure exhibits higher
stability, leading to reduced high-frequency noise caused by vortex shedding and merging,
ultimately resulting in a lower total sound pressure level.

Table 3. Dominant vortex X-direction displacement range and corresponding OASPL data under
different excitation voltages.

Excitation Voltage (kV) 0 4 6 12 14 16

OASPL (dB) 147.329 147.827 146.791 145.057 147.38 145.819

X-direction Displacement
Range (mm) 304.8 347.6 276.5 239.6 338.2 267.8

5.4. Effect of Excitation Frequency

To investigate the influence of excitation frequency on noise control effectiveness,
numerical simulations were conducted with different excitation frequencies under the same
excitation voltage, as shown in Table 4.

Table 4. Excitation frequency conditions.

Case 8 9 10 11 12

Excitation Voltage (kV) 4
Excitation Frequency(kHz) 3 6 9 12 15

Figure 20 illustrates the impact of different excitation frequencies on the OASPL at
points K20 to K29. It can be observed that the aerodynamic noise level at the K25 point
does not exhibit a significant decrease under different plasma excitation frequencies. In
some cases, such as f = 3 kHz and f = 12 kHz, the OASPL even increased by approximately
0.5 dB. Notably, as depicted in Figure 21, with increasing plasma excitation frequency,
its effect on the mid- to low-frequency range (below 1000 Hz) is relatively small. The
dominant mode around 315 Hz is minimally affected, and in the high-frequency range,
plasma excitation may even amplify the SPL values, leading to an increase in OASPL.
When the excitation frequency is 15 kHz, the SPL amplitude decreases in the mid-frequency
range (100~200 Hz) and slightly increases in the high-frequency range, causing the K25
point’s OASPL to decrease from 147.329 dB to 146.407 dB. In comparison to the influence of
excitation voltage, the effect of excitation frequency is less significant. Similarly, variations
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in excitation frequency do not notably change the frequency and SPL amplitude of the
dominant mode but primarily affect the SPL amplitude at high frequencies.

Figure 20. OASPL distribution at different bottom surface monitoring points for various excita-
tion frequencies.

 

(a) f = 3 kHz (b) f = 6 kHz 

 

(c) f = 9 kHz (d) f = 12 kHz 

Figure 21. Cont.
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(e) f = 15 kHz (f) 

Figure 21. Noise variation characteristics at monitoring point K25 for different excitation frequencies:
(a) f = 3 kHz, V = 4 kV; (b) f = 6 kHz, V = 4 kV; (c) f = 9 kHz, V = 4 kV; (d) f = 12 kHz, V = 4 kV;
(e) f = 15 kHz, V = 4 kV; (f) OASPL of different frequency of excitation.

We measured the boundary layer thickness at the lip of the cavity leading edge
corresponding to excitation voltages of 3 kHz, 6 kHz, 9 kHz, 12 kHz, and 15 kHz, all
at an excitation voltage of 4 kV. The results indicate that the boundary layer thickness
remains consistent at approximately 50 mm across different excitation frequencies. It can be
observed that the effect of the plasma excitation frequency on the boundary layer thickness
is similar to the situation with excitation voltage; it does not produce a significant influence.
This suggests that plasma excitation does not primarily impact the cavity noise level by
altering the boundary layer thickness.

Building upon the findings from the previous section, we proceed to observe the
behavior characteristics of the dominant vortex near point K25. As illustrated in Figure 22,
the left and right extreme positions of the dominant vortex are presented throughout the
entire flow duration (t = 0.3−1 s) for different excitation frequencies. Figures (a,c,e) in
Figure 22 illustrate the left limit position of the dominant vortex under different excitation
frequencies. Similarly, Figures (b,d,f) in Figure 22 depict the left limit position of the domi-
nant vortex under different excitation frequencies. The occurrence time of the dominant
vortex’s limit position can be influenced by different excitation frequencies and variations
in timing. It is evident that the flow pattern within the cavity remains consistent, and
the vortex system structure undergoes minimal changes across different voltage levels.
The positions of the vortices within the cavity exhibit relative stability over a single cycle,
aligning with the observed trend in plasma excitation voltage.

Table 5 provides a comparison of the OASPL values at point K25 for different excitation
frequencies and the corresponding X-direction displacement range of the dominant vortex.
It is evident that the X displacement of the dominant vortex is positively correlated with
their OASPL magnitude, similar to the observed trend with plasma excitation voltage. A
smaller relative displacement indicates a more stable vortex structure, resulting in reduced
high-frequency noise generated by vortex shedding and merging.

Table 5. X-direction displacement range of dominant vortex and corresponding OASPL data at
different excitation frequencies.

Excitation Frequency (kHz) 0 3 12 15

OASPL (dB) 147.329 147.827 147.843 146.407

X-direction Displacement
Range (mm) 304.8 347.6 374.9 262.5
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(a) f = 3 kHz (b) f = 3 kHz 

  

(c) f = 12 kHz (d) f = 12 kHz 

  

(e) f = 15 kHz (f) f= 15 kHz 

Figure 22. Contour plot of cavity vorticity under different excitation frequencies: (a) f = 3 kHz, left
limit position; (b) f = 3 kHz, right limit position; (c) f = 12 kHz, left limit position; (d) f = 12 kHz,
right limit position; (e) f = 15 kHz, left limit position; (f) f = 15 kHz, right limit position.

6. Conclusions

In this study, the primary objective is to investigate the acoustic characteristics
and noise reduction strategies of a rectangular cavity under high-Mach-number condi-
tions. Through comprehensive simulations conducted at Mach 4, employing a cavity
with dimensions of 4.2 × 0.6 m2, the influence of plasma-based control on noise reduc-
tion was meticulously studied. The following key conclusions can be drawn from the
conducted research:

1. This paper studies the suppression of aerodynamic noise in high-speed cavities using
a combined DDES and DBD method for the first time. Comparing with experimental
data, the calculation error of the OASPL in high-speed cavities is within 2%, and the
calculation error of the X-direction velocity of the plasma actuator model is within 9%.

2. The cavity with L/D = 7 exhibits distinct open flow characteristics at Ma=4 and an
altitude of 25 km. Multiple OASPL peaks are observed in the front, middle, and
rear regions of the cavity. The maximum OASPL reaches 147.329 dB, occurring at
x/L = 0.55. The locations of vortex breakdown and fusion correspond to the regions
and roughly align with regions where extreme values of cavity noise occur.

3. Relative to the excitation frequency, the excitation voltage of the plasma actuator
has a more pronounced effect on noise suppression. Appropriate excitation voltage
can reduce the OASPL by up to 2.27 dB by suppressing low-frequency noise. The
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excitation voltage can reduce the sound pressure level amplitude of the dominant
mode, thereby decreasing the OASPL of the high-speed cavity.

4. The effect of the excitation frequency of the plasma actuator on noise suppression is
weaker, yet an optimal frequency exists. Variations in the excitation frequency have a
less noticeable impact on the frequency and sound pressure level amplitude of the
dominant mode, primarily affecting high-frequency sound pressure levels, with a
maximum reduction of 0.336 dB in the OASPL.

5. Plasma actuators can alter the lateral movement range of the dominant vortex within
the high-speed cavity. As the lateral displacement of the dominant vortex decreases,
the OASPL of the cavity also decreases.
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Abstract: A recently developed launching device called the gun–track launch system is affected by
its constrained track, such that the form of the muzzle jet changes from the state of free development
in the entire space to a constrained state, where this lends unique characteristics of development to
its flow field. In this study, the authors establish the corresponding model for numerical simulations
based on the dynamic mesh method. We also considered a model of simulation of the muzzle jet
with an “infinitely” constrained track to analyze its performance under real launch conditions to
explore the mechanism of development and the disturbance-induced propagation of the shock wave
when the muzzle jet impinges on moving bodies. The results showed that the muzzle jet exhibited
a circumferential asymmetric shape that tilted toward the area above the muzzle and generated
transverse air flow that led to the generation of a vortex on it. Because the muzzle was close to the
ground, the jet was reflected by it to enhance the development and evolution of the shock waves and
vortices and to aggravate the rate of distortion and asymmetry of the jet. The wave reflected from
the ground was emitted once again when it encountered the infinitely constrained track. No local
low-pressure area or a prominent vortex was observed after multiple reflections. Because the track
in the test model was short, the waves reflected by the ground were not blocked, and vortices were
formed in the area above the ground. Significant differences in the changes in pressure were also
observed at key points in the domain. The results of a comparative analysis showed that the infinitely
constrained track increased the Mach number of the moving body from 1.4 to 1.6. The work provides
a theoretical basis and the requisite technical support for applications of the gun–track launch system.

Keywords: shock wave/vortex; muzzle jet; constrained boundary; reflection; dynamic mesh

1. Introduction

A new type of test device called the gun–track launch system has been developed
for the non-destructive recovery of high-value warheads by taking full advantage of the
characteristics of the testing capabilities of the gun and the rocket track and aiming to
satisfy the requirements of a warhead with a muzzle with high kinetic energy [1,2]. This
launch system connects the track outside the muzzle, where this constitutes a unique
form of motion for the warhead. That is, its state changes from free, high-speed motion
in the entire space to constrained, high-speed motion [3,4]. The muzzle jet also exhibits
three-dimensional (3D) circumferential asymmetry at this time, which induces vortices
of different forms [5,6]. Against this backdrop, the authors of this study raise the prob-
lem of the transient development and evolution of the shock wave when the muzzle jet
impinges on a constrained moving body. This is important for investigating the complex
phenomenon of flow in the muzzle jet with constrained boundaries, which is in turn critical
for conducting basic scientific research and solving key technical problems [7,8].

Researchers have used a variety of test platforms for launching projectiles to inves-
tigate the performance of the muzzle based on numerical simulations and visual experi-
ments [9,10]. The characteristics of the transient evolution of shock waves due to the impact
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of the muzzle jet on a moving object have long been a subject of interest in the area [11,12].
Florio et al. [13] numerically simulated the influence of the area and layout of the exhaust
port in the muzzle device on the flow field of the muzzle and considered a configuration
with a single opening of different sizes (located near the muzzle). The results showed
that increasing the area of the opening reduced the radial range of the muzzle jet, and the
radial flow of the lateral opening enhanced the expansion of the gas and its radial diffusion
into the environment. Moreover, a large, single-auxiliary opening was found to be more
conducive to reducing the pressure of the muzzle.

Schmidt et al. [14] measured the effects of characteristic parameters of the brake of the
muzzle on a 20 mm small-caliber gun by using time-accumulated shadow photography.
They obtained clear images of the muzzle jet and analyzed its characteristics and mechanism
of flow. They reported a strong coupling between the axial flow fields and a weak coupling
between the transverse flow fields.

Guo [15,16] used the direct shadow method to carry out visualization experiments on
the muzzle jet of a 7.62 mm small-caliber gun and obtained a large number of clear, high-
resolution time-series shadow photographs that displayed the characteristics of the typical
muzzle jet, including the shock wave, weak compression wave, contact discontinuity,
and boundary of the jet, under various conditions. They also discussed the dynamic
development of the flow field under different conditions and provided direct experimental
comparisons as well as a reference for numerical calculations and related weapons research.

Zhang [17,18] used the shadow method to conduct experimental and numerical simu-
lations on the characteristics of the development of the shock wave of an impinging jet on a
moving projectile with a muzzle device. The processes of mutual collision, formation of the
lateral jet, and its eventual coupling with the main flow field of the muzzle device were
systematically described. The authors observed that a typical, circumferential, symmetrical,
multi-level shock wave and a wave system with overlapping discontinuities were formed
in the flow field of the muzzle device without a cavity. However, the diverting effect of the
open-ended device caused part of the jet to discharge from the side hole in the flow field of
the open-ended muzzle device, and its rate of initial axial expansion was greater than that
of initial transverse expansion.

Du [19] analyzed the flow field of a 200 mm caliber projectile that was dynamically
launched by an electromagnetic track launcher by using the multi-block, structured, over-
lapping mesh method. The results showed that the dynamic launch of the electromagnetic
orbit launcher involved the flow field of a complex shock wave system, with the combined
action of a pre-projectile shock wave, a moving spherical shock wave, and a coronal shock
wave. The pressure distribution at the midpoint of the head of the projectile was “symmet-
ric,” the distribution of the drag coefficient was correlated with the pressure distribution at
this point, and the "weak symmetry" of the shock wave at the muzzle first decreased and
then increased.

Zhou [20] used a high-pressure gas propulsion device to launch 130 mm caliber
projectiles and analyzed the muzzle jet. The results of simulations showed that the jet
pushed the projectile forward, and the air flow dispersed and expanded into the space on
both sides of the bottom of the projectile to generate vortices. As the projectile accelerated,
a Mach disk appeared at its bottom, and the vortices on both sides diffused outward. The
Mach disk subsequently moved and shrank, and this led to the appearance of prominent
reflected shock waves and slip surfaces.

In sum, researchers have extensively investigated the characteristics of the flow field
of a muzzle jet impacting a freely moving body, but few studies have examined the
development and mechanism of evolution of the shock and vortex of a muzzle jet impacting
a constrained moving body. The innovation of this article is that the authors designed a
small-scale test platform with a constrained track to tackle the problem of the evolution of
the shock wave of a supersonic jet as it impacts a high-speed moving body. Meanwhile,
we established a model with an infinitely long track to simulate the real engineering
environment, with the aim of better understanding the complex phenomenon of flow
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caused by the special, constrained boundary of the muzzle jet of the gun-track launch
system. We compare and analyze the characteristics of the transient evolution of the shock
wave by establishing models of the muzzle jet with short and “infinitely” constrained tracks.

The remainder of this paper is structured as follows: Section 2 details the relevant
physical model, model of the mesh, boundary conditions, and methods to obtain solutions.
Section 3 briefly introduces the small-scale test of the muzzle jet impacting a moving body,
including the device and the scheme applied. Section 4 compares and analyzes the results of
the experiments and simulations under different constraints on the structure of the muzzle
jet, the characteristics of the evolution of the shock wave, the generation and evolution of
the vortex, transient changes in pressure at key points, and key parameters of the moving
body. Section 5 summarizes the conclusions of this study.

2. Physical and Mesh Models

2.1. Physical Model

We established two models to realistically analyze the launch environment. Case 1
corresponded to the structure of the small-scale test, while Case 2 involved an infinitely
constrained track.

Figure 1a–c show the simulated physical structure of the models considered here. It
mainly included a constrained track, a tube, a moving body, and a supporting plate. The
diameter of the muzzle was 65 mm, and the constrained track was simplified to a I-shaped,
ignoring small grooves. The launcher was cylindrical, 600 mm long, and fitted the structure
of the track. We have appropriately simplified the moving body to a cylinder. It was
500 mm above the ground and was 6.0 m long along the direction of motion and 2.5 m long
along the other directions.

 

Figure 1. Simulated physical structure of the model: (a) Physical structure and size of the computa-
tional domain. (b) Local physical structure of Case 1. (c) Local physical structure of Case 2.

2.2. Dynamic Mesh Method

The dynamic mesh method was used to handle the changes in the mesh caused by
the motion of objects during the calculation. The dynamic mesh algorithm was used to
determine the requisite adjustments to nodes in the mesh. Any of three algorithms can
be used for this purpose: the layering method, the smoothing method, and the remeshing
method. As the object only exhibited translational motion in one direction, we determined
that the layering method could best simulate its motion.

It is necessary to set the segmentation and merging factors of the mesh in the layering
method. Due to the movement of the body, the mesh behind it moves forward along the
X-axis, and this causes the mesh layer near the bottom of the mobile body to stretch, with
the length of the edge of the mesh of hs. The mesh layer near the top of the moving body is
compressed at the same time, with an edge of length hc. Assuming that the ideal length
of the mesh edge is hi, the mesh is divided into two parts when the size of the newly
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generated mesh satisfies the condition h > (1+Cs) hi. When its size satisfies h < Cshi, the
meshes adjacent to it are merged into one mesh. In this study, we set hi = 2.0 mm, Cs = 0.4,
and Cl = 0.2.

2.3. Mesh Model

To reduce the cost of the calculations as well as the time needed to perform them, we
simulated only half of the model. Figure 2a–c shows a diagram of the mesh model. The
entire computational domain was divided into 9.8 million meshes. It is difficult to generate
a single, high-quality mesh in many cases when simulating a complex flow field. The mesh
needs to be segmented and spliced to facilitate processing. The computational domain was
divided into domains with static and dynamic meshes, and their interface was used for
numerical exchange to this end.

 

Figure 2. Schematic diagram of the mesh model.

2.4. Boundary Conditions and Solution Methods

We simulated the model of a supersonic jet impinging on a high-speed moving body
by using the commercial software Fluent. The domains of calculation were set as the
boundary conditions at the outlet of pressure, while the tube and track were assumed to be
non-sliding insulation walls. The moving body was assumed to adhere to the boundary
condition of the moving wall and was controlled by a user-defined function (UDF) program
with six degrees of freedom (six-DOF). The initial velocity was set to 500 m/s, according
to the test data. The boundary condition for the muzzle was the boundary at the inlet of
pressure, which was 45 MPa according to the test. According to the after-effect model, the
pressure of the muzzle changed with time as p = 45.0 × 106e−24.886t. The environmental
pressure was 101,325 Pa, and the temperature was 300 K.

We processed the motion in the given block-based division of the mesh based on the
finite volume method in combination with the structural dynamic method. The Navier–
Stokes (N–S) equation solver based on density correction and the K-ε realizable turbulence
model were used. The inviscid convective flux was split by using the Roe-FDS scheme, and
the implicit scheme was used with the time marching method to accelerate the convergence
of the numerical calculations. The equation of flow control was discretized by using the
second-order upwind scheme, and the material was assumed to be an ideal gas.

2.5. Mesh Independence Verification

To verify the independence of the mesh, we designed three sets of meshes, namely
2.2 million, 6.0 million, and 9.8 million. They were respectively defined as Coarse mesh,
Fine mesh, and Dense mesh. Regarding the variation in Ma of the moving body in Case 1,
Figure 3 demonstrates the results of numerical simulations of the different mesh models
considered. From the figure, the results obtained by the Fine mesh and Dense mesh were
very close, with an error of less than 1%. On the contrary, there were significant differences
in the results obtained by Coarse mesh model. Therefore, it can be concluded that when
using Fine mesh model, the simulation results were independent of the size of the mesh.
Therefore, we used Fine mesh model in our calculations.
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Figure 3. Comparison of Ma of the moving body to verify mesh independence.

3. Analysis of Test Results

3.1. Test Equipment

We developed a small-scale test of the muzzle jet as it impacted a high-speed moving
body in the presence of a constrained track. The test device shown in Figure 4 was a
65 mm caliber gun with a constrained track installed at its muzzle to construct a special
constrained boundary.

  
(a) (b) 

Figure 4. Photographs of the test mode: (a) Photograph of the constrained boundary. (b) Photograph
of the moving body.

3.2. Test Plan

Figure 5 illustrates the test plan. The test platform was the main generator of the jet,
and the moving body was pushed out of the muzzle at a speed of about 500 m/s. The
muzzle was externally connected to a constrained track, and the body moved along it
after having been discharged. A piezoelectric dynamic pressure sensor, manufactured by
the Kistler company, was used to measure the overpressure signals. All pressure signals
were collected using the DEWE2-A13 transient data recorder that was manufactured by
DEWETRON Industrial Measurement System (Grambach, Austria). The formation and
development of the overpressure field were photographed by using a high-speed photon
camera at a frame rate of 5000 fps.
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(a) 

 
(b) 

Figure 5. Schematic diagram of the test. (a) Schematic diagram of the test plan, (b) Schematic diagram
of the internal loading of the launch device.

3.3. Test Results

During the experiment, we triggered the ignition system to ignite the gunpowder
inside the chamber, generating high-temperature and high-pressure gas that propelled
the moving body forward at high speed. Meanwhile, we applied the high-speed camera
to capture the development posture of the muzzle jet and the movement posture of the
moving body to determine the operating speed of the moving body. At the same time, the
pressure sensor is triggered to monitor the pressure at key points. Figure 6 shows the test
procedure as captured by the high-speed camera. The moving object had just appeared
from the muzzle in Figure 6a, marking the beginning of the simulation, and the muzzle
jet had just begun to form at this time. Figure 6b shows that the moving body flew out of
the muzzle, and high-pressure and high-temperature gas and smoke were ejected from it
and impacted the moving body. With the movement of the high-speed projectile and the
development of the jet, the muzzle jet came into contact with the ground and generated a
reflected wave front in the opposite direction. The new wave front continued to develop
upward and is clearly displayed on the background plate. It significantly interfered with
the development of the muzzle jet. As the latter developed, the reflected wave formed a
local high-pressure area under the muzzle. The numerical simulations provided below
account for this phenomenon in detail. Figure 6c shows that the moving object gradually
flew out of the muzzle over time, and the muzzle jet finally disappeared as the gunpowder
was exhausted.
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(a) Image 1 (b) Image 2 (c) Image 3 

Figure 6. Representative visualized results of the test.

Changes in the pressure at key points were also monitored during the test. Figure 7
compares the curves of pressure versus time between the test and the simulation at the
points (1500, 30, 10) mm, and it is clear that they were consistent. Therefore, the method of
simulation used in this paper could accurately simulate the characteristics of the muzzle jet.

Figure 7. Comparison of the changes in pressure over time at a key point between the test and
the simulation.

4. Results of Numerical Simulations

4.1. Muzzle Jet

The muzzle jet poses a series of aerodynamic problems, among which shock/shock
interference, a strong shock, and a strong vortex are the main phenomena of flow in the
flow field. Compared with that in the traditional muzzle jet, the moving body moves
forward on the track as driven by the jet of gas in the muzzle jet, which is affected by a
constrained track, and this limits the state of development of the muzzle jet in free space.
Therefore, it exhibits a high degree of 3D circumferential asymmetry and generates various
kinds of vortices.

Figures 8 and 9 show the contours of pressure of the muzzle jet on the plane of
symmetry in the two cases. Figure 8a,b show that the moving body had just moved out of
the muzzle to form the preliminary muzzle jet. However, it developed inadequately, and
its range of influence was small. In addition to being hindered by the constrained track, it
pushed the surrounding air to form a "semi-spherical” shock wave, in addition to a shock
wave that was simultaneously formed in front of the moving body. The wave front of the
shock wave was relatively regular and spherical, but it was truncated on the track.
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Figure 8. Contours of pressure of the muzzle jet on the plane of symmetry over time in Case 1:
(a) t = 0.1 ms; (b) t = 0.2 ms; (c) t = 0.5 ms; (d) t = 1.0 ms; (e) t = 2.0 ms; (f) t = 3.0 ms.

 

Figure 9. Contours of pressure of the muzzle jet on the plane of symmetry over time in Case 2:
(a) t = 0.1 ms; (b) t = 0.2 ms; (c) t = 0.5 ms; (d) t = 1.0 ms; (e) t = 2.0 ms; (f) t = 3.0 ms.

Figure 8c,d show that the flow field of the muzzle gradually developed, and its
asymmetry became more prominent. Under interference by the constrained track, the
support plate, and the test platform, the jet tilted prominently toward the area above the
muzzle. Although the track used in the test was not very long, the development of the
shock wave was dependent on the past state of the system. The initial disturbance distorted
the shock wave of the muzzle so that it changed from being circumferentially symmetric to
circumferentially asymmetric. Figure 8e,f show that because the test platform was 500 mm
above the ground, the shock wave of the muzzle was emitted when it impacted the ground,
which caused it to propagate upward and form a new wave front. A complete wave
system consisting of an asymmetric coronal shock wave, a reflected shock wave, and a
multi-level shock wave composed of the Mach disk and overlapping discontinuities was
formed around the muzzle at this time.

A comparison of the two cases shows that the muzzle jet, when influenced by varyingly
constrained tracks, exhibited certain differences. The states of the muzzle jet shown in
Figure 8a,b, and Figure 9a,b were completely consistent because they differed in time by
only a few tenths of a millisecond, and the moving body was still within the range of the
short track. The shock wave moved out of track and gradually developed downward,
as shown in Figure 8c,d, while Figure 9c,d show that the shock wave was blocked by
the “infinitely” constrained track in Case 2 and could not develop smoothly to the lower
area. Figure 9f shows that the difference between the cases gradually became prominent.
In Case 2, the wave reflected by the ground encountered a long track and was reflected
once again. The reflected wave propagated downward to form a second area of local high
pressure. This phenomenon did not occur in Case 1 and is discussed in detail below.

4.2. Evolution of Shock Waves and Vortices

The pressure induced by the reflection of the shock wave in the muzzle from the
wall was consistently higher than that of the incident shock wave if the angle between the
latter and the wall was non-zero. p0, ρ0, and μ0 = 0 represent the pressure, density, and
velocity of the particles of gas at the front of the incident shock wave, respectively, and
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p1, ρ1, D1, and μ1, and p2, ρ2, D2, and μ2 represent the pressure, density, and velocities
of the wave and particles of the gas behind the surfaces of the incident and the reflected
shock waves, respectively. The relationship given below was found to hold during the
collision that led to the formation of an unsteady and strong shock wave system. The
normal reflection-induced excessive pressure of the strong shock wave can be expressed as
follows [21]:

p2 = p1 +
2kϕ1(p1 − p0)

(k − 1)p1 + (k + 1)p0
(1)

where k = 1.4.
The normal reflection-induced pressure was high because the airflow behind the re-

flected shock wave was abruptly slowed down by the surface of the ground. Figure 10a
shows a sketch of the normal reflection of the shock wave, where the subscripts 0–2 rep-
resent the corresponding states of gas. As the ground acted as a rigid body, a zone of
stagnation was formed between the wall and the reflected shock wave.

   
(a) Normal re ection (b) Regular re ection (c) Mach re ection 

Figure 10. Schematic diagram of reflection of the shock wave.

A sketch of the regular reflection of the shock wave is shown in Figure 10b. Two kinds
of reflections were observed: regular and Mach reflections, depending on the incident angle.
The relationship between the regular oblique reflection and the pressure was as follows:

p2

p1
=

7
6

M2
1sin2 ϕ1 − 1

6
(2)

where ϕ1 is the jumping angle of densification.
When Mach reflection occurred, one wave propagated through the gas near the surface,

but two waves (the incident and the reflected waves) propagated farther away through
the gas.

Figures 11 and 12 show changes in the development of the vortex in the muzzle jet
on the plane of symmetry over time. Under interference by the constrained track, support
plate, and test platform, the shapes of the vortices in areas above and below the muzzle
differed in Case 1. Both vortices were located in the low-pressure area. The streamline of the
vortex in the area above the muzzle pointed outward from its center, and the spiral point
was stable and difficult to dissipate. Figure 11b–d show that the development of the vortices
in the flow field changed significantly. The vortex above continued to develop steadily,
with its streamline pointing from its center to the outside. Its spiral point was stable and
difficult to dissipate. The streamline of the vortex in the area below the muzzle pointed to
its center from the outside, owing to continuous interference by the wave reflected from
the ground. Its spiral point was unstable and easily dissipated.

Figure 12 shows the significant difference between the cases considered. The vortex in
the upper region in Case 2 was similar to that in Case 1. It was located in a low-pressure
area, and its streamline maintained its direction from its center to the outside, with a stable
spiral point that was not easy to dissipate. Interestingly, however, no vortex was found in
the lower region. The shock wave of the muzzle was emitted when it came into contact
with the ground, and the reflected wave propagated upward. Part of it moved forward
while the other part moved backward, and both formed a high-pressure area. The wave
reflected by the ground was reflected once again when it met the track and subsequently
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developed downward to form a local high-pressure area. Figure 12e–g shows that pressures
at the points of reflection were relatively high and the difference in pressure between the
points was small. With the continuous development of the flow field, multiple reflections
were formed between the ground and the constrained track. This state failed to yield a
stable, low-pressure area such that no vortex was formed.

Figure 11. Evolution of vortices in a symmetric muzzle jet over time in Case 1: (a) t = 3.0 ms;
(b) t = 4.0 ms; (c) t = 5.0 ms; (d) t = 6.0 ms; (e) t = 7.0 ms; (f) t = 8.0 ms; (g) t = 9.0 ms.

Figure 12. Evolution of vortices in a symmetric muzzle jet over time in Case 2: (a) t = 3.0 ms;
(b) t = 4.0 ms; (c) t = 5.0 ms; (d) t = 6.0 ms; (e) t = 7.0 ms; (f) t = 8.0 ms; (g) t = 9.0 ms.

Figure 13 shows a comparison of the contours of the development and evolution of
the shock waves in the area below the muzzle in the two cases. It is clear from Figure 13a
that in Case 1, the shock wave of the muzzle was reflected from the ground and formed
a local area of high pressure and another shock wave. The shape of the shock wave in
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Case 2 was different from that in Case 1. The wave reflected from the ground was reflected
once again when it encountered the track and bent downward. As shown in Figure 13b,
the shock wave continues to evolve. In Case 1, as the reflection angle increased, the point
of incidence was gradually lifted off the ground and formed a Mach rod. In Case 2, the
shape of the second shock wave, formed by contact with the track, became increasingly
prominent, and there was no significant low-pressure area in the region. This also explains
why there was no vortex in Case 2. Figure 13c shows that in Case 1, the shock wave evolved
continuously, and another shock wave was generated at “Position 2.” The Mach rod was
significantly higher than that in Case 2. The launch point on the track in the latter case
shifted forward, and a prominent shock wave was generated at Position 2. Figure 13d,e
show that the height of the Mach rod in Case 1 gradually increased and the reflected shock
wave gradually diminished. The height of the Mach rod gradually increased in Case 2 as
well, while the reflected shock gradually diminished, and the shock had a prominent shape
at Position 2. On the whole, the shock wave in Case 1 was launched from the ground and
formed another shock wave, while the shock wave in Case 2 was reflected multiple times
between the ground and the constrained track to form a multi-channel shock wave.

Figure 13. Comparative contours of shock waves in the area below the muzzle in the two cases:
(a) t = 3.0 ms; (b) t = 4.0 ms; (c) t = 5.0 ms; (d) t = 6.0 ms; (e) t = 7.0 ms.

4.3. Comparison of Pressure

To further illustrate the impact of different constrained boundaries on the shock wave
and the vortex, we monitored the changes in pressure at several key points over time
for comparative analysis. Figure 14 shows a schematic diagram of the locations of the
monitoring points, and Table 1 lists their locations.

Figure 14. Schematic diagram of the locations of the monitoring points.
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Table 1. Locations of the monitoring points on the track.

Point
Location

(x, y, z)/mm

A-above
A-below

(1600, 60, 200)
(1600, 60, −200)

B-above
B-below

(1800, 35, 100)
(1800, 35, −100)

C-above
C-below

(2000, 60, 200)
(2000, 60, −200)

D-above
D-below

(3000, 0, 200)
(3000, 0, −200)

Figures 15a–d and 16a–d compare the changes in pressure over time at the key points
in Case 1. They show that the muzzle jet exhibited an upward trend, and the monitoring
points above the muzzle were disturbed earlier than those below it.

  
(a) (b) 

  
(c) (d) 

Figure 15. Comparisons of pressure at each monitoring point in Case 1 overtime: (a) Point A.
(b) Point B. (c) Point C. (d) Point D.

Figure 15a shows that the body moved at a velocity of 500 m/s, and the shock wave
moved to this monitoring point in 3 ms to increase the pressure. The maximum pressure
at A-above should have been slightly higher than that at A-below. The pressure then
decreased and slightly rose at about t = 6.0 ms. The pressure at A-below was supplemented
by the reflected waves, because of which the fluctuations in it were relatively small. The
shock wave gradually moved forward, and the pressure became stable. Figure 15b shows
that the shock wave moved to Point B at t = 4.0 ms. Because Point B was close to the
centerline of the jet, the difference in pressure at its point of symmetry was relatively small
compared with those at the other monitoring points. The maximum pressures at B-above
and B-below were close to each other, and the overall changes in pressure were similar.
Figure 15c shows that at t = 4.0 ms, the shock wave moved to Point C, and the change in
pressure at C-below was smoother than that at C-above. The change in pressure was small
in the area below the muzzle because it was supplemented by the reflected wave, while the
pressure in the area above the muzzle was not supplemented. Due to the distance between
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Point C and the centerline of the jet, the disturbance caused by the shock wave continued
over time. Figure 15d shows that the maximum pressure at D-below was greater than that
at D-above. Because Point D was far from the muzzle and the muzzle jet developed more
fully, it was significantly influenced by the ground, and this led to a wide range of high
pressure in the lower part such that the maximum pressure at D-below was higher than
that at D-above.

  
(a) (b) 

  
(c) (d) 

Figure 16. Comparisons of pressure at each monitoring point in Case 2 overtime: (a) Point A.
(b) Point B. (c) Point C. (d) Point D.

However, the changes in pressure at the same monitoring points were significantly
different in Case 2 from those in Case 1, and fluctuations in it were prominent. This
also shows that the shock wave was constantly reflected between the ground and the
constrained track. The disturbance due to the shock wave influenced the pressure at Point
A at almost the same time in both cases, which indicates that the speed of propagation
of the shock wave in the lower area of Case 2 was higher than that in Case 1. As for the
pressure at Point A in Case 1, the change in the amplitude of pressure at A-below was
smaller than that at A-above, but the overall fluctuations in it were prominent. It is clear
from Figure 16b that the disturbance in pressure at B-below occurred earlier than that at
B-above, where this is different from the situation in Case 1. Figure 16d shows that the
shock wave of the muzzle had fully developed by 6.0 ms. Due to interference by multiple
reflected waves, the shape of the area under the constraining rail was completely different
from that of the shock wave above it. Therefore, the changes in pressure in these areas were
also significantly different.

Figure 17 shows a comparison between the cases at the same monitoring point. As
shown in the figure, the speed of propagation of the shock wave in Case 2 was higher than
that in Case 1, which indicates that the infinitely constrained track in Case 2 accelerated its
evolution. The maximum pressure in Case 2 was significantly higher than that in Case 1,
which shows that the infinitely constrained track in Case 2 increased the maximum pressure
of the shock wave. This is because during the rapid expansion process of the muzzle jet, the
long track further limits the expansion of the shock wave, so the attenuation and decay of
the shock wave will be slower, resulting in faster velocity and higher pressure. In addition,
the trend of changes in pressure over time varied at all four monitoring points, which
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shows that the constrained track not only influenced the evolution of shock waves and
vortices in the area below the muzzle but also had an impact on the area above the muzzle.

  
(a) (b) 

  
(c) (d) 

Figure 17. Comparisons of pressure at the monitoring points over time in Case 1 and Case 2: (a) Point
A-above. (b) Point A-below. (c) Point C-above. (d) Point C-below.

4.4. Key Parameters of Moving Bodies

Figure 18 shows the drag forces, Mach numbers, and total thrust of the moving body in
both cases. It is clear from Figure 18a that the resistance of the moving body in Case 1 was a
bit larger than that in Case 2. The two cases have similar fluctuations. This also shows that
the speed of the moving body in Case 2 was lower than that in Case 1. The change in the
Mach number and total pressure of the moving body in Figure 18b,c verifies this. As shown
in Figure 18b, the velocity of the moving body increased close to the muzzle due to the
thrust of the muzzle jet. As the body moved away from the muzzle, its propulsion rapidly
weakened, such that its Mach number gradually decreased under the action of resistance.
The Mach number of the moving body in Case 2 was significantly higher than that in Case 1,
indicating that the track restricted the development of the shock wave of the muzzle and
caused it to become concentrated on the track. In Figure 18c, the maximum thrust at the
bottom of the moving body is 45 Mpa, which then rapidly decreased as it moved forward.
At the beginning, the trend of the two cases was basically the same because both cases had
a track at the muzzle. Next, the thrust in Case 1 continued to decrease, while the thrust in
Case 2 had an upward process. This is because the long rrack constrains the development
of the muzzle jet, preventing it from spreading smoothly around but rather concentrating
more on the orbit, which acts on the bottom of the moving body. This is also why the Mach
number of the moving body in Case 2 is higher, as it receives more thrust.
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(a) (b) (c) 

Figure 18. Drag forces, Mach numbers, and total thrust of the moving body over time in Cases 1 and
2: (a) Drag. (b) Mach number. (c) Total thrust.

5. Conclusions

In this study, the authors established an experimental platform and models of simula-
tion by using the dynamic mesh method to investigate the characteristics of the evolution
of shock waves and vortices in the case of a muzzle jet impinging on a moving body in the
presence of varyingly constrained tracks. The conclusions are as follows:

(1) The shock wave of the spherical muzzle, which should have been circumferentially
symmetrical, was distorted due to the presence of the constrained track, and the entire
structure was inclined to the area above the muzzle. Because the shock wave was
blocked by the track, transverse air flow was generated, which led to the formation
of vortices. The characteristics of the evolution of the vortices were unique and thus
different from those of the traditional model of the muzzle jet.

(2) Because the test platform was close to the ground, the shock wave of the muzzle was
reflected from it, which enriched the characteristics of the evolution of the shock wave
and the vortex in the asymmetric muzzle jet. This led to the formation of a Mach
rod and a vortex in the area above the ground in Case 1. However, in Case 2, the
shock wave was reflected multiple times between the ground and the constrained rail
without forming a stable low-pressure area or a vortex.

(3) The constrained track influenced the development and evolution of the muzzle jet,
where this was directly reflected by the difference in pressure and the velocity of the
shock at the monitoring points between the cases considered. At the same time, the
Mach number and total thrust of the moving body in Case 2 were higher than those
in Case 1.
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Abstract: Large-caliber and long-barrel weapons are important experimental devices for exploring
the impact resistance and reliability of warheads. The force of impact of the muzzle jet has a significant
influence on the overload resistance of the warhead and surrounding devices. The mechanism of
motion of the body inside the tube cannot be ignored owing to the high kinetic energy at the muzzle.
In this study, we designed the relevant experiment and a simulation model to analyze the structural
characteristics and mechanism of evolution of the shock wave and the vortex structure in a muzzle jet.
The aim was to examine the evolution of the shock wave with initial jet-induced interference. And
we established three other simulation models to compare the similarities and differences between the
results of the models. The results showed that, in the original complex model, the initial jet restricted
the free expansion of the muzzle jet, and this led to many shock–shock collisions that retarded the
development of the shock waves. Multiple reflected shock waves were thus formed under a high local
pressure that distorted the shock structure, while the structure of the shock wave in the simplified
models was clear and simple. The parameters of motion of the body changed by a little when the
initial jet-induced interference was ignored. The difference in values of the strongest impact force
measured at monitoring points far from the muzzle was small, with an error of about 2%, such that
the simplified model without the initial jet could be used in place of the original complex model. The
other simplified models yielded significant differences. Our results provide an important theoretical
basis for further research on the muzzle jet and its applications in engineering.

Keywords: muzzle jet; initial jet; shock wave; vortex; dynamic grid; 3D

1. Introduction

When a barrel weapon launches a projectile, the muzzle flow field will cause initial
disturbance to the projectile’s flight, reducing its shooting accuracy and increasing its
impact point dispersion. In addition, with the development of large-caliber high-initial-
velocity artillery, a series of problems such as muzzle flame, muzzle smoke, muzzle shock
wave, and noise have emerged, further increasing the initial disturbance of the projectile.
Therefore, studying the influence of muzzle flow field on the flight stability of projectiles is
one of the important issues in weapon science research. The mechanism of operation of
the muzzle jet is a challenging issue at the intersection of multiple disciplines, including
gas dynamics, aerodynamic acoustics, and chemical dynamics [1,2]. The moving body
accelerates and compresses the air in front of it under the propulsion of gunpowder gas in
the tube to form the initial jet. The harmful disturbance caused by the muzzle jet of a large-
caliber weapon launcher is extremely strong [3,4]. Due to the presence of the flame, smoke,
and electromagnetic interference in the muzzle, it is difficult to measure and calculate the
structure of the shock wave in a transient muzzle jet [5,6]. This makes it important to
examine the muzzle jet by using numerical simulations.

Past research has provided a clear understanding of the mechanism of development
of the muzzle jet as well as the law of distribution of the shock wave at the muzzle and
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the aftereffect of muzzle flow on moving bodies [7]. Research on the muzzle jet has bene-
fited from advances in computational technologies and methods of numerical calculation.
Merlen et al. [8] conducted theoretical analysis based on experimental observations to
obtain the law of similarity of the flow field of the muzzle. Ma [9,10] considered the in-
fluence of the moving body to analyze the disturbance induced by it on the flow field in
calculations of the muzzle jet. Jiang [11] used a structured grid to simulate the muzzle jet of
a 122 mm caliber vehicle-mounted gun and analyzed the flow occurring during the launch
of a moving body with an initial velocity of 713 m/s. Dai [12,13] numerically simulated the
combustion-induced flow field of a body with an initial velocity of 735 m/s with a brake
inside a muzzle with a diameter of 7.62 mm. The authors used control equations of the
three-dimensional (3D) unsteady flow of the chemical reaction to describe the structure and
properties of the flow field of the muzzle as well as its interactions with the moving body.
Florio [14] used the 2D axisymmetric Navier–Stokes (N–S) equation and the k-ε turbulence
model to simulate the flow field of a muzzle device with a side hole containing a cylindrical
moving body. Jiang [15] used the ALE equation and dynamic grid technology to simulate
the entire process of motion of the body from inside a 44 mm caliber bore to outside it until
it flew away from the initial flow field. Guo [16,17] considered a 7.62 mm ballistic gun for
an experimental analysis of the initial flow field at the muzzle and its aftereffects based on
the ALE equation and a partition-structured body-fitted grid. Zhang [18] used the 3D Euler
equation in combination with the Roe scheme and structured dynamic grid technology
to numerically simulate the flow field at the muzzle of a 20 mm caliber gun with a brake.
Schmidt et al. [19,20] measured a group of characteristic parameters of the muzzle brake
structure on a 20 mm small-caliber gun using the time-accumulated shadow photography
technology, obtained a clearer image of the muzzle jet, and analyzed the characteristics
and flow mechanism of the muzzle jet. He observed that the coupling between the flow
fields in the axial direction was very strong but the coupling along the transverse direction
was very weak. Combined with the dynamic grid technology, Zhang [21] established
a two-dimensional axisymmetric numerical simulation model to numerically study the
explosion flow field generated by the supersonic jet. It is confirmed that the interaction
between precursor shock and bow shock is closely related to the velocity of the projectile.

Previous research in the area has mostly focused on analyzing the characteristics
of gas jets by using small-caliber short-barrel guns and has not adequately analyzed the
interference of the initial jet. We know even less about its potential role in the characteristics
of the shock wave and the vortex in the muzzle jet of a 300 mm large-diameter long-barrel
launch weapon.

We use a long-barrel and large-caliber launch device as the object of research in this study.
Given the structural configuration of such an experimental device, it is difficult to accurately
describe the complete characteristics of its muzzle jet by using numerical simulations.

The first model of our research is the actual, whole, original complex model. This
involves the movement of the body inside the tube, its movement outside the muzzle,
the initial interference jet formed by the compression of gas inside the tube, and the
gas muzzle jet formed by the high-temperature and high-pressure gunpowder gas in-
jected after the moving body. All these factors also interfere with one another to form
a complete muzzle jet.

The second model of our research here is that we construct simplified 3D models for
analysis. It ignores the initial interference jet but includes the motion of the body outside
the muzzle and the gas muzzle jet formed by the injection of gunpowder gas. This makes
the physical model simpler, reduces the mesh size, and eliminates the need for coupling
between dynamic meshes inside and outside the tube to significantly reduce the workload.

The third model of this study is one that neglects the model of the moving body but
includes the initial interference jet formed by the gas being squeezed out of the bore as
well as the gas jet formed by gunpowder gas. The lack of use of dynamic grid technology
during the simulation significantly simplifies the establishment of the model.
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The fourth model of our work here is a simplified model that ignores the moving body
and the initial jet and considers only the free injection of the gas muzzle jet. This physical model
is the simplest of the ones considered here and significantly reduces the size of the mesh.

Based on this large-barrel weapon device, the purpose of this paper is to restore its
real complex three-dimensional structure characteristics of the muzzle jet by establishing a
complete numerical simulation model. By comparing the simplified model, it is confirmed
whether the simplified model is replaceable in some aspects. Therefore, we establish
reasonable mathematical and physical models, use them to conduct experiments and
numerical simulations, and provide a detailed examination of the structural characteristics
of the muzzle jet, the mechanism of evolution of shock waves and vortices, changes in the
parameters of the moving body, and the energy distribution of the muzzle jet.

2. Model of Numerical Simulation

2.1. Equations and Turbulence Model

Without considering the effect of external heating and body force, three-dimensional, time-
dependent unsteady compressible Navier–Stokes equations are used as the governing equations:

∂Q
∂t

+
∂f
∂x

+
∂g
∂y

+
∂h
∂z

= 0 (1)

where Q is the vector of the conservative variables and f, g, and h are the vectors of the
convective flux. They are expressed as:

Q =

⎡⎢⎢⎢⎢⎣
ρ
ρu
ρv
ρw
ρe

⎤⎥⎥⎥⎥⎦ (2)

f =

⎡⎢⎢⎢⎢⎣
ρu
ρu2 + p − τxx
ρuv − τxy
ρuw − τxz
(ρe + p)u − uτxx − vτxy − wτxz + qx

⎤⎥⎥⎥⎥⎦ (3)

g =

⎡⎢⎢⎢⎢⎣
ρv
ρuv − τxy
ρv2 + p − τyy
ρvw − τyz
(ρe + p)v − uτxy − vτyy − wτyz + qy

⎤⎥⎥⎥⎥⎦ (4)

h =

⎡⎢⎢⎢⎢⎣
ρw
ρuw − τxz
ρvw − τyz
ρw2 + p − τzz
(ρe + p)w − uτxz − vτyz − wτzz + qz

⎤⎥⎥⎥⎥⎦ (5)

where:
τxx = 2

3 μ(2 ∂u
∂x − ∂v

∂y − ∂w
∂z )

τyy = 2
3 μ(2 ∂v

∂y − ∂u
∂x − ∂w

∂z )

τzz =
2
3 μ(2 ∂w

∂z − ∂u
∂x − ∂v

∂y )

τxy = μ( ∂u
∂y + ∂v

∂x ) = τyx

τxz = μ( ∂w
∂x + ∂u

∂z ) = τzx
τyz = μ( ∂v

∂z +
∂w
∂y ) = τzy

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6)
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The total energy per unit flow is expressed as:

e =
p

ρ(γ − 1)
+

1
2

(
u2 + v2 + w2

)
(7)

where p is the pressure, ρ is the gas density, u, v, and w are the velocity components of the
fluid, and γ is the gas specific heat ratio. The ideal gas state equation is p = ρRT, where R
is the universal gas constant and μ is the laminar viscous coefficient. τxx, τxy, τxz, τyx, τyy,
τyz, τzz, τzx, and τzy are the viscous forces of different directions; k is the heat conductivity
and qx, qy, and qz are the volumetric heating rates in unit mass.

The realizable k-ε turbulence model is applied in the article. Compared to the stand
and k-ε turbulence model, it has two main differences: 1. realizable k-ε model adds
a formula for turbulent viscosity; 2. a new transfer equation has been added for the
dissipation rate. Introducing Boussinesq’s linear eddy viscosity assumption, the Reynolds
stress expression is:
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Different eddy viscosity models have varying eddy viscosity coefficients in the model:
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The normal stress in the realizable k-ε model is u′
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j > 0. The Schwarz inequality for
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2.2. Model of Physical Structure

We considered a 300 mm test launch device. It contained a moving body that traveled
in a tube with a diameter of 300 mm at the muzzle and a wall with a thickness of 50 mm.
The moving body was a simplified cylinder that weighed 160 kg and was 600 mm long.
Numerically simulating such a device is a challenging problem as it needs to be simplified
while ensuring a certain accuracy. We established a total of four sets of models (four cases;
see Table 1) as follows:

Table 1. Characteristics of the models.

Model Features

Case 1 Complete model; moving body; inside and outside the muzzle
Case 2 Simplified model; moving body; outside the muzzle
Case 3 Simplified model; inside and outside the muzzle
Case 4 Minimalist model; only outside the muzzle

Case 1 involved the complete structure shown in Figure 1a. It featured a moving body,
a 30 m long tube, and the domain around the muzzle. Case 2 ignored the motion of the
body inside the tube, as shown in Figure 1b, and considered only its motion outside the
muzzle. Case 3 ignored the moving body altogether, as shown in Figure 1c, and involved
only the initial jet and the muzzle jet. In Case 4, the motion of the body inside and outside
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the bore was ignored, as shown in Figure 1d, and only the domain outside the muzzle was
considered. The flow field was 10 m long along the direction of motion of the body (X-axis),
including 3 m toward the rear of the muzzle, and was 8 m long in the other two directions
(Y-axis and Z-axis), as shown in Figure 1a.

  
(a) Case 1 (b) Case 2 

  
(c) Case 3 (d) Case 4 

Figure 1. Schematic diagram of the model of the physical structure.

2.3. Grid Model

A widely accepted technique is to consider only a quarter of the physical model, rather
than the entire model, to reduce computational time and cost. The entire computational
domain was divided into structural grids, as shown in Figure 2. Case 1 featured 11 million
grids, while each of the other three models had 9 million grids. Mesh refinement is
applied near the muzzle and projectile, while it is relatively rough at the boundary of the
computational domain. The minimum size of the mesh near the muzzle is 0.2 mm and
the mesh growth rate is 1.05. When simulating complex flow fields, it is often difficult to
generate a single high-quality structural mesh. In this case, the mesh can be partitioned
and concatenated for processing. We thus divided the computational domain into domains
with static and dynamic grids and used their interface for numerical exchange.

  
(a) Grid model of entire computational domain (b) Grid model of local domain 

Figure 2. Schematic diagram of grid model of the muzzle jet of a large-caliber long-barrel launcher.

2.4. Boundary Conditions and Solution Methods

We used models of the interior ballistics and aftereffects as well as a model with six
degrees of freedom for secondary development in FLUENT software (Fluent19.2) and
numerically simulated the complete model of the large-caliber long-barrel muzzle jet.

Figure 3 shows the types of boundaries used. Specifically, the pressure outlet was
used as the boundary of the calculation domain, with an environmental pressure of
101,325 Pa and a temperature of 300 K. The tube was set to be a nonslip adiabatic wall,
while the moving wall was set for the moving body. Its motion was controlled by a ballistics
model inside the tube and by a six-degrees-of-freedom program (six-DOF) after it had
exited the muzzle. The pressure inlet was set for the muzzle and it was controlled by using
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a UDF program. Experimental measurements and those of the internal ballistics model
yielded a muzzle pressure of 24.4 MPa and a temperature of 2000 K. According to the
model of the aftereffects of the launch device, the variation in the muzzle pressure over
time was p = 24.4 × 10−24.886t MPa.

Figure 3. Schematic diagram of boundary conditions.

In addition, we processed the motichenon in the given block-based division of the
mesh based on the finite volume method in combination with the structural dynamic
method. The Navier–Stokes (N–S) equation solver based on density correction and the k-ε
realizable turbulence model were used. The inviscid convective flux was split by using
the Roe-FDS scheme, and the implicit scheme was used with the time marching method
to accelerate the convergence of the numerical calculations. The equation of flow control
was discretized by using the second-order upwind scheme, and the material was assumed
to be an ideal gas. The time step used in this article was initially 1 * 10−7, then gradually
increased to 1 × 10−6, with 50 iterations.

2.5. Models of Interior Ballistics and Aftereffects

Specifically, the internal ballistic model is as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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where ψ1 is the percentage of main charge burned, μ1 is the burning rate coefficient of main
charge, e1 is the thickness of the main charge, and ρ is the density of the gas powder. fb
is the ignition powder, ρg is the average density of gunpowder gas in the chamber, and
χ1, λ1, and μ1 are the characteristics of the shape of the main charge gunpowder. k is the
adiabatic index, ld is the travel of the projectile, and lp is the travel of the balance body. ωb
is the charge quality of ignition powder, m1 is the mass of the projectile, m2 is the mass of
the balance body, ω1 is the quality of the main charge, ϕ is the secondary power coefficient,
n is the burning rate index, ϕ1 is the flow correction factor, pd is the bottom pressure of the
projectile, ϕd is the drag coefficient of the bottom of the projectile, pp is the bottom pressure
of the balance body, ϕp is the drag coefficient of the bottom of the balance body, p1 is the
pressure in the tube, s is the area of the tube, Z1 is the relative thickness of the main charge
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that has been ignited, vd is the velocity of the projectile, vp is the velocity of the balance
body, V1 is the pharmacy volume, and Vψ is the free volume of pharmacy.

The aftereffect model is as follows:

p = pge−At

A =
spg

(β−0.5)ωdv0

β = 0.5 + 4−k
2k

ag

v0

√
1+ 3−k

6 k

ag =
√

kpg
ρ1

where s is the area of the muzzle and v0 is the velocity of the projectile when it reaches the
muzzle. k is the specific heat ratio of gunpowder gas and pg is the pressure of the muzzle.

Then, we compiled these models using C language and the language rules that UDF
needs to follow, forming the UDF program. We use the UDF program to control the motion
of the projectile inside the tube, as well as the initial conditions of the muzzle during the
aftereffect period. The parameters corresponding to a conventional launch were obtained
through an interior ballistics model as the initial boundary conditions for the numerical
calculation of the muzzle jet, as shown in Table 2. The changes in pressure and velocity
at the bottom of the tube are shown in Figure 4a,b. And we inferred that the variations
in pressure in the muzzle over time were p = 24.4 ×e−24.668t MPa [22–24]. This enables
us to achieve numerical simulation of the development and evolution of shock waves
throughout the entire process of projectile motion.

Table 2. Results of calculation of internal ballistics.

Parameters Value

Working time/ms 68.5
Muzzle pressure/MPa 24.4

Velocity of the moving body/(m/s) 932.0

Figure 4. Velocity of the moving body under the effect of the muzzle pressure over time in the models
of interior ballistics and aftereffects.

To achieve control of the projectile’s motion throughout the entire process from its
initial motion to its flight away from the muzzle, it is necessary to solve the coupled solution
process of fluid control equations and rigid body dynamics equations. The motion law
of a projectile is determined by the aerodynamic load it receives, and the distribution
of the aerodynamic load can be determined by solving the flow field. Therefore, a rigid
body six-degree-of-freedom dynamic equation system is established, including the motion
equation of the rigid body’s center of mass and the motion equation system of the rigid
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body around the center of mass. The system of six-degree-of-freedom motion differential
equations for a rigid body can be expressed as:
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Among them, V is the flight speed of the projectile; θa is the velocity elevation angle
(also known as ballistic inclination angle); ψ2 is the velocity direction angle (also known
as the trajectory deviation angle); ωσ, ωï, and ωξ are the rotational angular velocity of
the projectile; ϕa is the high and low angle of the projectile axis (also known as the high
and low swing angle); ϕ2 is the direction angle of the projectile axis (also known as the
directional swing angle); γ is the roll angle; x, y, and z are the spatial co-ordinates of the
projectile (horizontal distance, trajectory height, and lateral deviation); Vx, Vy, and Vz are
the three components of the projectile’s flight speed (horizontal velocity, vertical velocity,
and lateral velocity); t is the flight time. Fx2, Fy2, and Fz2 are the three components of all
combined forces acting on the projectile in the ballistic co-ordinate system. Mσ, Mï, and
Mξ are the three components of all resultant moments acting on the projectile in the axis
co-ordinate system; m is the mass of the projectile; A is the equatorial moment of inertia;
C is the polar moment of inertia; δ2 is the directional attack angle; δ1 is the high and
low angle of attack, which is the angle between the first axis co-ordinate system and the
second axis co-ordinate system; kcx is the coefficient of conformity for resistance; kmz is the
coefficient of conformity for static torque.

The above model is a six-degree-of-freedom rigid body trajectory equation for projec-
tile motion, with a total of 15 variables and 15 equations. The equation system is closed
and can be solved using numerical calculation methods. When the structural parameters,
aerodynamic parameters, shooting conditions, meteorological conditions, and starting
conditions of the projectile are known, the motion law of the projectile and the trajectory
data at any time can be obtained by integration.

2.6. Dynamic Mesh Method

Dynamic meshing technology has been widely used to handle changes in the mesh
caused by the motion of a rigid body during calculations, as shown in Figure 5. Commonly
used dynamic grid algorithms include layering, smoothing, and local remeshing. Given
that we assume here that the body moves only in one direction, the layering method
can be used to simulate the motion of the rigid body. The dynamic layering method is
a very effective method in dealing with the deformation of stretched mesh, which can
handle changes in grid topology, add or remove nodes in the grid, and is very suitable
for situations with large motion amplitude. It determines whether to split or merge the
grid based on the height of the grid connected to the detection motion boundary and the
combined effect of the set splitting factor (Cs), collapse factor (Cl), and grid height reference
value (hi). The dynamic layering method includes a height-based dynamic layering method
and ratio-based dynamic layering method, both of which have the same principles for
grid splitting and merging but have differences in the height of the generated grid. The
application of the dynamic layering method is limited to three-dimensional hexahedral
meshes and two-dimensional quadrilateral meshes, and it requires high quality of meshes.
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Figure 5. Schematic diagram of the boundary conditions of the model of the muzzle jet.

It requires setting the segmentation and merging factors of the grid. The grid moves
forward along the X-axis after the moving body. A layer of the grid near the tail of the
moving body is elongated, with a side length of hs. Part of the grid that exceeds the
boundary of the computational domain is truncated, and its length near the boundary of
the computational domain is hc. Assuming that the ideal grid size is hi, the grid is divided
into two parts when the newly generated grid size satisfies h > (1 + Cs) hi. Moreover, when
the grid size satisfies h > Cshi, the grid merges into one. In this example, hi = 2.0 mm,
Cs = 0.4, and Cl = 0.2.

2.7. Grid Independence Verification

To verify the independence of the grid, we designed three sets of girds, namely
6.0 million, 11 million, and 14 million. They were, respectively, called Coarse grid, Fine
grid, and Dense grid. Regarding the variation in a monitoring point (2000, 1000, and 0)
mm in Case 4, Figure 6 demonstrates the results of numerical simulations of the different
grid models considered. In this article, the region where the moving body moves is set
as the moving region, while the other regions are the stationary region, meaning that the
mesh is not moving. In this article, the region where the moving body moves is set as the
moving region, while the other regions are the stationary region, meaning that the mesh
is not moving. The dynamic region in the text is relatively small, and most of it is still a
static region. For this reason, using the pressure change at a monitoring point as a grid
independence verification can also demonstrate that the calculation results in this article
are grid-independent. From the figure, it can be seen that the results of fine and dense grids
were very close, with an error of less than 1%. But there were significant differences in the
results obtained by the Coarse gird model. It can be concluded that, when using the Fine
grid model, the simulation results were independent of the size of the gird.

Figure 6. Pressure comparison of a monitoring point to verify grid independence.
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3. Experiments

3.1. Test Equipment and Plan

The launch device used here was a test platform for weapons launch with a large
caliber and a long barrel, as shown in Figure 7. The device had a diameter of 300 mm, a
thickness of the wall of 50 mm, and a total distance of 30 m traveled by the moving body.
A schematic diagram of the model is shown in Figure 8. The height between the ground
and the muzzle is 2.2 m. Vp means the velocity of the moving body and Vb means the
velocity of the balance body. The balance body is a part of the experimental apparatus and
an important component for achieving the function and performance of the test, but it is
not related to the model in this article. The front half of the tube is the running section
of the projectile, called the projectile tube. In the middle of the tube is the chamber, and
behind the chamber is the section of the balance body called the balance object tube.

 
Figure 7. Structure of the launch test device for large-diameter barrel weapons.

Figure 8. Schematic diagram of launch test device for a weapon with a large caliber and a long barrel.

The experimental plan considered here is shown in Figure 9. The test bench was the
main launch device that pushed the moving body out of the muzzle at a speed of 932.0 m/s.
The moving body flew forward after exiting the muzzle. Dynamic pressure sensors were
installed at key points on both sides of its flight trajectory to monitor changes in transient
pressure in the flow field. A piezoelectric dynamic pressure sensor was used to obtain the
transient pressure at characteristic points in the overpressure field. All pressure signals
were collected by using a DEWE2-A13 transient data recorder, produced by DEWETRON
Industrial Equipment Company in Graz, Austria, with a sampling frequency of 500 kHz.
We chose KISTLER-6215 and KISTLER-211B4 (Winterthur, Switzerland) pressure sensors
for experimental pressure testing. Among them, the maximum range of the KISTLER-
6215 sensor is 6000 bar, used to measure pressure changes in the tube and at the muzzle,
while KISTLER-211B4 sensor is 500 psi, used to measure pressure changes in the flow
field. And a Photon high-speed camera was used to capture images of the formation and
development of the overpressure field. During the experiment, the ignition system ignited
the gunpowder inside the chamber to produce high-temperature and high-pressure gas,
which drove forward the moving body at a high speed. The high-speed camera was also
used to capture the developmental posture of the muzzle jet and the movement-related
posture of the moving body as well as to calculate its speed. We simultaneously triggered
the pressure sensors to monitor the pressure at the characteristic points.
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Figure 9. Schematic diagram of test scheme.

3.2. Experiment Results

The high-speed camera recorded the dynamic characteristics of the launch device,
and obtained the development and structural characteristics of the supersonic muzzle jet.
Owing to the large amount of charge required to launch the body and its high kinetic energy,
the gunpowder burned negatively in the chamber and underwent secondary combustion
after being ejected from the muzzle. The resulting muzzle flame made it difficult to
determine the shape of the shock wave. As shown in Figure 10a, the moving body traveled
at a high speed inside the tube, pushing the air in front of it to form compression waves.
These compression waves continuously propagated toward the muzzle but did not spread
to it. Figure 10b,c show that the air in the front of the moving body was squeezed out of the
muzzle to form the initial jet. The sprayed gas rapidly expanded, resulting in a decrease in
pressure and an increase in velocity, and diffused into the environment. The wave front of
the initial jet was approximately spherical, with a weak impact force that was one order of
magnitude smaller than that of the subsequent gunpowder-induced gas jet. At this point, a
small amount of gas leaked from the gap between the moving body and the tube to form a
small area of the flame at the muzzle.

    
(a) t = 0 ms (b) t = 5.0 ms (c) t = 10.0 ms (d) t = 15.0 ms 

Figure 10. Development of the supersonic muzzle jet over time.

Figure 10d shows that, when the moving body left the tube, the high-temperature
and high-pressure gunpowder gas inside the tube was quickly sprayed out to chase and
surround the moving body. The flow field of the gunpowder gas had a spherical structure.
A large amount of gunpowder and gas was sprayed out of the muzzle, causing secondary
combustion and forming a large area of high-temperature turbulent combustion. As the
projectile moved, the muzzle jet could not surround it, and they gradually separated. A
unique shear layer was formed on the side of the moving body, starting at its head and then
extending outward from its side. Because the velocity of the gas ejected from the muzzle
exceeded that of the moving body, a clear shock wave was formed at its bottom.

Changes in the pressure at key points were also monitored during the test. Figure 11
compares the curves of pressure versus time between the test and the simulation at the
point (3000, 500, and 200 mm), and it is clear that they were consistent. Specifically, the
center point of the muzzle is defined as the origin. The X-axis represents the direction
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of projectile motion, with the Y-axis perpendicular to the X-axis pointing upwards and
the Z-axis perpendicular to the XY plane pointing sideways. Therefore, the method of
simulation used in this paper could accurately simulate the characteristics of the muzzle jet
of the models.

Figure 11. Comparison of the changes in pressure over time at a key point between the test and the simulation.

4. Results of Numerical Simulations

We analyze the evolution of the morphology of the shock wave in the gas jet and its
role in enhancing the mixing process in order to describe the strong unsteady characteristics
of 3D flow and mechanism of mixing of the gas jet with interference by the initial jet. The
muzzle jet with initial interference was complicated as it involved such phenomena as
collisions between shock waves, those between shock waves and vortices, and collisions
between vortices. This led to the development of reflected and focused shock waves. The
complexity of the structural features of the shock waves decreased significantly in three of
the simplified models considered here. We focus here on (1) the analysis and comparison on
the characteristics of the muzzle jet in the four models on the plane of symmetry, including
the mechanism of evolution of the morphology of the shock wave and changes in the
morphology of the vortex, (2) analysis and comparison of the 3D morphology of the shock
waves, (3) comparison of changes in pressure and velocity over time at the key feature
points, and (4) comparison of the parameters of motion of the body.

4.1. Structure of Flow Field

We used the physical model and the model of interior ballistics to determine that,
driven by the propellant gas in the tube, the moving body moved for 68.5 ms within the
tube before reaching the muzzle. Figure 12 shows the pressure of the initial interference jet
formed by compressed air in front of the moving body in the inner tube over time (from
63 ms to 68 ms). As shown in Figure 12a, the initial jet was about to form at 63 ms and
the velocity of the moving body was 913.6 m/s at this time. At 63 ms, the moving body is
moving inside the tube and the shock wave before it has reached the muzzle. At this point,
the initial flow field is about to form and the moving body is 6.5 m away from the muzzle,
with a velocity of 901.8 m/s. The pressure at which the shock wave before the projectile
reaches the muzzle is approximately 1.1 MPa. Figure 12b–e show that, as the moving body
continued to accelerate, the air in front of it was compressed out of the muzzle. The air
rapidly expanded, the pressure decreased, and the velocity of the body increased to form
the initial jet, including bow-induced shock waves (BS), Mach disks (MD), and bottle shock
waves (BoS) (shown in Figure 12f). The body had moved out of the muzzle by 68.5 ms, at
which point its velocity was 932 m/s.
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 (a) t = 63.0 ms (b) t = 64.0 ms (c) t = 65.0 ms (d) t = 66.0 ms (e) t = 67.0 ms (f) t = 68.0 ms 

Figure 12. Changes in the pressure of the initial jet over time.

Figure 13 shows the pressure (0.5 ms~10.0 ms) over time in Case 1 (the model with
interference by the initial jet) on the plane of symmetry. As shown in Figure 13a, the initial
jet had already influenced the area around the muzzle at t = 0.5 ms. High-temperature and
high-pressure gas was sprayed out of the muzzle with the movement of the body, expanded
rapidly with a reduction in pressure and an increase in velocity, and continuously diffused
toward the surrounding area. The coronal shock wave (CS) in front of the moving body
encountered the bottle-shaped shock wave (BoS) of the initial jet, leading to a shock–shock
collision that led to the disappearance of the CS of the moving body. The structure of the
BoS of the initial jet was also destroyed, and it was replaced by two reflected shock waves
(RS). The MD of the initial jet was compressed and deformed and led to the formation of
the spherical shock wave (SS) of the muzzle jet.

    
 (a) t = 0.5 ms (b) t = 1.0 ms (c) t = 2.0 ms 

 

   
 (d) t = 4.0 ms (e) t = 6.0 ms (f) t = 10.0 ms 

Figure 13. Changes in the pressure of the muzzle jet over time in Case 1.

As shown in Figure 13b, the body continued to move forward and the muzzle jet
continued to eject gas at t = 1.0 ms. The deformed CS in front of the moving body encoun-
tered the MD of the initial jet, causing a shock–shock collision. The MD of the initial jet
disappeared and the CS did not form. Instead, two RSs were generated, and the SS of
the muzzle jet was clearly visible. It was slightly deformed due to interference from the
initial jet. We also observed that a clear shock wave appeared at the bottom of the moving
body because the high-temperature and high-pressure gas jet expanded at a much higher
rate than the velocity of the moving body. It expanded more quickly under the influence
of the initial jet. The muzzle jet encountered the moving body such that this suppressed
its development and led to a reflection in the shock wave and a change in its direction of
propagation. The muzzle jet continuously sprayed out gas, and the forward-moving shock
wave collided with the reflected shock wave to suppress its development. The reflected
shock wave was thus stopped and formed a “horizontal” shock wave at the bottom of the
moving body.
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Figure 13c shows that the body continued to move forward while the muzzle jet
continued to spray gas. All shock waves except for the BoS of the initial jet had been
quelled by this time, and the BoS of the muzzle jet was formed. Due to the suppression of
the development of the SS in the muzzle jet by the surface of the outermost SS of the initial
jet, the BoS of the muzzle jet caught up with the SS to yield a shock–shock collision. This
led to the formation of multiple RSs that were sufficient to disrupt the shape of the SS and
distort the BoS.

Figure 13d shows that the structure of the shock wave of the muzzle jet gradually
became clear and the moving body was about to cross the area surrounding the initial
jet. A CS gradually formed in front of the moving body, and the BoS and MD gradually
became clear. The SS of the muzzle jet was still twisted and deformed due to the limitation
of the initial jet and the impact of the BoS. As is shown in Figure 13e, the moving body had
completely broken through the hood of the initial jet at t = 6.0 ms, but the initial jet still
had a slight impact on the muzzle jet. Although the development of the shock waves was
dependent on their history, they formed a complete muzzle jet including the CS, BoS, MD,
bottom shock waves of the moving body, and SS.

Figure 13f shows that the shadow of the initial jet was not visible at t = 10.0 ms, and the
entire area was filled with jets from the high-temperature and high-pressure gunpowder
gas. A complete muzzle jet was thus formed. Although there were some differences
between this state and that without interference from the initial jet, the influence of the
latter gradually disappeared.

Figure 14 shows changes in the pressure (0.5 ms~10.0 ms) in Case 2 (the model without
interference by the initial jet) on the plane of symmetry over time. Due to the absence
of interference by the initial jet, the structure of the muzzle jet was more regular than
that in Case 1. The body moved forward at a high speed to form a CS at the front. The
high-temperature and high-pressure gas was sprayed behind the moving body, rapidly
expanded at a speed above 1900 m/s, and chased and impacted the body to form shock
waves at its bottom and on both sides of it. The moving body gradually freed itself from
the impact of the muzzle jet and flew forward at a high speed. At this point, a complete
muzzle jet was formed containing a CS, BoS, MD, bottom shock waves of the moving body,
and an SS.

 
     

 (a) t = 0.5 ms (b) t = 1.0 ms (c) t = 2.0 ms (d) t = 4.0 ms (e) t = 10.0 ms 

Figure 14. Changes in the pressure of the muzzle jet over time in Case 2.

The above results show that the main difference between Cases 1 and 2 was that the
speed of expansion of the muzzle jet was lower in the latter case due to the absence of
interference by the initial jet, and the degree of enclosure of the moving body weakened to
cover only half of its length. The structure of the muzzle jet was clear and distinct, without
complex shock–shock collisions or the formation of an additional reflected shock wave. The
shape of the muzzle jet was smooth and followed a regular pattern over time. However,
under interference from the initial jet, there was no consistent pattern of development of
the shock wave in the first 4 ms. The structure of the muzzle jet followed a certain pattern
of development until the interference by the initial jet had been completely eliminated.

Figure 15 shows changes in the pressure (0.5 ms~10.0 ms) in Case 3 (the model
without the projectile but with interference by the initial jet) on the plane of symmetry. The
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development of the shock wave was similar to that in Case 1. Under interference by the
initial jet, the high-temperature and high-pressure gunpowder gas was sprayed out and
encountered the BoS of the initial jet for a shock–shock collision to form two reflected RSs.
Following this, the muzzle jet encountered the MD of the initial jet to form a local area of
high pressure and two RSs. The muzzle jet continued to develop, and a complete jet was
subsequently formed that contained a CS, BoS, MD, bottom shock waves of the moving
body, and an SS.

 
     

 (a) t = 1.0 ms (b) t = 2.0 ms (c) t = 4.0 ms (d) t = 6.0 ms (e) t = 10.0 ms 

Figure 15. Changes in the pressure of the muzzle jet over time in Case 3.

Figure 16 shows changes in pressure in Case 4 (the model without either the projectile
or interference by the initial jet) over time on the plane of symmetry. It clearly shows the
typical shock wave of the muzzle jet. High-temperature and high-pressure gas was sprayed
out of the nozzle, expanded rapidly to reduce the pressure and increase the velocity, and
diffused in a 3D symmetrical manner in the surroundings. The phenomenon of a complete
wave system consisting of shock waves, including SSs, RSs, and an MD with overlapping
discontinuities, has been widely observed.

 

     
 (a) t = 1.0 ms (b) t = 2.0 ms (c) t = 4.0 ms (d) t = 6.0 ms (e) t = 10.0 ms 

Figure 16. Changes in the pressure of the muzzle jet over time in Case 4.

4.2. Structure of the Vortex

The muzzle jet disturbed by the initial jet featured not only shock–shock collisions
but also shock–vortex and vortex–vortex interactions. To comprehensively analyze the
characteristics of flow in a muzzle jet with interference by the initial jet, we monitored
the temporal changes in the vortices as shown in Figure 17a, which shows that the vortex
of the initial jet still existed at t = 1.0 ms and was symmetrical. The vortex was located
in the low-pressure region, with the streamline pointing from the center to the outside,
while the spiral point was stable. As shown in Figure 17c, the strong shock wave of the
muzzle jet encountered the weak vortex of the initial jet at t = 2.0 ms and caused it to
disappear. A vortex behind the flow field was formed and gradually became clear, as
shown in Figure 17d,e.
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 (a) t = 0.5 ms (b) t = 1.0 ms (c) t = 2.0 ms (d) t = 4.0 ms (e) t = 10.0 ms 

Figure 17. Changes in the streamlines of the muzzle jet over time in Case 1.

The vortex in Case 2 was relatively simple and clear (as shown in Figure 18) and was
formed at around t = 2.0 ms. Due to the absence of interference from the initial jet, the
vortex persisted in the low-pressure area, with its streamline pointing from the center to the
outside and the spiral point being stable. Compared with Case 1, Case 3 lacked a coupling
of the moving body, while its impact on the collision between shock waves and vortices
was minor. We can conclude that the development and evolution of vortices in Case 3 were
similar to those in Case 1 (as shown in Figure 19).

 
   

 (a) t = 2.0 ms (b) t = 4.0 ms (c) t = 10.0 ms 

Figure 18. Changes in the streamlines of the muzzle jet over time in Case 2.

   
(a) t = 0.5 ms (b) t = 3.5 ms (c) t = 10.0 ms 

Figure 19. Changes in the streamlines of the muzzle jet over time in Case 3.

4.3. Structure of the Shock Wave

To fully capture the interference by the initial jet in the shock wave of the muzzle
jet, Figure 20 shows a schematic diagram of the shock wave in Case 1 at different times.
Figure 20a shows that the outermost spherical shock wave of the initial jet surrounded
the complex shock wave inside. The muzzle jet was ejected and encountered the shock
wave of the initial jet to yield strong shock–shock collisions, shock–vortex collisions, and
vortex–vortex collisions that hindered the expansion of the shock wave and formed an area
of local high pressure. As shown in Figure 20b, the shock wave of the muzzle jet, which
was disturbed by the initial jet, remained complex over time. The spherical shock wave of
the muzzle jet broke through the wave front of the spherical shock of the initial jet, and the
two wave fronts collided to arrest the expansion of the shock wave and form an area of
local high pressure. The bow shock in front of the moving body had already appeared at
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this time. Figure 20c shows that, as the muzzle jet developed at t = 8.0 ms, the influence of
the initial jet almost disappeared and the shock wave gradually became clear and simple.

   
(a) t = 20 ms (b) t = 4.0 ms (c) t = 8.0 ms 

Figure 20. Development of the shock wave in Case 1.

Figure 21 shows a schematic diagram of the structure of the shock wave at different
times in Case 2. The structure of the shock wave of the muzzle jet was clearer and simpler
than in Case 1. The bow shock bent on both sides around the shear layer of the jet in 3D
space, forming a spherical shock wave front that enveloped the other shock wave structures
inside. A flow field composed of cylindrical shock waves, MDs, and RSs was formed in a
highly under-expanded jet basin.

  
(a) t = 2.0 ms (b) t = 4.0 ms 

Figure 21. Development of the shock wave in Case 2.

4.4. Parameters of the Moving Body

Figures 22 and 23 show a comparison of the parameters of the moving body (such as
its resistance and lift) over time between Cases 1 and 2. The impact force and the velocity
of the moving body were different between the models. Because the initial jet had already
disturbed the area in front of the muzzle in Case 1, the pressure in this area was lower than
the ambient pressure. When the high-temperature and high-pressure gas was sprayed out,
it led to a higher ratio of a drop in pressure compared with the model without disturbance
from the initial jet. This accelerated the expansion of the gas. The high-speed gas impacted
the bottom of the moving body, causing it to be subject to a greater impact force (as shown
in Figure 22a). The velocity of the moving body was also slightly higher than that in Case
2 (as shown in Figure 22b), but this difference was not large enough to have a significant
impact on a moving body with an initial velocity of 1000 m/s or higher. We can infer that
the resistance experienced by the moving body was also higher than in Case 2 (as shown in
Figure 23a). The muzzle jet disturbed by the initial jet involved several shock–shock and
shock–vortex collisions that added to the complexity of the flow field. The high-pressure
and low-pressure regions alternated, resulting in an unstable lift on the moving body
compared with that in Case 2.
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Figure 22. Comparison of the impact force and velocity of the moving body.

Figure 23. Comparison of the resistance and lift of the moving body.

Table 3 shows errors in the parameters of the moving body in the two models
(Cases 1 and 2). When a large-caliber weapon and a projectile with a high kinetic en-
ergy were used, errors in the drag and lift of both models were about 2.5%, the error in the
thrust was about 9%, while the error in velocity was the smallest at 0.01%. These results
provide a reference for the analysis of numerical simulation for engineering applications.

Table 3. Errors in the parameters of motion of the body in Cases 1 and 2.

Parameters
Error

(Case 2–Case 1)/Case 1

Drag −2.055%

Lift −2.705%

P −8.938%

v −0.0074%

4.5. Pressure Comparison of Key Points

To better understand the pressure distribution in the muzzle jet when it was disturbed
by the initial jet, we monitored the changes in pressure over time at several key points.
Figure 24 is a schematic diagram of the distribution of pressure at these points and Table 4
shows their locations (with the muzzle as the center).

Figure 24. Distribution of feature points.
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Table 4. Positional parameters of the feature points.

Picture Title Points Location (mm, mm, mm)

(a) Point A (500, 200, 200)
(b) Point B (500, 500, 500)
(c) Point C (1000, 500, 500)
(d) Point D (2000, 0, 0)
(e) Point E (3000, 0, 0)
(f) Point F (4000, 0, 0)
(g) Point G (5000, 0, 0)
(h) Point H (6000, 0, 0)

Figure 25 shows a comparison of the changes in static pressure over time at various
monitoring points. We sought to determine whether the simplified models (Cases 2–4)
could attain the same accuracy as the original model (Case 1) for engineering applications.
It is clear from the figure that the changes in pressure in Cases 2 and 4 were the simplest
and clearest. That is, when the shock wave passed a given monitoring point, the pressure
at it increased and then decreased. Slightly more complex scenarios were encountered in
Cases 1 and 3 due to interference from the initial jet. The fluctuations in pressure at the
monitoring points near the muzzle were significant and similar. Figure 25a,c show that, due
to the proximity of the monitoring point to the muzzle, the latter was located in the region
of the expansion wave of the initial jet, and the pressure here was lower than the ambient
pressure. Therefore, the pressure of the muzzle jet at the initial moment in Cases 1 and 3
was lower than the ambient pressure (i.e., less than zero relative to the ambient pressure).
The monitoring points shown in Figure 25b were not disturbed by the initial jet, because of
which the initial pressure at this point in all four models was identical to the environmental
pressure. The two monitoring points in Figure 25d,e were located in the high-pressure zone
of the initial jet, because of which the pressure at these points was higher than the ambient
pressure. The three monitoring points shown in Figure 25f–h were located far from the
muzzle such that they were unaffected by the initial jet, and thus their initial pressure was
the ambient pressure. The changes in pressure at monitoring points near the muzzle in
Cases 1 and 3 were similar because they were severely affected by the initial jet and the
effect of coupling of the moving body was not strong. At several monitoring points far
from the muzzle, the changes in pressure in Cases 1 and 2 were similar, as the muzzle jet
had already separated from interference by the initial jet and was influenced only by its
coupling with the moving body.

Figure 25. Comparison of pressure at the monitoring points in the four cases.
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Figure 26 shows a comparison of the changes in the velocity of the moving body over
time at each monitoring point. It is clear that the velocity exhibited the same trend as the
static pressure over time at each monitoring point. At monitoring points near the muzzle,
the changes in velocity in Cases 1 and 3 over time were similar, as both cases involved the
initial jet and the effect of coupling of the moving body was not strong. Changes in velocity
in Cases 1 and 2 at several monitoring points far from the muzzle were similar because the
flow had already separated from interference by the initial jet and was influenced only by
the coupling between the muzzle jet and the moving body.

Figure 26. Comparison of velocity at the monitoring points in the four cases.

Taken together, our findings indicate that, under the working conditions considered
here—that is, a muzzle pressure of 25 MPa, an initial velocity of the moving body of
900–1000 m/s, a static pressure near the muzzle of approximately to 10–20 atm, and a
dynamic pressure of around 20 atm—the muzzle jet without interference from the initial jet
(Case 2) was a good choice as a simplified model of calculation beyond a distance of 5 m.
When considering a location close to the muzzle, the muzzle jet subjected to interference
by the initial jet but without a moving body (Case 3) is suitable as a simplified model
of calculation. This solves the problem of the difficulty of simulating the muzzle jet of a
large-caliber and long-barrel launcher.

5. Conclusions

In this study, we examined the characteristics of development of shock waves and
vortices in a muzzle jet in case of interference by the initial jet for a launch device with a
large diameter and a long barrel with a high kinetic energy of the muzzle. The conclusions
are as follows:

(1) The shock wave of the muzzle jet under interference by the initial jet was complex
and featured shock–shock collisions and shock–vortex collisions in the flow field
that suppressed the expansion of the muzzle jet and led to the formation of multiple
reflected shock waves and high-pressure zones. The strong shock wave of the muzzle
jet collided with the weak vortex of the initial jet, causing it to disappear and leading
to the formation of a stable vortex of the muzzle jet in the flow field. The muzzle jet
without interference by the initial jet had a clear and simple structure.

(2) Owing to the low energy of the initial jet—one order of magnitude lower than the energy
of the muzzle jet—the force of its impact on the high-speed moving body was relatively
small, while the impact on its lifting force was relatively large but could be ignored.
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(3) If the distance to the muzzle is not considered under the operating conditions con-
sidered here, the muzzle jet without the initial jet-induced interference can be used
as a simplified model for calculation beyond a distance of 5 m. When considering
a location close to the muzzle and ignoring the moving body, the muzzle jet under
interference by the initial jet can be used as a simplified model for calculation.
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