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Numerical 3D Model of a Novel Photoelectrolysis Tandem Cell with Solid Electrolyte for Green
Hydrogen Production
Reprinted from: Energies 2023, 16, 1953, doi:10.3390/en16041953 . . . . . . . . . . . . . . . . . . . 183

vi



About the Editor

Orazio Barbera

Dr. Barbera has been a permanent researcher at CNR-ITAE (National Research Council of Italy –

Institute for Advanced Energy Technologies) since 2009, graduated from “Politecnico di Milano” with

a degree in mechanical engineering, and received a PhD in “Materials for Environment and Energy”

from the University of Tor Vergata, Rome.

He focuses his research activity on technologies for generating and storing energy based on

fuel cells and batteries. In particular, he focuses on engineering methods for low-temperature

hydrogen/methanol fuel cells, metal–air batteries, and photoelectrochemical cells. He studied these

design methodologies in national as well as international projects and private partnership contracts.

Prototyping is the direct expression of this research activity, allowing technology to be

transferred from the lab scale to actual implementation; Dr. Barbera has designed numerous

prototypes of fuel cell stacks for stationary, marine, space, and portable applications, which have

been manufactured and tested. He also developed and tested lab-scale metal–air batteries as well as

prototypes for photoelectrochemical water splitting. All of this allowed for studying the behaviour of

the devices and validating the methodology, which has a general character. Moreover, the influence

of the design methodology on performance has been a further important aspect of the investigation.

Lately, he has focused on system integration in order to complete the research activity on device

design.

Teaching and dissemination activities are further important aspects of Dr. Barbera’s science

curriculum. He has held seminars on hydrogen economy and engineering applied to electrochemical

devices at universities, schools, and public institutions.

He is the author of numerous peer-reviewed scientific articles and book chapters, as well as the

editor of journal Special Issues and books.

vii





Preface

The Earth’s climate has changed throughout history; over the past 650,000 years, seven cycles of

glaciation have occurred. However, the current warming trend is particularly significant because

it is most likely the result of the use of fossil fuels since the mid-20th century. In this context,

near-zero-emissions systems based on fuel cells are a potential key factor in the green energy

transition.

This Special Issue contains ten papers ranging from the generation of green hydrogen to the

modeling of fuel-cell-based systems of different natures and for various applications. The breadth of

the topics covered is its greatest strength and offers the reader a comprehensive view of how complex

and exciting research’s efforts for an advanced but environmentally friendly society are.

I have to thank all of the experienced and highly qualified papers’ authors and my Assistant

Editor, Ms Angela Zang; she was a generous and professional person who guided me to making this

book come true.

Orazio Barbera

Editor
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Editorial

Fuel Cell-Based and Hybrid Power Generation Systems
Modelling

Orazio Barbera

Consiglio Nazionale delle Ricerche—Istituto di Tecnologie Avanzate per l’Energia “Nicola Giordano”,
Via Salita S. Lucia Sopra Contesse 5, 98126 Messina, Italy; orazio.barbera@itae.cnr.it

The World Economic Forum’s Global Risks Report 2022 identifies climate change as a
paramount threat to humanity. Global temperatures have risen by a concerning 1.2 ◦C since
pre-industrial times, and this alarming acceleration is projected to continue, with estimates
suggesting a further increase of 5 ◦C by the end of the century. The repercussions of climate
change are far-reaching, impacting sectors like agriculture, energy, economics, finance,
social dynamics, political landscapes, and public health [1], and achieving sustainable
and inclusive development hinges on effectively addressing environmental degradation,
necessitating a resolute political commitment from the international community. While this
commitment is widely acknowledged as essential, there remains a significant disparity in
the level of action taken by individual nations [2]. For 35 years, the scientific community
has been acutely aware of the threat posed by global warming, a direct consequence of
humanity’s escalating anthropogenic carbon dioxide emissions. This period has been
marked by sustained international efforts to mitigate this existential challenge. The Inter-
governmental Panel on Climate Change (IPCC) was established in 1988 and produced its
first science report in 1990. Two years later, the landmark Rio Earth Summit yielded the
Rio Declaration and Agenda 21, a comprehensive framework for achieving sustainable
development. This pivotal event coincided with the adoption of the “United Nations
Framework Convention on Climate Change” (UNFCCC), a critical forum for negotiating
global greenhouse gas (GHG) emission limitations. Building upon the UNFCCC, the first
international agreement to mandate GHG emission reductions, the Kyoto Protocol, was
adopted at COP3 (Conference of the Parties) in 1997. The fight against climate change
gained further traction with the birth of the Paris Agreement at COP21 in 2015. This
landmark accord garnered commitments from 196 nations to limit global temperature rise
to well below 2 ◦C above pre-industrial levels, with an aspirational goal of 1.5 ◦C. The
most recent COP26, held in Glasgow, witnessed significant development and numerous
countries pledging to achieve net-zero emissions. COP27 in Egypt further solidified these
commitments while establishing an innovative loss and damage fund to assist developing
nations disproportionately impacted by climate change [3]. COP28 in Dubai marked a
pivotal shift in climate action. The final agreement enshrined a move away from fossil
fuels, potentially representing a turning point. It also significantly bolstered renewables
and energy efficiency, with ambitious plans to expand their impact in the rest of this decade.
Notably, COP28 finalised the loss and damage fund for developing countries, and fostered
a greater sense of inclusivity in the discussion on solutions, including the return of nuclear
power to the climate debate [4].

The preceding statements underscore the paramount significance of the battle against
global warming in the context of international politics. It is a battle that can only be won
through the application of cutting-edge scientific research, towards the development of
advanced technologies for non-pollutant GHG-free power generation systems.

Pursuing a successful energy transition demands a multifaceted scientific strategy
anchored by two pillars: fundamental research, to elucidate underlying scientific principles,
and technological research, to develop practical solutions. The latter focuses on mitigating
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GHG emissions through two key strategies: (i) the adoption of alternative energy sources
and (ii) the use of hybrid and fuel cell-based power systems. Hybrid power systems can
be defined as energy systems that integrate multiple energy sources, for more efficient,
reliable, and cost-effective electricity generation, compared to single-source systems. By
capitalising on the complementary nature of various energy sources, hybrid systems offer
a sophisticated approach to maximising energy output and enhancing efficiency. This is
achieved, through the strategic integration of diverse generation technologies; allowing the
system to adapt to fluctuating environmental conditions and optimise energy production
based on the most readily available resource. Hybridisation tackles energy demands in
remote areas and existing facilities. Additionally, hybrid systems can incorporate energy
storage or conventional backup sources, like diesel generators, for further enhanced system
reliability. On the other hand, hybrid configuration implies a further system complication
due to the request for efficient and smart management of different power sources as a
function, in principle, of loads and costs. System sizing and optimisation are, generally, the
focus of research in hybrid power sources. Consequently, understanding the functioning of
hybrid energy systems is fundamental and studies cannot ignore their numerical modelling,
generally based on two main approaches: analytical modelling and simulation. The first
technique employs mathematical equations and established scientific principles to represent
the behaviour of each component within the system. While well-suited for simpler systems,
it can become intricate for larger systems with numerous components, making analysis
challenging. The second leverages computer software to create a virtual representation
of the system, and to simulate its behaviour. The model is over-time evolving, based
on pre-defined rules or relationships between variables. Offering versatility, it applies
to simple and complex systems. Popular software tools used for hybrid power system
modelling include HOMER (HOMER Energy LLC), MATLAB/Simulink (MathWorks), and
PSYCADE (OPAL-RT Technologies). The choice of modelling technique depends on several
factors, including the system’s complexity, the desired level of accuracy, and the available
resources. Numerical modelling including energy and exergy analysis of hybrid power
systems is also considered by scholars as well as cost modelling [5,6].

Feasibility studies for hybrid power systems provide a holistic view, encompassing the
electrical system, financials, and site-specific characteristics. They offer a scientific approach
to optimising new hybrid power systems, reconfiguring existing ones for efficiency, and
identifying new renewable assets. For example, the analysis of scenarios, which involves
implementing a hybrid power system composed of photovoltaic, wind, and battery energy
storage systems, is fundamental to determining the ideal proportion of energy supply
through an analysis of technical, financial, and social aspects [7]. Hybrid systems can
integrate heterogeneous technologies, as in [8], where anaerobic digestion, pyrolysis and
solar PV were integrated forming a plant which can produce energy and fuels such as
green hydrogen, refuse-derived fuels, bio-compressed natural gas and compost. The
study compared the financial feasibility of three scenarios—generating electricity and
fuels, generating electricity alone and generating fuels alone—by modelling their levels
of energy output and financial performance. Hybrid power systems can be conceived
without renewable energy sources and studied using energy, exergy, economic, and life
cycle environmental analyses. A biogas power generation and hydrogen generation system
can be integrated with a solar thermal energy storage unit, a SOFC-Micro Gas Turbine
unit, and a waste heat utilisation unit. In this case, higher efficiency could be achieved
concerning conventional power systems [9]. Another innovative configuration of a power
plant was modelled in [10] where, alkaline fuel cells, which generate a significant amount
of waste heat, were coupled with thermogalvanic cells for electric power generation by
harvesting the low-grade exhaust heat produced.

Hydrogen and battery technologies, which have a primary role in the energy transi-
tion, due to their ability to mitigate the fluctuation in energy production from renewable
sources and to be applied to stationary and automotive applications, are developed from
electrochemical and engineering points of view. The research activity on active materials is
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supported by technological research addressing the methodologies for devices (fuel cell
stack and battery) and power unit construction. The latter results from assembling the
device and ancillaries, for gas and temperature management, current and voltage manage-
ment, digital control units, and so on. Fuel cell (FC) technology offers a promising path
towards a clean and sustainable energy future. However, optimising their design, opera-
tion, and integration with other energy sources necessitates robust mathematical modelling
techniques. These models act as virtual representations of the complex electrochemical
and physical processes occurring within an FC system, enabling researchers and engineers
to calculate performance, and models can predict the FC system’s electrical output, ef-
ficiency, and response to varying operating conditions. This is crucial to design control
strategies that maximise efficiency and system stability, optimise the design by simulating
different design parameters within the model before building physical prototypes, and
reduce development time and cost while achieving desired performance characteristics.
Various mathematical modelling approaches are used for FC power systems; each with its
strengths and limitations: Empirical Models, which rely on experimental data to establish
relationships between input variables (e.g., temperature, pressure, fuel flow) and output
variables (e.g., voltage, current). They are simple to implement but may not be accurate
under conditions outside the range of the experimental data used for model creation.
Semi-empirical models, combining empirical relationships with fundamental physical
principles governing the electrochemical processes within the FC. They offer improved
accuracy compared to purely empirical models but may still require some experimental
data for parameter estimation. Physics-based models, representing the most complex
approach, account for the fundamental governing equations that describe mass transport,
heat transfer, and electrochemical reactions within the FC. They offer the highest level
of accuracy but require a deep understanding of the underlying physical and chemical
phenomena and significant computational resources. More detailed information can be
found in [11]. In this context, the industry and the scientific community need advanced FC
systems models that can replicate real-world operating conditions. In [12], a comprehensive
methodology to calibrate and validate multi-physics dynamic FC systems models was
developed to accurately describe the behaviour of the FC stack and components of the
“balance of plant”. The model was calibrated using experimental data from a Toyota Mirai
FC electric vehicle’s controller area network (CAN) bus system. An FC system for aircraft
application was modelled in [13] to evaluate the applicability of this technology to an
existing regional aircraft and assess its electrification. Specifically, a general mathematical
model was developed, involving multiple scales, ranging from individual cells to aircraft
scales. Then, different sizing approaches were used to compute the overall weight of the
hydrogen-based propulsion system, to optimise the system and minimise its weight. In [14],
a novel combined heat and power system, integrating solid oxide FC and organic Rankine
cycle, was studied by mathematical modelling to achieve the efficient and clean utilisation
of poultry litter. In [15], a model of a SOFC system with a recycling of the anode off-gas was
proposed to improve the system fuel utilisation under a low rate of stack fuel utilisation.

These systems/power units are often integrated into hybrid power systems formed
by heterogeneous power sources such as photovoltaic, wind, internal combustion engines,
batteries, turbines and others. In the following paragraphs, there will be illustrated some
examples from the scientific literature; focusing on hybrid power systems using fuel cells
and batteries.

In [16], fuel cells are combined with an internal combustion engine, utilising ammonia
decomposition as the primary fuel source. The system comprises an ammonia decomposi-
tion subsystem, a fuel cell, an internal combustion engine, a heat exchanger, and a power
electronic converter. A hybrid system combining solar-assisted reforming of methanol and
FC power generation was modelled in [17], where methanol is used as a coolant for the FC
subsystem to take away the waste heat, and reformed for hydrogen production with the
assistance of the solar energy subsystem. An artificial intelligence-based methodology was
employed for analysing and optimising a grid-tied solar photovoltaic-FC hybrid power
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system. Demonstrating how AI techniques can assist in decision-making, improving sys-
tem performance, achieving higher energy efficiency levels, and financial viability [18]. A
biomass-based power generation system which includes a system to produce syngas, a fuel
cell, a gas turbine, and an organic Rankine cycle was modelled in [19]. An optimisation of
a multisource hybrid photovoltaic/wind/diesel/FC system was performed in [20]. The
study also examines, and compares, the techno-economic viability of an off-grid hybrid
photovoltaic/wind/diesel/FC, photovoltaic/diesel/FC, and wind/diesel/FC systems.
Finally, in transportation applications, the optimal design of a renewable energy hybrid
power system (photovoltaic, FC, and battery) for a tugboat was presented in [21].

This Special Issue aims to illustrate the most research advances in modelling fuel
cell-based and hybrid power systems. It focuses on the mathematical modelling of FC and
hybrid systems, and shows different approaches, considering FC technology (PEFC, SOFC,
DMFC), system architecture, hybridisation level, application, and power management. It
consists of ten contributions spanning from modelling high- and low-temperature fuel cell-
based and hybrid power systems for stationary and automotive applications, to hydrogen
production modelling from reforming and photoelectrolysis. It furnishes a comprehensive
overview of the applicability of modelling techniques across diverse domains relevant to
low-GHG or GHG-free power systems (see list of contributions).

Hydrogen production from reforming and photoelectrochemical devices was the focus
of Contribution 1, which describes a design-for-optimization study, aimed at unifying
temperature distribution by novel arrangements of catalyst segments in the model of a
biogas reforming reactor, and Contribution 10, proposing a multi-physics-based numerical
model of a tandem photoelectrochemical cell, an innovative concept for solar-to-hydrogen
water conversion. A fuel cell/battery hybrid power system for a UAV was modelled in
Contribution 2, and SOFC systems were modelled in Contribution 3 and Contribution 4; in
particular, the first considered an anode-off recirculation subsystem, the second the pres-
ence of an additively manufactured, high-temperature, heat exchanger in an LNG-fuelled
SOFC system. Micro-combined heat and power cogeneration for residential applications
was the object of Contribution 5, wherein a hybrid PV/SOFC power system was mod-
elled. A numerical, dynamic model of a low-temperature FC stationary power system,
for supporting and adding flexibility to a renewable energy-sourced grid, was proposed
in Contribution 6. Low-temperature FC power systems of commercial hydrogen-fed ve-
hicles (Toyota Mirai I and II) were modelled and analysed in Contribution 7; the models’
validation was carried out using experimental data, acquired during use under road driv-
ing conditions. Contribution 8 presented a three-dimensional, steady-state, two-phase,
multi-component and non-isothermal DMFC model. The DMFC model was validated
against experimental measurements. Finally, a hybrid power system power train for appli-
cation in an autonomous marine vehicle (low-temperature FC/battery) was modelled and
investigated in Contribution 9.

Mathematical modelling plays a critical role in unlocking the full potential of new
power generation technologies. By continually refining and advancing these models,
researchers and engineers can design, optimise, and integrate FC-based and hybrid power
systems for a cleaner and more sustainable energy future, paving the way for wider
adoption of this promising technology.

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: Green hydrogen technology has recently gained in popularity due to the current economic
and ecological trends that aim to remove the fossil fuels share in the energy mix. Among various
alternatives, biogas reforming is an attractive choice for hydrogen production. To meet the authorities’
requirements, reforming biogas-enriched natural gas and sole biogas is tempting. Highly effective
process conditions of biogas reforming are yet to be designed. The current state of the art lacks proper
optimization of the process conditions. The optimization should aim to allow for maximization of the
process effectiveness and limitation of the phenomena having an adverse influence on the process
itself. One of the issues that should be addressed in optimization is the uniformity of temperature
inside a reactor. Here we show an optimization design study that aims to unify temperature
distribution by novel arrangements of catalysts segments in the model biogas reforming reactor.
The acquired numerical results confirm the possibility of the enhancement of reaction effectiveness,
coming from improving the thermal conditions. The used amount of catalytic material is remarkably
reduced as a side effect of the presented optimization. To ensure an unhindered perception of the
reaction improvement, the authors proposed a ratio of the hydrogen output and the amount of used
catalyst as a measure.

Keywords: numerical optimization; genetic algorithm; green hydrogen production; catalyst distribu-
tion; biogas reforming; artificial intelligence methods; fuel cells

1. Introduction

The hydrogen industry is currently at the beginning of an undeniable peak. The en-
ergy industry has started to pursue technology related to the production and consumption
of hydrogen, to meet the ecological regulations introduced by the governmental organi-
zations [1]. The trend gains its strength not only due to a pure interest in the fuel cells
technology itself but also because of a rapidly growing necessity of energy storage. The
demand for energy storage comes from its periodic oversupply from renewable sources [2].
The leading technologies used for production of hydrogen are hydrocarbons reforming
and water electrolysis [3,4]. Water electrolysis from renewables would be the first choice,
considering the ecological aspect. However, the technology is still under development
and requires further research before its use would be economically encouraged [5]. The
present state of the art makes the use of the water electrolysis justified only in applications
implementing renewable energy sources, in which no other possibility of the surplus
energy consumption is available [6]. Therefore, the majority of the hydrogen produced
worldwide comes from the reforming of hydrocarbons [7]. The reforming sovereignty was
established due to a relatively low cost of hydrogen production and the reaction placing
second, considering the lowest environmental impact [8]. Production of hydrogen on
the way of the reforming reaction is assured in the nearest future due to a lack of better
alternatives. Furthermore, the size of the natural gas establishment induces no possibility
of its immediate shutdown [9,10]. Even though the governmental regulations call for a
termination of fossil fuel exploitation, it is impossible to achieve instantly. Thus, natural
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gas production is inevitable in the nearest future. Although, emissions coming from the
energy production using natural gas may be heavily limited, if the natural gas would be
converted into hydrogen, on the way of the steam reforming reaction. Considering the
current economic sentiments, the reform of hydrocarbons remains the most feasible way
of hydrogen production. To decrease the conversion process’ environmental impact, a
carbon-capture system can be introduced [11,12]. Furthermore, reform of biogas-enriched
natural gas may be a reasonable solution for even better addressing of the ecological issue
of the process [13], as biogas is qualified as a renewable energy source [14]. However,
biogas production may often require additional energy input, limiting its feasibility. An
interesting take on the clean biomass transformation is presented by Gonclaves et al. [15].
Processing of sole biogas, and its integration with a carbon capture system would reduce
the reforming’s environmental impact to a minimum [16]. Based on the presented litera-
ture review, scientific efforts on the development of the reforming process can not yet be
forfeited. Despite its almost century-old history, the reforming technology remains flawed.
Carbon deposition and degradation of the catalytic material, due to the thermal stress
induced by temperature gradients, are the most remarkable issues [17,18]. Proper mainte-
nance of the thermal conditions during the reaction has been already proven to alleviate
the catalyst degradation [19]. Moreover, proper moderation of the temperature field inside
the reactor has been reported to increase the overall process’ efficiency [20]. Our team has
developed an original strategy to address the issue of temperature gradients occurring
in the reactor [21]. The presented article proposes an application of the macro-patterning
concept. The concept predicts the division of the reactor’s volume into separate segments,
and their further filling with alternating catalytic and non-catalytic materials [21]. The main
goal of macro-pattering is to allow for the moderation of the thermal conditions inside the
reforming reactor. The strategy is combined with an evolutionary optimization to find the
most optimal design of the catalytic insert for the reforming of biogas. The application of
macro-patterning is predicted to improve the thermal conditions during the process. The
conditions improvement would result in enhancement of the reaction thermodynamics,
effecting in reduction of the carbon deposition and premature catalyst degradation [19,22].
The model biogas being the subject of this analysis is assumed to consist only of CH4
and CO2. The influence of other biogas components is out of the scope of the presented
research [23]. The analysis prepared for the needs of the presented research included:

• Preparation of the numerical simulation considering reforming of model biogas
• Application of the macro-patterning concept for the reactor’s geometry
• Combining the prepared numerical model with a genetic algorithm to find the most

optimal catalyst insert design

2. Mathematical Model

2.1. Chemical Reactions

The presented research included formulation of an adequate mathematical model. The
analysis of the biogas reforming process can be considered as a quasi three-dimensional,
due to the reactor’s geometry and its axial symmetry. Thanks to the axial symmetry, the
computational domains may be simplified to two-dimensions, when proper conditions are
constituted within the model (Section 3.1) [24]. The geometry implemented into the model
of biogas reforming process is presented in Figure 1.

Figure 1. Domain defined for a biogas reforming reactor.
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Due to the process character, two main chemical reactions are implemented in the
mathematical model [25,26]. According to the previously conducted research, inclusion
of the methane-steam reforming (MSR) (Equation (1)), dry reforming (DRY) (Equation (2)
and water–gas-shift reaction (WGS) (Equation (3)) is sufficient for acquiring relevant
results [27,28]. The reactions are described using the following equations:

CH4 + H2O → 3H2 + CO, ΔHMSR = 206.1
kJ

mol
, (1)

CH4 + CO2 � 2H2 + 2CO, ΔHDRY = 247
kJ

mol
, (2)

CO + H2O � H2 + CO2, ΔHWGS = −41.15
kJ

mol
. (3)

The enthalpy change ΔH are taken from literature [21,29]. To allow the inclusion of
the reactions into the model, knowledge of their rates is essential. According to the research
conducted by Brus et al. [30], the effective rate of MSR and DRY reactions can be expressed
with a common equation:

Reff = ẇcat AMSR exp
(
− Ea

RT

)
pα

CH4

(
pH2O + pCO2

)β. (4)

The individual reaction rates for the MSR and DRY reactions can be distinguished
as follows:

RMSR = Reff
pH2O

pCO2 + pH2O
, (5)

RDRY = Reff
pCO2

pCO2 + pH2O
. (6)

The WGS reaction has a more unpredictable nature. Thus, preparation of a formula,
returning proper values regardless of the process conditions, is not plausible. However,
according to Ahmed and Föger, the WGS reaction can be assumed to maintain equilibrium
under specific conditions [31]. The correctness of the described approach is confirmed
by other research [32–34]. The boundary conditions applied in the presented research,
described in Section 3.1, are designed to satisfy the equilibrium assumption. Therefore, the
WGS rate is calculated using the following procedure:

KWGS =
k+WGS
k−WGS

=
pCO2 pH2

pCO pH2O
= exp

(
−ΔG0

WGS

RT

)
. (7)

Combining of the Equations (4) and (7) allows for formulation of the WGS reaction
rate equation, as follows:

RWGS = k+WGS pCO pH2O + k−WGS pH2 pCO2 . (8)

The values of partial pressures, included in the Equations (4)–(8), are derived from an
analysis of the reactions’ stoichometry [30].

2.2. Heat and Mass Transfer

The prepared mathematical model has the fundamental transport equations incorpo-
rated. Considering the defined computational domain, the equations are formulated for a
two-dimensional case. Therefore, the model’s equations are calculated for the longitudinal
and radial directions only. The fluids taking part in the reaction are considered Newto-
nian and incompressible. Thus, the continuity equation (Equation (9)) takes the following
form [35]:

∂(ρ0Ux)

∂x
+

1
r

∂(rρ0Ur)

∂r
= 0. (9)
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The materials serving as the catalytic insert are porous. Therefore, the terms of the
momentum conservation equation have to contain parameters depending on the structure
morphology [36]. A separate equation for each dimension is formulated (Equations (10)
and (11)):

ρ0

ε2
0

(
Ux

∂Ux

∂x
+ Ur

∂Ux

∂r

)
=

− ∂P
∂x

+
μ

ε0

[
∂2Ux

∂x2 +
1
r

∂

∂r

(
r

∂Ux

∂r

)]
− μ

Kp
Ux − ρ0cine√

Kp
Ux

√
U2

x + U2
r ,

(10)

ρ0

ε2
0

(
Ux

∂Ur

∂x
+ Ur

∂Ur

∂r

)
=

− ∂P
∂r

+
μ

ε0

[
∂2Ur

∂x2 +
1
r

∂

∂r

(
r

∂Ur

∂r

)
− Ur

r2

]
− μ

Kp
Ur − ρ0cine√

Kp
Ur

√
U2

x + U2
r ,

(11)

The use of metallic foams implies a necessity of application of a relevant model, allow-
ing us to calculate the effective thermal conductivity coefficient of the material λeff [37,38].
Knowledge of a proper λeff value is vital for the calculation of the energy conservation
equation (Equation (12)) [36]. An adequate model is prepared, described in detail within
our previous article [39].

ρ0Cp

(
Ux

∂Tloc
∂x

+ Ur
∂Tloc

∂r

)
=

∂

∂x

(
λeff

∂Tloc
∂x

)
+

1
r

∂

∂r

(
rλeff

∂Tloc
∂r

)
+ Qs,

(12)

where the heat sources/sinks Qs depend on enthalpy changes ΔH and rates of the MSR,
DRY and WGS [25,30], and are defined using following equations:

QMSR = −ΔHMSRRMSR, (13)

QDRY = −ΔHDRYRDRY, (14)

QWGS = −ΔHWGSRWGS. (15)

The species conservation is calculated using molar fractions of species taking part in
the reaction (Equation (16)). The formulated equation was derived from the Fick’s law of
diffusion [40]:

ρ0

(
Ux

∂Yj

∂x
+ Ur

∂Yj

∂r

)
=

∂

∂x

(
ρ0Dj,eff

∂Yj

∂x

)
+

1
r

∂

∂r

(
rρ0Dj,eff

∂Yj

∂r

)
+ Sj.

(16)

The mass sources and sinks Sj depend on the MSR, DRY and WGS rates and molar
masses of the species taking part in the reaction [41,42]. The exact equations defining the
values of Sj are described in the Table 1.
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Table 1. Mass generation.

Species Mass Generation MSR Mass Generation WGS Mass Generation DRY Summarized Generation

H2 3RMSR MH2 RWGS MH2 2RDRY MH2

3RMSR MH2

+ RWGS MH2 + 2RDRY MH2

CO RMSR MCO −RWGS MCO 2RDRY MCO
RMSR MCO

− RWGS MCO + 2RDRY MCO

CO2 0 RWGS MCO2 −RDRY MCO2

RWGS MCO2−2RDRY MH2

CH4 −RMSR MCH4 0 −RDRY MH2

−RMSR MCH4−RDRY MH2

H2O −RMSR MH2O −RWGS MH2O 0 −RMSR MH2O
−RWGS MH2O

3. Numerical Model

Proceeding with computations of the prepared mathematical model, requires its im-
plementation within a relevant numerical procedure. To allow doing so, a discretization
of the computational domain is necessary. The governing equations are applied into the
numerical model using the Finite Volume Method [24,43]. The generalized transport equa-
tion, representing the partial differential Equations (9)–(12) and (16), takes the following
form [24,44]:

Ψx
∂φ

∂x
+ Ψr

∂φ

∂r
=

∂

∂x

(
Γ

∂φ

∂x

)
+

1
r

∂

∂r

(
rΓ

∂φ

∂r

)
+ S. (17)

The source terms S in Equation (17) are gathered in the Table 2. The values presented in
the Table 2 are relevant for segments filled with the catalytic material. When a non-catalytic
segment is considered, the source terms values are set to 0. The chemical reactions are
assumed to be suppressed, just after the gases mixture enters the non-catalytic region of the
reformer [21]. To acquire the discrete transport equation (Equation (18)), integration of the
Equation (17) is conducted. After the application of simple, mathematical transformations,
the discrete transport equation is expressed as follows:

[(Ψxφ)e − (Ψxφ)w]rmΔr + [(rΨrφ)n − (rΨrφ)s]Δx =(
Γe

φE − φP

δx
− Γw

φP − φW

δx

)
rmΔr

+

(
rΓn

φN − φP

δr
− rΓs

φP − φS

δr

)
Δx + SrmΔrΔx,

(18)

aPφP = aEφE + aWφW + aNφN + aSφS + b, (19)

aP = aE + aW + aN + aS, (20)

b = SrmΔrΔx. (21)

The coefficients aj represent the fluxes crossing the faces of the control volumes.
The fluxes are calculated using the Power Law scheme [24]. The subscripts N, E, S, W
correspond to the compass directions, and represent the faces above, right, below and left
to the currently analyzed node.

The SIMPLE algorithm is implemented into the numerical model, for calculation of
the pressure corrections. The use of the SIMPLE algorithm is necessary to calculate fluid
velocity in the specific regions of the reactor [24,45]. The systems of equations created
during the discretization processes are further applied to the numerical procedure, and
solved using the Gauss-Seidl iterative method [46].
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Table 2. Source terms in Equation (17).

Equation S

(10) − ∂P
∂x

− μ

Kp
Ux − ρ0cine√

Kp
Ux

√
U2

x + U2
r

(11) − ∂P
∂r

− μ

Kp
Ur − ρ0cine√

Kp
Ur

√
U2

x + U2
r − μUr

εr2

(12) Qs
(16) Sj

3.1. Boundary Conditions

The presented numerical procedure is considered a quasi three-dimensional case.
Thanks to the axial symmetry of the reactor, the computational domain is reduced to
two dimensions [47]. The symmetry boundary conditions are applied at the axis of the
reactor, simultaneously allowing for an acceleration of the computations. Afterward,
thirty separate segments are designated. The segments divide the reactor into separate
zones in the longitudinal direction. Each of the segments has th exact same dimensions
and is predicted to be filled with a catalytic nickel/yttria-stabilized-zirconia (Ni/YSZ)
composite or with a stainless steel metallic foam serving as a non-catalytic segment. The
presence of the metallic foam segments serves to reheat the gases mixture before entering
the subsequent catalytic segment. Therefore, the gases are carrying more energy, allowing
for an intensification of the reforming process inside the proceeding catalytic region of the
reactor. The prepared numerical procedure requires the definition of x adequate values
of the thermal conductivity coefficients λ for the two materials. Considering the process
temperature taking values between 800 and 900 K, the λ value for the Ni/YSZ is set at
22 W m−1 K−1 [48] and for the metallic foam at 30 W m−1 K−1 [49]. The reactors length
L is equal to 0.3 m and the inlet velocity uin is set at 0.15 m s−1. The reactor’s wall is
assumed to be made of stainless steel and to have a thickness of 2 × 10−3 m. The non-slip
and Neumann boundary condition, with the heat flux equal to 0, are set at the reactor’s
wall. The feedstock entering the reactor is considered to acquire the reactor’s temperature
immediately. The properties of specimens being the subject of the analysis are taken
from the literature [50]. The numerical grid’s dimensions are set at 150 elements in the
longitudinal direction, and 25 elements in the radial direction. A sensitivity analysis of the
grid resolution and model’s falsification procedures are described in detail in our previous
work [21]. All of the described boundary conditions are summarized in Figure 2.

Figure 2. The boundary conditions applied in the analysis of biogas reformer.

4. Optimization Procedure

The optimization conducted in the presented analysis predicts the finding of the most
optimal alignment of the catalytic and non-catalytic materials. The pursued optimal alignment
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has to lead to a unified distribution of temperature field without any significant losses in
the produced hydrogen yield. The defined optimization problem is an arduous task due to
the amount of possible segments configurations. Each segment can be distinguished as a
catalytic or non-catalytic. Moreover, every single segment may vary in the values of porosity
ε and average pore size dp. The large variety of possible solutions induces the presence
of numerous local extrema. Due to the problem characteristics, the genetic algorithm (GA)
is chosen as the optimization technique. The genetic algorithm is a mature optimization
concept, with a stochastic nature [51]. The GA is reported to return satisfying results for
optimizations regarding adversely conditioned search spaces [52–54]. The genetic algorithm
is successfully applied in researches considering the optimization of the steam reforming
reaction [39,55,56]. Due to the algorithm having its roots in the process of natural selection,
vocabulary originating from genetics is introduced to the nomenclature. A single solution
is referred to as a specimen. Each specimen consists of segments, going by the name of
chromosomes. A single segment has an individual set of parameters, called genes. In the
case of the presented research, genes represent if a single segment has catalytic properties and
its values of ε and dp. A single iteration of the genetic algorithm includes the calculation of
the reforming simulation for a set of specimens. The set is referred to as a population [57].
A numerical procedure is prepared for the needs of the presented research. The procedure
starts with the preparation of the initial population. The chromosomes for the first set of
solutions are initialized randomly. The algorithm is coupled with an in-house solver of the
reforming process [39]. After randomization of the initial parameters, their values are loaded
into instances of the reforming simulation. Afterward, the computation is commenced and
proceeds until the convergence criteria for each specimen are met. The numerical procedure
is assumed to converge after differences in values of the heat sources, acquired for two
subsequent iterations, are lower than 10−5. The sufficiency of the given threshold is proven
in our previous research [21,39]. After converging each specimen, evaluation of the results is
performed, based on user-defined fitness functions [51]. The higher the overall fitness f of a
specific reactor, the higher are its chances to pass its chromosomes to the proceeding population.
Each subsequent population is prepared using the crossover procedure. First, a set of parent
specimens is chosen, basing on the roulette rule [39,51]. Afterward, the algorithm randomly
selects a pair of reactors from the parents’ set and translates their chromosomes’ values into a
single binary string. Then, the strings are split at the randomly selected crossover point, and
their corresponding parts are interchanged. The operation results in the creation of a pair of
specimens, inheriting the chromosomes from two different parents. The crossover procedure
is repeated until a population of the same size is created. After each crossover, a mutation
procedure is performed [58]. The procedure predicts flipping of a single bit in the binary string,
occurring with a probability specified by the user. The mutation is introduced to prevent the
GA from finding a local extremum instead of the global one. Another benefit of the mutation
is the possibility of introducing new genes, which acquiring would be impossible in the way
of the sole crossover. After having the new population defined, the GA calls the reforming
simulation over the created specimens and its procedure is repeated. The presented analysis
predicted thirty subsequent iterations of the genetic algorithm. Each population is constrained
to include thirty specimens. The number of reactors in a single generation was reduced
to be only thirty, due to an enormous computation cost of the numerical simulation of the
reforming process [39]. The goal of the presented optimization procedure is to define catalyst
distribution, allowing for unification of the temperature field with simultaneous maintenance
of the methane conversion, at levels similar to the conventional reforming reactors. To define
the robustness of the acquired optimization results, two different fitness functions are defined.
The first function analyzes the amount of methane converted during the process. The amount
of methane processed during the reaction is calculated basing on the methane (CH4) fraction
at the inlet and the outlet of the reformer, according to the following formula:

fCH4 =
f racCH4in − f racCH4out

f racCH4in
, (22)
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where f racCH4in and f racCH4out stand for the methane fraction at the inlet and the outlet of
the reactor, respectively. The second function considers minimization of the temperature
gradients occurring inside the reformer. The algorithm analyzes the local temperature
differences for each of the created control volumes (Section 3). The procedure iterates
over each of the nodes and computes values of the temperature T differences between the
analyzed node P and its neighbors: N, E, S, W. When all the differences are calculated, the
highest difference is set as ΔTloci,j

of an analyzed control volume, where i and j represent
the column and row number of the numerical grid (Equation (23)).

ΔTloci,j
= max

{
|TPi,j − TNi,j |, |TPi,j − TEi,j |, |TPi,j − TSi,j |, |TPi,j − TWi,j |

}
. (23)

After having calculated ΔTloci,j
values for each of the control volumes, the highest

found is set as the temperature difference representing the whole reactor ΔT, according to
the following formula:

ΔT = max
{

Tloc1,1 , Tloc1,2 , . . . , Tloci,j

}
. (24)

The overall temperature fitness fT is calculated using the following equation:

fT = 1 − ΔT
ΔTmax

, (25)

where ΔTmax represents the maximal temperature difference, occurring in the reactor with
continuous and homogeneous catalyst. The ΔTmax for the needs of the presented research is
set at 25 K. After having computed the fCH4 and fT values, the overall fitness f is calculated
using Equation (26)

f = ω1 · fCH4 + ω2 · fT , (26)

where ω1 and ω2 represent the weights. The weights values are 0.6 for ω1 and 0.4 for ω2.
The summarized procedure of the genetic algorithm is presented as a block schema in
Figure 3.

Figure 3. The block schema of the genetic algorithm procedure.
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5. Numerical Results

The presented analysis included computation of the genetic algorithm procedure, for
three different compositions of the inlet gas. The compositions are described in detail in
Table 3. The different ratios of chemical specimens are defined in the numerical code by
setting corresponding values of steam-to-carbon (SC) and carbon-to-carbon (CC) ratios [23].
The reference cases (Figure 4a–c) are reactors with homogenous and continuous catalytic
material. The porosity of the catalytic material is set at 50% for each of the reference
cases. The temperature field for the cases has a noticeable decrease in the temperature
values at the inlet of the reactor (Figure 4a–c). The decrease occurs due to the reaction’s
activation. The temperature distribution becomes more uniform, closing to the end of
the reactor. The unification is induced by the reaction progress. As there is less methane
for conversion left, the reaction decreases in its intensity, consuming lower amounts of
energy locally. The main goal of the carried optimization, is to unify the temperature
field in the whole reactor, simultaneously preventing significant reduction of the methane
conversion rate. The comparison of the temperature fields for subsequent generations in
presented in Figures 5–7. To provide insight into the whole GA progress, the temperature
fields of example reactors for different biogas compositions, from the initial generation are
presented in Figures 5a1, 6b1 and 7c1. A single reactor is chosen for each composition. The
optimization process is carried out for thirty subsequent generations. Temperature fields for
the most optimal solutions acquired for the 30th, 30th and 30th generations are presented
in Figure 5a2–a4 (composition (1)), Figure 6b2–b4 (composition (2)) and Figure 7c2–c4
(composition (3)). The information on fitness values is presented in Table 4. According
to the data presented in Figure 5–7 and in Table 4, the algorithm manages to enhance the
thermodynamic conditions inside the reformer. A visible improvement is reported for
each of the inlet gas compositions. Detailed analysis of Table 4 gives information that
methane conversion is decreased for each biogas compositions, when comparing with the
reference cases. The methane conversion’s decrease is directly caused by the reduction of
the amount of the catalyst used for the most optimal solutions found (Table 5). The exact
values of chemical specimens conversion are presented in Table 6. Considering the scale of
the catalyst use limitation, forces to analyze the results from a different perspective. The
use of the catalyst is reduced by circa 90% for each case, while the methane conversion fell
only by circa 40%. A green hydrogen productivity ζ is introduced for a better insight on the
increase of the effectiveness of the biogas reforming. The ζ parameter is an exact ratio of the
hydrogen output and amount of the used catalyst ι for a specific reactor (Equation (27)).

ζ =
H2output

ι
(27)

The observed phenomenon clearly indicates improvement of the overall process
effectiveness (green hydrogen productivity). Simultaneously confirming observations
reported by Ricca et al. and Settar et al. [59,60]. Therefore, the presented results prove
the macro-patterning concept, to be a valid strategy for an optimization of the biogas
steam reforming. The acquired results indicate the necessity of defining of the minimal
catalyst amount in the algorithm to prevent the limitation of the catalyst use of the reported
magnitude. The methane conversion could be maintained by changing of the reactor
dimensions [21]. However, an additional optimization procedure for defining the optimal
radius and length of the reactor would be necessary.
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Figure 4. The temperature distribution for different biogas compositions (uniform catalyst
distribution—reference case): (a) composition (1), (b) composition (2), (c) composition (3).

Table 3. Variants of the inlet gas compositions.

No. CH4 CO2 H2O SC CC

(1) 23% 30% 46% 2.0 1.3
(2) 20% 40% 40% 2.0 2.0
(3) 18% 50% 32% 2.0 2.9

Figure 5. The temperature distribution for biogas composition (1): (a) initial, composition (1), (b) 10th gen., (c) 20th gen., (d)
30th gen.

Figure 6. The temperature distribution for biogas composition (2): (a) initial, (b) 10th gen., (c) 20th gen., (d) 30th gen.

16



Energies 2021, 14, 5558

Figure 7. The temperature distribution for biogas composition (3): (a) initial, (b) 10th gen., (c) 20th gen., (d) (3) 30th gen.

Table 4. Fitness values and conversion acquired for the most optimal specimens in the subsequent
generations and for the reference cases.

Gen.
Composition (1) Composition (2) Composition (3)

fT fCH4
f fT fCH4

f fT fCH4
f

REF 0.06 0.84 0.53 0.07 0.86 0.54 0.10 0.88 0.56
INIT 0.01 0.66 0.40 0.01 0.72 0.43 0.02 0.62 0.38
10th 0.17 0.57 0.41 0.04 0.61 0.38 0.29 0.52 0.42
20th 0.33 0.55 0.46 0.43 0.61 0.54 0.44 0.49 0.47
30th 0.61 0.43 0.51 0.67 0.50 0.57 0.64 0.52 0.58

Table 5. The amount of catalyst used in comparison with the reference cases.

Gen.
Composition (1) Composition (2) Composition (3)

ι ζ ι ζ ι ζ

REF 100% 0.40 100% 0.38 100% 0.29
30th 17% 0.94 10% 1.8 6% 2.17

ζ—green hydrogen productivity (-); ι—amount of the catalyst used.

Table 6. Conversion of methane and carbon dioxide.

Gen.
Composition (1) Composition (2) Composition (3)

CH4 CO2 CH4 CO2 CH4 CO2

REF 84% 19% 86% 21% 88% 23%
30th 43% 2% 50% 4% 52% 8%

ζ—green hydrogen productivity (-); ι—amount of the catalyst used.

6. Conslusions

The presented paper focuses on the optimization of the temperature distribution
inside a biogas reforming reactor. The research pursues optimal distribution of the catalytic
material to ensure enhancement of the reaction effectiveness. The optimization procedure
succeeds in modification the reactors’ design for the creation of a more unified thermal field.
The reported results indicate a decrease in the hydrogen yield. However, the amount of the
catalytic material used for the most optimal cases was reduced by: 83% for composition
(1), 90% for composition (2) and 94% for composition (3). Considering the ratio of the
hydrogen yield and the reduction of the used catalyst amount, the research confirms the
improvement of the thermodynamic conditions inside the reactor, to be a valid strategy for
increasing the biogas reforming effectiveness. The capabilities of the presented optimization
strategy are most visible in the case of the composition (3). The optimization carried out
for the composition (3) not only leads to an improvement in the thermal conditions but
also manages to maintain conversion rate at a similar level as for the initial population.
Following the presented results, the optimization procedure requires improvement before
future calculations. For acquiring results of a higher quality, a sensitivity analysis of
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the evaluation procedure has to be conducted. The reaction effectiveness is ranked by
evaluation of the biogas conversion rate. Hydrogen output at the end of the process should
be considered instead of the methane fraction. The influence of magnitudes of the ω1 and ω2
values has to be investigated. Currently, the calculation of a thirty-generation algorithm run
takes about 500 h. Therefore, the robustness of the numerical procedure has to be improved
before the conduction of the sensitivity analysis. During the optimization, the overall
amount of the catalyst used in the reactors is reduced significantly. A constrain defining
a minimal amount of the catalyst used should be added to the algorithm’s procedure to
allow the unification of the temperature distribution, preventing losses in the amount of
hydrogen produced.
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Abstract: The issues of mathematical and numerical simulation of an electrical complex of a power
plant based on hydrogen fuel cells with a voltage step-down converter were considered. The work
was aimed at developing a mathematical model that would provide for determining the most loaded
operation mode of the complex components. The existing mathematical models do not consider
the effect of such processes as the charge and discharge of the battery backup power supply on the
power plant components. They often do not consider the nonlinearity of the fuel cell output voltage.
This paper offers a mathematical model of an electrical complex based on the circuit analysis. The
model combines a well-known physical model of a fuel cell based on a potential difference and a
model of a step-down converter with a battery backup power supply developed by the authors. A
method of configuring a fuel cell model based on the experimental current–voltage characteristic
by the least-squares method has been proposed. The developed model provides for determining
currents and voltages in all components of the power plant both in the nominal operating mode
and in the mode of limiting the power consumed from the fuel cell when the battery backup power
supply is being charged. The correctness of the calculated ratios and the mathematical model has
been confirmed experimentally. Using the proposed model, a 1300 W power plant with a specific
power of 529.3 W·h/kg was developed and tested.

Keywords: mathematical model; calculation method; step-down; converter; fuel cell; UAV; power unit

1. Introduction

There are a vast number of solutions for implementing an electrical part of an un-
manned aerial vehicle (UAV). The simplest topology is to directly connect the load to the
fuel cell outlet. The disadvantage of this solution is the increased voltage at the output in
the no-load operation mode. Another drawback is the fact that during takeoff and landing,
the UAV requires three to five times more energy in comparison with its consumption
in the cruise mode. Moreover, the total time of such overloads accounts for 2% to 4% of
the total flight time. To avoid using overweight fuel cells capable of withstanding such
peak overloads, buffer energy storage devices are applied [1]. In the majority of cases,
lithium polymer batteries act as storage devices. The solution to combine capacities from
two energy sources is shown in Figure 1.

For unmanned aerial vehicles, the circuit in Figure 1a is more relevant, since it allows
maintaining the voltage on the tire in a given narrow corridor, in contrast to the circuit
in Figure 1b and, at the same time, it has a lower mass than the circuit in Figure 1c due
to the absence of a DC–DC battery converter. However, no issues related to calculating
the required capacity of such a battery are considered in the publications. Mathematical
models of power plants considering the effect of the charging and discharging of a battery
on the operating modes of the voltage converter components are not considered either.

Energies 2021, 14, 6974. https://doi.org/10.3390/en14216974 https://www.mdpi.com/journal/energies21
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The weight of the battery backup power supply represents a significant part of the weight
of the UAV power plant electrics. The choice of its capacity (i.e., the weight) is one of the
main tasks when designing such power plants. In this regard, it is appropriate to have
a mathematical model of the electrical complex, which will allow obtaining data on the
operating mode of the battery at a given power consumption of the UAV.

The complexity of the design process of the electrical part of the power unit lies
in the fact that the voltage of the stack of fuel cells depends nonlinearly on the current
consumption, which is why the known ratios for calculating converters operating from
DC voltage sources need to be improved. The specific algorithm of the power plant
control system, which limits the power consumption from the stack in the overload mode
and stabilizes the battery charge current in the nominal mode, also does not allow using
standard calculation methods.

In [2], some methods to design a power unit that comprises a fuel cell for an aircraft are
presented. However, the present paper does not cover the issues of developing a DC–DC
converter and its influence on the other system elements.

(a) 

(b) 

(c) 

Figure 1. The solutions for a power unit with a buffer storage implementation: (a) with voltage
stabilization of the fuel cell; (b) with stabilization of battery voltage; (c) with stabilization of the
voltage of the fuel cell and battery.

In a great number of papers [3–7], such issues as a reduction in the current pulse of
the fuel cell and an increase in the converter reliability by enhancing the number of parallel
operating phases are studied. Such solutions to the power unit implementation are justified
for land and water transport as well as for stationary consumers. When the power units are
used as the main source of energy on aircraft, the requirements for specific energy intensity
and surface power density dominate. The mass should be as small as possible. An increase
in the number of converter phases and the use of supercapacitors lead to significant mass
and dimension increase. UAV propulsion systems often use a low voltage, in the range
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of 12 to 36 V, while powerful fuel cells consist of several dozen interelectrode units (IEU).
Thus, the voltage converter should be step down.

The work proposes a mathematical model of a power unit that is based on an iterative
calculation of a step-down voltage converter operating from a fuel cell battery with a
nonlinear current–voltage curve.

2. Method for Calculating the Converter

For UAV, the buck-converter circuit (step-down, copper, buck converter), which is
shown in Figure 2, seems to be the most effective. When designing a converter, it is
necessary to analyze the processes in the power supply system; calculate the voltages and
currents in the elements; and determine the duty factor of the pulse-width modulation
(PWM), the parameters of the choke, and the most-loaded modes of electronic components.

To derive the corresponding calculation formulas, the substitution circuit is used,
shown in Figure 3. The transistor voltage was modeled by the electromotive force (EMF)
source with voltage Uvt, the voltage drop on the diode is represented by the source Uvd,
the output voltage is taken equal to Uout, and the input voltage is modeled by the source
Uin. The active resistance of all parts of the circuit and the internal resistance of the EMF
sources are taken to be zero.

Figure 2. Buck-converter circuit.

Figure 3. The substitute circuit of the converter.

The main dependencies on which the calculation is based are the formulas for deter-
mining the amplitude of the choke current in the discontinuous (DCM, Equation (1)) and
continuous (CCM, Equation (2)) current modes [8], modified by the authors, by introducing
voltages on the transistor and the diode. The discontinuous current mode is understood as
a mode of operation of the converter when at the moment of the PWM pause, the choke
current has the time to drop to zero. The continuous current mode is understood as the
operating mode when at the moment of the PWM pause, the choke current decreases to
some non-zero value. The authors have provided Equation (3) for determining the choke
operation mode.

ILmax_DCM =

√
IOUT · 2 · T · (UIN − UOUT − UVT) · (UOUT + UVD)

L · (UIN + UVD − UVT)
(1)

ILmax_CCM = IOUT +
(UIN − UOUT − UVT) · (UOUT + UVD) · T

2 · L · (UIN − UVT + UVD)
(2)
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ILmax =

{
ILmax_DCM if IOUT <

ILmax_DCM
2

ILmax_CCM otherwise
(3)

Having determined the mode of the choke current and its amplitude value, it is
possible to calculate all the other electrical parameters of the circuit, including the duty cycle
of the PWM. The resulting correlations are tested by computer simulation in the LTspice
IV program. The converter model comprises ideal elements with lumped parameters that
are placed in separate voltage sources. The simulation results confirm the correctness
of the assumptions made to derive the formulas. The calculated data correspond to
the characteristics and parameters obtained by simulating various operating modes of
the circuit.

The input voltage, its source being the fuel cell stack, is nonlinearly dependent on
the current draw. Therefore, in the process of calculation, it is necessary to consider a
continuous dependence UFC = f (IFC). The abovementioned current–voltage characteristic
(CVC) correlation can be obtained either experimentally or by tuning the mathematical
model of the fuel cell battery. In the first case, a set of CVC points can be interpolated by
cubic splines, for example, in the MathCAD program. The second solution for obtaining
the CVC of a stack is discussed below.

Nowadays, the mathematical model of a fuel cell that comprises the Nernst potential
difference and voltage drops in different parts of the CVC is the most popular one [9–15]. A
similar model that additionally takes into account the transportation of liquid water is used
in various multiphysics simulation environments, such as Amesim or Openmodelica [16].
When calculating the operating mode of the converter, it is sufficient to use a simpler model
that simulates the CVC of a stack depending on its geometry, operating temperature, and
gas pressures:

EFC = Enernst − Eact − Eohm − Econ, (4)

where Enernst is the Nernst potential, Eact is a voltage drop in the initial part of the
CVC (activation voltage), Eohm is a voltage drop across active resistance in the work-
ing part of the CVC, Econ is a voltage drop in the CVC part where the mass transfer begins
(concentration voltage).

The input parameters of the model are as follows:
Tmeb = 315.65 K, operating temperature of the stack; PAir = 1 atm, absolute par-

tial air pressure; PH2 = 2 atm, absolute partial pressure of hydrogen; γO2 = 20.94%,
oxygen content in the air; R = 8.314 Дж/(mol·kg), universal gas constant;
F = 96485.33 Kл/мoль, Faraday constant; E0 = 1.229 B, standard electrode potential for
the reaction O2 + 4H2 + 4e = 2H2O under normal conditions; ΔS = −164.025 enthropy;
TREF = 298.15 K, temperature of normal conditions; n = 2, number of electrons involved
in the reaction; Smeb = 83.22 cm2, area of the active part of the interelectrode unit (IEU);
Lmeb = 0.018288 cm, Nafion membrane thickness; ξ1, ξ2, ξ3, ξ4, b, and λ, empirical co-
efficients; Imax A, maximum current at which the CVC begins to bend down; RC Ohm,
electrode resistance; PO2 = PAir · γO2 = 1 · 0.2094 = 0.209 Bar, absolute partial pressure
of oxygen.

Nernst potential:

Enernst = E0 +
ΔS

n · F
· (Tmeb − TREF) +

R · Tmeb
n · F

·
(

ln(PH2) +
1
2
· ln(PO2)

)
. (5)

Activation voltage:

Eact = −(
ξ1 + ξ2 · Tmeb + ξ3 · Tmeb · ln

(
CO2

)
+ ξ4 · Tmeb · ln(I)

)
, (6)

where CO2 =
PO2

5.08·106·e−( 498
Tmeb

)
mol/cm3 is the oxygen concentration in the gas/catalyst bed

and I is the current through the fuel cell.
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The coefficients ξ1 . . . ξ4 can be either determined empirically or calculated by the
formula given in [11]. They depend on protons, water, and hydrogen concentration.

Concentration tension Econ = −b ·
(

1 − I
Imax

)
is the Tafel equation.

Internal resistance voltage Eohm = I · (RM + RC), where RM = ρM ·Lmeb
Smeb

is the mem-
brane resistance [17].

Here, the membrane resistivity is stated in the following way:

ρM =

181.6 ·
(

1 + 0.03 · I
Smeb

+ 0.062 · Tmeb
303 ·

(
I

Smeb

)2.5
)

(
λ − 0.634 − 3 · I

Smeb

)
· e4.18· Tmeb−303

Tmeb

. (7)

The experimental CVC of the stack and the least-squares method were used to tune
the model. For this, the correlation between the output voltage of the stack and the input
parameters is written in the following form:

EFC = f (I, ξ1, ξ2, ξ3, ξ4, λ, RC, b). (8)

Then, in a cyclic calculation, by enumerating the values of the parameter ξ1 in a given
range and determining the sum of the squared differences between the experimental CVC
and the CVC of the model with the current value of ξ1, an option with the highest index
of coincidence of characteristics is found. The resulting parameter ξ1 is used as the input
when calculating the next parameter ξ2, and so on, in the loop. After calculating the last
parameter b, the sum of the squared differences between the experimental CVC and the
CVC of the model are determined with the obtained values ξ1, ξ2, ξ3, ξ4, λ, RC, b. Further,
the obtained parameters are used as initial approximations for the next iteration and the
process is then repeated. The results of the calculation are the parameters that correspond
to the minimum sum of the squared differences, that is, the highest index of coincidence of
the correspondence between the experimental CVC and the CVC of the model.

The ranges of variation in the coefficients while selecting the model parameters were
as follows:

ξ1 = from −2 to +2 1000 points
ξ2 = from −0.01 to +0.01 1000 points
ξ3 = from −0.01 to +0.01 1000 points
ξ4 = from −0.1 to +0.1 1000 points
λ = from +14 to +23 1000 points
RC = from 0 to +0.2 1000 points
b = from −2 to +2 1000 points

The current varied from 0.1 to 38 A, which corresponded to 50 points on the CVC.
As a result of the approximation by the least-squares method, the following values of

the coefficients are obtained: ξ1 = −0.98; ξ2 = 3.38 · 10−3; ξ3 = 10 · 10−5; ξ4 = −2 · 10−4;
λ = 22.991; RC = 0 Oм; and b = −0.028.

The current–voltage characteristic that is implemented in the model with the obtained
coefficients is shown in Figure 4 as a solid curve. As can be seen on the graph, the
characteristic of the model coincides with the experimental one in a satisfactory way.

The estimation of the modeling error was carried out by calculating the root-mean-
square deviation of the dependence obtained by calculation from the experimentally
obtained data:

R2 = 1 −

n
∑

i=1
(ai − pi)

2

n
∑

i=1
p2

i

= 0.999424 (9)

where i = VAC FC experimental point number, n= number of experimental points, ai= VAC
experimental points, and pi = points obtained as a result of a numerical experiment.
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Figure 4. CVC of the stack experimentally obtained (dashed curve) and the CVC of the mathematical
model of the stack tuned by the least-squares method (solid curve).

The relative modeling error reaches 5.8% at the beginning of the graph in Figure 4
and then it decreases and does not exceed 3% in the measuring section of the VAC. The
obtained modeling accuracy is sufficient for practical use.

Bearing in mind the correlation UFC = f (IFC), it is possible to determine the voltage
at the input of the converter at the present value of the current consumed. In this case,
the current consumed by the converter depends on the input voltage. The problem when
the calculation results affect the initial data of the same calculation can be solved by the
iteration method. In this case, the algorithm for calculating a converter powered by a fuel
cells stack is as follows:

1. Initial data for the calculation are set. Parameters can be both fixed and varied:
UOUT , IOUT , T, L, UVT , UVD.

2. The initial approximation of the current consumed by the converter is set: IIN = 0.
3. The initial approximation of the input voltage of the converter (output voltage of the

stack) is determined according to the abovementioned characteristic: UFC = f (IIN).
4. The draw of the current consumed by the converter during operation from the voltage

obtained at the first iteration is calculated as follows:

IIN = f (UFC, UOUT , IOUT , T, L, UVT , UVD). (10)

5. The module of the residual between new, obtained, and previous values of the input
current is calculated.

6. If the residual modulus exceeds the set current draw value, then a new value of the
input current is applied to the CVC of the stack correlation and a new approximation
of the input voltage of the converter is determined. Then step 4 takes place and the
cycle repeats itself one more time.

7. To exit the iteration loop, it necessary to reach the specified value of the residual
modulus between the previous and the successive value of the desired input current
or to reach the number of iterations of the maximum permissible value.

8. In case the calculations are correct, the value of the input voltage of the converter is
obtained, which is the value of the stack voltage decreased according to the present
input parameters. With this value of this voltage, all other parameters of the circuit
are determined.

The algorithm is developed in the MathCAD program. All the initial data (except for
the desired parameter that is fixed) on the correlation graphs that relate to the amplitude
of the choke current, which depicts the ratio between the output current and the output
voltage, are obtained. With the obtained graphs, it becomes possible to determine the
most intense choke and semiconductor elements operation mode. At the same time, the
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obtained graph dependencies allow one to select a choke for the saturation current, the
induction swing, and the effective current value, as well as to select semiconductor elements
for maximum and average currents and calculate the value of the cycle-by-cycle current
limiting pickup setting for the control system. Cycle-by-cycle current limitation refers to
converter protection that is shaped by the control system and represents the limitation of
the PWM pulse width when the choke current amplitude of a given value is reached. The
calculation results are shown in Figures 5 and 6.

Figure 5. Dependence of the choke current amplitude on the output voltage of the converter at a
load current of 36 A.

Figure 6. Dependence of the choke current amplitude on the output current of the converter at the
output voltages of 32, 36, and 39 V.

As can be seen from the graphs, the maximum value of the choke current corresponds
to a voltage of 22 V, which is less than the nominal output voltage of 36 V. At the start of
the converter, the output voltage increases and takes its value, so the value of the current
protection setting should be higher.

3. Summation of Multiple Power Supplies

In accordance with the proposed structure of the electrical complex, the voltage
converter is to be supplemented with a storage battery, which is expected to compensate
for peak power overloads. The battery is directly connected at the output of the inverter in
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parallel with the load. The equivalent circuit of such a converter is shown in Figure 7. Here,
the storage battery is presented with a simple IR model [18–20] as an EMF source with
Ubat voltage and its internal resistance R2. The reactive elements of the equivalent circuit
of the storage battery are not used, since the calculation is carried out for the steady-state
operation mode of the converter.

 
Figure 7. Equivalent circuit of the converter with a storage battery.

We shall consider the integration mode of such a power unit. In the nominal power
mode, the battery is fully charged and does not draw any current. As the load current
increases, the power drawn from the fuel cells stack accordingly increases to a predeter-
mined value. Typically, the maximum power of the stack is taken to be such an operating
mode when the voltage across one interelectrode unit (IEU) decreases down to 0.5–0.6 V.
The power value corresponds to certain values of the current IINmax and voltage UINmax
on the CVC of the stack. With a further increase in current, the control system begins to
reduce the output voltage relative to nominal so that the power consumption from the
stack remains constant and equal to the maximum determined value. The correlation for
the output voltage of the converter in the input power limitation mode is as follows:

UOUT =
IINmax

ICONV
·(UINmax + UVD − UVT)− UVD i f PIN > PMAX (11)

UOUT = UOUT_nom i f PIN ≤ PMAX (12)

where ICONV is the converter output current and UOUT_nom is the specified nominal output
voltage of the converter.

The dependence is the same for the modes of discontinuous (DCM) and continuous
(CCM) currents of the choke.

If a storage battery is connected to the output, then the integration mode is carried out
as follows: In the initial state, the voltages at the output of the converter and the battery are
equal. When the current of fuel cell stack exceeds the maximum value, the control system
reduces the output voltage and the battery begins to compensate for part of the power
consumption. As the discharge proceeds, its EMF decreases. When the overload mode is
off, the voltage at the output of the converter rises and becomes higher than the battery
voltage, so the process of charging the battery begins. The charge/discharge current is
determined by the internal battery resistance and the difference in the values of the battery
EMF and the output voltage of the converter.

The converter switches to the power limitation mode when the load current exceeds
the following value:

IOUTmax =
IINmax·(UINmax + UVD − UVT)

UOUT_nom + UVD
+

UBAT − UOUT_nom
RBAT

(13)
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In accordance with Kirchhoff’s laws, a formula is derived to determine the output
current of the converter in this mode:

ICONV =
−b +

√
b2 − 4 · a · c
2 · a

(14)

where a = RBAT , b = −RBAT · IOUT + UBAT + UVD, and c = −IINmax(UINmax + UVD − UVT).
With the converter current draw value, it becomes possible to determine its output

voltage according to the abovementioned formula to set the power limitation mode and
find the magnitude and direction of the current of the battery:

IBAT =
UBAT − UOUT

RBAT
(15)

If the load current is lower than the maximum value and the power limitation mode
is off, the output load voltage is nominal. In this case, the charge current is constant and
does not depend on the load current, in which case, the converter current can be found
as follows:

ICONV = IOUT − (UBAT − UOUT)

RBAT
. (16)

Combining the equations above, it is possible to set the dependencies for the output
current and voltage of the dependencies taking the integration mode into account:

ICONV =

{ −b+
√

b2−4·a·c
2·a i f IOUT > IOUTmax

IOUT − (UBAT−UOUT)
RBAT

otherwise
(17)

UOUT =

{
IINmax
ICONV

· (UINmax + UVD − UVT)− UVD i f IOUT > IOUTmax

UOUT_nom otherwise
(18)

Substituting the obtained values of the current and voltage of the converter into the
abovementioned algorithm of iterative calculation, it is possible to obtain the voltage value
at its input, that is, the point on the CVC of the stack that corresponds to the present load
current of the power unit. Considering the input and output voltages and current of the
converter, it is possible to determine the amplitude of the choke current and calculate all
the other parameters of the power circuit.

Figure 8 shows the external characteristic of the voltage converter in the power
limitation mode when a buffer accumulator is absent (dashed line) and present (solid
line). The figure shows that the battery makes it possible to raise the output voltage to
the required level at the moment of overload. At the same time, a voltage drop to a value
below the nominal level is observed a little earlier due to the fact that part of the output
energy is spent on charging the battery. When there is no battery backup power supply,
in case of overload (34 . . . 55 A), the output voltage drops sharply to stabilize the power
consumption from the fuel cell.

The calculation formulas are tested on a computer model in the LTspice IV program
(Figure 9) and demonstrate good agreement with the simulation results. The deviation of
the calculated data obtained by Equations (11–17) from the data obtained by modeling the
circuit in the LTspice IV software was estimated by determining the relative magnitude of
the error under various operating modes. The calculation error was determined for the
amplitude, mean, and effective values of currents and voltages of the circuit according to
the equation

Δ =
Xcalc − Xmodel

Xmodel
· 100% (19)

where Xcalc = calculated parameter and Xmodel = parameter obtained as a result of simula-
tion using LTspice software.
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The relative error did not exceed the engineering accuracy of 5%, which indicates the
correctness of the proposed calculation and the assumptions made.

Figure 8. Output voltage of the converter with limited power consumption (dashed line) and
considering the influence of the battery (solid line).

Figure 9. Computer model of the converter with a storage battery.

Thus, the model of a stack of fuel cells was combined with the developed method
for calculating the converter, with the mode of integration of power supplies taken into
account. A comprehensive mathematical model of the electrotechnical complex of a power
unit based on fuel cells was obtained. With the magnitude of the choke current amplitude
and the PWM duty cycle in all operating modes, it is possible to calculate the effective
and average currents in the circuit elements and the heat losses in them. Thus, due to the
fact that all dependencies are obtained in a general form, it becomes possible to figure
out the most-loaded modes and optimize power units in terms of efficiency, varying any
initial parameters. Thus, determining the current through the battery in the overload and
charge modes, it is possible to determine the capacity it requires to ensure the maximum
flight duration.

Figures 10–12 show the dependency graphs of some parameters of the converter on
the load current when the power consumption is limited to 1300 W. These graphs are given
as an example to demonstrate the capabilities of the proposed calculation method. The
most loaded operation modes of elements are determined by the maximum or minimum
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of the corresponding surfaces or two-dimensional graphical dependencies. According to
the graph shown in Figure 10, it is possible to determine the highest-amplitude current in
the choke for all modes of operation, which corresponds to the maximum output current
and the minimum battery voltage.

The first kink, at the beginning of the PWM duty cycle, is explained by the transition
from discontinuous mode to continuous mode of the choke current. The duty cycle
increases as the load current increases until the maximum power consumption is reached,
after which it decreases again to stabilize.

Figure 10. Dependence of the current amplitude of the choke on the load current and voltage of
the battery.

Figure 11. Dependence of the stack voltage on the load current of the power unit.

As is clear from the calculated formulas and graphs, the value of the maximum power
setting should be selected so that the output power of the converter is slightly higher than
the load required to supply the load in nominal mode in order to ensure the battery charge
after it passes the peak overload (Supplementary materials).
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Figure 12. Dependence of the duty cycle of the PWM converter on the load current of the power unit.

4. Design

Based on the proposed mathematical model, an electrotechnical complex of a power
unit for an unmanned aerial vehicle is developed, the parameters of which are presented
in Table 1.

Table 1. Power unit parameters.

Parameter Name Value

Nominal output voltage, V =36 ± 10%
Output voltage range, V 39.6–32.4

Nominal output power, W 1300
Maximum output power, W 2000 (4 times in 2 min)

Operating time in nominal mode, h 2.5
Specific energy consumption, W·h/kg 529.3

Buffer battery capacity (10s1P), A·h 2.7
Fuel tank capacity, l 10 (under 300 bar pressure)

Weight, kg 6398

The voltage converter circuit and its circuit board are shown in Figures 13 and 14,
respectively. The electrical complex includes a voltage converter with a control system, a
battery unit, and a fuel cell stack. The module of the electrotechnical complex is located on
the hull under the UAV fuselage. Figure 15 is a photo of the testing process of the UAV
with a power unit built on the proposed electrotechnical complex.
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Figure 13. Diagram of the power section of the step-down voltage converter of the power unit.

  

Figure 14. Step-down voltage converter of the power unit.

 

Figure 15. UAV with a developed power unit.

5. Conclusions

As a result of the research, a comprehensive mathematical and numerical model of the
electrotechnical complex is proposed. It considers the peculiarities of the operation of the
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step-down converter as part of a power unit based on fuel cells. It also takes into account
the parameters of fuel cells and the mode of integration of energy sources from a fuel cell
and a storage battery. Calculated ratios are proposed for the output current and voltage
of the converter, taking into account the effect of the battery, dependencies for current
amplitude of the choke, the duty cycle of the PWM, and the voltage and current of the fuel
cell stack when operating on the converter in the integration mode. The correctness of the
assumptions made in the process of shaping models has been established.

The obtained dependencies make it possible to determine the most loaded operating
mode of the converter elements, select the choke and semiconductor elements according
to the maximum, determine the average and effective current, and also select the battery
according to the required voltage reduction in the peak overload modes. The proposed
mathematical model makes it possible to optimize the entire complex, fuel cell included,
due to the fact that all its ratios are presented in general. The correctness of the calculated
ratios and the mathematical model is confirmed experimentally. The proposed approach
to the design of an electrical complex can be used for other autonomous energy systems
based on fuel cells since the proposed model includes all their main elements: a buffer
energy storage, a power voltage converter, and a nonlinear power source.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/en14216974/s1, Figure S1: Dependence of the power consumed by the UAV propulsion
system on the thrust force, Figure S2: Dependence of the mass of accumulator batteries with the
10S1P configuration on their capacity, Figure S3: Experimental current-voltage curve of the stack and
its linear approximation.
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Abstract: Designing a configuration of an efficient solid oxide fuel cell (SOFC) system and operating
it under appropriate conditions are important for achieving a highly efficient SOFC system. In our
previous research, the system layout of a SOFC system with anode off-gas recirculation was suggested,
and the system performance was examined using a numerical model. In the present study, the system
operating conditions were optimized based on the system configuration and numerical model
developed in the previous paper. First, a parametric sensitivity analysis of the system performance
was investigated to demonstrate the main operating parameters. Consequently, the fuel flow rate and
recirculation ratio were selected. Then, the available operating conditions, which keep the system
below the operating limits and satisfy the desired system performance (Uf uel > 0.7 and ηelec > 45%)
were discovered. Finally, optimized operating conditions were suggested for three operating modes:
optimized electrical efficiency, peak power, and heat generation. Depending on the situation, the
demand for electricity and heat can be different, so different proper operating points are suggested
for each mode. Additionally, using the developed model and the conducted process of this study,
various optimized operating conditions can be derived for diverse cases.

Keywords: SOFC; anode off-gas recirculation (AOGR); hydrogen recirculation; SOFC simulation;
sensitivity analysis

1. Introduction

Carbon-neutral technology issues have become a subject of special interest to cope
with global climate change. Solid oxide fuel cells (SOFCs) have received great attention
as low-emission power generation devices. They have diverse advantages such as high
electrical efficiency, eco-friendliness, and fuel flexibility [1–3]. However, there are still some
barriers to commercialization, such as low durability, high cost, and low reliability. To
overcome these challenges, various reports have been published on improving system
efficiency and finding control points that can ensure system safety [4,5].

An anode off-gas recirculation (AOGR) system can be adopted in the SOFC system as
a method to enhance system performance. Generally, anode off-gas (AOG) contains 15–25%
residual fuel; therefore, additional benefits of fuel utilization and electrical efficiency can
be obtained by recycling AOG [1,6]. Several studies about SOFC systems with AOGR
have been conducted. However, most of the studies suggested the effect of the AOGR
system compared to the SOFC system without AOGR. System performance can be largely
different depending on the system configurations. Therefore, in our previous paper [7],
system performances with different system configurations were numerically examined.
A survey of literature on SOFC systems with AOGR was conducted in the paper [7].
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Additional research papers [1,7–9] have been added to the previous literature survey and
are summarized in Table 1.

Selecting the proper operating conditions and system configuration is also important
for reliable system performance. The simulation model is widely used to determine the
control algorithm and to optimize the operating point because of its cost-effectiveness.
As various reactions in the SOFC system are complicated, simulation analysis is more
effective in determining the cause-and-effect relationship of the system performance [4,10].
Many studies have conducted sensitivity analysis to determine the key operational and
design parameters for a fuel cell system. For sensitivity analysis, a reliable model was first
developed for the analysis object’s system. Then, a parametric analysis was performed
to evaluate the impact of diverse parameters on performance. The dominant parameter
can be identified by comparing the sensitivity of each parameter [4,9–12]. Lee et al. [9]
numerically examined a combined fuel reforming and SOFC system with AOGR with
parametric sensitivity analysis and suggested an optimized point with the highest efficiency.
Dhingra et al. [13] developed a model of a 1 kW diesel-fed SOFC system, which was studied
using sensitivity analysis. Individual and paired variable sensitivities were examined to
study the influence of the key operating variables on the system. The operating conditions
of the steam-to-carbon (S/C) ratio, and the fuel and air utilization factor were suggested
at the maximum efficiency point. A summary of the related papers bas been suggested
in Table 2. Based on the numerical parametric analysis, the effects of system variables
were examined in several papers. When the purpose of the study was to select design
variables, the number of system variables was higher than others. Among them, two papers
suggested the optimum operating condition for the maximum system efficiency.

Table 1. A literature summary of the solid oxide fuel cell (SOFC) system with anode off-gas recircula-
tion (AOGR) (revised based on the Table 1 in ref. [7]).

Authors SOFC Power
ηele
(Max.)

AOGR
Device

Comments

Lee et al. [14] 5 kW 64.6% Ejector
The turbocharger and ejector were used to blow cathode air
and AOG. Sensitivity analysis was conducted to determine
the optimal operating schemes.

Powell et al. [15] 1.7–2.2 kW 56.6%
(LHV) Blower

The system used an adiabatic external steam reformer and
AOGR system. Heat and steam for steam methane reforming
were provided by recirculated AOG.

Koo et al. [16] 113.8 kW 66%
(LHV) Blower

A cascade system with double SOFC system and single
SOFC system with AOGR was analyzed using the
exergy-based analysis method.

Wagner et al. [8,17] 6 kW 66%
(LHV) Fan A novel micro AOGR fan was introduced and

experimentally coupled to SOFC system.

Baba et al. [18] 1 kW - Ejector SOFC system with a variable flow ejector was examined
under partial load and full load conditions.

Tanaka et al. [19] 10 kW 58.7%
(LHV) Blower AOGR blowers were developed and coupled with SOFC

system simulator.

Dietrich et al. [20] 0.3 kW 41%
(LHV) Injector SOFC running on propane with AOGR was experimentally

examined and compared to a partial oxidation system.

Choi et al. [7] 1 kW 53.44%
(LHV) Blower

System performances with different system configurations
were numerically examined and compared to the SOFC
system without AOGR.

Torii et al. [1] 5 kW 69.2% Blower

Effects of AOGR on system performance were investigated
considering carbon deposition on a stack. The possibility of
reducing operation cost with a AOGR system was
also revealed.

Lee et al. [9] 30 W - -

Sensitivity analysis of diverse parameters on a SOFC
system’s performance with AOGR was conducted to predict
key operating parameters and an optimal operating point
was suggested.
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Table 2. A literature summary of the SOFC analysis for design and optimization.

Authors System Variables System Performance Method Results

Lee et al. [9]
S/C ratio, stack
temperature, AOGR
ratio, CO2 adsorbent

Power density, peak
power, efficiency

Numerical
individual
parametric
analysis

Suggested the optimal
operating point for maximum
efficiency (@ fuel cell
temperature = 900 ◦C with
S/C ratio > 3, maximum CO2
capture, and minimum AOG
recirculation)

Kalra et al. [11]
S/C ratio, fuel
temperature, pressure,
geometry of the SOFC

Power density

Numerical
individual
parametric
analysis

Compared the effects of each
parameter

Kupecki [12]

Mass flow rate,
pressure ratio and
polytrophic efficiency
of air compressor, fuel
flow rate of combustion
chamber, pre-heater
heat exchanger
UA factor

Electrical efficiency,
outlet temperature of
SOFC, gas turbine, and
combustion chamber

Numerical
individual
parametric
analysis

Compared the effects of each
parameter

Dhingra et al. [13]

Air and fuel utilization,
oxygen to carbon ratio,
S/C ratio, temperature
of inlet cathode and
pre-heater

System efficiency, stack
efficiency, system
exhaust temperature

Numerical
individual and
paired
parametric
analysis

Suggested the optimal
operating point, the maximum
system and stack efficiency (@
air utilization = 0.5, fuel
utilization = 0.9, S/C ratio = 3)

Lee et al. [14]
Fuel utilization, S/C
ratio, external
reforming ratio

Electrical and thermal
efficiency

Numerical
individual
parametric
analysis

Compared the effects of each
parameter

This study is based on the findings of our previous investigation. In the previous
paper [7], the performance of an SOFC system with AOGR was numerically analyzed
to determine the best system configuration. Based on the proposed system in [7], the
objective of this paper is to determine the optimal operating conditions for actual operations.
First, to determine the effects of operating parameters on the performance of the SOFC
system, a model-based sensitivity analysis was conducted as described in Section 3.1. The
control variables of the system were selected through sensitivity analysis. In Section 3.2,
the available operating conditions are analyzed to achieve system reliability and target
performance. Finally, three operating modes were proposed depending on the situation,
and optimal operating points were suggested for each mode.

2. Methodology

Sensitivity analysis was carried out to determine the optimized operating conditions
of an SOFC system. The lumped component model of an SOFC with AOGR, which was
developed in the SIMULINK environment and validated in our previous paper [7], was
used in this study. Detailed equations and explanations of the model were introduced in
the previous paper; therefore, they are not repeated in this paper. Only the differences from
the previous model are explained.

2.1. A System Configuration

In our previous paper, we evaluated the performance of the reference SOFC system
and two different systems with AOGR. It was concluded that the AOGR #2 system, as
shown in Figure 1, had the best performance among the three systems [7]. The optimal
operating conditions for further analysis in the present study were defined using the AOGR
#2 system. A summary of the system components is presented in Table 3. The flows of gases
and energy in Figure 1 are described as follows: a mixture of inlet fuel (CH4), steam, and
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recirculated AOG gains thermal energy at fuel preheater 1 and 2 from AOG and cathode
off-gas (COG). The mixture then flows into an external steam reformer (ESR). After an
electrochemical reaction between the reformed fuel and supplied air at an SOFC stack,
the heat of COG was used in fuel preheater 2 and a steam generator. A certain amount
of AOG, depending on the recirculation ratio (RR), resupplies to the inlet fuel flow by a
recirculation blower. The rest of the AOG is used to generate thermal energy at the catalytic
combustor (CC) and the heat is transferred to an air pre-heater by the flow of the catalytic
combustor off-gas (CCOG). The remaining heat from the CCOG is recovered using a heat
recovery heat exchanger (HR-HE). An additional air blower was employed for the catalytic
combustor (CC) to prevent an excessive rise in its temperature. In Figure 1, the flows of
recirculated AOG and COG are indicated by the orange and green lines, respectively. The
blue line depicts the flow of CCOG.

Figure 1. Schematic diagram of a solid oxide fuel cell (SOFC) system with anode off-gas recirculation
(AOGR) (AOGR #2 system in ref. [7]).

Table 3. Descriptions of the main components.

Components Descriptions
Ref. of Detailed
Specifications

Stack
1 kW class planar SOFC
A direct internal reforming stack
Anode-supported cell type

Table 2 in the paper [7]

ESR An adiabatic reformer
A shell and tube type catalytic reformer Table 4 in the paper [7]

CC A Pt-catalyzed monolithic combustor Table 6 in the paper [7]

2.2. Performance Factor

The fuel utilization factor (Uf uel) of the system was calculated using Equation (1). A
mixture of supplied fuel (CH4) and recirculated AOG flowed into the ESR. Methane (CH4)
is the only supplied fuel in this model, and the denominator in Equation (1) is calculated
by considering recirculated AOG. The air utilization factor (Uair) can be defined using
Equation (2).

Uf uel =
J

8F
.
nCH4 +

(
8F

.
nCH4 + 2F

.
nCO + 2F

.
nH2

)
recycled

(1)

Uair =
J

4FyO2
.
nair

(2)

39



Energies 2022, 15, 644

The net power of the system (Pnet) is calculated by subtracting the power consumption
of the balance of plant (BOP, PFCBlower, PCCBlower, PRBlower) from the stack-generated power
(Pstack), as shown in Equation (3). The electrical, thermal, and total efficiencies are described
in Equations (4)–(6). The electrical efficiency of the system (ηele) is defined as the ratio of
the net power of the system to the chemical energy (LHVCH4 ) of the fuel supplied to the
system. For the calculation of the thermal efficiency (ηth), the temperature of the system
exhaust gas from the CC (Tvent) is assumed to be 393.15 K at the HR-HE.

Pnet = Pstack − PFCBlower − PCCBlower − PRBlower (3)

ηele =
Pnet

.
mCH4 LHVCH4

× 100 (4)

ηth =
cp,CCOG

.
mCCOG(TairPH,o − Tvent)

.
mCH4 LHVCH4

× 100 (5)

ηtot = ηele + ηth (6)

2.3. Sensitivity Analysis Parameters

It is necessary to analyze the impact of the operating parameters on the system
performance characteristics to determine the optimal operating conditions. There are lots
of parameters that affect system performance. We selected three variables by considering
the parameters that users can control during the actual operation. Consequently, the fuel
flow rate (Q f uel), air flow rate (Qair), and RR were considered under two different load
conditions. The changes in stack temperature (Tstack), recirculation blower temperature
(TRB), Uf uel , Pnet, and system efficiencies (ηelec, ηth, and ηtot) were examined for the system
performance characteristics.

The sensitivity of each parameter to the system performance characteristics was
obtained from Equation (7). First, the system performance under base conditions (PCbase)
was computed. Then, the system performance was calculated while varying a single
operating variable (PCtest). When one parameter was changed, the others were kept
constant at the base condition. Second, the change in the system performance characteristics
from the results under the base conditions was calculated.

Sensitivity(%) =
PCtest − PCbase

PCbase
× 100 (7)

The base conditions and variations for the sensitivity analysis are listed in Table 4.
The sensitivity analysis was conducted with two different load conditions: current density
of 0.3 A/cm2 and 0.5 A/cm2. The base conditions of the fuel and air flow rate are the
values when Uf uel and Uair of the SOFC system without AOGR become 0.6 at either value
of current density.

Table 4. Operating conditions for base condition and variation for sensitivity analysis.

Parameter Values Variation

Inlet fuel CH4 -
Operating pressure of the system (bar) 1.2 -
Operating current density (A/cm2) 0.3, 0.5 -
Exhaust gas temperature (K) 393.15 -
S/C ratio at ESR 2.5 -
Ambient temperature (K) 298.15 -
Fuel flow rate (lpm) j = 0.3 A/cm2 3.20 2.00–6.00

j = 0.5 A/cm2 5.35 3.50–10.50
Air flow rate (lpm) j = 0.3 A/cm2 30.56 20.00–60.00

j = 0.5 A/cm2 50.94 30.00–100.00
Recirculation ratio 0.4 0–0.8
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2.4. Restrictions and Target Performance of the SOFC System

For the thermal stability of system components such as a stack, recirculation blower,
and catalytic combustor, there are restrictions on the operating temperature for each com-
ponent. The desired operating temperature of an SOFC stack in the current study was set
between 973.15–1123.15 K. For a recirculation blower and CC, it is generally known that
they can withstand temperatures up to 1073.15 K and 1123.15 K, respectively [7,21]. The
additional air flow rate to the CC was adjusted by the PI controller of a CC blower to keep
the temperature of the CC below 1123.15 K.

The project, which provided funding for this research, is aimed at developing a highly
efficient SOFC system with AOGR. Hence, the target fuel utilization factor and electrical
efficiency of the SOFC system were above 0.7 and 45%, respectively. The restrictions and
target performance are summarized in Table 5.

Table 5. Restrictions and target performances of the SOFC system in this study.

Parameter Values

Desired operating temperature of an SOFC stack (K) 973.15–1123.15
Maximum temperature of a recirculation blower (K) 1073.15
Maximum temperature of a catalytic combustor (K) 1123.15
Target fuel utilization factor 0.7
Target electrical efficiency of the system (%) 45

3. Results and Discussion

3.1. The Result of Sensitivity Analysis

Figure 2a–c show the results of the sensitivity analysis of all performance character-
istics with changes in the fuel flow rate, air flow rate, and recirculation ratio. Figure 2
intuitively explains the effect of each parameter on various performance characteristics.
The results are similar regardless of the current density; therefore, Figure 2 only shows the
results when the current density is 0.3 A/cm2. The colors blue and yellow indicate positive
and negative changes in each performance characteristic, respectively. The darker the color
becomes, the larger the changes in the sensitivity values it indicates. White indicates the
base condition. The grey-colored region is outside of the consideration conditions. The
exact values of the sensitivity analysis are presented in Table 6.

First, the effect of the fuel flow rate was examined as shown in Figure 2a. The base
condition of the fuel flow rate was 3.2 lpm when Uf uel becomes 0.6 for the SOFC system
without AOGR. The value was varied from 2.0–6.0 lpm, which corresponded to a change of
−37.5% and 87.5% from the base condition. Ufuel became 0.9 and 0.3 when AOG was not
recycled. Overall, the change in the fuel flow rate significantly affected Uf uel , ηelec, and ηth.
The fuel flow rate obviously exhibited a negative correlation with Uf uel , Tstack, TRB, and
ηelec. The increased fuel flow rate to the stack enhanced the internal reforming reaction,
leading to a reduction in Tstack and TRB. On the other hand, Pnet varied both positively and
negatively as the fuel flow rate changed. This was because various factors were related
to changes in Pnet. Increased fuel flow to the stack can improve the stack performance by
reducing the concentration overpotential loss when the fuel flow rate is low. However, this
effect was cancelled out by the negative effect of the decreased stack temperature as the
fuel flow rate increased [22]. For the efficiencies, a higher fuel flow rate negatively affected
ηelec; however, it improved ηth. A slight increase in ηth at a low fuel flow rate was caused
by a higher system temperature.
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Figure 2. Sensitivity of (a) CH4 flow rate, (b) air flow rate, and (c) recirculation ratio on performance
characteristics.

Table 6. The result of sensitivity analysis of each parameter.

1. Sensitivity of CH4 Flow Rate to System Performance (%)

Load j = 0.3 A/cm2 j = 0.5 A/cm2

%
Change

−100 −80 −60 −40 −20 0 20 40 60 80 100 −100 −80 −60 −40 −20 0 20 40 60 80 100

Pnet - - - - −8.5 0 2.9 −1.0 −6.1 −10.3 - - - - - −12.1 0 2.8 −2.5 −7.6 −12.2 -
ηelec - - - - 14.6 0 −14.5 −28.9 −41.4 −50.6 - - - - - 9.7 0 −14.4 −30.3 −42.3 −51.2 -
ηth - - - - −47.6 0 61.8 116 161.8 199 - - - - - −47.6 0 57.2 107.5 149.7 182.4 -
ηtot - - - - 4.1 0 −1.8 −4.8 −7.5 −8.9 - - - - - -1.4 0 −1.4 −5.4 −7.5 −8.9 -

Uf uel - - - - 33.1 0 −20.4 −33.4 −43.0 −50.5 - - - - - 33.6 0 −20.3 −33.6 −43.0 −50.1 -
Tstack - - - - 3.2 0 −0.8 −2.7 −4.8 −6.0 - - - - - 4.4 0 −0.9 −3.8 −5.6 −6.9 -
TRB - - - - 6.4 0 −3.9 −7.3 −9.6 −10.6 - - - - - 7.8 0 −4.0 −8.8 −10.4 −11.4 -

2. Sensitivity of Air Flow Rate to System Performance (%)

Load j = 0.3 A/cm2 j = 0.5 A/cm2

%
Change

−100 −80 −60 −40 −20 0 20 40 60 80 100 −100 −80 −60 −40 −20 0 20 40 60 80 100

Pnet - - - - 1.7 0 −2.9 −5.9 −8.7 −11.4 - - - - 4.7 3.3 0 −3.2 −6.2 −9.2 −12.0 -
ηelec - - - - 1.7 0 −2.9 −5.9 −8.7 −11.4 - - - - 4.7 3.3 0 −3.2 −6.2 −9.2 −12.0 -
ηth - - - - −19.7 0 9.4 18.3 27.5 36.6 - - - - −33.6 −9.2 0 9.3 18.6 27.9 37.1 -
ηtot - - - - −1.9 0 −0.9 −1.8 −2.6 −3.4 - - - - −2.3 1 0 −0.9 −1.7 −2.5 −3.1 -

Uf uel - - - - 0 0 0 0 0 0 - - - - 0 0 0 0 0 0 0 -
Tstack - - - - 0.7 0 −1.2 −2.3 −3.2 −4.1 - - - - 2.4 1.7 0 −1.4 −2.6 −3.6 −4.5 -
TRB - - - - −1.5 0 0.8 1 1 0.9 - - - - −1.7 −2.0 0 0.7 0.8 0.8 0.6 -

3. Sensitivity of Recirculation Ratio to System Performance (%)

Load j = 0.3 A/cm2 j = 0.5 A/cm2

%
Change

−100 −80 −60 −40 −20 0 20 40 60 80 100 −100 −80 −60 −40 −20 0 20 40 60 80 100

Pnet −9.9 −1.9 2.4 4.8 4.7 0 −4.7 −10.5 −15.2 −17.3 −16.8 −13.3 −2.9 1.6 4.3 4.8 0 −4.8 −11.3 −15.6 −16.9 −16.8
ηelec −10.2 −1.9 2.4 4.8 4.7 0 −4.7 −10.5 −15.2 −17.3 −16.8 −13.3 −2.9 1.6 4.3 4.8 0 −4.8 −11.3 −15.6 −16.9 −16.8
ηth 45.3 257.5 200.8 116.8 49.7 0 −40.7 −72.4 −90.1 −97.7 −100.0 368.6 269.2 185.2 110.2 46.8 0 −38.5 −68.8 −84.2 −91.4 −96.3
ηtot −0.9 41.7 35.2 23.5 12.1 0 −10.7 −20.8 −27.7 −30.7 −30.7 55.9 46.2 35 23.6 12.3 0 −10.9 −21.7 −28.1 −30.4 −31.2

Uf uel 8.2 5.4 3.1 1.4 0.4 0 0.5 2.3 4.1 4.9 4.7 8.6 5.5 3.1 1.4 0.4 0 0.5 2.4 3.7 4 3.8
Tstack −5.4 0.3 1.5 2.2 2.3 0 −1.5 −2.2 −1.9 −1.2 −0.8 1.8 0.5 1 1.9 2.4 0 −1.5 −2.0 −1.6 −1.0 −0.6
TRB - −11.5 −3.6 −1.6 −0.1 0 0.9 2.7 5.3 8.2 11 −12.1 −4.1 −1.8 −0.1 0 0.9 2.9 5.7 8.6 11.5
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Second, the effect of the air flow rate was observed as presented in Figure 2b. The
air flow rate was varied between −34.6% (20.0 lpm) and 96.3% (60.0 lpm) from the base
flow rate (30.6 lpm), and they corresponded to Uair values of 0.9 and 0.3 when AOG was
not recirculated. The impact of air flow rate variation on the performance characteristics
was relatively small compared to the results in Figure 2a,c. Owing to the cooling effect of
air, Tstack decreased slightly as the air flow rate increased. This yields to small decreases in
Pnet and ηelec. Meanwhile, the higher heat capacity of COG and CCOG resulting from the
higher air flow rate enhanced the heat transfer amount at the steam generator and HR-HE.
This increased TRB and ηth.

Finally, the effect of the AOG recirculation ratio was examined. The base condition
of the recirculation ratio was 0.4, and it was varied from 0 (no AOG recirculation) to
0.8. The percentage range is −100–100%. As shown in Figure 2c, the recirculation ratio
had a strong influence on ηth. The mean fuel concentration at the CC caused by the
enhanced recirculation ratio led to lower heat recovery at the HR-HE [6]. The increased
AOG recirculation ratio also caused lower heat recovery at the fuel and air preheater, which
led to a temperature decrease in the fuel and air supplied to the stack. Therefore, the Tstack
varied within the range of ±5.4% from the temperature under the base condition. Pnet
enhanced gradually as the recirculation ratio increased; however, this effect was overcome
with the fuel dilution problem at a higher recirculation ratio [7]. Uf uel varied only ±8.2%
because the base value of the fuel flow rate was small. The effect of the recirculation ratio
on Uf uel becomes noticeable at a higher fuel flow rate [6].

3.2. Optimization of Operating Condition
3.2.1. Desired Operating Conditions

Section 3.1 revealed that the sensitivity of the air flow rate to the system performance
was weak compared to other operating parameters. Generally, the air flow rate is manipu-
lated to control the stack temperature [4,22]. Therefore, the normal air flow rate was set
as the value when Uair was 0.6 lpm. The PI controller adjusted the air flow rate when the
stack temperature exceeded the available operating temperature, as shown in Table 5.

The purpose of this section is to determine the desired operating conditions that
can satisfy the desired system performance. The target performance of the system was
suggested in Section 2.4 and Table 5. Uf uel and ηelec were aimed to be simultaneously higher
than 0.7 and 0.45, respectively. The changes in Uf uel and ηelec with varying fuel flow rates
and recirculation ratios are shown in Figure 3a,b when the current density is 0.3 A/cm2.
The colored regions indicate the conditions that satisfy each target performance. When
the fuel flow rate is low and the recirculation ratio is high, a significant concentration loss
limits fuel cell performance. The results reveal that the system should be operated in a low
fuel flow rate region (lower than 2.7 lpm) to meet the targeted Uf uel and ηelec. As shown in
Figure 3, the impact of the recirculation ratio increases as the fuel flow rate increases.

The operating region where the result simultaneously satisfies both requirements can
be the desired operating conditions, as shown in Figure 4a. The black region represents the
available operating conditions. The desired operating region with different load conditions
can be defined using the same process as in Figure 3. Figure 4b displays the desired
operating region at 0.5 A/cm2. At any operating point in the black area in Figure 4, the
aimed performance (Uf uel > 0.7 and ηelec > 45%) can be guaranteed under certain load
conditions. The optimal operating point can be determined in the desired operating region
depending on the user requirements.
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Figure 3. Changes of (a) fuel utilization factor (Uf uel) and (b) electrical efficiency (ηelec) with various
fuel flow rates and recirculation ratios at current density of 0.3 A/cm2.

Figure 4. Desired operating conditions of the SOFC system with various fuel flow rates and recircula-
tion ratios at operating current densities of (a) 0.3 A/cm2 and (b) 0.5 A/cm2.

3.2.2. Optimal Operating Point for Different Operating Scenario

Depending on the situation, users need to decide how to operate the SOFC system
in the desired region, as suggested in Section 3.2.1. In this section, three scenarios are
suggested: optimized electrical efficiency mode, peak power mode, and heat generation
mode. The optimized electrical efficiency mode operates at the point when ηelec is maxi-
mized. Figure 5a,b present the change of ηelec when current densities are 0.3 A/cm2 and
0.5 A/cm2, respectively. Opaque areas represent the desired operating regions addressed in
Section 3.2.1, and the red dot indicates the point with the maximum ηelec. In Figure 5a, the
maximum ηelec was 59.57% when the fuel flow rate and RR were 2 lpm and 0.5, respectively.
At that time, Pnet was 771.5 W. In Figure 5b, as the fuel flow rate and RR reached 3.5 lpm
and 0.6, respectively, ηelec reached a maximum of 55.25% and Pnet became 1252.4 W.
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Figure 5. Change of electrical efficiency with various fuel flow rates and recirculation ratios at
operating current densities of (a) 0.3 A/cm2 and (b) 0.5 A/cm2.

The second scenario was the peak power mode. This is the case when maximum
power generation is required. The change in net power is shown in Figure 6a,b for each
current density, and the red point represents the maximum point in the desired operating
region. The maximum net power for each case was 851.2 W at 0.3 A/cm2 and 1374.8 W at
0.5 A/cm2. However, higher electrical power is required in some cases. The black points
in each figure show the maximum power generated by the system. Maximum power of
863.7 W and 1398.5 W can be generated at 0.3 A/cm2 and 0.5 A/cm2, respectively. The
system performance and operating conditions at the red and black points in Figure 6 are
presented in Table 7.

Figure 6. Change in net power with various fuel flow rates and recirculation ratios at operating
current densities of (a) 0.3 A/cm2 and (b) 0.5 A/cm2.

Table 7. Operating conditions and the system performances when net power became maximized in
Figure 6a,b.

Operating Conditions and the System Performances

Load j = 0.3 A/cm2 j = 0.5 A/cm2

Pnet (W) 851.2 (•) 863.7 (•) 1374.8 (•) 1398.5 (•)

QCH4 (lpm) 2.6 3.2 4.4 5.3
RR 0.11 0.28 0.15 0.29

ηelec (%) 50.4 41.7 48.1 40.7
ηth (%) 17.3 14.3 16.1 13.9
ηtot (%) 67.9 56.0 64.3 54.7
Uf uel 0.72 0.56 0.71 0.56
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Finally, there can be a situation in which a large amount of thermal energy is required.
For example, a smart farm sometimes needs higher heating energy and lower electrical
energy, especially in winter. Figure 7 shows the change in thermal efficiency. As shown in
both results, the AOGR system is disadvantageous in terms of thermal performance. There-
fore, the maximum thermal efficiency can be obtained when RR is zero, and the fuel flow
rate has the highest value in the desired operating region. The maximum ηth in Figure 7a
was 28.7% and the fuel flow rate was 2.6 lpm. When the current density was 0.5 A/cm2,
the maximum ηth was 28.3% at a fuel flow rate of 4.2 lpm in Figure 7b. Additionally, higher
thermal energy can be obtained at a higher fuel flow rate, if it is demanded.

Figure 7. Change in thermal efficiency with various fuel flow rates and recirculation ratios at
operating current densities of (a) 0.3 A/cm2 and (b) 0.5 A/cm2.

4. Conclusions

This study is a follow-up to our previous paper [7]. In the previous research, the layout
of the SOFC system with AOGR was investigated, and a simulation model was developed
for performance analysis. In this paper, the optimized operating conditions for the SOFC
system with AOGR were suggested by utilizing the simulation model developed in ref. [7].
A sensitivity analysis of the operating parameters regarding system performance was
conducted for the optimization. Through this process, we selected the control parameters
for system operation. Second, the desired operating regions were found that satisfied the
operating restrictions and target system performance. Finally, three operating scenarios
were suggested, and optimized operating points were proposed considering each mode.

As the operating parameters for sensitivity analysis, Q f uel , Qair, and RR were selected.
The effects of each parameter on the system performance (Tstack, TRB, Uf uel , Pnet, ηelec,
ηth, and ηtot) were examined. Consequently, it was revealed that the impact of Qair on
the system was relatively small, while those of Q f uel and RR were large. Based on the
results, Q f uel and RR were defined as control parameters. Meanwhile, the air flow rate was
adjusted by a PI controller to regulate the temperature of the stack. Because of the thermal
stability of the components, available temperature ranges exist during the operation. In
addition, the project related to this study has a target system performance (Uf uel > 0.7 and
ηelec > 45%). Using the system performance map depicted in Figure 3 with various Q f uel
and RR values, the desired operating conditions, which can guarantee thermal safety of the
system and the system performance, were proposed.

Additionally, optimized operating conditions are suggested for three operating sce-
narios: optimized electrical efficiency, peak power, and heat generation. Depending on
the situation, the optimal points of Q f uel and RR differed, and the AOGR system could be
effective or not. When the current density was 0.3 A/cm2, optimal operating conditions
were obtained as follows: for the optimized electrical efficiency mode, a maximum ηelec of
59.57% was obtained at Q f uel of 2 and RR of 0.5. For peak power mode and heat generation
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mode, Pnet and ηth reached a maximum of 863.7 W and 27.8%, respectively, at Q f uel of 2,
RR of 0.5 and Q f uel of 2.6, RR of 0. While operating SOFC systems, the requirements for
electricity and heat can be diverse. Using the developed model and the process of this
study, various optimized operating conditions can be derived for various cases, not only
for the situation considered in this study.
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Nomenclature

cp specific heat capacity (J kg−1 K−1)
F Faraday constant (C mole−1)
J current (A)
j current density (A cm−2)
.

m mass flow rate (kg s−1)
.
n molar flow rate (mole s−1)
P power (W)
Q volume flow rate (lpm)
T temperature (K)
U utilization factor
y molar fraction
η efficiency
Subscripts

elec electrical
th thermal
tot total
o outlet
Abbreviations

AOG anode off-gas
AOGR anode off-gas recirculation
BOP balance of plant
CC catalytic combustor
COG cathode off-gas
CCOG catalytic combustor off-gas
ESR external steam reformer
HR-HE heat recovery heat exchanger
LHV lower heating value
RB recirculation blower
RR recirculation ratio
S/C steam to carbon
SOFC solid oxide fuel cell
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Abstract: A laboratory-scale solid oxide fuel cell (SOFC) system using liquefied natural gas (LNG)
as a fuel is designed to be used as an energy converter on seagoing vessels (MultiSchIBZ project).
The presented system design phase is supported by thermodynamic system simulation. As heat
integration plays a crucial role with regard to fuel recirculation and endothermic pre-reforming, the
heat exchanger and pre-reforming component models need to exhibit a high degree of accuracy
throughout the entire operating range. Compact additively manufactured tube-bundle and plate-fin
heat exchangers are designed to achieve high heat exchange efficiencies at low pressure losses. Their
heat transfer correlations are derived from experimental component tests under operating conditions.
A simulation study utilizing these heat exchanger characteristics is carried out for four configuration
variants of pre-reforming and heat integration. Their system behaviour is analyzed with regard to the
degree of pre-reforming and the outlet temperature of the fuel processing module. The combination
of allothermal pre-reforming with additively manufactured plate-fin heat exchangers exhibits the
best heat integration performance at nominal full load and yields a partial load capability to up to
60% electrical load at net electrical efficiencies of 58 to 60% (LHV).

Keywords: solid oxide fuel cell; fuel cell system design; maritime application; steam reforming;
anode off-gas recirculation; additively manufactured heat exchangers

1. Introduction

The decarbonization of the maritime sector is considered a major step to reduce the an-
throphogenic greenhouse gas (GHG) emissions responsible for global warming. According
to the most recent International Maritime Organization (IMO) study, the global shipping
sector caused up to 1.056 billion tons of CO2 emissions in the year 2018, contributing to
2.89% of the global anthropogenic CO2 emissions [1]. Heavy fuel oil and marine diesel oil
remain up to now the dominant fuel types on seagoing vessels.

The IMO aims to reduce the maritime CO2 emissions by half in 2050 compared to a
2008 reference level [2]. Besides technical and operational improvements (e.g., hydrody-
namic ship designs, propulsion efficiency, voyage optimisation, etc.), the use of alternative
fuels as well as the implementation of alternative energy converters are considered to be
measures with the most significant impact [3]. The spectrum of fuel candidates ranges from
lower-carbon fossil fuels like liquefied natural gas (LNG), methanol and biofuels to their
synthetically produced counterparts from renewable energies like synthetic natural gas
(SNG) to carbon free fuels like hydrogen and ammonia [4,5].

Apart from the main propulsion engine, auxiliary engines (AE), nowadays mostly
heavy duty diesel generator sets are the second dominant GHG emitters on board, which
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provide electrical energy for the vessel infrastructure (e.g., ship lighting, navigational
instruments, manoeuvring thrusters, air conditioning, etc.). The average share of the
AE on the overall fuel consumption highly depends on the vessel type and ranges from
roughly 10% on seagoing container ships to up to 50% on cruise ships and refrigerated bulk
carriers [1,6]. While the main engine is shut down during cargo time at ports, auxiliary
engines are operated continuously unless electrical shorepower is available. This leads
to continuous emissions of GHG as well as pollutants like nitrogen oxides (NOx), sulfur
oxides (SOx) and particulate matter that pose a health risk, especially in ports close to
residential areas [7].

The substitution of fossil fueled auxiliary combustion engines with more efficient
energy converters like fuel cell systems is considered a major lever for reducing pollutants
at sea and especially during cargo periods in ports. Compared to the conventional energy
conversion pathway of diesel generator sets involving the intermediate steps of heat and
mechanical power, fuel cells directly convert the internal chemical energy of a fuel into
electrical energy. Above-mentioned by-products of combustion are almost avoided. Fuel
cell systems for power generation are ideally implemented in a way that they run on the
same fuel as the main propulsion engine and exhibit a broad fuel flexibility.

In the recent past until today, several research and prototype projects have been
carried out that focus on the maritime application of fuel cells with present and potential
future maritime fuels [8–10]. The majority of the recent projects regarding seagoing vessels
focus on the application of high temperature polymer electrolyte membrane fuel cells
(HT-PEMFC) [10,11] and solid oxide fuel cells (SOFC).

Commercial SOFCs typically use an oxygen ion conducting electrolyte that allows
operation at temperatures of 500–850 °C. Due to the high temperatures, SOFC operation
profits from fuel flexibility. It allows the direct supply of hydrocarbons like methane
or methanol which are chemically converted to hydrogen at the anode catalyst surface
via direct internal steam reforming (DIR). Additionally, SOFCs are capable of cracking
ammonia into hydrogen and nitrogen [12].

Apart from several research projects using methanol [13] and ammonia [14] as a
fuel, multiple SOFC research and application projects regarding LNG as a fuel have been
reported, as an increasing number of modern seagoing vessels are equipped or planned with
LNG fueled propulsion engines. Consequently, global LNG bunkering infrastructures at
major ports have experienced a strong growth worldwide [15]. The EU project NAUTILUS
has started in 2020 and enforces the installation of an LNG SOFC battery hybrid genset
demonstrator designed for an implementation as an auxiliary power system on cruise
ships [16]. A recent cooperation of Bloom Energy, Chantiers de l’Atlantique and MSC
confirmed the installation of a 150 kW LNG-fueled SOFC pilot plant on board of the
MSC World Europa [17]. Bloom Energy and Samsung Heavy Industries announced the
equipping of a South Korean LNG carrier vessel with an SOFC system to substitute the
propulsion and auxiliary engines [18].

The SchIBZ projects, funded by the German Federal Ministry of Transport and Digital
Infrastructure (BMVI), have been working on the development of diesel and LNG based
SOFC systems. Initially, research was focused on a diesel based SOFC demonstrator to
prove the feasibility of a low-emission and efficient substitution of conventional auxiliary
engines [19]. The demonstrator was realized as a container setup with a rated power of
50 kWel. Parallel to experimental system testing, a comprehensive thermodynamic system
analysis was carried out to identify suitable operating conditions [20,21]. The experimental
phase demonstrated the general proof of concept of the chosen system configuration.
The follow-up project MultiSchIBZ has been concerned with process optimizations by means
of novel high temperature heat exchanger concepts to increase the system compactness
and power density. Additionally, scale-up measures to establish a container module with a
rated power of 300 kWel as well as an additional pathway of LNG as a second fuel were
investigated. The necessity of battery storage systems was analyzed to cope for the SOFC
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ramp rates [22] and a techno-economic analysis was carried out to outline the economic
efficiency of such SOFC systems in contrast to conventional auxiliary engines [23].

In the first MultiSchIBZ project phase, diesel and LNG laboratory systems were de-
signed and built consisting of a modular SOFC module with a rated power of 15 kWel
provided by the fuel cell manufacturer Sunfire GmbH and a fuel processing module, re-
spectively. The design objective was focused on a scale-up concept that envisages a parallel
setup of the modular fuel cell modules and a central fuel processing module being adapted
in its size according to the targeted electrical output.

Experimental results of the prior project revealed modeling inaccuracies regarding
the performance of the high temperature heat exchangers required for heat integration
in the fuel recirculation and pre-reforming unit. In order to ensure the development of
robust SOFC systems, a more detailed system model is required capable of adequately
mapping heat integration over a wide range of operation. Compared to published models
found in literature, the presented heat exchanger models exhibit a higher level of detail.
A common assumption in published SOFC system modeling is the use of either a constant
heat exchange effectiveness [24,25] or a constant overall heat transfer coefficient [26,27].
While this assumption may be true for the design operating point, the off-design charac-
teristics occurring at flow conditions in partial load or other recirculation ratios cannot be
mapped accurately, and the effectiveness is overestimated. The presented heat exchanger
models exhibit heat transfer correlations that consider variations in mass flow and ther-
modynamical gas properties due to changes in gas composition comparable to work from
Kupecki et al. [28,29]. The unique feature of this publication is the investigation of two
different additively manufactured heat exchanger concepts (3D-HEX) and its impact on
the overall system. The paper describes the entire development path from (1) the heat ex-
changer design optimization to (2) the experimental testing and deduction of suitable heat
transfer correlations to (3) SOFC system modeling utilizing these component characteristics
to investigate heat integration in full and partial load operation.

2. System Design

The development of fuel cell system designs has been focused on achieving high
electrical system efficiencies. Regarding the use of methane as fuel for SOFCs, previous
publications presented below already simulated different fuel processing system designs
differing in their type of reforming (direct internal reforming (DIR), catalytic partial oxi-
dation (CPOX) and steam pre-reforming (SR)). The latter variant can further be divided
regarding the type of steam supply for the pre-reforming process by either recirculating
condensed exhaust water or a share of the anode off-gas (AOG). Additionally, SR is either
performed in an adiabatic or allothermal reactor by means of heat integration. The efficien-
cies in this paper refer to the net electrical output of the SOFC divided by the lower heating
value (LHV) of the supplied fuel (see Equation (21)).

2.1. Overview of Investigated Methane-Fueled SOFC Systems

DIR concepts do not require an elaborate pre-reforming setup as all hydrocarbons
react at the anode catalyst but are limited due to the high thermal gradients inside the fuel
cell stack [30]. CPOX systems offer a low system complexity as well but yield a significantly
smaller system efficiency compared to SR as experimentally shown by Mai et al. [31].

Regarding steam pre-reforming concepts, Peters et al. performed a comprehensive
simulation parameter study for different water supply strategies including a water recircu-
lation and AOG recirculation using a blower or an ejector [32]. The sub-variants differ in
system complexity with respect to the number of components, the type of heat integration
and the adiabatic or allothermal pre-reforming. The variants were investigated at nominal
full electrical load with respect to the net LHV electrical efficiency as a function of the
stack fuel utilization (FUstack) and the AOG recirculation ratio (RR, for definitions, see
Equations (15) and (16)). Results show that the proposed system configurations with AOG
recirculation by means of a blower generally achieve higher electrical efficiencies than the
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variant with a closed water loop. High FUstack and RR parameter settings are necessary
to avoid carbon formation in the components, but should not be increased arbitrarily as
the net system efficiency drops with increasing peripheral power demand of the blowers
due to higher flow rates. Peters et al. determined a FUstack of 60 to 80% at a RR of about
70% as the optimum operating range. The key parameters affecting the net efficiency are
reported to be FUstack and RR, followed by minor factors like the type of pre-reforming.
A follow-up publication reports on an AOG recirculation system design with a recirculation
temperature of 160 °C yielding net efficiencies of about 60% [33]. Both publications did not
consider partial load behaviour and did not assume any heat losses.

Four different system configurations consisting of either allothermal or adiabatic SR
and either water or AOG recirculation were investigated by van Biert et al. [34]. Results
show that the systems with allothermal pre-reforming achieve higher electrical efficien-
cies and lower thermal gradients inside the stack than the adiabatic variants. Deviating
from [32], the system with allothermal pre-reforming and water recirculation achieves
slightly higher efficiencies than those with AOG recirculation. For a reliable system design,
the authors consider it necessary to simulate both stack and system components in detail
due to large interdependencies.

2.2. System Design Criteria

Apart from electrical system efficiency, the following criteria were chosen during the
concept design phase of the laboratory system:

• product safety is influenced by the number of critical components which should be
reduced to a minimum. Critical components are, for example, heat exchangers with a
fuel gas and air or an oxygen-carrying medium, which can pose a safety risk on a ship
and result in increased safety requirements.

• development risk and availability of components is minimized by selecting only
commercially available components. In particular, this limits the AOG recirculation
design as hydrogen compatible high-temperature blowers for temperatures above
300 °C are not available. Ejectors are available in principle or can be designed for the
particular application but require a high pressure primary fluid (e.g., water or fuel)
that ideally has a much higher density than the medium to be recirculated. Another
disadvantage is the lack of modulation, which can cause problems especially at partial
load operation.

• robust heat integration defines the amount of heat provided to temperature sensitive
components like the pre-reformer. This influences the degree of pre-reforming and the
system partial load capability. Optimal heat integration is done in a way that hot fluids
with larger heat capacity rates supply heat to cold fluids with smaller heat capacity
rates.

• complexity of control can be minimized by selecting a system design that can be
operated stably via largely independent control loops.

2.3. Selected System Design

Figure 1 shows the proposed system configuration consisting of the Fuel Processing
Module (FPM) and the Fuel Cell Module (FCM). The latter is a 15 kWel module from Sunfire
GmbH with 24 stacks of 30 3YSZ electrolyte supported cells each with an LSCF cathode
and a Ni/GDC anode. The anode and cathode gas flows are supplied in parallel-flow
configuration and are preheated to sufficient stack entry temperatures by counter-flow
heat exchangers.
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Figure 1. System configuration of the laboratory system including the fuel cell module (right) and
fuel processing module (left) with a placeholder for the studied pre-reforming concept variants.

Following the results from the literature review in Section 2.1, the FPM is designed
as a steam pre-reforming layout in combination with AOG recirculation at intermediate
temperatures in order to achieve high efficiencies and to avoid the complexity of a closed
water loop. In the selected variant, AOG enters the FPM with a temperature of about
600 °C and is cooled in the AOG Preheater. Part of the colder AOG is then passed through
the AOG Cooler and mixed with the desulfurized fuel gas. The outlet temperature in the
AOG Cooler is adjusted by means of cooling water or air so that the downstream mixture
temperature matches the desired recirculation temperature. The AOG recirculation blower
then conveys the mixture through the AOG Preheater, where it is heated up again for the
following pre-reforming process. The remaining part of the AOG is fed to a catalytic burner
(oxidation unit) where burnable components react with preheated air. The burner exhaust
gas is used to first provide heat for pre-reforming and then to heat the combustion air in
the Air Preheater.

Compared to system designs found in the above-mentioned publications, the FCM
and FPM are only coupled in terms of the anode recirculation, whereas the cathode off-gas
is not supplied to the oxidation unit. This is due to the fact that the required cathode volume
flow to cool the stacks is much larger than the required air flow in the oxidation unit to
yield the desired high outlet temperatures necessary for pre-reforming. Especially for a
scaled-up configuration with multiple fuel cell modules, a direct cathode off-gas coupling
would furthermore lead to larger volumes of the pipes and components downstream of
the oxidation unit unnecessarily increasing installation space. Instead, the cathode off-gas
flows may be used for cogeneration of useful heat for thermal processes on the vessel by
means of additional heat exchangers outside the depicted system boundaries in Figure 1.
For the laboratory system scale, these measures are not further investigated and are not
part of this study.

2.4. Pre-Reforming and Heat Integration Variants

As literature does not conclude to one optimal system design, different pre-reforming
and heat integration concepts were investigated. Pre-reforming in Figure 1 is depicted by a
placeholder that represents the four proposed pre-reforming variants shown in Figure 2.
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Figure 2. The four proposed pre-reforming variants.

The variants differ with regard to the sequence of heat integration and chemical
reactions:

• Variant 1: a combination of adiabatic and allothermal pre-reforming, in which the heat
for allothermal pre-reforming is provided by the oxidation unit exhaust gas.

• Variant 2: an allothermal pre-reforming in which the heat is provided by the oxidation
unit exhaust gas.

• Variant 3: an upstream oxidation unit exhaust gas heat exchanger, followed by adia-
batic pre-reforming.

• Variant 4: an adiabatic pre-reforming with a subsequent oxidation unit exhaust gas
heat exchanger.

Each of the variants offers at least one specific advantage. A combination of two
pre-reformers as in variant 1 is unusual, but results in an initial temperature drop in the
adiabatic stage so that more heat can be transferred in the allothermal stage allowing a
higher degree of pre-reforming. This is at the expense of higher and thus more cost-intensive
use of catalyst material, higher pressure losses, and assembly space. Variant 2 thus has the
advantage of less catalyst material, but at the cost of lower heat transfer in the allothermal
pre-reformer and presumably lower outlet temperatures and degrees of pre-reforming.
The least amount of catalyst material is used in the adiabatic variants 3 and 4, where the
comparatively large allothermal pre-reformer can be replaced by smaller exhaust gas heat
exchangers that do not require any catalyst bed. Variant 4 offers the advantage to modulate
the FPM outlet temperature over a wider range via the burner temperature than in the other
variants. However, this is at the expense of comparatively higher methane concentrations in
the product gas. In variant 3, on the other hand, the degree of pre-reforming at the reformer
outlet can be further reduced by the upstream exhaust gas heat exchanger compared with
variant 4, but the FPM outlet temperature cannot be modulated as high as in variant 4.
The impact of the four variants on the system performance will be discussed in Section 5.

Independent from the aforementioned pre-reforming variants, heat exchanger and
reactor design were faced with the challenge of manufacturability and a low pressure
loss demand in all stages, since the fuel cell stacks only allow pressure levels of 50 mbar
(relative). As the installation on board of a vessel already leads to an exhaust gas back
pressure of 10 to 15 mbar, this results in an average permissible maximum pressure loss of
5 mbar per FPM component. At the same time, high heat exchanger efficiencies have to
be ensured to achieve high pre-reformer temperatures. Due to its flow gas compositions,
the allothermal pre-reformer is considered as a critical component, which has to withstand
high thermomechanical stress while maintaining gas tightness between the flows.

To meet the pressure loss criteria, the adiabatic pre-reformer is designed as a cylindrical
reactor containing a precious-metal packed bed catalyst. The allothermal pre-reformer
is designed as a conventional shell-and-tube heat exchanger with two bundles in cross-
counter-flow configuration as depicted in Figure 3. The exhaust gas flows through the
shell while the reformate gas first flows through one preheating tube bundle with empty
tubes and subsequently through the reactor tube bundle containing a second packed bed
catalyst. The use of a precious-metal catalyst is favored over Ni as it does not need to be
reduced at the initial start-up. Furthermore, the disadvantage and safety risk of a typical Ni

54



Energies 2022, 15, 941

catalyst regarding the pyrophoric behavior during an unanticipated exposition to oxygen
is avoided. The oxidation unit is designed as a cylindrical reactor containing a monolithic
honeycomb structured metal catalyst. Regarding the AOG Preheater and exhaust gas heat
exchanger, compact and efficient heat exchangers with low pressure losses are required.
Their design by means of additive manufacturing is presented in the following section.

Figure 3. Visualization of the allothermal pre-reformer showing the flow distribution assumptions in
the tube flow (solid lines) and shell flow (dotted lines).

3. Design and Characterization of Additively Manufactured High Temperature
Heat Exchangers

Due to the limited installation space and increased safety requirements in the fuel
processing module, the compact and non-gas leakage design of the heat exchangers is of
decisive importance. Therefore, different types of heat exchangers are developed depending
on the specific requirements. These include both tube bundle-based and plate-based heat
exchangers. Due to the high degree of compactness and the increased safety requirements,
these heat exchangers are manufactured using additive manufacturing, or more precisely,
selective laser melting (SLM). Production using conventional methods, such as welding,
might pose a safety concern as cross leakage might arise in the course of operating time
and would not provide the required heat flux density of 0.5 kW/L. The heat exchangers
developed are presented in detail below.

3.1. Tube-Bundle Heat Exchanger (3D-TB-HEX)

The tube-bundle heat exchangers used in this project are designed in cross-counter-
flow construction as illustrated in Figure 3. In this type of heat exchanger, the hot stream
flows around the tube bundles and cools down, while the cold stream heats up accordingly
inside the tubes. The number of deflections and thus the number of bundles determines
the effectiveness of the heat exchanger. An increasing number of bundles can approximate
the ideal counter-flow and the effectiveness increases. Depending on the design, this will
happen at the expense of the pressure loss due to a longer “tube section”.

In order to meet the required power density, pressure loss and safety requirements,
optimisations were made to the basic circular tube shape and measures are taken to increase
heat transfer on the outside as well as on the inside surface. Additive manufacturing allows
geometries to be produced that would not be feasible using conventional methods.

The general tube geometry is designed in a droplet shape. This reduces the wake area
behind the tube for the shell-flow, leading to reduced pressure loss and increased heat
transfer due to thinner thermal boundary layers. Additionally, the outside heat transfer
area is increased with small fins. The geometry of the droplet shape is developed on the
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basis of the numerical simulated flow (Ansys Fluent) around a circular tube bundle of
five tubes and adapted according to the wake area behind the tubes. At first, numerical
simulations of the heat transfer and pressure drop of a circular tube bundle with five tube
rows were carried out. These results were then compared with literature data. The heat
transfer coefficient differs less than 15% and the pressure drop less than 12% from the
literature data, which is in the range of uncertainty for the literature data regarding circular
tube banks [35,36]. Next, the geometry of the tube was modified to reduce the wake area
behind the tubes. During this process, the mesh quality and independence as well as
the flow field of the numerical calculation were permanently checked to ensure a valid
calculation. After finding the best fitting tube geometry, additional fins were applied to
the outside surface, increasing the heat transfer area by 81% with a fin efficiency of 97%.
The pressure drop was increased by only 28% due to higher velocities in the narrowest
sections between two tubes compared to the circular tubes.

On the inside of the droplet tube, a twisted tape is implemented that promotes swirl
generation and turbulence for an increased heat transfer rate. By means of additive manu-
facturing, the twisted-tape is also connected to the tube wall leading to an increased heat
transfer area in contrast to common tube inserts with a large contact resistance between
insert and tube wall. An important parameter for the heat transfer and pressure drop of the
twisted tape is the number of twists per unit length. Therefore, numerical simulations and
also several experiments were carried out, testing different twist ratios and their influence
on the heat transfer and pressure drop, as no valid Nusselt and pressure-drop correlations
exist for this design and temperature range. As for the outside optimisation, the numerical
and the experimental results are in good agreement with literature data for the basic circular
tube, thus ensuring correct experimental and numerical data for the twisted-tape version.
From these tests, the version with 10 twists per meter exhibits the best trade-off between the
heat transfer and pressure drop increase. The optimized droplet shape and the small fins
on the outside as well as the inserted twisted tape are shown in Figure 4. For the so-called
3D-TB-HEX, two bundles are used in a cross-counter-flow arrangement.

Figure 4. CAD model of a single tube of the 3D-TB-HEX. The helix structure of the internal twisted
tape is depicted by means of blue contour lines.

3.2. Plate-Fin Heat Exchanger (3D-PF-HEX)

Another version of heat exchangers are plate-fin heat exchangers as they are charac-
terised by a very high effectiveness due to the counter-flow characteristic [37]. “Wavy-fins”
are chosen as the internal structure, as they are easy to manufacture due to their shape
and contribute to the stability of the heat exchanger. The design of the heat exchanger,
i.e., the determination of the structural parameters, was carried out using equations from
literature and accompanied flow simulations with OpenFoam to extend the validity of the
literature data. The results are also presented in Luo et al. [38]. In summary, the numerical
simulation of the heat transfer agrees well with the experimental data from literature, while
the numerical obtained pressure drop is lower as the experimental results in literature.
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Based on the literature data, the geometric parameters of fin height, fin spacing, wave-
length and amplitude are determined by optimisation with the constraints of maximum
tolerable pressure loss and the most compact design possible. Further boundary conditions
are the minimum wall thickness that can be printed and the maximum tolerable angle
between a printed surface and the vertical printing axis. The global Matlab particle swarm
algorithm is used for the optimisation. Due to the higher level of compactness of the plate-
fin heat exchanger compared to the before presented tube-bundle heat exchanger, the effect
of axial heat conduction in the solid parts (fins and plates) has been considered during the
design process, as it has a significant negative impact on the overall performance. Figure 5
shows a section of the 3D-PF-HEX and the internal geometry. The construction volume of
the plate-fin heat exchanger is approx. 1/4 of the 3D-TB-HEX at the same thermal load.

Figure 5. Close-up of the 3D-PF-HEX (left) and a CAD image of the internal fin geometry.

3.3. Experimental Validation

The heat exchangers presented above were manufactured from high-temperature
stainless steel (1.4828) and tested experimentally in a separate test rig before being used in
the fuel cell system in order to gain precise knowledge of the heat transfer performance as
well as the pressure loss. The experimental setup is described in detail in [39]. Furthermore,
the gas tightness at high temperatures is investigated by means of special tests. Based on the
experimental data, equations for the pressure loss and the heat transfer are derived and then
implemented in the later described system model in order to increase the model quality.

The 3D-TB-HEX and 3D-PF-HEX were each investigated at two different temperature
levels. The inlet temperature of the hot side was varied between 560 °C and 750 °C by
means of an electric heater, and the temperature of the cold side was varied between 200 °C
and 250 °C. The mass flow was varied on both sides by two mass flow controllers between
0.2 and 0.7 kg/min, compressed air was used as the test fluid. The pressure loss was
measured by two U-tube manometers.

In order to increase the accuracy of the air temperature measurement, all connections
(fluid inlets and outlets) of the heat exchanger were additionally equipped with external
heating to bring the temperature of the pipe wall closer to the measured gas temperature
and thus reduce the influence of thermal radiation. These measures reduce the temperature
difference between the respective pipe wall and the gas temperature measurement to less
than 2K and significantly reduce negative thermal radiation influences.

To reduce heat losses, both heat exchangers were equipped with insulation made of
a microporous insulating material. The insulation material also contained an opacifier
to reduce losses due to thermal radiation, as the base material of the insulation becomes
partially transparent at high temperatures. Figure 6 shows the insulated 3D-PF-HEX
during installation.
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Figure 6. Close-up of the insulated 3D-PF-HEX during installation at the described test rig.

3.4. Data Evaluation

From the temperatures obtained, the overall heat transfer coefficient UAexp was
obtained for each measuring point using the logarithmic temperature difference ΔTlog and
a correction factor FCorr for counter-flow or cross-counter-flow characteristic (1):

UAexp =
Q̇c

FCorrΔTlog
=

(
1

hc Ac
+ Rwall +

1
hh Ah

)−1
, (1)

with Rwall as the thermal wall conduction resistance and hh and hc as the heat transfer
coefficients of the hot and cold fluid side, respectively. The correction factor FCorr for
the cross-counter-flow (and others) depends on the characteristic of the heat exchanger
and is defined as the ratio of the effectiveness of any heat exchanger (in this paper the
cross-counter-flow) compared to the ideal counter-flow heat exchanger:

FCorr =
εCCF

εCF
(FCorr ≤ 1). (2)

Equation (1) cannot be solved directly for the unknown heat transfer coefficients hc
and hh. Therefore, an optimisation algorithm is applied, using an error function given in
Equation (3), containing the experimental overall heat transfer coefficient and a theoretical
overall heat transfer coefficient of all measuring points (multi variable Wilson plot method):

min
(αc,αh,βc,βh)∈�x

f (�x) =

√√√√ 1
N − 1

N

∑
j=1

[
UAth,j(�x)
UAexp,j

− 1

]2

. (3)

The theoretical overall heat transfer coefficient UAth,j is calculated using the right side
of Equation (1). For the two unknown heat transfer coefficients, typical basic Nusselt (Nu)
correlations for the heat transfer coefficients are used:

Nuc/h, th,j =
hc/h, th,j · dh, c/h

λm, c/h,j
= αc/h · Reβc/h

c/h,j · 3
√

Prc/h,j, (4)

with dh as the hydraulic diameter, λm as the mean thermal conductivity, Re as the Reynolds
number and Pr as the Prandtl number of the fluid flow. By varying the coefficients αc, αh,
βc and βh, the Nusselt correlations for the heat transfer of both fluids are adjusted in such a
way that the error value is minimised, i.e., the theoretical overall heat transfer coefficient
matches the experimentally determined overall heat transfer as closely as possible. Figure 7
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depicts the parity plots comparing the experimentally obtained and the deducted theoretical
values of both heat exchangers along with reference lines and percentage deviations. As a
result, equations for the heat transfer coefficient as a function of the Reynolds number are
determined. The definitions for the Reynolds number, the hydraulic diameter as well as
the Nusselt number for the tube-bundle and plate-fin heat exchanger can be found in the
Appendices A.1 and A.2, respectively.

Figure 7. Comparison between the experimentally obtained overall heat transfer coefficient UAexp

and the theoretically calculated overall heat transfer coefficient UAth using the parameterized Nusselt
correlations (see Equation (4)) obtained from the experimental data.

3.5. Experimental Results

Figure 8 shows the results of the determined Nusselt number for the tube and shell
side of the 3D-TB-HEX as a function of the respective Reynolds number. From the data,
it can be clearly seen that a lower Nusselt number is achieved with tube side Reynolds
numbers below 160 and shell side Reynolds numbers below 75 compared to a conventional
circular tube. The reason for this behaviour can be explained by the design of the heat
exchanger. Due to the very low velocity, parasitic influences such as axial heat conduction
within the tube wall as well as heat radiation gain influence, which have a negative effect
on the performance and thus on the heat transfer coefficient. As a result of the integral
evaluation procedure, this leads to a lowering of the Nusselt number. If the flow velocity is
increased, the Nusselt number increases both on the tube side and on the shell side. At its
peak, the Nusselt number is increased by 48% or 38%, compared to a smooth circular tube
of the same hydraulic diameter.

Figure 8. Experimentally derived Nusselt numbers of the 3D-TB-HEX tube (left) and shell flow
(right) as a function of the Reynolds number compared to the Nusselt numbers of a basic circular
tube configuration calculated with correlations from literature [36]. The range of Reynolds numbers
for the intended system application spans between 150 and 280 for the tube side and between 80 an
140 for the shell side.
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Figure 9 shows the curve of the Nusselt number versus the Reynolds number for
the 3D-PF-HEX. The blue solid line symbolises the Nusselt numbers determined from
literature data [38] and the filled triangles represent the Nusselt numbers determined from
the experiments. In contrast to the tube bundle, the literature data available here also
correspond to those used for the design. Furthermore, the literature data presented here
have already been extended to include the influence of axial heat conduction, but not
the thermal radiation which also occurs, but on a significantly smaller scale. In the low
Reynolds number range, the Nusselt numbers are lower than the corresponding literature
data. With increasing Reynolds number, this behaviour changes and the Nusselt number
exceeds the literature data starting at a Reynolds number of Re = 100.

Figure 9. Experimentally determined Nusselt numbers of the hot and cold 3D-PF-HEX flows as a
function of the Reynolds number compared to the Nusselt numbers calculated with correlations from
literature [38]. The range of Reynolds numbers for the intended system application spans between
80 and 130.

The reason for this slightly different behaviour between literature and measurement
is due to an increasing measurement uncertainty in the low and high Reynolds number
range. As a result of the low heat capacity currents, very high number of transfer units
(NTU; for the definition, see Equation (10)) and thus a very high effectiveness of over
98% is achieved. In combination with the asymptotic behaviour of the effectiveness as a
function of the NTU value with a counter-flow apparatus [40], even small deviations or
uncertainties in the temperature measurement lead to large changes in the NTU value and
thus in the UA value and finally in the calculated heat transfer coefficient.

In the opposite case, i.e., with increasing Reynolds numbers (Re > 100), the mea-
surement uncertainty is also the main reason for the increasing deviation compared to
the literature. The Nusselt numbers determined in this Reynolds number range were
determined with unequal heat capacity ratios, the mass flow of the cold side, and thus its
Reynolds number, was significantly smaller than that of the hot side. This also leads to
a very high efficiency and thus also to an increasing measurement uncertainty of the UA
value and finally to a higher uncertainty of the heat transfer coefficient, or the Nusselt num-
ber. In the medium Reynolds number range, the measurement results agree very well with
the literature data, so that the underlying calculation model is well suited for predicting
the effectiveness of the 3D-PF-HEX. The developed correlations of the Nusselt-Number for
the 3D-TB-HEX as well as for the 3D-PF-HEX are used in the system modelling to increase
its accuracy and to compare the impact of different kinds of heat exchanger on the overall
system efficiency, see Section 5 for detailed comparison.

4. Component Modelling and System Model

Component and system modelling was performed in Matlab / Simulink using the
modelling infrastructure of the Thermolib toolbox version 5.3.2 from EUtech Scientific
Engineering GmbH. Thermodynamic property data are provided by the NIST Webbook
Database. The simulation setup is, in principle, dynamic in time, but, for this paper, it is
used only to simulate steady-state operating points. Regarding the input streams of the

60



Energies 2022, 15, 941

simulation model, the supplied LNG fuel is treated as pure methane. Depending on the fuel
origin and treatment, LNG may also contain other components like higher hydrocarbons
and nitrogen that may account for a share of up to 10 mol% [41] which are neglected in
this study. It is assumed that a central LNG evaporation infrastructure is already present
on the vessel so that the fuel enters the system fully evaporated at a supply pressure of
5 bar and ambient temperature (20 °C). In the maritime environment, the surrounding air
is usually humid and contains NaCl which makes the system more susceptible to corrosion
and catalyst poisoning. In this design, it is assumed that the cathode and oxidation blowers
withdraw filtered and dehumidified air at ambient temperature from the surroundings of
the system.

4.1. Fuel Cell Stack

The fundamental stationary 0D-SOFC model has been presented in a previous pub-
lication [20], where it was used in a diesel-fueled SOFC simulation model and validated
for stationary operating points. For this study, the model was adapted to the employed
stack design regarding the number of cells, the area specific resistance (ASR) and expected
heat losses.

The essential features of the model include internal methane steam reforming (MSR)
and water gas shift (WGS) reactions (see Equations (11) and (12)) at the anode surface.
The remaining methane is converted completely. For the WGS reaction, chemical equilib-
rium at the outlet temperature is assumed. The cell model comprises an energy balance
by means of a thermal mass representing the interconnect and cell material. It is assumed
that the anode and cathode outlet flows leave the stack at the thermal mass temperature
Tstack. Deviating from the previous model description in [20], the electrochemical voltage
losses are described in a simplified form using an exponentially temperature dependent
area specific resistance (ASR) equation that represents the almost linear current voltage
characteristic of electrolyte supported cells [33,42]:

ASR(Tstack) = ASR0 · exp
[

Ea

Rm

(
1

Tstack
− 1

T0

)]
, (5)

with ASR0 as the reference ASR at reference temperature T0 in Kelvin, Ea as the activation
energy and Rm as the molar gas constant. The ASR of the electrolyte supported cell at
beginning of life is located around the value of 650 mΩ cm2 at reference temperature of
850 °C [43]. Due to its 0D limitation, the model is not capable of calculating the local
temperature, current density, ASR and gas composition distribution along the flow path
inside the stack. The presented model was fitted to operation data provided by a 1D
stationary model of the stack manufacturer comparable to along the channel models shown
in [42,44] by adjusting the mean ASR value ASR0(Tstack). Similar temperatures and gas
compositions of the anode and cathode outlet flows as well as cell voltages could be mapped
compared to the more detailed 1D model. Operating points were defined at given electric
currents, inlet temperatures, gas compositions as well as fuel and oxygen utilization.

4.2. Heat Exchangers

All heat exchangers except the anode and cathode recuperators as well as the AOG
Cooler are modelled using the NTU method. The fluid with the smaller heat capacity rate
Ċmin = min(Ċc; Ċh) determines the maximum possible heat transfer rate Q̇max [45]:

Q̇max = Ċmin · (Th,in − Tc,in
)

(6)

The performance of the heat exchanger can be expressed as its effectiveness ε by
relating the actual heat transfer rate Q̇ to the maximum heat transfer rate Q̇max:

ε =
Q̇

Q̇max
=

Ċc(Tc,out − Tc,in)

Ċmin
(
Th,in − Tc,in

) =
Ċh

(
Th,in − Th,out

)
Ċmin

(
Th,in − Tc,in

) . (7)
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The following effectiveness relations can be derived as shown in [45] for a counter-flow
configuration:

εco =
1 − exp(−NTU(1 − Cr))

1 − Cr · exp(−NTU · (1 − Cr))
, (8)

and a cross-flow configuration with both fluids unmixed:

εcr = 1 − exp
(

NTU0.22

Cr

(
exp(−Cr · NTU0.78)− 1

))
. (9)

Apart from the flow configuration, the effectiveness is a function of the number of
transfer units (NTU) by setting the product of the overall heat transfer coefficient U and
heat exchange area A in relation to the smaller heat capacity flow as well as the ratio
between the smaller and larger heat capacity rate Cr given by the formulas:

NTU =
UA
Ċmin

and Cr =
Ċmin

Ċmax
. (10)

Deviating from the previous publication [20], the overall heat transfer coefficients U
required in Equation (10) are not held constant, but are calculated as a function of geometry,
flow configuration, mass flow and thermal properties of the fluids. This allows the evalu-
ation of the heat exchanger performance within the entire operating range. The product
of the overall heat transfer coefficient U and the heat exchange area A is calculated using
Equation (1) with the heat transfer coefficients hc/h for the cold and hot side and the thermal
resistance of the wall Rwall.

Different Nusselt correlations are used to calculate these heat transfer coefficients
depending on the geometry and flow conditions. An overview of the correlations used for
each component is provided in Table 1. The correlation equations are either specified in
detail in Appendix A or taken from experimental results (Section 3).

For the anode and cathode plate recuperators, the effectiveness is determined by an
operating map deducted from datasets provided by the manufacturer using the mass flows
and inlet temperatures of the component as input variables. As the AOG Cooler does not
contribute to heat integration, AOG cooling is modelled as a change in enthalpy to the
desired temperature.

Table 1. Overview of heat exchanger models and their Nusselt correlations.

Component Name Model Description Correlations

Anode and
Cathode Recup. Convent. counter-flow HEX Operating

map

Air Preheater Convent. cross-counter-flow tube bundle HEX Appendix A.1

Allothermal
Pre-reformer

Convent. cross-counter-flow tube bundle HEX
(2 bundles, 1 empty, 1 filled with catalyst)

Cell model with 24 HEX and
equilibrium reaction cells

Appendix A.1

AOG Preheater 3D cross-counter-flow tube bundle HEX or
3D counter-flow plate fin HEX

Experimental
Equation (4)

Exhaust Gas
Heat exchanger

3D cross-counter-flow tube bundle HEX or
3D counter-flow plate fin HEX

Experimental
Equation (4)
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4.3. Pre-Reforming

Both inside the SOFC stack and the pre-reforming reactors, MSR and WGS reactions
take place simultaneously:

CH4 + H2O −−⇀↽−− 3 H2 + CO (MSR), (11)

CO + H2O −−⇀↽−− H2 + CO2 (WGS). (12)

In the pre-reformer stages, it is assumed that chemical conversion occurs until chemical
equilibrium is reached. In reality, this assumption may not be reached at lower temperatures
and leads to significant deviations between simulated and experimental gas compositions.
With regard to the studied laboratory system, the assumption is kept as a precious metal
catalyst with a high activity compared to typically used Ni catalysts is used. Additionally,
the pre-reformers are designed big enough to ensure a high residence time. The gas
mixture leaves the reactor at equilibrium reaction temperature and composition. Carbon
formation reactions are not considered. In the Oxidation Unit, the remaining AOG burnable
components are catalytically converted completely.

In the allothermal pre-reformer, heat exchange and chemical reactions occur simul-
taneously and inhomogeneously. Due to the cross-flow configuration and temperature
dependent chemical equilibrium, temperature distribution and chemical conversion are
expected to be distributed significantly between the tube rows. A discrete 2D cell model
was chosen as presented by Engelbracht et al. [33] (see Figure 3). Homogeneous flow
distribution and an unmixed shell flow are assumed. Each cell consists of a combination
of an NTU heat exchanger and an additional equilibrium reactor on the cold fluid side.
Based on a grid independence study ranging from six to up to 48 cells, a total of 24 cells
was chosen to map the component behaviour at a reasonable computation time.

4.4. Blowers and Pressure Losses

Component pressure losses are modelled as a function of the involved mass flow:

Δpcomp,i = kcomp,i · ṁ2
comp,i . (13)

As specific component pressure losses regarding the FPM heat exchangers, pre-
reformers and the oxidation unit are not yet experimentally available, the maximum
design value of 5 mbar specified during the component design phase is used for each FPM
component in the simulation model (compare Section 2.4). The pressure loss coefficients
kcomp,i are determined by assuming these maximum permissible pressure losses at the
component mass flows ṁcomp,i during nominal full load operation.

The peripheral electrical power demand is estimated by considering the cathode,
recirculation and combustion air blowers depicted in Figure 1 assuming constant isentropic
and mechanical efficiencies as done in [34].

4.5. Heat Losses

All components and pipes of the laboratory-scale FPM are separately thermally in-
sulated to ensure accessibility during testing. Heat transfer between the components and
ambient are estimated by means of steady-state thermal analyses of the laboratory setup in
ANSYS Mechanical using the geometrical design and insulation properties. Overall heat
transfer coefficients are deducted and implemented into the component and pipe models
to represent temperature dependent heat losses:

Q̇loss,i = (U · A)amb,i ·
(
Tcomp,i − Tamb

)
. (14)
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4.6. System Parameters and Operating Conditions

A set of widely common system parameters is used to define and confine the system
operating range. The required excess of fuel and oxygen flow provided at the respective
electrodes is characterized by the electrochemical stack fuel and oxygen utilizations:

FUstack =
ṅAn,in

(
xH2,in + xCO,in + 4xCH4,in

)− ṅAn,out
(
xH2,out + xCO,out

)
ṅAn,in

(
xH2,in + xCO,in + 4xCH4,in

) · 100%, (15)

OUstack =
0.21ṅCa,in − ṅCa,outxO2,out

0.21ṅCa,in
· 100%. (16)

The amount of AOG recirculated is defined by the recirculation ratio:

RR =
ṅAOG,rec

ṅAOG,total
· 100% . (17)

Both RR and FUstack impact the overall system fuel utilization:

FUsys =
FUstack

1 − RR(1 − FUstack)
, (18)

as well as the gas composition of the pre-reforming inlet flow as the recirculated AOG is
mixed with the fuel flow. The oxygen to carbon ratio O/C is a parameter typically used in
literature to depict the pre-reforming gas composition by means of element balancing:

O/C =
2xCO2,pre + xCO,pre + xH2O,pre

xCO2,pre + xCO,pre + xCH4,pre
= f (RR, FU) . (19)

The effect of carbon formation has not been modeled in this study and depends on
the ternary H/O/C gas composition and temperature [34,46]. The O/C value itself does
not describe this relation sufficiently. However, O/C values given in the following section
serve as comparative values to the above-mentioned publication results.

Analogous to Equation (16), the oxygen utilization of the oxidation unit OUoxi defines
the excess oxygen in relation to a complete stoechiometric combustion and is defined as
the ratio of non-recirculated molar flows of combustible AOG components to the provided
oxygen molar flow:

OUoxi =
(1 − RR) · ṅAOG,total ·

(
0.5xH2,AOG + 0.5xCO,AOG

)
0.21ṅoxi,air

· 100% . (20)

It is assumed that the SOFC system feeds into an AC electric board infrastructure
requiring a frequency inverter which exhibits a conversion efficiency of ηpe = 95% [34].
Overall system performance is evaluated using the net system energetic efficiency:

ηsys,net =
|Pel,SOFC,DC| · ηpe −

(
Pel,bl,ca + Pel,bl,rec + Pel,bl,oxi

)
ṅfuel,in · LHVfuel,in

. (21)

To specifically investigate the pre-reforming variants in terms of their capability to
convert high amounts of methane into hydrogen, the so-called degree of pre-reforming
(DORpre) is defined as used in [47]:

DORpre =
ṅfuel,in − ṅCH4,FPM,out

ṅfuel,in
· 100% , (22)

relating the amount of converted methane in all pre-reformer stages via endothermic MSR
to the supplied fuel flow. The DORpre mainly correlates with the achievable pre-reforming
outlet temperature. The remaining percentage is converted at the SOFC anode inlet via DIR.

The definition of an operating point is specified by the following system input parameters:
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• the electrical current I.
• the stack fuel utilization FUstack and the recirculation ratio RR which determine the

molar flow of the supplied fuel ṅfuel,in.
• the stack oxygen utilization OUstack which defines the cathode molar flow and is

manipulated to control the stack outlet temperature Tstack to a set point of 815 °C.
OUstack is limited upwards to a value of 35% to ensure a sufficient oxygen partial
pressure at the cathode.

• the oxygen utilization of the oxidation unit OUoxi which defines the supplied air
flow in the FPM and is manipulated to control the oxidation unit outlet temperature
Toxi,out to a set point of 750 °C. OUoxi is limited upwards to a value of 80% to ensure a
complete combustion of the non-recirculated combustible components.

• the heat flow withdrawn from the anode off-gas in the AOG Cooler which is ma-
nipulated to control the recirculation blower inlet temperature Tbl,rec,in to a set point
of 300 °C. In case of recirculation temperatures below this value, the AOG Cooler is
inactive and does only contribute in terms of its heat losses.

Depending on the electrical current, the stack temperature as well as the anode and
cathode inlet properties, the SOFC model determines the resulting cell voltage which acts as
output variable along with the electrical DC power Pel,SOFC,DC and the net system efficiency
ηsys,net. The SOFC inlet temperatures are variable and depend on the performance of the
anode and cathode heat exchangers as well as the FPM outlet stream conditions. The stack
operation is restricted by the minimum stack temperature and the minimum cell voltage
which are given in Table 2 as part of a complete list of system parameter constraints.

Table 2. Constraints and selected operating range of the system parameters. Bold printed values
depict the nominal full load operating point.

System Parameters Unit Constraints
Input Values/

Set Points

Eletrical current I [A] 20, 30
Recirculation ratio RR [%] 56 . . . 70 . . . 80
Oxygen to carbon ratio O/C [-] ≥2.0 2.0 . . . 2.55 . . . 3.0
Stack fuel utilization FUstack [%] ≤75 75
Stack oxygen utilization OUstack [%] ≤35 *
Oxid. unit oxygen utilization OUoxi [%] ≤80 *
Cell voltage Ucell [V] ≥0.65 **

Recirc. blower inlet temperature Tbl,rec,in [°C] ≤300 300
Stack outlet temperature Tstack [°C] 750 . . . 850 815
Oxidation unit outlet temperature Toxi,out [°C] ≤750 750

Isentropic blower efficiency ηbl,is [%] 70
Mechanical blower efficiency ηbl,mech [%] 80
Power electronics efficiency ηpe [%] 95
*: manipulated within the allowed range to control the respective temperature to its set point. **: output variable.

4.7. Parameter Study

To analyze the steady-state operating behavior, a parameter study is conducted cover-
ing an operating range depicted in the right column of Table 2. The system is operated at the
maximum FUstack = 75%. Higher utilizations, especially at high recirculation ratios, pose
the risk of Ni reoxidation at the anode surface [48], whereas lower utilizations would lead to
a decrease in the electrical efficiency and lower stack temperatures due to endothermic DIR.
The recirculation ratio is set over a range of 56 to 80%. This corresponds to a system fuel
utilization of 87.2 to 93.8% and an O/C ratio of 2.0 to 3.0 at the chosen maximum FUstack
operation. Full and partial load performance is considered by lowering the electric current
from the nominal operating point of 30 A to 20 A. A maximum recirculation temperature
set point of 300 °C is selected for the highest possible heat integration.
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Each of the pre-reforming variants presented in Section 2.4 is simulated in two config-
urations which differ in the heat exchanger models used for the AOG Preheater and the
exhaust gas heat exchanger (if implemented). The first configuration employs the cross-
counter-flow 3D-TB-HEX described in Section 3.1 and the second configuration the more
efficient and compact counter-flow 3D-PF-HEX described in Section 3.2. The properties of
the system inlet and outlet streams for variant 1 using the 3D-PF-HEX at nominal full load
operation as defined in Table 2 are presented in the Appendix A.3.

5. Simulation Results and Discussion

The overall stationary system behaviour is presented for full and partial load operation
followed by the analysis of an additional partial load operating strategy. As not all system
parameters mentioned above can be displayed, system performance is discussed by means
of the DORpre (see Equation (22)), the system net efficiency ηsys,net (see Equation (21)) as
well as temperature levels of the AOG recirculation, the pre-reforming outlet and the stack.

5.1. Full Load Operating Points

At all simulated full load operating points, the stack outlet temperature set point is
reached as the exothermic electrochemical reaction dominates the SOFC energy balance,
and excess air is needed to cool the stacks. The recirculation ratio defines not only the O/C
ratio of the pre-reforming gas mixture, but also the heat capacity rates (Ċ = ṅ ·Cp,m) of both
fluids involved in the heat transfer taking place in the allothermal pre-reformer or exhaust
gas heat exchanger. At RR below 65%, the mean heat capacity rate of the hot oxidation
unit exhaust gas is larger than the heat capacity rate of the pre-reforming gas (Ċh > Ċc).
In this case, the heat flow is defined by the heat capacity rate Ċc = Ċmin according to
Equation (6). At larger RR, this behaviour reverses as Ċc > Ċh = Ċmin. This is caused
by the increase of the molar flow of the recirculated stream ṅAOG,rec with simultaneous
decrease of the exhaust gas flow as less fuel is supplied to the oxidation unit and less
air is required to remain at the constant oxidation unit exhaust temperature. The mean
molar heat capacities Cp,m of the fluids change as well due to changing recirculation gas
compositions and different oxygen utilizations at the oxidation unit, but have a significantly
smaller and counteracting impact on the heat capacity rates, therefore slightly dampening
the impact of the molar flow change.

Figure 10a shows the resulting degree of pre-reforming DORpre, indicating the overall
FPM heat integration performance. The four variant configurations using 3D-TB-HEX are
displayed as solid lines, whereas the counterpart models with 3D-PF-HEX are depicted as
dotted lines. Variant 1 with the 3D-TB-HEX shows a high methane conversion in the range of
RR < 65% with DORpre values of 32%. This is due to favorable heat capacity ratios both in
the AOG Preheater and the allothermal pre-reformer as mentioned above. No heat has to be
withdrawn in the recirculation unit as the recirculation temperature remains below 300 °C (see
Figure 10b). As the RR increases above 68%, this temperature limit is reached due to worse
heat capacity ratios in the AOG Preheater. The higher the recirculation ratio, the more heat
has to be withdrawn in the AOG Cooler resulting in lower DORpre levels of 28%.

Comparing this behaviour to the configuration with 3D-PF-HEX, one can clearly see
the positive impact of the higher effectiveness of the AOG Preheater. At low RR, the
pre-reforming inlet temperature increases by 35 K leading to higher DORpre of up to 34%.
The more significant difference occurs at higher RR. The DORpre remains at a constant
level of 33% as the AOG recirculation temperature reaches its limit not before an RR of 76%
leading to a higher level of heat integration (see Figure 10b). Regarding the nominal full
load operating point at RR = 70%, the configuration with a 3D-PF-HEX AOG Preheater
does not require AOG cooling in the recirculation unit.
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Figure 10. Simulation results for full load operating points (I = 30 A) at maximum stack fuel utilization
FUstack = 75% as a function of the AOG recirculation ratio RR.

In general, both heat exchanger configurations of variant 2 show a similar behavior
compared to their variant 1 counterparts. Due to the missing adiabatic pre-reforming stage
and its favorable temperature drop regarding heat transfer in the following allothermal pre-
reformer, both configurations of variant 2 yield lower DORpre values of 0.5 to 1%-points.
The purely adiabatic variants 3 with an upstream exhaust gas heat exchanger behave
similarly at high recirculation ratios but lose performance at lower RR. This is due to the
fact that less heat can be transferred in the upstream exhaust gas heat exchanger compared
to the allothermal heat transfer with a simultaneous endothermic reaction.

As variant 4 features an adiabatic pre-reformer with downstream superheating, the FPM
outlet temperatures, displayed in Figure 10c, are located in a much higher range than the
previous variants (470 to 550 °C) leading to higher anode inlet temperatures. This is caused
by the fact that the required heat of reaction in the adiabatic pre-reformer needs to be
supplied indirectly via the anode gas loop and thus heavily depends on heat losses and
the effectiveness of the AOG Preheater. As the exhaust gas heat exchanger also lifts the
AOG temperature, the AOG recirculation temperature already reaches its limit at much
lower recirculation ratios (see Figure 10b), leading to high levels of heat being withdrawn
from the system. As a consequence, the DORpre values of variant 4 with 3D-TB-HEX
are significantly lower leading to higher levels of DIR. Out of the four variants, variant
4 features the highest sensitivity towards heat exchanger effectiveness. With both AOG
Preheater and exhaust gas heat exchanger designed as 3D-PF-HEX, the DORpre increases
by up to 7%-points but is almost entirely below the levels of the other variants.

The system net efficiencies depicted in Figure 10d generally increase with higher RR
due to an increase in the system fuel utilization FUsys but are limited by the electric demand
of the recirculation blower leading to the decrease at RR > 75%. Comparing the course of
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the variants, deviations of up to 0.5%-points at the nominal operating point of RR = 70%
are visible.

5.2. Partial Load Operating Points

As the electrical current is decreased, the dissipated heat from electrochemical conver-
sion in the stack decreases accordingly, whereas heat losses remain almost the same. Excess
air cannot be decreased arbitrarily due to the OUstack constraint leading to decreasing
stack temperatures. For all simulated operating points at 20 A (corresponding to 62 to
68% of electrical net power at full load), the OU limitation already leads to higher cathode
air flows than thermally required. Besides artificially heating the cathode inlet flow by
means of electric heating, supplying the stack with anode gas at a high temperature and
high degree of pre-reforming remains the only option in order to maintain permissible
stack temperatures.

Figure 11a shows the DORpre of the four variants. In general, the depicted values
are substantially smaller than for the presented full load operating points, opposing the
intended partial load behaviour mentioned above. One main effect is that the heat losses do
not decrease proportionately to the component mass flows resulting in higher temperature
drops inside the components and pipes. A second impact is the decline of heat transfer
coefficients due to smaller mass flows. Variants 1 and 2 no longer remain in ranges above
30% but decrease towards 20% for high RR. Unlike full load operation, both configurations
of variant 3 slightly exceed the DORpre levels of variants 1 and 2. This indicates that heat
transfer at partial load in the additively manufactured exhaust gas heat exchangers is more
effective than in the allothermal pre-reformer with conventional tube bundles. Variant 4
again yields the lowest DORpre levels with high FPM outlet temperatures at the same time
(see Figure 11c).

Figure 11. Simulation results for partial load operating points (I = 20 A) at maximum stack fuel
utilization FUstack = 75% as a function of the AOG recirculation ratio RR.
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The resulting stack temperatures are depicted in Figure 11b. All variants show tem-
peratures close to the minimum permissible limit of 750 °C with the adiabatic 3D-PF-HEX
variants 3 and 4 yielding slightly higher temperatures at RR around 70%. The partial
load efficiencies shown in Figure 11d are generally higher than the full load efficiencies
as the cell voltage increases due to lower voltage losses. However, the depicted lower
stack temperatures lead to higher ASR values partly counteracting this effect. The highest
efficiency of nearly 60% is achieved by variant 3 using 3D-PF-HEX.

As a further load decrease towards 50% of the nominal electrical load would violate
the stack temperature constraint, a heat integration countermeasure is investigated to
increase the system operating range.

5.3. Measures for Increasing FPM Performance at Partial Load

In order to further increase the partial load capability of the FPM at lower electrical
currents, higher degrees of pre-reforming are required. This is realised by increasing the
hot mass flow in the allothermal pre-reformer or exhaust gas heat exchanger by means
of additional supply of fuel to the oxidation unit being catalytically converted which is
already part of the startup heating process. The oxidation unit is further controlled to a
set point of 750 °C. Hereafter, only the 3D-PF-HEX variants are considered due to their
better impact on FPM heat integration. The amount of additional fuel supplied to the
oxidation unit compared to the conventional operation in the previous section is given by
the oxidation unit surplus fuel ratio SFRoxi:

ṅfuel,oxi = SFRoxi · ṅfuel,in , (23)

relating the molar flow of fuel added to the oxidation unit to the molar flow supplied to the
AOG recirculation. The system efficiency has to be adapted regarding the increased fuel
input:

ηsys,net,SFR =
|Pel,SOFC,DC| · ηpe −

(
Pel,bl,ca + Pel,bl,rec + Pel,bl,oxi

)
ṅfuel,in(1 + SFRoxi) · LHVfuel,in

. (24)

Simulations were conducted for the four 3D-PF-HEX variants at 20A partial load,
maximum FUstack and a recirculation ratio of 70%. The SFRoxi was varied between 0%
(equivalent to operating points depicted in Figure 11 at RR = 70%) and 20%.

Figure 12a depicts the degree of pre-reforming as a function of the surplus fuel in
the oxidation unit. An increase of FPM performance is visible for all four variants and
stack temperatures rise accordingly (see Figure 12b). Up to an SFRoxi of 5%, variants 1, 2
and 3 behave similarly by increasing to DORpre values of 33% which is equivalent to the
levels achieved in full load operation (see Figure 10a). The behaviour changes as variant 3
converges to a maximum of 39% due to the heat transfer limitation in the exhaust gas heat
exchanger. The allothermal variants continue to rise to levels above 50%. Variant 4 remains
at rather low pre-reforming levels of 25%.

As displayed in Figure 12b, allothermal pre-reforming of variants 1 and 2 are able to lift
the stack temperature to its set point leaving the OUstack control limitation. The adiabatic
variants only lead to a maximum increase of 22 K. Regarding the system efficiency, a surplus
fuel ratio of 5% decreases the partial load efficiency by 1.5%, whereas a surplus fuel ratio
of 15% leads to a decrease of 5% for allothermal variants. The adiabatic configurations
decrease further to up to 6.5%-points as the ASR of the SOFC is higher due to lower
stack temperatures.
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Figure 12. Simulation results for partial load operating points with additional fuel supplied to the
oxidation unit (I = 20 A) at maximum stack fuel utilization FUstack = 75% as a function of the surplus
fuel ratio SFRoxi.

5.4. Discussion

In accordance with literature, allothermal AOG recirculation variants exhibit the best
pre-reforming results regarding full load operation. Operating points with a high fuel
utilization and a recirculation ratio of 70% yield the highest full load system efficiencies.
A more sophisticated heat integration by means of more efficient heat transfer in the AOG
Preheater enables higher degrees of pre-reforming, especially at higher recirculation ratios.
All investigated variants are in principle suited for the depicted full load operating range.
In terms of heat integration, variant 4 with a downstream exhaust gas heat exchanger is
less suitable for the presented FPM configuration as more heat has to be withdrawn in the
recirculation loop. Its pre-reforming performance is highly sensitive to heat losses and heat
transfer effectiveness.

Regarding the risk of carbon formation in the pre-reformer stages, the operating
range might be limited at lower RR. According to more profound equilibrium models
found in literature, carbon formation is thermodynamically favourable at O/C values
below 2.5 (RR of 66% at maximum FUstack) at a temperature of 500 °C [32,34], which
roughly corresponds to the simulated pre-reformer outlet temperatures at nominal full
load operation (compare Figure 10c). However, this simplified comparison is limited,
as (a) the equilibrium temperatures increase for lower RR to values up to 545 °C and (b)
precious-metal catalysts exhibit a higher barrier towards carbon formation compared to Ni
catalysts [49]. Eventually, the actual operating range limitation needs to be experimentally
validated which will be reported in a future publication.

Regarding the system design criteria described in Section 2.2, the variants 1, 2 and
3 in combination with 3D-PF-HEX offer the advantage of a higher product safety and
a less complex control. The AOG Cooler as a potentially critical component (if cooled
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with air) is not required for a large part of the full load operating range (RR ≤ 76%, see
Figure 10b) and can therefore be removed. The recirculation temperature does not have to
be controlled actively but may be monitored instead. If recirculation temperature reaches
high levels, the recirculation ratio may be adapted to slightly lower values by means of the
recirculation blower.

In this simulation study, partial load behaviour and its limitation due to thermal
restrictions become more apparent than in other publications. This is due to the detailed
simulation level of the comparatively high heat losses caused by the laboratory setup
as well as the decreasing heat transfer coefficients at lower mass flows. As depicted in
Figure 11, partial load is limited to roughly 60% of electrical net power at full load due
to low stack temperature levels that can be slightly lifted by means of the more efficient
3D-PF-HEX. Both adiabatic variants show a slight advantage due to a higher heat transfer
effectiveness compared to the conventionally built allothermal pre-reformer. A further
temperature increase at all studied variants can be realized by means of additional fuel
supply in the oxidation unit. As shown in Figure 12b, the allothermal variants 1 and 2
allow a generally higher amount of heat integration, which enables these variants to further
decrease the electrical load at the price of decreasing system efficiencies. The thermal
robustness and partial load capability are expected to increase substantially when the
system is scaled up as described in Section 1.

The system model accuracy will be investigated in detail in a follow-up publication
by means of experimental data of stationary full and partial load operating points. Based
on the presented simulation results, the laboratory-scale system was planned, designed
and built according to variant 1 due to the most efficient full load behavior and the ability
to supply the highest amount of heat via additional fuel in the oxidation unit at partial
load. Component integration was realized in such a way that a change to the other
pre-reforming variants remains possible for further investigation by either removing or
replacing the adiabatic or allothermal pre-reformer with an additional heat exchanger.
The AOG Cooler is implemented into the recirculation loop so that the entire operating
range remains accessible. The component may be removed if experimental results confirm
the system behaviour.

Further process improvements regarding heat integration could be performed in future
by applying the successful compact additive manufacturing designs to the allothermal
pre-reformer. This would merge the higher heat transfer rates of allothermal pre-reforming
with a higher heat transfer effectiveness enabling even lower partial load operation without
supplying additional fuel to the oxidation unit. In addition, a more detailed 1D-stack model
as shown in [44] would provide a more profound knowledge regarding thermal gradients
inside the stack along the flow channel.

6. Conclusions

Within the framework of the MultiSchIBZ project, an LNG-fueled SOFC laboratory-
scale system was simulated, designed and built to investigate the full and partial load
behaviour. The objective of the presented work was to choose an efficient and thermally
robust fuel processing configuration suitable for a given fuel cell module with a rated
electrical power of 15 kWel. The fuel processing module (FPM) was designed considering a
scale-up concept for future applications supplying multiple fuel cell modules in parallel in
a containerized setup on board of seagoing vessels.

Based on a wide range of fuel processing concepts shown in literature, an anode
off gas recirculation concept with methane steam pre-reforming was selected to achieve
high system efficiencies. A recirculation temperature of 300 °C was chosen based on the
availability of commercial recirculation blowers.

Hydrocarbon-fueled SOFC systems with intermediate temperature anode recirculation
and pre-reforming require a high level of heat integration to ensure sufficient pre-reforming
temperatures and thus operability without the risk of carbon formation. To ensure this,
a system simulation model in Matlab/Simulink was equipped with heat exchanger and
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pre-reformer models exhibiting heat transfer correlation functions to adequately map
the mass flow and gas composition dependencies. High temperature heat exchangers
were specifically designed and built for the desired application by means of additive
manufacturing using selective laser melting. Two types of heat exchangers, a tube bundle
cross-counter-flow (3D-TB-HEX) and a plate fin counter-flow (3D-PF-HEX) configuration,
were experimentally tested in a separate test rig at flow conditions similar to the intended
application in the FPM. Individual Nusselt correlations were deducted allowing reliable
mapping of heat transfer.

Utilizing the obtained heat exchanger characteristics, a system simulation study was
performed investigating heat integration of four system designs by means of the degree
of pre-reforming, each with a setup of the 3D-TB-HEX or 3D-PF-HEX being used in the
anode recirculation. As a key component regarding heat integration, the allothermal pre-
reformer was designed as a 2D discretized model assuming chemical equilibrium in each
cell, therefore not considering kinetics of the reforming and water-gas shift reaction.

Results show that allothermal variants deliver the highest degree of pre-reforming
throughout the investigated range of anode recirculation ratios at nominal electric load.
Using the counter-flow 3D-PF-HEX, heat exchange effectiveness and thus the level of
overall heat integration is increased both in full and partial load compared to the 3D-TB-
HEX. Highest net electrical efficiencies of 58 to 60% are obtained at maximum fuel stack
utilization and an anode recirculation ratio of 70%. A suitable strategy to further increase
the partial load capability has been presented by supplying a surplus fuel share of up to
5% to the catalytical afterburner which increases the FPM and stack outlet temperatures
significantly at the cost of slightly lower net efficiencies.

In summary, system simulation has proven the applicability of the presented system
configuration. As a consequence, the allothermal variant with an additional adiabatic
upstream stage (called variant 1 in this study) was chosen to be built as a laboratory system
for proof of concept and to support the scale-up design by means of model validation.
The system was installed at the laboratory of Zentrum für BrennstoffzellenTechnik GmbH
and equipped with an appropriate number of temperature and pressure sensors as well
as a gas analysis infrastructure. The experimental results will be published in a follow-
up publication.
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Abbreviations

The following abbreviations are used in this manuscript:

3D-HEX additively manufactured heat exchanger
AE auxiliary engine
AOG anode off-gas
CPOX catalytic partial oxidation
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DIR direct internal reforming
FCM fuel cell module
FPM fuel processing module
GHG greenhouse gas
HEX heat exchanger
IMO International Maritime Organization
LHV lower heating value
LNG liquefied natural gas
MSR methane steam reforming
MultiSchIBZ Multiple SchiffsIntegration Brennstoffzellen

(German: ship integration of multiple fuel cell (modules))
PF plate fin
SchIBZ SchiffsIntegration Brennstoffzellen

(German: ship integration of fuel cell (modules))
SLM selective laser melting
SNG synthetic natural gas
SOFC solid oxide fuel cell
TB tube bundle
WGS water gas shift

Nomenclature

Roman symbols Greek symbols
A area [m2] α proportional Nusselt coefficient [-]
ASR area specific resistance [Ωcm2] β exponential Nusselt coefficient [-]
Ċ heat capacity rate [W K−1] ε heat exchanger effectiveness [-]
Cr ratio of heat capacity rates [-] η efficiency [%]
dh hydraulic diameter [m] λ thermal conductivity [W m−1K−1]
DORpre degree of pre-reforming [%] ν kinematic viscosity [m2s−1]
Ea activation energy [J mol−1] ψ void fraction [-]
Fcorr correction factor for cross-counter-flow [-]
FUstack stack fuel utilization [%] Subscripts

h heat transfer coefficient [W m−2K−1] 0 reference
I electrical current [A] amb ambient
k coefficient for component pressure loss [Pa s2 kg−2] bl blower
ṁ mass flow [kg s−1] co counter-flow
ṅ molar flow [mol comp component
NTU number of transfer units [-] cr cross-flow
Nu Nusselt number [-] s−1] el electrical
O/C oxygen to carbon ratio [-] exp experimental
OU oxygen utilization [%] fuel fuel inlet flow
p pressure [Pa] is isentropic
Pel electrical power [W] lam laminar
Pr Prandtl number [-] mech mechanical
Q̇ heat transfer rate [W] oxi oxidation unit
Re Reynolds number [-] pe power electronics
Rm molar gas constant [J mol−1 K−1] pf plate fin
RR AOG recirculation ratio [%] pre pre-reforming
Rwall thermal resistance of HEX wall [K W−1] rec recirculation
SFRoxi Surplus fuel ratio (oxidation unit) [%] sys system
T temperature [°C] tb tube bundle
u velocity [m s−1] th theoretical
U overall heat transfer coefficient [W m−2 K−1] turb turbulent
x molar fraction [-]
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Appendix A. Reynolds- and Nusselt-Number Definitions

Appendix A.1. Definitions for Tube Bundle Heat Exchangers and Reformers

According to [36], the Reynolds number of the tube flow is defined as:

Retube =
utube dh,tube

νtube ψHR
, (A1)

with the flow velocity utube, tube-side hydraulic diameter dh,tube = di, kinematic viscosity
νtube and void fraction ψHR = 1 for empty tubes and ψHR = 0.4 for tubes filled with catalyst
bulk (ideal sphere packing).

The shell flow Reynolds-Number is defined analogously [36]:

Reshell =
ushell dh,shell

νshell ψshell
, (A2)

with the hydraulic diameter dh,shell =
π
2 da and the void fraction ψshell for the shell side:

ψshell = 1 − π

4a
, (A3)

with the lateral pitch ratio a of the tube bundle geometry.
On the tube flow side, the Nusselt number Nutube is deducted from the combined

correlations of the two heat transfer boundary conditions (constant wall temperature and
constant heat flux) to determine the heat transfer coefficient htube [36]:

Nutube =
htube · dh,tube

λtube
= 4.01 + 0.00319 · Re0.911

tube . (A4)

On the shell flow side, the Nusselt correlation for staggered tube-bundles is used [36]:

Nushell =
hshell · dh,shell

λshell
=

(
0.3 +

√
Nu2

lam + Nu2
turb

)
· fA, (A5)

Nulam = 0.664 ·√Reshell
3
√

Prshell, (A6)

Nuturb =
0.037Re0.8

shellPrshell

1 + 2.443Re−0.1
shell

(
Pr2/3

shell − 1
) , (A7)

fA = 1 +
0.7

ψ1.5
shell

b/a − 0.3

(b/a + 0.7)2 , (A8)

with the longitudinal pitch ratio b and the Prandtl number Prshell.
The coefficients to describe the Nusselt correlation for the 3D-TB-HEX used in Equation (4)

are determined as follows: αc,TB = 0.402; βc,TB = 0.86; αh,TB = 0.234; βh,TB = 0.75.

Appendix A.2. Definitions for Plate-Fin Heat Exchangers

The definition of the Reynolds-Number for the plate-fin type heat exchanger is similar
to the tube bundle heat exchangers but is typically defined using the mass velocity (or mass
flux) ĠPF = ṁPF/Ac, with Ac as the free flow area in the finned part:

RePF =
ĠPF dh,PF

ηPF
, (A9)

with the hydraulic diameter dh,PF = 2 sf hf
sf+hf

with sf as fin spacing and hf as fin height.
The coefficients to describe the Nusselt correlation for the 3D-PF-HEX used in Equation (4)

are determined as follows: αc,PF = αh,PF = 0.00126; βc,PF = βh,PF = 1.64.
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Appendix A.3. Stream Data at Nominal Full Load Operating Point

Figure A1. Properties of the system inlet and outlet streams at nominal full load operating point for
variant 1 using the counter-flow 3D-PF-HEX.
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Abstract: Renewable energy sources based on solar and wind energy provide clean and efficient
energy. The intermittent behaviour of these sources is challenging. At the same time, the needs for
efficient, continuous and clean energy sources are increased for serving both electricity and thermal
demands for residential buildings. Consequently, complimentary systems are essential in order to
ensure a continuous power generation. One of the promising energy sources that helps in reducing
CO2 emissions, in addition to providing electrical and thermal energy efficiently, is a Solid Oxide
Fuel Cell (SOFC) system operated in a combined heat and power (CHP) mode, due to high electrical
efficiencies (in full and part load) and the fuel flexibility. Currently, most studies tend to focus on fuel
cell model details with basic information about the building’s energy requirements. Nevertheless, a
deep understanding of integrating fuel cell micro-CHP systems with renewable energy systems for
the residential sector is required. Moreover, it is important to define an operating strategy for the
system with a specific controlling method. This helps in evaluating the performance and the efficiency
of the building energy system. In this study, an investigation of different configurations of a hybrid
power system (HPS) was carried out. The intended aim of this investigation was to optimize a HPS
with minimal CO2 emissions, serving the energy demands for a single-family house efficiently and
continuously. As a result of this study, a photovoltaic (PV)/SOFC micro-CHP system has satisfied the
intended goal, where the CO2 emissions are significantly reduced by 88.6% compared to conventional
systems. The SOFC micro-CHP plant operated as a complimentary back-up generator that serves
the energy demands during the absence of the solar energy. Integrating the Power to Gas (PtG)
technology leads to a similar emission reduction, while the PtG plant provided a seasonal energy
storage. The excess energy produced during summer by the PV system is stored in the fuel storage
for a later use (during winter). This SOFC micro-CHP configuration is recommended from an energy
and environmental perspective. In terms of feasibility, the costs of SOFC based micro-CHP systems
are significantly higher than traditional technologies. However, further technology developments
and the effect of economy of scale may cause a substantial drop in costs and the micro-CHP shall
become economically competitive and available for residential users; thus, enabling a self-sufficient
and efficient energy production on site.

Keywords: residential energy systems; hybrid power system; SOFC; power to gas; annual simulation;
micro-CHP system; CO2 emissions

1. Introduction

The worldwide dilemma in today’s increase of energy demand is progressing in
parallel with the continued increase of fossil fuels demand such as natural gas (NG), crude
oil and coal. The combustion of fossil fuels leads to increased emissions of greenhouse
gases and noxious pollutants.
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Renewable energy technologies, such as solar energy systems in its two types, the
photovoltaic (PV) and the solar thermal system, helps to overcome the dilemma as they
are assumed as efficient, sustainable and eco-friendly technologies. However, several
constraints impede the use of renewable technologies for decentralized generation, mainly
the fluctuating and intermittent behavior due to the high dependency on weather patterns.
Accordingly, significant research efforts were made in the last decade in combining PV
systems with backup power generation, energy storage systems, or both.

However, solar-based power generation has seasonal constraints depending on the
installation site. Especially in colder countries, the solar power is available during summer
times of low energy demand in the household. In winter times, the power and most
importantly the heat consumption is much higher.

The above-mentioned constraints can be efficiently overcome by combining fuel cell
(FC) systems to renewable energy technologies. In fuel cells, energy is produced by the
direct conversion of the chemical energy into both electricity and useful thermal energy
(depending on the type of fuel cell). Therefore, fuel cells offer a more efficient and clean
way to produce energy compared to conventional power generation technologies. Fuel
cell efficiencies are not limited by the Carnot efficiency as for engine-based conversion
technologies, which is due to the avoided energy conversion stages towards heat.

Among fuel cells technologies, the Solid Oxide Fuel Cell (SOFC) is a promising technol-
ogy compared to others, especially for small and medium power applications (up to 1 MW).
The high operating temperature (600–900 ◦C) in the SOFC allows for the operation using
different types of hydrocarbon fuels (e.g., natural gas, biogas, methanol, ammonia) [1–3].
Fueling SOFC systems using natural gas leads to around 54% reduction in CO2 emissions
and the removal of NOx and SOx emissions compared to the traditional fossil fueled energy
systems [2]. SOFC systems provide high-temperature exhaust gas that can be utilized for
space heating and domestic hot water (DHW) generation in buildings [3]. In addition,
for that reason, the SOFC is promising for the residential sector and ideally suited for
combined heat and power (CHP) production. By fueling the SOFC with natural gas, an
electrical efficiency of 50–60% is reported, compared to 25–35% in Polymer Electrolyte
Membrane (PEM) fuel cells [4]. In CHP systems, the full potential of the fuel, including the
waste heat, is used, providing a high overall efficiency, which is due to the simultaneously
generation of heat and electricity [5]. The electricity and heat demand for dwellings can be
primarily covered in an efficient way, reducing fuel consumption and CO2 emissions [5,6].
Shimoda and Taniguchi [7] compared the use of the cogeneration systems PEM, SOFC and
gas engines for different household types in the Japanese residential sector, concluding that
SOFC technology can reduce the CO2 emissions significantly due to the possibility for the
electricity dominated mode with a high part load capability and efficiency [8].

However, SOFC systems have limited part load capabilities. Due to the high tem-
peratures, the system’s dynamics are slow due to the high thermal inertia. Furthermore,
thermal cycles cause power degradation in the cells. Therefore, research activities are
ongoing that focus on improved operational strategies like the hot standby [9–12] and
improved cycle stabilities.

Additionally, the solar energy constraints can be overcome with a new technology,
which is power-to-gas (PtG) technology [13]. PtG technology contributes to pass over en-
ergy storing challenges of solar energy systems, which occur due to the seasonal differences
of the solar radiation. By using the PtG technology, the surplus PV power is converted into
a natural gas, which is compatible with the gas grid. The conversion occurs via two steps:
H2 production by water electrolysis and methane production by reacting H2 with CO or
CO2 from an external source. By this, a link between the power grid and the natural gas
grid can be provided. The resulting CH4 from the methanation process, known as substitute
natural gas (SNG), can be injected into the existing gas distribution grid (if available) or
into gas storages or be used as fuel cells’ fuel. The produced H2 from electrolysis can be
directly injected into the gas grid or stored in a special storage without passing through a
methanation process. However, the amount of H2 in the gas grid is limited by country spe-
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cific standards and regulations to a maximum of 0–12 vol.% [14]. Moreover, when it comes
to storing the fuel, methane is easier and safer to be stored than hydrogen. It is remarkable
that the critical point of hydrogen (pc = 1.3 MPa, Tc = 33.1 K) is much lower than the critical
point of methane (pc = 4.6 MPa, Tc = 190.6 K), and this is the reason behind the linear
behavior the hydrogen gas properties with pressure, while it is non-linear for methane
gas [14]. Considering the gas compression, compression of hydrogen requires more energy
compared to methane since the lower heating value (LHV) is lower (241.85 MJ/K mol for
hydrogen and 802.34 MJ/K mol for methane) and the required mass flow is higher [14].
Based on a recent report from UK’s Institute of Mechanical Engineers, it was presented
that the methanation process helps in decarbonization, while the carbon, usually carbon
dioxide, is captured from an external source. Therefore, it helps in reducing air pollution
and CO2 emissions.

Most early studies, as well as current work, focus on fuel cell model details with basic
information of the building energy requirements. However, focusing on the integration of
fuel cell micro-CHP systems with renewable energy systems and residential is required.
According to that comes the importance of this study, where it takes into consideration
the plant and the residential as one object, while it identifies the interaction between the
residential and the plant, especially the SOFC micro-CHP. This helps in enhancing the
whole system and optimizing a suitable controlling strategy that determines the time of
operation for each plant involved in the hybrid power system (HPS) to insure an efficient
power generation process. This paper is composed of four sections; in this section, a
background has been provided, and related work and the purpose of this study were
considered. The methodological approach is described in Section 2. After that, the analysis
follows in Section 3, before conclusions are drawn and an outlook is given in Section 4.

Literature Review

In the regard of combining PV–SOFC systems, different generation technologies are
investigated for the residential sector to find the most suitable option concerning high
energy efficiency and low CO2 emissions. Sadeghi and Ameri [8] examine a PV/Battery
system with different power generation systems, such as SOFC, micro gas turbine, gas
generator and diesel generator. In this study, a multi-objective evolutionary algorithm was
used to obtain the best solution of the generation system with solar panels and a battery
system. The results of this study showed that the SOFC is the most promising power
generation technology in the combination with solar panels and a battery. They found that
the SOFC has the best economic efficiency, ecological compatibility and reliability.

PEM fuel cells play a role when combined with PV system and electrolyzer. Several
studies investigate the coupling of PV systems with PEM fuel cells. Haddad, Ramadan
and Khaled [15], for example, analyze coupling parameters for PEM fuel cells, which
are the available PV area, the cost of investment and the amount of the produced power.
The main drawback using PEM systems is the requirement towards the fuel, which is
pure hydrogen in this case. Additionally, Ghnai and Bettayeb [16] present an optimized
design and performance of an off-grid PV/PEM/diesel generator power system for a
university building. The results of the study based on simulation and performance analysis
showed a high renewable fraction of 66.1% of the proposed stand-alone hybrid renewable
power system. In addition to that, the system is economically feasible (92 $/MWh) and
environmentally friendly (24 kgCO2/MWh). In another study [17], the authors proposed a
complete self-sufficient hybrid power system comprised of PV, battery storage system and
hydrogen fuel cell. They obtained the value of the recommended HPS from an economic
perspective. The proposed HPS is accessible for commercial use. However, the initial cost
is relatively high because of the high cost of the hydrogen storage tank. Nonetheless, SOFC
can also be used in combination with PV system and electrolyzers. The SOFC has a very
high electrical efficiency. If operated with pure hydrogen, an electrical efficiency of 52%
are expected. Additionally, SOFC systems simultaneously generate electricity and heat,
thus achieving very high overall efficiencies of up to 90% [4]. This may be important for
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applications in cold countries, thus supplying heating during cold seasons, but also for
application in hot countries. Hosseini, Dincer and Rosen [18] suggest a SOFC/electrolysis
system, where the produced steam of the SOFC system can be used for an absorption chiller
to supply the cooling demand of the house during summer time. In the study of Haddad,
Ramadan and Khaled [15], a green energy system is proposed based on coupling a fuel
cell either with a PV system or a parabolic trough (PT) solar-thermal system for generating
electricity through hydrogen storage and an electrolyzer. Mathematical models were used
for PV panels, fuel cells, solar-thermal panels and the electrolyzer. The mathematical
models are used to calculate the output power of each system and the produced amount
of hydrogen. The selection was made based on different criteria which are: the annual
total energy, the most secured system that supplies power greater than the minimum limit
or the maximum power during a fixed period, where maximum power is needed for a
determined period of time.

Solar energy can be harvested directly as in PV systems or indirectly as in solar thermal
systems for generating electricity or for heating/cooling issues. Several studies investigate
solar energy systems coupling with fuel cells considering PEM and SOFC.

2. Materials and Methods

In this work, the aims of modelling include the estimation of the environmental
benefits in terms of CO2 emissions, primary energy savings, operating costs and energy
storage capacity reduction. Generally, two main approaches are followed for evaluating
energy systems; either a simulation method [5] or an experimental method. A simulation
method for a HPS in a domestic application is used in this work, where four different
scenarios are evaluated and examined according to the targeted objectives of this work.

Within this section, the used inputs and assumptions for the HPS, such as load profiles,
solar radiation data and CO2 emissions formation, are presented in detail. The developed
models of the various components which composed the HPS are listed. Then, the control
strategy that defines the operation for each integrated plant in the HPS is clarified. The
implementation of each simulation scenario is explained in detail as well.

2.1. Inputs and Assumptions
2.1.1. Assumptions

This section presented the assumed values considered in this study, as shown in
Table 1.

Table 1. Assumptions used in this study for several parameters. Abbreviations: photovoltaic (PV),
lower heating value (LHV).

Assumptions

PV Panel’s Optimal Angle (◦) 30
Electrolyzer’s Electrical to Fuel Efficiency (%) 75

Electrolyzer’s Rated Power (kW) 5
Methanation Process Efficiency (%) 82

Methane Heating Value (MJ/kg) 50
Hydrogen LHV Enthalpy (kJ/mol) −241
Solar-thermal System Efficiency (%) 75

2.1.2. Load Profiles

The interaction between the building and its energy load profiles is considered in the
HPS of this study. A good approximation of how the system is operating is essential in
order to be able to model a HPS in any simulation software. Accordingly, the performance
of the building on a daily basis, which describes the electricity, space heating and DHW
needs, should be defined. In this study, the building’s performance is evaluated based
on scaled heat and electricity load profiles according to VDI-4655 (Association of German
Engineers) reference guidelines [19].
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VDI-4655 guideline is defined to determine CHP-system’s efficiencies that are designed
to supply heat and electrical energy for a residential building. The VDI-4655 guideline
is developed by forming a reference load profile based on measured data for electrical,
space heating and DHW energy consumptions of several single-family houses located
in Germany during ten typical day categories, as shown in Table 2. Each reference load
profile represents the daily energy consumption in a one-minute average with a cumulative
consumption of 1 kWh/day. The mentioned day-type categories are defined according
to the air temperature, clouds and whether the considered day is a working day or a
holiday [19].

Table 2. Different day-type categories according to VDI-4655 guidelines.

Season Air Temperature (◦C)

Day Category Abbreviations

Working Day Holiday

Cloudy Sunny Cloudy Sunny

Winter TAir < 8.5 WWC WWS WHC WHS
Transition 8.5 ≤ TAir ≤ 22.8 TWC TWS THC THS
Summer TAir > 22.8 SWX SHX

Even though VDI-4655 reference load profiles are generated at German sites, they can
be used for the Jordan case since this study is made for a single-family house with similar
electrical appliances in the single-family house as in Germany. The difference in energy
consumption between the case in Germany and Jordan is noticed by the daily demand
(c.f. Table 3), which is due to the difference in the geographical location. In Jordan, more
electrical energy is needed during summer due to the use of the cooling systems, while less
heat energy is needed during winter times. Table 3 shows the daily electrical and thermal
energy demands in different seasons.

Table 3. The daily electrical and thermal energy demands for the single-family house during summer,
winter, and transition seasons. Abbreviations: domestic hot water (DHW).

Season
Number of Days
during the Year

Electrical
Demand

(kWh/Day)

Space Heating
Demand

(kWh/Day)

DHW Demand
(kWh/Day)

Summer 156 24 - 10
Transition 71 22 - 10

Winter 138 21 38 10

Figures 1–3 represent the scaled electricity, space heating and DHW energy load profile
for the chosen single-family house of this study. The load profiles are for SHX, THC and
WHC day categories, and the presented patterns follow the house activities.

In general, electricity demands are higher during the day times compared to the
night times. In summer, the electricity demand is high during the morning, while it shifts
to evening hours during winter days. The heat during summer and transition are only
required for the DHW, where the peaks are during morning and evening hours, and where
the heat demand for space heating during summer and transitions are zero.

The heat and electricity demand data (in hourly time steps) are used as inputs for the
simulation models described below.
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Figure 1. Daily electrical scaled load profile for the single-family house in Jordan during day types
SHX, THC and WHC, scaled according to VDI-4655 guidelines.

Figure 2. Daily DHW scaled load profile for the single-family house in Jordan during day types SHX,
THC and WHC, scaled according to VDI-4655 guidelines.
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Figure 3. Daily space-heating scaled load profile for the single-family house in Jordan during day
types SHX, THC and WHC, scaled according to VDI-4655 guidelines. Space-heating demand during
THC and WHC day types is zero.

2.1.3. Solar Radiation Data

The solar radiation data is obtained from Photovoltaic Geographical Information
System (PVGIS) tools [20]. The data represents a one-year hourly solar radiation of the
location with a latitude and longitude of 31◦57′47.3688” N and 35◦55′49.2924” E (Amman,
Jordan), respectively.

Figure 4 shows the solar radiation data for the location of this study. The annual
average of solar radiation is estimated to be 5.9 kWh/(m2, day).

Figure 4. Average monthly global solar irradiation for the selected location with 31◦57′47.3688” N
and 35◦55′49.2924” E latitude and longitude, respectively, obtained from PVGIS. Abbreviations:
Photovoltaic Geographical Information System (PVGIS).

It is noticed that solar radiation for the selected location is high during the months of
May, June, August and September, while it is the highest during July. In contrast, the solar
irradiance is low in January, February, November and December.
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2.1.4. CO2 Emissions Calculations

The basic principle is to satisfy heat and electricity demands at all times. Heat demand
is covered by the fuel-cell, the solar thermal system, and the diesel heater (DH), while
electricity is covered by the fuel cell, the PV system, and the utility-grid. The aim of this
study is to minimize the total CO2 emissions z [5] produced from the operation of the
house, where the fuel cell, the diesel heater and the utility-grid have the main impact.

z = ggGt + geEt (1)

where, Gt is calculated as follows [5]:

Gt = Gt,FC + Gt,DH =
Qt,FC, elec

ηFC, elec
+

Qt, DH, ther

ηDH
(2)

The amount of produced CO2 emissions from each source are presented in Table 4.

Table 4. The amount of the produced kgCO2 from utility-grid, diesel fuel and methane fuel, evaluated
for the Jordan case.

CO2 Emissions Data

Utility Grid 0.690 kg CO2/kWh
Diesel Fuel 2.63 kg CO2/L

Methane Fuel 2.7 kg CO2/kgCH4

2.2. Simulation Models in Modelica

The developed simulation model that combines the HPS simulation and the mathe-
matical modelling is presented in this section. In this study, several submodels are included
in the simulation model, such as the building energy model, the micro-CHP SOFC system
model, the PV system model, the PtG system model, the solar thermal system model, and
the energy storage systems model, as shown in Figure 5.

Figure 5. Hybrid power system (HPS) model showing all the integrated components to the system.

2.2.1. Building Energy Model

A single-family house is selected in this study and its energy consumption patterns
are referred to VDI-4655 guidelines in order to create electricity, DHW and heat demand
data for the building (regardless of the used heating system). The generated data represent
the required inputs by the heating and electricity systems that are included in the HPS
simulation model.
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The selected single-family house located in Amman-Jordan covers a floor area of
180 m2 with two stories and occupied by five persons. In the assumed reference scenario,
the used space heating system is a conventional heater fueled by diesel, while the DHW is
covered by a solar thermal system. The electricity source is dual for the reference scenario:
50% is covered by the utility grid and 50% is covered by a PV system.

2.2.2. Micro-CHP SOFC System Model

In this study, the micro-CHP SOFC system is modelled as a power generator fueled
with natural gas. The system is modelled as a black box, which converts the fuel energy
into electricity and useful heat pursuant to its efficiency. To avoid thermal cycles, a hot
standby is assumed for the SOFC system. The operation of the fuel cell is constrained by
the minimum and maximum SOC of the battery. The characteristics for the used fuel cell in
this study are presented in Table 5.

Table 5. The main characteristics of the modelled fuel cell system.

Fuel Cell Characteristics

Type SOFC
Fuel Type Methane

Rated Power (kW) 2.5
Electrical Efficiency (%) 40
Thermal Efficiency (%) 55

Fuel Utilization (%) 85
Controller Set Value Battery SOC

SOFC Hot Stand-by Fuel Input (W) 800
SOFC System Internal Power Consumption (W) 30

2.2.3. Photovoltaic System Model

The PV system is sized considering the available area and the tilt angle of the PV-
module at the selected location. The output power of the PV system is calculated in terms
of the direct solar radiation at the selected location and the number of PV-modules [15].
The optimal tilt angle at the selected location is θoptimal = 30◦.

The used PV module is the simplified model from the Modelica BuildingSystems
Library [21], which produces the electrical power PMPP for a MPP-controlled PV module,
and has the characteristics shown in Table 6.

Table 6. PV-module characteristics according to TSM230PC05 from the Modelica BuildingSystems Library.

PV Module Characteristics

Rated Power (W) 230
Open Circuit Voltage (V) 37
Short Circuit Current (A) 8.26
Dimensions L × W (m) 1.65 × 0.992

2.2.4. PtG System Model

In the PtG process, the surplus power is converted into gas, providing a link between
the power grid and the gas grid. This conversion occurs via two steps: H2 production by
water splitting into H2 and O2, and methane production by reacting H2 with CO or CO2,
which may result from the SOFC flue gas, as assumed in this study.

• Electrolyzer

The electrolyzer is sized based on the maximum DC power generated by the PV system
in June (the highest solar radiation in Amman), adding to it 20% as a reserved capacity. The
model of the electrolyzer is represented as a black box that converts the surplus electrical
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energy into fuel energy based on its efficiency. The efficiency of the electrolyzer is calculated
as follows [22]:

ηEZ =
ΔHLHVH2

Ucell
=

1.25V
Ucell

(3)

The H2 mass flow rate produced by electrolysis is calculated as follows [23]:

mH2 =
PEZηEZ
HHVH2

(4)

The operation of the electrolyzer is constrained by the maximum SOC of the battery
as the priority is to fully charge the battery. The used type of electrolyzer in this study is
the polymer electrolyte membrane electrolyzer (PEME) with an electrical-to-fuel efficiency
of 75% [24] and 5 kW rated power. The PEME has a quick start-up time that ranges from
seconds to minutes [24] compared to the other types. The quick start up time allows a quick
response for converting the surplus energy produced by the PV system without any delays.
Using the SOFC in the reversible mode for electrolysis would be another option, which
is neglected here due to the lack of technology maturity. As for today, long-term stable
reversible Solid Oxide Cells (rSOC) systems are not available yet, but might be considered
in future research.

• Methanation Process

The methanation process is modelled based on the given chemical reaction.

4H2 + CO2
yields→ CH4 + 2H2O (5)

The above chemical reaction indicates that each 1 kg of the produced H2 by electrolysis
needs around 5 kg of CO2 to form 2 kg of CH4. The formed CH4 can be stored in the fuel
storage to operate the fuel cell during the absence of the solar radiation. In this study, the
considered methanation process is biological methanation (BM) with a hydrogen-to-fuel
efficiency of 78% according to the reference [13].

2.2.5. Solar Thermal System Model

In this work, the solar thermal system is modelled as a unit that converts the solar
power into thermal energy according to the solar radiation, the efficiency of the system and
the total area of the system. As in the PV system model, the solar radiation data is obtained
from the PVGIS at the location of the study and is used as an input for the solar thermal
system. The efficiency of the solar thermal system is set to 75%.

2.2.6. Energy Storage System Model

Due to the intermittent behavior of the PV system and the solar thermal system, energy
storages are essential to meet the load demand at night and during the low solar radiation.
Different types of energy storages are integrated to the HPS model in this study: thermal
storage, fuel storage and battery.

• Thermal Storage

In this work, the thermal storage model is represented by a hot water storage tank
that is characterized based on the volume and energy content. The model is controlled by
the maximum energy content and the energy flowing from the plant to the storage and
from the storage to the single-family house. For the HPS in this study, the energy content of
the thermal storage should serve both the space heating and the DHW demand. The heat
energy required to maintain the storage temperature at 60 ◦C is calculated as follows [25]:

q = mcpΔT (6)
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• Fuel Storage

Similar to the thermal storage, the model of the fuel storage is represented by a special
storage tank characterized by the volume and the energy content. This storage is used
to store the produced methane from the PtG process. The fuel should be stored under
certain conditions in order to ensure a long-term and a safe storing process (pressure and
temperature). The storage is controlled by the maximum energy content, the heating value
of methane fuel (50 MJ/kg), and the flow of energy from the PtG plant to the storage and
from the storage to the SOFC plant.

• Battery

For the defined HPS, the battery bank is used as a backup device to overcome the
weakness of the SOFC that has a slow dynamic response during sudden peak demands.
The battery is also used to store the excess electrical power produced by the PV system. In
this work, the battery bank simulation model calculates the actual state of charge (SOC) as
follows [26]:

SOC = 100
(

1 +

∫
IDdt
C

)
(7)

The available battery capacity is controlled by its maximum PC, max and minimum
PC, min charging power and given as follows [26]:

PC, min ≤ SOC ≤ PC, max (8)

SOC = (1 − DOD) (9)

where DOD is the depth of discharge for the battery bank. The discharging power PD of
the battery is constrained by the maximum hourly discharging power PD, max and given
as [16]:

0 ≤ PD ≤ PD, max (10)

2.3. Control Strategy

Two different proposed algorithms are used in the HPS of this study to indicate which
subsystem is operating at each time step. The first algorithm is used to control the electrical
part of the HPS and the controller is the battery bank. The second algorithm is used to
control the thermal part of the HPS and the controller is the thermal storage. Figures 6 and 7
represent the flow charts of the proposed algorithms for the battery and the thermal storage.

2.4. Simulation Scenarios

In this study, four different simulation scenarios are modelled, as presented in Table 7.
In each scenario, a plant is added/removed from the HPS model. All simulation scenarios
are analyzed for a full year and for the proposed ten day-type categories mentioned in
Section 2.1.2. Later, these scenarios are compared regarding the CO2 emissions of the
HPS, the capacity of the energy storages and the required land area. Exemplarily, Figure 8
represents a simplified schema of Scenario 4.

Scenario 1 refers to the reference system used in the single-family house; 50% of the
electricity is served by the PV system and 50% by the utility grid, while the space heating
demand is covered by the diesel heater and the DHW is served by the solar thermal system.
Scenario 1 is taken as a reference for evaluating the other Scenarios (2, 3 and 4). Scenario 1
is optimized in Scenario 2 in terms of reducing the CO2 emissions, where both the utility
grid and the diesel heater are eliminated. Scenario 3 is then optimized in terms of the total
land area by adding the SOFC micro-CHP system. The inclusion of the SOFC system in
Scenario 3 causes a reduction in the required capacities of both the PV system and the
solar thermal system since now it is covering part of the thermal and electrical demands.
Scenario 4 is an optimization of Scenario 3 in terms of offering a seasonal energy storage
and a reduction in the CO2 by integrating the PtG technology to the HPS.
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Figure 6. Flow chart of the proposed algorithm for the electrical part of the HPS controlled by the
battery bank.

Figure 7. Flow chart of the proposed algorithm for the thermal part of the HPS controlled by the
thermal storage.
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Table 7. The four different developed simulation scenarios representing the included plants in
each scenario.

Electrical Power Source Space Heating Source DHW Source

Scenario 1
(reference)

PV System
Utility Grid

Diesel Heater
Thermal Storage

Solar Thermal System
Thermal Storage

Scenario 2 PV System Solar Thermal System
Thermal Storage

Solar Thermal System
Thermal Storage

Scenario 3
PV System

Battery System
SOFC System

SOFC System
Thermal Storage

Solar Thermal System
Thermal Storage

Scenario 4
PV System

Battery System
SOFC with PtG system

SOFC with PtG system
Thermal Storage

Solar Thermal System
Thermal Storage

Figure 8. The HPS model with all the integrated components, Scenario 4.

Analyzing the models according to the ten day-type categories enables observation of
the results for different time periods in addition to their variation with weather conditions
and associated energy demand. Moreover, it helps in identifying how the HPS operates
in essentially different day-type categories. The analysis of the winter day represents a
high heat demand, while the summer day analysis represents a low heat demand with
high electricity demand. In contrast, a full year analysis gives a design proposal that better
shows the different requirements of the whole year and provides a general guideline on
how the plant should operate.

3. Analysis and Results

In this section, the findings of the study concerning the needed dimension of plants
and storages capacities, the total CO2 emissions, and the total land area of the HPS are listed.

3.1. Energy Production

As shown in Table 8, the primary source for serving electricity is the PV system, while
the SOFC micro-CHP operates as a back-up generator. The operation of SOFC micro-CHP
system is dominated by the electrical demand, while the thermal energy is a by-product; if
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needed it will be stored in the thermal storage, otherwise, it dissipates to the surroundings.
The produced thermal energy by the SOFC micro-CHP system is higher than the electrical
energy due to the higher thermal efficiency. The excess electrical energy produced by the
PV system is consumed by the electrolyzer in order to form a useful hydrogen fuel.

Table 8. Annual energy demands and simulated annual energy productions of the PV, the SOFC
system, the utility grid, the solar thermal system, the diesel heater and the electrolyzer for the different
simulation scenarios.

Annual
Demand

Electricity (kWh) Thermal Load (kWh)

8080 8926

Annual
Production

PV System
(kWh/Year)

Utility Grid
(kWh/Year)

SOFC Electrical
(kWh/Year)

SOFC Thermal
(kWh/Year)

Solar Thermal System
(kWh/Year)

Diesel Heater
(kWh/Year)

Electrolyzer
(kWh/Year)

Scenario 1 3770 4300 - - 3720 5640 -
Scenario 2 8280 - - - 30,650 - -
Scenario 3 6020 - 2330 3520 21,780 - -
Scenario 4 7540 - 3520 5130 21,820 - −2810

Concerning the thermal part, the solar thermal system is the primary source for
covering the thermal demand during the whole year. Due to the seasonal behavior of the
solar energy, the solar thermal system produces higher thermal energy than the demand
in some cases. In times of low solar power (particularly winter), a high capacity of solar
thermal system is needed to ensure a full coverage for the thermal demand. This leads to a
high amount of excess energy in times of high solar power (summer).

In Scenario 3, the inclusion of the SOFC micro-CHP system cancelled the need for both
the diesel heater and the utility grid import.

In Scenario 3 and 4, the generated electrical energy by the SOFC system results in a
needed amount of fuel of about 910 kg CH4/year and 1090 kg CH4/year, respectively. It
is also noticed that the produced hydrogen by the PV system’s surplus energy through
the electrolyzer in Scenario 4 is about 70 kg H2/year. Accordingly, in order to produce the
above-mentioned amount of hydrogen, 740 L of water is required per year. Additionally,
the formed methane fuel through the methanation process is about 120 kg CH4/year.

3.2. Component Dimensions and CO2 Emissions

As an intended aim of this work, the area of the HPS should be appropriate compared
to the available area of the single-family house and the total CO2 emission, and the battery
capacity should be minimized as well. These criteria are satisfied in Scenario 4, according
to the results listed in Table 9 and Figure 9.

Table 9. The total area in m2 for each simulation scenario according to the number of PV-panels used
and the solar-thermal system area.

No. of PV Panels
(Parallel/Series)

PV Panel Area
(m2)

Solar Thermal
System Area (m2)

Total Area (m2)

Scenario 1 3/5 25 4 29
Scenario 2 3/11 55 30 83
Scenario 3 3/8 40 21 61
Scenario 4 3/10 50 21 71
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Figure 9. The total amount of the produced CO2 emissions in each scenario according to the integrated system.

Figure 9 shows the total CO2 emissions during operation for each scenario divided into
the emissions caused by the utility grid, the diesel heater and the fuel cell. The effect of the
diesel heater and the utility grid is noticeable when comparing the emissions in Scenario 1
to the other scenarios. The inclusion of the SOFC micro-CHP system in Scenario 3 results in
a significant reduction in CO2 emissions compared to the conventional power generators
(utility grid and diesel heater). Furthermore, the integration of the PtG technology in
Scenario 4 offers a seasonal energy storage, which is also a CO2 sink. Summing up the CO2
source and sink gives a total emission of 0.96 t CO2/year, which is slightly higher than the
CO2 emission for Scenario 3 of 0.91 t CO2/year.

The results obtained in Table 10 for the energy storages are based on the assumption
that there are no losses to the surroundings. In Scenario 2, a huge capacity of the battery
is required in order to compensate the seasonal behavior of the solar energy. As a result
of adding the SOFC micro-CHP to the HPS, the needed capacity of the battery bank is
reduced significantly; whereas, in Scenario 3, the SOFC compensated the seasonal behavior
of the solar energy instead of the battery bank. Integrating the PtG technology with fuel
storage to the HPS offers a long term and seasonal energy storage with a proper capacity
compared to the battery bank. Figure 10 shows the behavior of both, the battery bank and
the fuel storage, throughout the year, starting from the 1st of January.

Table 10. The needed storage capacities for the battery, the thermal storage and the fuel storage for
each scenario.

Battery Capacity
(kWh)

Thermal Storage
Volume (m3)

Fuel Storage (kWh)

Scenario 1 - 1.2 -
Scenario 2 640 4.0 -
Scenario 3 25 0.75 -
Scenario 4 14 0.75 6
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Figure 10. The seasonal behavior of the battery and the fuel storage in an annual basis starting from
January in the Scenario 4.

4. Discussion

This study presented a HPS model for residential use analyzed in terms of the envi-
ronmental benefits. Data sets for different day-type categories and weather scenarios were
developed based on different configurations in order to determine the sizing characteristics
and operation profiles for all the plants included in the HPS. The heat demand is covered
by the solar thermal system, the fuel cell and the thermal storage, while the electricity
demand is covered by the PV system, the fuel cell and the battery bank.

The importance of this study is that it takes in consideration the plant and the house
as one object, which helps in optimizing the whole system. In addition, it identifies the
interaction between the house and the plant, especially the SOFC micro-CHP. This led to
the development of a proper controlling strategy that determines the operational time for
each plant involved in the HPS for better and more efficient power generation. Using the
annual simulations, the plant components can be dimensioned and the feasibility of the
different scenarios can be proven.

The study showed that the HPS comprised of PV/SOFC micro-CHP provides CO2
savings of 88.6% compared to the conventional designed system. The addition of a PtG
plant provides CO2 savings in the same range of 87.8%. The HPS with a PtG plant and
methanation process in this study has a seasonal energy storage with an acceptable capacity
of fuel storage. It shows that the excess energy produced by the PV-array during summer
can be stored efficiently with low losses to be used during the low PV power production in
winter. This helps in reducing the needed area for the PV panels compared to Scenario 2
and the battery bank capacity. Compared to Scenario 3, the PV area is slightly increased,
while the battery capacity is lower and the SOFC system has a slightly higher operational
time during the year. With these design numbers, it was found that the PtG plant helps in
forming 12% of the needed fuel to operate the SOFC for the residential user by capturing
the excess energy from the PV system.

From the author’s perspective, Scenario 3 and 4 are promising options for future
residential buildings. This study makes clear that SOFC technology can help to make
households grid independent. To handle the limited cycle stability, the hot standby op-
eration is assumed. The self-sufficient energy supply for the building has the chance to
unburden the electricity grid in case of unstable grid conditions (e.g., peak demands) and
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in regions with unstable grids. Residential building can also be supplied in remote areas.
Assuming Scenario 3 and 4, a grid-independent power supply can be realized with limited
area requirements compared to Scenario 2. The PtG technology helps to balance the strongly
seasonal characteristic of renewable energies, such as the solar power in this case, with
reduced battery capacities compared to Scenario 2 (−98%), and also compared to Scenario 3
(−44%). However, higher fuel inputs are required in Scenario 4 since the conversion losses
of the PtG system need to be compensated. Nevertheless, the PtG technology provides
the option for the production of fuel on site with the potential of being self-sufficient and
independent of external fuel supply, by increasing the PV area, the battery capacity, the PtG
system and the fuel storage. This option might be more and more interesting for different
applications in the future.

Comparing the amounts of produced and consumed heat, in Scenario 2, 3 and 4, a
high optimization potential is obvious, as more than half of the produced heat is not used.
Seasonal thermal storages could be a solution to balance the differences in production and
consumption, which is not considered here. Furthermore, the controlling strategy of the
SOFC system might be adapted, e.g., considering heat-controlled or a combined electrical
and heat-controlled operation depending on the individual scenario. Additionally, the
overall interaction between the house and the plant could be optimized by sophisticated
algorithms in terms of model predictive controls or others.

However, the more components are integrated in the HPS, the more Capital Expen-
ditures (CAPEX) are added. Based on a rough estimation, the cost for the defined HPS in
Scenario 4 is around 66,000$. In comparison to this, equipment costs of 70,000$ are expected
for an HPS of Scenario 2. More costs details are presented in Table 11.

Table 11. The expected CAPEX of the HPS at each scenario in this study, in addition to the costs per
each equipment. Abbreviations: Capital Expenditures (CAPEX).

Total CAPEX
($)

PV System CAPEX
($/kWP)

SOFC CAPEX
($/kW)

Solar Thermal
CAPEX ($/m2)

Electrolyzer
CAPEX ($/kW)

Battery CAPEX
($/kWh)

Scenario 1 11,000

740 [27] 3000–4000 [28] 2000 1800 [29] 700–1000
Scenario 2 71,000
Scenario 3 59,000
Scenario 4 68,000

As a next step, detailed cost models can be developed based on the CAPEX and
the OPEX, which results from the simulation, to estimate the overall cost of the different
scenarios. This will also be interesting with assumed future equipment costs and subsidies,
as well as future fuel and energy cost, as well costs of emissions.

In this study, the CO2 emissions during the lifetime of the components is analyzed.
Additionally, a life cycle assessment (LCA) should be done for the proposed HPSs, proving
the overall environmental impact over the whole life cycle, such as green house warming
potential. However, solar power systems, SOFCs and PtG systems are considered as key
technologies to reach the goal of a low carbon economy, by reducing CO2 emissions and
limiting the production of other pollutants during operation.
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Nomenclature

Δ Difference -
C Battery Capacity Ah
cp Specific Heat kJ/kg·k
Et Electricity Consumption Per Time Step kW
ge Grid Electricity Emissions Factor Kg CO2/kWh
gg Natural Gas Emission Factor Kg CO2/kWh
Gt Total Gas Consumption Per Time Step kW
Gt,DH Diesel Heater Gas Consumption Per Time Step kW
Gt,FC Fuel Cell Gas Consumption Per Time Step kW
H Enthalpy kJ/mol
ISC Short Circuit Current A
k Energy Density J/m3

m Mass kg
m Mass Flow Rate kg/s
η Efficiency -
NPV,Parallel Number of PV Modules Connected in Parallel -
NPV,Series Number of PV Modules Connected in Series -
P Electrical Power kW
Q Heat Power kW
q Heat Energy J
T Temperature ◦C
UCell Cell Potential V
VOC Open Circuit Voltage V
z Total CO2 Emissions Kg CO2

Subscripts

C Charging
D Discharging
DC Direct Current
DH Diesel Heater
elec Electrical
EZ Electrolyzer
FC Fuel Cell
G Grid
L Load
max Maximum
min Minimum
N Net
P Production
t Time step
ther Thermal

Abbreviations

CAPEX Capital Expenditures
CH4 Methane
CHP Combined Heat and Power
CO Carbon monoxide
CO2 Carbon dioxide
DC Direct Current
DHW Domestic Hot Water
DOD Depth of Discharge
FC Fuel Cell
H2 Hydrogen
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H2O Water
HHV Higher Heating Value
HPS Hybrid Power System
LCA Life Cycle Assessment
LHV Lower Heating Value
MPP Maximum Power Point
NG Natural Gas
NOX Nitrogen oxides
OPEX Operational Cost
PEM Polymer Electrolyte Membrane
PEME Polymer Electrolyte Membrane Electrolyzer
PtG Power to Gas
PV Photovoltaic
PVGIS Photovoltaic Geographical Information System
rSOC Reversible Solid Oxide Cell
SHX Summer Holiday day type
SNG Substitute Natural Gas
SOC State of Charge
SOFC Solid Oxide Fuel Cell
SOX Sulfur oxides
SWX Summer Working day type
THC Transition Holiday Cloudy day type
THS Transition Holiday Sunny day type
TWC Transition Working Cloudy day type
TWS Transition Working Sunny day type
VDI Verein Deutscher Ingenieure
WHC Winter Holiday Cloudy day type
WHS Winter Holiday Sunny day type
WWC Winter Working Cloudy day type
WWS Winter Working Sunny day type
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Abstract: The transition toward high shares of non-programmable renewable energy sources in
the power grid requires an increase in the grid flexibility to guarantee grid reliability and stability.
This work, developed within the EU project Grasshopper, identifies hydrogen Fuel Cell (FC) power
plants, based on low temperature PEM cells, as a source of flexibility for the power grid. A dynamic
numerical model of the flexible FC system is developed and tested against experimental data from
a 100-kW pilot plant, built within the Grasshopper project. The model is then applied to assess the
flexible performance of a 1 MW system in order to optimize the scale-up of the pilot plant to the
MW-size. Simulations of load-following operation show the flexibility of the plant, which can ramp
up and down with a ramp rate depending only on an externally imposed limit. Warm-up simulations
allow proposing solutions to limit the warm-up time. Of main importance are the minimization of
the water inventory in the system and the construction of a compact system, which minimizes the
distance between the components.

Keywords: MW-scale PEM FC; partial load; warm-up; Grasshopper project; scale-up; flexible FC

1. Introduction and Background

To achieve greenhouse gas emission targets that many countries have set in the last
years [1], a significant increase in the penetration of Renewable Energy Sources (RES) in
the power grid is required. However, the growth in non-programmable resources such as
solar photovoltaics and wind [2,3] hinders the reliability and stability of the electric grid [4]
because (i) their discontinuous and uncertain generation causes unforeseeable oscillations
in the net load and (ii) their modularity favors the diffusion of distributed generators,
connected to the distribution grid and close to the demand. Thus, energy flows become
unpredictable both in quantity and direction.

To allow the deployment of RES to grow without affecting the grid reliability, it is
necessary to rethink the design, operation, and planning of the power system, both on a
technical and on an economic level. On the technical side, it is necessary to increase the
system flexibility with fast-ramping dispatchable plants, energy storage systems, demand-
side management, and interconnections to the adjacent power grids for trading [5–8]. On
the economic side, the regulatory framework must be adjusted to allow new services and
business models. New rules for the electricity market have been set in the European Union
with the Clean Energy for All European package [9], which aims at helping the energy
markets to better manage the energy flows across Europe, to empower the consumers,
and to include more renewables. With these rules, the prosumers (both producers and
consumers) can vary their consumption and production based on price changes, thus
participating in the energy market and contributing to grid efficiency and integration
of RES.

At the same time, in this scenario characterized by stringent greenhouse gas reduction
targets, the development of a hydrogen economy has gained renewed interest. Indeed,
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the key role that hydrogen can play in fostering the clean energy transition has been
recognized at an international level by the Hydrogen Council, gathering a number of
industrial entities [10], as well as by the International Energy Agency [11]. On the one hand,
the deployment of hydrogen technologies has the potential to increase the penetration
of renewables in the power system, allowing demand–supply balancing and avoiding
renewable energy curtailment. On the other hand, hydrogen technologies have sector
coupling capability, and clean hydrogen can be used to decarbonize either the industrial
sector, the transport sector, or the heating and cooling sector. For instance, hydrogen is
used in refinery and for the production of clean fuels (e.g., ammonia and methanol).

At the European level, the European Green Deal [12] includes the European hydrogen
strategy, aiming at making clean hydrogen a viable solution to decarbonize the different
energy sectors over time across Europe, enabling the European Union to play a global
pioneering role in this field. The priority is the development of renewable hydrogen,
although in the short-term, other forms of low-carbon hydrogen are necessary to support
the creation of a profitable market. Another important aspect is that the targets set by
the European hydrogen strategy (e.g., 24% of hydrogen in its energy mix by 2050) also
require the import of renewable electricity or of green hydrogen from overseas. Thus, the
European hydrogen strategy promotes the deployment of renewable energy sources in
developing countries, and especially in the countries of the African Union, bridging the
energy transition between advanced and developing countries [13].

In this framework, this work identifies MW-scale Fuel Cell (FC) power plants based
on low temperature Proton Exchange Membrane (PEM) cells as a source of flexibility for
the future high-RES penetration electric grid, providing grid ancillary services thanks to
their fast ramp rate and the load-following capability. The potential of this technology is
being investigated within the EU H2020 project GRASSHOPPER, whose main features are
described in Section 2. This work focuses on the development of a dynamic numerical
model of a flexible PEM FC power plant, based on the layout of the 100-kW pilot unit built
within the GRASSHOPPER project. The purpose is to develop an instrument to simulate
the system operation, aimed at maximizing the system efficiency and flexibility while
limiting the degradation rate.

The topic of dynamic modeling of fuel cell systems has been already addressed in
the literature, where the case of stationary fuel cell power plants has been discussed,
mostly focusing on the case of high temperature fuel cells, in particular solid oxide fuel
cells for stand-alone and hybrid configurations, including combined heat and power
applications [14–16]. Their off-design and transient behavior is investigated by the point of
view of their safe and reliable operation as well as performance improvement, degradation
minimization, and control improvement [17–20]. On the other hand, PEM-based systems
have been mostly addressed for mobile applications [21–24], and in few cases for stationary
use [25].

This work instead focuses on low temperature systems for stationary use, with the
particular target of discussing fast-ramping applications for grid support. A detailed
description of the model is presented in Section 3, while in Section 4, the model is tested
against experimental data and subsequently applied to simulate plant load-following
operation and cold start up.

2. GRASSHOPPER Project

The demonstration of the feasibility of stationary large-scale FC power plants, using
PEM cells, has been accomplished in many projects. For example, ref. [26] describes a
70-kWel PEM FC power plant that uses by-product hydrogen from the electrolysis of
brine. The pilot plant performance is analyzed over 30,000 h of operation, showing cell
irreversible and reversible decay. Ref. [27] shows that the operation of a 50-kWel PEM FC
plant over 4400 h, with relatively low-quality hydrogen from a sodium chlorate production
process with standard industry purification, does not lead to extensive cell degradation.
The feasibility of MW-scale PEM FC power plant has been demonstrated in [28,29], which
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tested a 2-MWe plant with by-product hydrogen from a chlor-alkali process. The flexibility
of PEM FC stacks is also well demonstrated since PEM FCs are used in the automotive
sector. However, the flexibility of stationary FC power plant has never been tested.

The GRASSHOPPER project studies how to use FC power plants, adopting low tem-
perature PEM cells to provide balancing services to the power grid. The aim is to demon-
strate MW-scale plant capability to operate dynamically, to realize the next-generation
cost-effective FC power plant for stationary application and grid stabilization. The target
CAPEX for a production of 25 MWel per year is below 1500 €/kWel, reached through joint
design of MEA (membrane electrode assembly), stack, and system.

The project has designed a 100 kWel pilot unit, whose construction was finalized in
September 2021. The plant successfully completed factory acceptance tests and is to be
demonstrated in the field in Delfzij (NL), with 8 months of continuous operation.

Experience from the 100-kWel pilot plant is the basis for the design of a MW-scale unit.
To support the scale-up, important outcomes are also derived from numerical simulations.
The work presented in this paper falls within this scope.

2.1. kW Pilot Plant Layout

The layout of the GRASSHOPPER 100 kWel plant is shown in Figure 1a, while
Figure 1b shows the real plant configuration.

Figure 1. Grasshopper 100 kWel FC power plant (a) simplified layout and (b) real plant configuration
showing the skid mounted and containerized structure of the system.

Filtered air and pure hydrogen are humidified and supplied to the stack. The operating
temperature of the stack is maintained at the desired value by the coolant, flowing in a
dedicated loop. Heat exchangers allow the recovery of the stack dissipated thermal power
for air and hydrogen humidification. The excess heat is dissipated in a dedicated cooler.
The cathode backpressure is controlled with a valve, while the regulation of the rotational
speed of the air blower and a purge valve allow the control of the ‘air stoichiometry’ (i.e.,
the ratio of air flowrate with respect to the stoichiometric flow). Fresh hydrogen is injected
into the system through a controlled valve (hydrogen it is available above 4 bar). A liquid
ring compressor recirculates the excess hydrogen and the ‘hydrogen stoichiometry’ (i.e.,
the ratio of hydrogen flowrate with respect to the stoichiometric flowrate) is controlled
with a stack bypass.

The system has been designed to work flexibly between 20% (200 mA/cm2) and 100%
(1000 mA/cm2) of the nominal current density value. Its performance is optimized and
stack degradation is limited thanks to a precise control system.
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3. Methods for Dynamic Modeling

This work implements, with the software Simulink, a dynamic model of a PEM FC
plant, referring to the Grasshopper 100 kWel plant configuration. Models that solve energy
and mass balances during operation with a variable load are built for each plant component,
as described in the following paragraphs, reporting also the assumptions for model scale-
up. The models of the components are combined to build the model of the entire system. To
allow control of the system operation, PI-type and on-off controllers are then implemented.

3.1. Thermodynamic Properties

The model is based on the hypothesis of ideal gas, ideal gas mixture, and ideal
liquid. For water and coolant, enthalpy is computed, assuming constant specific heat
capacity (Equation (1)), equal to 4.186 kJ/kg/K for water and to 3.52 kJ/kg/K for the
water–glycol mixture.

hliquid = cL (T − Tref) (1)

For the gas, enthalpy is computed with NASA polynomial equations [30] (Equation (2)),
where a1–a7 are numerical coefficients available on NASA thermodynamic libraries for
1130 solid, liquid, and gaseous pure chemical species.

h
[

J
mol

]
= R T·

(
a1 +

a2T
2

+
a3T2

3
+

a4T3

4
+

a5T4

5
+

a6

T

)
(2)

When a gaseous mixture of different species is present (e.g., moist air/hydrogen), its
enthalpy is computed from the enthalpy (hJ) and the molar fraction (xJ) of each species
in the mixture, assuming the ideal gas mixture behavior (Equation (3)). For liquid wa-
ter, the density is assumed to be constant and enthalpy variation with pressure is taken
into account.

hmix = ∑
J
(hJ·xJ) +

xH2O,liq

ρH2O,liq
(p − patm) (3)

Water in the liquid phase and in the vapor phase is treaded as two different species.
When the partial pressure of the water in the mixture is below its saturation pressure,
the water is in the vapor phase. Otherwise, it is partially in the condensate liquid phase.
The maximum molar fraction of water in the vapor phase coincides with the water molar
fraction at saturation. Saturation pressure of water is computed as a function of the
temperature, according to a polynomial equation (Equations (4) and (5)) derived in [31]
and valid for temperature values ranging from water triple point (Ttr = 273.16 K) to the
critical point (Tcr =647.096 K, pcr = 220.64 bar).

pH2Osat,T[bar] = pcr[bar] · e
b1 · θ+b2 · θ1.5+b3 · θ3+b4 · θ3.5+b5 · θ4+b6 · θ7.5

1−θ (4)

θ = 1 − T[K]

Tcr[K]
(5)

3.2. PEM FC Stack

A single cell is modeled with a lumped-volume approach, considering performance
data acquired from detailed cell simulations, thus allowing to simulate large scale effects.
Given the stack modularity, the FC stack model is then built, assuming that many identical
cells are electrically connected in series.

The model is divided into three subsystems: electrochemical model, fluid dynamic
model, and thermodynamic model.

Regarding the electrochemical model, FC voltage and gross electrical power are calcu-
lated with semi-empirical current-voltage curves, combining cell theoretical polarization
curve equations and experimental datasets, as detailed in [32]. The resulting formulation is
shown in Equation (6), where the first term represents an apparent open circuit voltage, the
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second term the ohmic losses, and the third and the last terms the activation and the con-
centration overvoltage, respectively. The equation takes into account voltage dependence
on backpressure, air stoichiometry, and air relative humidity. It catches the real cells perfor-
mance with a good approximation, mainly for the range of current density where the cell
will generally operate (relative errors <1% for relevant currents values: 200–1000 mA/cm2).
A detailed description of the terms appearing in Equation (6) is presented in [32], together
with the coefficients calibration procedure.

Vcell = VOC +
Rohm,1(

xH2O
xH2O,ref

)Gohm
· i +

(
Kact,1 + Kact,2

(
p

pref

) xO2
xO2,ref

)
· ln

(
1 + i

i0

)
+

(
Kconc·

(
p

pref
· xH2O

xH2O,ref

)Gconc
)
· ln

(
1 − i

iL· p
pref

) (6)

In order to simulate cold start-up, semi-empirical corrections have been considered to
model the effects of the cell temperature on ohmic losses and activation losses. Temperature
effects on the concentration losses are not modeled since they impact on the cell performance
only with high current density, outside the range of operability of the cells. The ohmic
resistance (Rohm) varies exponentially with the temperature [33], according to Equation (7),
while the activation losses vary because of the exponential variation with the temperature
of the exchange current density (i0) [33], according to Equation (8).

Rohm,T =

⎛⎜⎝ Rohm,1( xH2O
xH2O,ref

)Gohm

⎞⎟⎠·ECOHM( 1
T− 1

Tref
)

(7)

i0 , T = i0 · e
Cact

T (1− T
Tref

)
(8)

The values of the coefficients Cohm and Cact are determined by comparing the re-
gressed polarization curves with an experimental dataset obtained from a similar FC stack,
characterized by temperatures ranging between 15 ◦C and 62 ◦C, constant stoichiometry,
relative humidity, and backpressure. The coefficients are chosen such that the gradient
with the temperature for the ohmic resistance and the open circuit overvoltage are equal
to the ones measured in the reference database. The value of temperature adopted in
the equations is the average temperature of the coolant flowing over the stack, assumed
as representative of the stack temperature. The reference temperature is equal to 65 ◦C.
Polarization curves obtained with this model for different values of temperature and air
ratio to stoichiometry are shown in Figure 2, where backpressure is 1.35 bar and the average
air relative humidity is 100% (i.e., xH2O/xH2O,ref = 1). The numerical values of the regressed
coefficients are summarized in Table 1.

Figure 2. Cell current-voltage polarization curves for different values of operating temperature and
air ratio to stoichiometry.
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Table 1. Polarization curve coefficients regressed on experimental data.

Coefficient Regressed Value

VOC 928.24 mV
Rohm −0.045 Ω·cm2

Gohm 0.837 -
Cohm 1700 -
Kact,1 −41.06 mV
Kact,2 5.62 mV

i0 4.86 mA/cm2

Cact −1047 -
Kconc 126.50 mV

iL 2600 mA/cm2

Gconc 1.183 -

The electrochemical model computes the stack voltage and the gross DC electric power
respectively with Equations (9) and (10), where Ncells is the number of cells composing the
stack and Acell is the active area of each cell.

VSTACK = VCELL · NCELLS (9)

Pgross,stack = i ·Acell·Vstack (10)

In regard to the cell dynamic behavior, the charge and discharge of the cell double
layer is the main phenomenon affecting the cell voltage when the load is varied [34–37]. It
can be modeled though a capacitance, whose value varies between 0.01 and 0.05 F/cm2

according to literature [35]. Since these phenomena are much faster than other dynamic
effects, such as the ones associated with the thermal inertia, the double layer capacitance is
not included in this model.

Regarding the fluid dynamic model, it solves mass conservation equations over the
FC stack for each chemical species (H2, O2, N2, and H2O) flowing through the anodic and
the cathodic channels, to determine flowrate and composition of the anodic and cathodic
streams leaving the stacks. Hydrogen and oxygen consumptions and water production
are computed as a function of the stack current density, knowing the reaction in the stacks,
according to Equations (11)–(13).

.
mH2, cons =

i
2F

·Acell· Ncells·3.6 ·MMH2

[
kg
h

]
(11)

.
mO2, cons =

.
mH2,cons
MMH2

2
·MMO2

[
kg
h

]
(12)

.
mH2O, prod =

.
mH2,cons

MMH2

·MMH2O

[
kg
h

]
(13)

Additionally, according to experimental evidence, the model considers a net transport
of H2O from cathode to anode equal to 0.1 mol/h, a net diffusion of H2 from anode to
cathode corresponding to an internal current density equal to 0.002 A/cm2, a net transport
of N2 form cathode to anode such that the mass fraction of N2 in the outlet anodic stream
is 10%, and a null net transport of O2 from cathode to anode or vice versa.

The accumulation of gasses in the cell channels is not included in the model because
the channel volume is negligible with respect to the other component volumes.

Pressure drops in the channels are linearly dependent on the volumetric flowrate of
coolant and of reactants at the stack inlet, according to prior experimental stack tests and
justified by the low velocities in the flow field, which leads to a laminar regime.

Regarding the thermodynamic model, it solves energy balances on the stack
(Equation (14)) to determine the average temperature of the cell and the temperature
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of the flows leaving the FC stack. Temperature dynamic (Equation (15)) is taken into
account through the heat capacity of the stack, which is lumped in the Bipolar Plates (BP).
The gross DC electric power (Pgross,stack) is an output of the electrochemical subsystem.
Heat transfer from the reactants to the bipolar plants (Qacc stack) and to the coolant fluid
(

.
Qto coolant) is computed, assuming constant heat transfer coefficients. No heat losses to the

environment are assumed.
.

Hfuel,out +
.

Hair,out =
.

Hfuel,in +
.

Hair,in − Pgross,stackC − .
Qto coolant − Qacc stack (14)

Qacc,stack = CBP,anode
dTBPanode

dt
+ CBP,cathode

dTBPcathode
dt

(15)

The system can be scaled up by increasing the number of cells in each stack or by
installing more stacks of the same size. In the first case, more cells are connected in series,
resulting in higher voltage and requiring and increase in the flowrate of hydrogen and
air supplied to each stack. The resulting wider voltage range is not compatible with
commercially available Power Control Systems. In the second case, which is applied in
this work, a greater number of stacks is electrically connected in parallel, requiring more
converters or a converter able to work with a higher current, although each stack remains
identical in geometry and operation.

3.3. Air Blower

The air blower model follows a lumped-parameter approach. It includes dynamic effects
related to the mechanical inertia and thermal inertia, while it neglects mass accumulation.

The unit stationary performances are based on the machine performance maps, avail-
able on the commercial datasheet and implemented through polynomial functions. The
maps give the volumetric flowrate of air processed by the machine, its temperature gain at
thermal equilibrium, and the blower mechanical power, as a function of air inlet temper-
ature and pressure (ambient conditions), air outlet pressure (determined by the pressure
drops in the downstream components), and the blower rotational speed. Isentropic effi-
ciency and mechanical efficiency are computed.

The blower rotational speed (ωc [rad/s]) is computed according to Equation (16),
representing a balance between the torque generated by the electric motor (τm, defined
in Equation (17)) and the torque required by the blower (τc, defined in Equation (18)),
where Jcm is compressor-motor block inertia [38], Pel,m is the electrical power supplied
to the motor (external input), ηel,m is the motor electrical efficiency, and Pc is the blower
mechanical power.

Jcm
dωc

dt
= (τm − τc) (16)

τm =
Pel,m· ηel,m

ωc
(17)

τc =
Pc

ωc
(18)

The blower thermal inertia was initially not included in the model, but experimental
data showed the importance of the temperature dynamics: the temperature gain of the air
flowing through the blower matches the performance maps value in stationary conditions,
but a smaller gain is shown during warm-up.

In general, the thermal power generated in the compression phase (
.

Qgen) is in part

responsible for the air temperature increase (
.

Qair) and in part transferred to the machine
(

.
Qtrasf). This second part is in turn partially absorbed by the machine steel mass (

.
Qsteel),

and partially dissipated towards the environment (
.

Qdiss) (Equation (19)).

.
Qgen =

.
Qair +

.
Qtrasf =

.
Qair +

.
Qsteel +

.
Qdiss (19)
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At thermal equilibrium (
.

Qsteel = 0), the air temperature gain is known from the
performance maps. This allows to compute the heat absorbed by the air (Equation (20)), the
heat dissipated (Equation (21)), and therefore the generated heat. According to the lumped
volume approach, the steel temperature is homogeneous and equal, at thermal equilibrium,
to the average air temperature between inlet and outlet (Equation (22)).

.
Qair,stationary =

.
mair cp,air ΔTair, map =

.
mair cp,air

(
Tair,out,stationary − Tair,in

)
(20)

.
Qdiss,stationary = hAext

(
Tblower,stationary − Tamb

)
(21)

Tblower,stationary =
Tair,in + Tair,out,stationary

2
(22)

During thermal transients, the generated heat (
.

Qgen) is the same computed for
steady state, and Equations (23)–(26) allow computing the air temperature at blower
outlet (Tair,out). .

Qair =
.

Qgen − .
Qtrasf =

.
mair·cp,airΔTair (23)

.
Qtrasf −

.
Qdiss =

.
Qsteel = hAint

(
Tair,avg − Tblower

)
= Cblower·dTblower

dt
(24)

.
Qdiss = hAext(Tblower − Tamb) (25)

Tair,avg =
Tair,in + Tair,out

2
(26)

The values of the heat transfer coefficients (hAint and hAext), the blower heat capacity
(Cblower), and the mechanical inertia (Jcm) have been calibrated on experimental data.

The model scale-up procedure assumes:

• Flowrate (Vair) , isentropic efficiency (ηis), and mechanical efficiency (ηm) curves
derived from the regressed performance curves, assuming different sizes but the same
efficiency profile for the blowers.

• Blower heat capacity proportional to the blower mass (representing the case assembly
and excluding the motor, whose mass is expected to increase less than linearly).

• The blower surface in contact with the compressed air (named ‘Internal area’) and the
blower surface in contact with the environment (named ‘external area’) are functions
of the machine diameter. Indeed, by approximating the rotary lobe compressors as
two identical cylinders (the lobes, with diameter DL and height L) contained in a larger
cylinder (the case, with diameter DC and height L), and assuming that the diameter
of the single lobe is equal to half the diameter of the case (DL = DC/2), the relations
in Equations (27) and (28) are obtained. Additionally, neglecting the thickness of the
case, the volume of the machine can be expressed as the sum of the volume of the
lobes and the void volume, which is occupied by air (Equation (29)). Assuming that
the void volume is proportional to the nominal volumetric air flowrate and that the
ratio between the cylinders diameters remains the same for blowers of different sizes,
the ratio between the diameters of the two machines of size A and B is expressed as a
function of the ratio between the nominal volumetric air flowrates by Equation (30).

AExternalArea = π DC L (27)

AInternalArea = (π Nlobes DL + π DC) L (28)

π
D2

C
4

L = π
D2

L
4

L + Vvoid (29)
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DC,B = DC,A · 3

√√√√ .
Vair,nom,B
.

Vair,nom,A
(30)

3.4. Humidifier

The humidifier is composed by two sections, the packed-bed column and the water
tank. These two sections are modeled separately with a lumped-volume approach.

Regarding the packed-bed column, the gas (hydrogen or air) enters at the bottom and
flows upwards, while the water is sprayed at the top and flows downwards. Thus, the
humidity of the gas increases while flowing thorough the column because of water evapora-
tion. The column model computes flowrate, composition, pressure, and temperature of the
outlet flows by knowing the same properties at inlet. It is assumed, according to industrial
experience, that the humidifier effectiveness is 100%: the outlet gas is fully saturated and in
thermal equilibrium with the water spray. Additionally, a demister at the top of the column
removes the water drops that may be present in the outlet gas. Temperature dynamic in
the column is negligible with respect to the water tank and is therefore neglected by the
model. For the air humidifier, although the void fraction of the column is the 90% of its
total volume, the column model neglects air build-up (the volume of all the air supply line
components is lumped in the air manifold). Conversely, for the hydrogen humidifier, the
column model includes hydrogen build-up. Pressure drops of the gasses flowing through
the humidifier are then taken as constant and set equal to the nominal values reported on
the datasheet.

The water tank collects the water that is sprayed in the column. The water tank model
includes water build-up and temperature dynamic (the thermal inertia is associated to the
heat capacity of the stored water). Perfect mixing in the water tank is assumed. The inputs
to the model are the flowrate of the outlet water stream, set by the recirculation pump,
and the flowrate and temperature of the water coming from the packed bed column. In
addition, a purge or a refill of water can be introduced to regulate the water level in the tank.
With the given assumptions, the model computes the amount of water that is accumulated
in the tank, its temperature and the temperature of the water that is pumped out.

The model of the humidifier is scaled up, assuming that the size of the water tank is
proportional to the system nominal power. The pressure drops in the humidifier column
are assumed constant.

3.5. Air Supply Manifold

The air supply manifold model allows to simulate the build-up of the air in the supply
line. Indeed, the volume of all components in the supply line is lumped in the manifold,
which is located between the air blower and the air humidifier.

The manifold model assumes uniform temperature in the manifold itself (equal to
the temperature of the inlet air) and ideal gas behavior. It computes the time variation of
the pressure in the air supply line as in Equation (31). The air blower sets the flowrate at
manifold inlet (

.
min,manifold), while the pressure drops in the components downstream set

the air flowrate at the manifold outlet (
.

mout, manifold).

dmacc

dt
=

Vmanifold
R∗·Tmanifold

·dpmanifold
dt

=
.

min, manifold − .
mout, manifold (31)

To scale up the model, the manifold volume is varied proportionally to the void
volume in the air humidifier column, which most contributes to the volume of the air
supply line.

3.6. Backpressure Valve

The backpressure valve is modeled as an orifice, through which a one-dimensional
isentropic flow of a compressible fluid flows [39,40]. The orifice model reported for subcrit-
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ical flow is adopted, since the ratio between valve inlet pressure (max 1.6 bar) and outlet
pressure (ambient pressure) is always above the critical pressure ratio. According to Equa-
tion (32), the flowrate of air through the valve is computed knowing the upstream pressure
and temperature, the pressure ratio across the valve, and the valve effective area (Ae).

.
mout,valve =

Ae·pvalve,in√
Rair·Tvalve,in

(
pvalve,out

pvalve,in

) 1
γair

√√√√√√ 2γair
γair − 1

⎛⎜⎝1 −
(

pvalve,out

pvalve,in

)γair−1
γair

⎞⎟⎠ (32)

To scale-up the model, the valve effective area is varied proportionally to the nominal
air flowrate.

3.7. Liquid Ring Compressor

The liquid ring compressor is modeled through a stationary model because its rota-
tional speed can vary only in a narrow range, making dynamic effects negligible. Two
sequential steps are considered: hydrogen compression and hydrogen-water mixing.

In the first step, the hydrogen stream coming from the FC anode and from the hydrogen
humidifier (if hydrogen recirculation over the humidifier is required to guarantee the
minimum hydrogen flow to the liquid ring compressor) is compressed. Knowing flowrate,
composition, temperature, and pressure of the inlet moist hydrogen, as well as the outlet
pressure that the stream has to reach (determined by the hydrogen humidifier located
downstream), the model computes the temperature of the hydrogen flow after compression
and the electrical power required for hydrogen compression, assuming constant isentropic
efficiency (ηis) and mechanical efficiency (ηm). The water contained in the inlet hydrogen
streams is assumed to be in vapor phase.

In the second step, the compressed hydrogen flow is mixed with the water stream
from the hydrogen compressor tank. The mixing process is modeled as an adiabatic process.
The flowrate of the water is assumed to be constant since the pump is not controlled and
works with a constant rotational speed. The inlet water stream is assumed to be in the
liquid phase.

The liquid ring compressor model is scaled up, assuming constant isentropic and me-
chanical efficiencies and that the water flowrate required by the compressor is proportional
to the nominal hydrogen flowrate.

3.8. Heat Exchanger

The heat exchangers are plate-type counter-current heat exchangers, working with
liquid on both sides. Given the modular structure of the plates and assuming that the
fluids equally distribute among the channels, the model considers a number of identical
sub-units. Each of them includes a plate and half of the adjacent hot and cold channels.
In each sub-unit, control volumes are then identified through a discretization along the
channel direction (1D-model). The model solves mass and energy balances for each control
volume, to compute the heat transferred, the plates temperature, and the outlet streams
temperature. The model assumes that, in the control volume, the temperature of each
plate is uniform, and it considers constant values for the heat transfer coefficients and the
heat capacities. The temperature dynamic is associated to the heat capacity of the heat
exchanger materials. Conduction along the direction of the flows, thermal resistance of
the plate, heat losses toward the environment, and mass accumulation in the channels are
neglected. Pressure drops are modeled, assuming the pressure will vary linearly with the
volumetric flowrates.

The model is scaled up by increasing the number of plates, so that the total area of heat
transfer varies proportionally to the system nominal power. The heat transfer coefficients
and the pressure drops are assumed unchanged. The model is representative of a counter-
current plate-type heat exchanger or of a more compact plate-and-shell heat exchanger.
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3.9. Pumps

A stationary model of the pump is realized, since they are expected to work at constant
rotational speed (such as in the air and hydrogen humidifier water circuit) or the dynamic
effects are assumed negligible (as for the coolant circuit pump, whose rotational speed
is varied to control the coolant temperature gain over the stack). The model computes
the pump electrical consumption and the outlet flow pressure and temperature, assuming
constant mechanical and isentropic efficiency and knowing flowrate, temperature, and
pressure of the inlet flow, as well as the pressure gain that the pump has to provide.

When the model is scaled up, mechanical and isentropic efficiencies are
assumed unchanged.

3.10. Pipelines

Pipelines are used to connect the plant components and are responsible of transport
delays and pressure drops. These phenomena are included in the pipeline model. The
transport delay depends on pipe diameter and length and on the volumetric flowrate, as
in Equation (33). Pressure drops depend on the volumetric flowrate, as in Equation (34),
where λ is assumed to be constant. The fluid is assumed to be incompressible (as already
mentioned, hydrogen build-up is lumped in the hydrogen humidifier volume and air
build-up in the air supply manifold volume).

tdelay = L
π D2

4
· 1

.
V

(33)

Δp = λ ρ
L
D

v2

2
= λ ρ

8 L
π2D5

.
V

2
(34)

The pipeline model scale-up is based on the assumption that bigger components
need to be more distant from each other, therefore the length of the pipes connecting the
components increases with the plant nominal power. Additionally, the scale-up assumes
that the nominal pressure drops are the same for systems of different sizes. Thus, being the
pressure drops calculated with the assumption of turbulent flowrate (Equation (34)), the
relationship between the pipes diameters for the two systems of size A and B is given by
Equation (35).
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)2
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(35)

3.11. Power Conversion System (PCS)

The PCS includes the components required to connect the plant to the electric grid,
namely a DC/DC converter and an inverter. The PCS is simulated through a constant con-
version efficiency, which is set equal to 80%, as experimentally measured on the 100 kWel
unit at low current density operation. The choice of these value is conservative since
higher values are expected at higher currents, but an experimental performance curve is
not available. Additionally, the DC/DC converter is not required for the MW size plant,
where a higher stack voltage is expected.

3.12. Control Method

The control strategy is implemented in the model with PID controllers, when a precise
control of the variable is required, and with on-off controllers, when it is sufficient to
guarantee that the variable remains within a given range of values.

A PID controller is generally characterized by three different control actions: a propor-
tional action, an integral action, a derivative action. In this system, the derivative part in
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not implemented and a PI configuration is used, characterized by the proportional gain KP
and the integral gain KI (Equation (36)).

KP + KI
1
s

(36)

Each controller takes into account the physical characteristic of the system compo-
nents, allowing the manipulated variable to vary only within a given range of values. To
avoid wind-up, clamping of the integral is adopted: the integral in each PI controller is
switched off (KI = 0) when the manipulated variable reaches its minimum or maximum
limit, allowing a faster response when the error changes its sign.

Table 2 details the controller implemented in the model.

Table 2. Control system: controlled variables, manipulated variables, and controller type.

Controlled Variable Manipulated Variable Controller Type

Cathode backpressure Backpressure valve opening area PI

Air stoichiometry; Blower rotational speed + air purge PI

Air temperature at stack inlet Coolant flowrate to the air heat exchanger PI

Hydrogen temperature at stack inlet Coolant flowrate to the hydrogen heat exchanger PI

Hydrogen pressure at stack inlet Fresh hydrogen flowrate PI

Hydrogen stoichiometry Hydrogen recirculation PI

Coolant temperature gain over the stack Rotational speed of the coolant pump PI

Coolant temperature at stack inlet Water flowrate to the cooler heat exchanger PI

water level in the air humidifier tank water flow to refill the air humidifier tanks ON/OFF

water level in the hydrogen humidifier tank water flow to refill the hydrogen humidifier tanks ON/OFF

3.13. System Performance Evaluation

The performances of the fuel cell system are evaluated through the stack gross power
(defined by Equation (10)), the system net power (Equation (37)), the stack gross efficiency
(Equation (38)), and the system net efficiency (Equation (39)). Stack gross efficiency and net
efficiency are referred to the Low Heating Value (LHV) of the consumed hydrogen.

PNET,SYSTEM = PGROSS,STACK·ηPCS − PAUXILIARIES (37)

ηGROSS, STACK =
PGROSS, STACK
.

MH2,CONS ·LHVH2
(38)

ηNET,SYSTEM =
PNET, SYSTEM

.
MH2,CONS ·LHVH2

(39)

4. Results and Discussion

4.1. Comparison of Simulation Results and Experimental Data

The model is tested against experimental data collected during preliminary testing of
the 100 kWel Grasshopper pilot plant. Six datasets are identified, including variable load
operation (spanning through the entire range of current density) and plant cold start-up.
The data include temperatures, pressures, and flowrates in different points of the system,
stack current and voltage, and the power consumptions of the main plant auxiliaries.

To validate and calibrate the model, the following simulation inputs are set equal to
the experimental values:

• stack current density,
• coolant flowrate,
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• setpoint for the air flowrate entering the humidifier,
• setpoint for the hydrogen flowrate entering the stack.

Additionally, the following parameters are initialized equal to the values measured at
test start:

• plant container temperature,
• liquid ring compressor temperature,
• air temperature at the blower outlet,
• water temperature in the humidifier tanks,
• air and hydrogen temperature at the stack inlet,
• coolant temperature at the stack inlet,
• cathode backpressure.

A preliminary calibration of the parameters affecting the warm-up time (e.g., pipes
lengths and heat capacities) was performed by minimizing the difference between the
simulated and the measured temperature, in different points of the plant, for one of the
available datasets. Comparison of experimental data and simulation results for the other
five datasets shows the ability of the model to reproduce the real plant behavior, obtaining
negligible errors on the prediction of the gross and net power, flowrate, temperature,
and pressure in different point of the plant. As an example, for all the six datasets, the
RMSE for the gross power is always below 3 kWel and the RMSE for the net power
(Figure 3) has a maximum of 4.6 kWel (dataset 6). The plant gross power generation is
slightly underestimated by the model, while the net power generation is sometimes slightly
underestimated and sometimes slightly overestimated, independent of the power itself.
This is related to the impact on the net power of the consumption of the auxiliaries that are
not simulated (e.g., fans, coolant circuits auxiliaries).

Figure 3. Comparison of experimental and simulated values of net power.
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4.2. MW-Size Plant Flexibility Improvementthrough Simulation

The developed model was applied to analyze the performance of a 1-MW PEMFC
power plant under a wide range of operating conditions, to point out the main criticalities
and to propose solutions to improve the plant design and operation strategy. Simulations
include both load-following operation, as required to provide grid ancillary services, and
system warm-up.

4.2.1. Load-Following Operation

Load-following operation simulations impose a current setpoint characterized by
step changes every 5 min and spanning through the entire operation range. The most
extreme case is studied by applying the maximum current step (0.2–1 A/cm2) in both
directions. The actual current variation of the system is limited to 2.5%/s, as decided by
the Grasshopper consortium to limit stack degradation.

Figure 4a compares the current density setpoint and the actual value resulting from
the simulation. When the setpoint is changed, the current starts changing immediately and
reaches the new setpoint in a few seconds (~79 s with the maximum step change). The
current density growth results are always limited by the imposed 2.5%/s constraint only,
thus reaching the project flexibility targets.

Figure 4. Simulation of load-following operation: time profile of (a) simulated current density vs
setpoint; (b) coolant temperature at stack inlet vs setpoint, coolant average temperature over the stack
vs setpoint, coolant temperature at stack outlet, air and hydrogen temperature at stack outlet, coolant
flowrate; (c) cathode backpressure vs setpoint, and anode backpressure.
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No issues emerge from the control of the cathode and anode backpressures (Figure 4c).
However, the temperature of the coolant at the stack inlet and the average temperature of
the coolant over the stack show a fluctuating behavior (Figure 4b), leading to deviations
from the setpoint up to 3 ◦C. This shows that the PI-type controller is inefficient and suggests
the use of more advanced control strategies. Following this conclusion, the Grasshopper
pilot plant implements a smith predictor controller, based on the model itself.

A precise control of the air dew-point temperature at the stack inlet is possible
(Figure 5a) by regulating the flowrate of the coolant sent to the air humidifier heat ex-
changer, thus providing the required heat. However, the air average relative humidity
over the stack deviates from the setpoint due to delays in the control of the air utilization
factor (Figure 5b). Indeed, while the current (and the reactant consumption) changes
almost instantaneously, the air flowrate sent to the stack varies more slowly, altering the air
utilization factor.

Figure 5. Simulation of load-following operation: time profile of (a) air dew point temperature at
stack inlet vs setpoint, water temperature in the air humidifier tank, and air average RH vs setpoint;
(b) air utilization factor vs setpoint, and air blower power consumptions; (c) hydrogen dew point
temperature at stack inlet vs setpoint, water temperature in the hydrogen humidifier tank and
hydrogen average RH vs setpoint; (d) fuel utilization factor vs setpoint, hydrogen mass flowrate
recirculated over the compressor and LRC power consumptions.
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Good control of the hydrogen dewpoint temperature is possible (Figure 5c). Unlike
the air side, the water sprayed in the hydrogen humidifier is not heated up (the dew-
point temperature is equal to the temperature of the water in the humidifier tank), and
it is necessary to cool the water sent to the Liquid Ring Compressor (LRC) in order to
avoid the water in the hydrogen humidifier tank to overcome the desired hydrogen dew-
point temperature. As for the air, a deviation from the RH setpoint is observed when the
current is changed, because of the non-instantaneous control of the hydrogen stoichiometry
(Figure 5d). Additionally, an unexpected fluctuation of the fuel utilization factor up to 100%
happens before the current is increased from 0.2 to 0.4 A/cm2 and from 0.2 to 1 A/cm2,
because of the too fast control. Otherwise, a slower control was shown to lead to too slow
changes in the fuel utilization factor at higher load. This points out the need to use more
advanced controllers.

Figure 6 shows the stack gross power, the power consumption of the system auxiliaries,
the resulting system net power, and the gross and net efficiency.

Figure 6. Simulation of load-following operation: time profile of gross power generations, power
internal consumptions and net power generation (left axis) and gross stack and net system efficiency
(right axis).

Regarding the plant auxiliaries, the consumption of the pumps is negligible, the
hydrogen compressor consumption is almost constant at any load (10–20 kWel), while the
air blower consumption increases proportionally to the load (from 10 kWel to 50 kWel). The
Power Conversion System (PCS), whose efficiency was assumed equal to 80%, accounts for
2/3 of the total power losses. Indeed, this component represents the major source of losses
when its efficiency is lower than 90%.

Regarding the efficiencies, the stack gross efficiency shows a minimum of 52% at the
maximum current (1 A/cm2) and a maximum of 63% at the minimum current (0.2 A/cm2).
The net efficiency reflects the gross efficiency profile: it is 38% at 1 A/cm2 and 44% at
0.2 A/cm2. The net efficiency values would increase to 50% at 0.2 A cm2 and 43% at
1 A/cm2 with a PCS efficiency of 90%. As a reference, the maximum net efficiency, excluding
the PCS losses, would be equal to 56% at 0.2 A/cm2 and 48% at 1 A/cm2.
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4.2.2. Warm-Up

Cold start-up simulations are performed to understand the time span that the plant
requires to reach nominal operating conditions, when it is started from ambient temperature,
such as after a long shut-down. This information is important to plan when to start-up the
system, according to the services it has to provide.

Warm-up simulations assume a constant ambient temperature equal to 20 ◦C. In the
simulations, the warm-up initial state sets:

• air compressor at nominal speed (giving nominal air stoichiometry at nominal current);
• cathode backpressure 1.35 bar (activated controller);
• LRC at nominal point;
• no hydrogen bypass;
• nominal coolant temperature gain over the stack (activated controller);
• minimum amount of coolant (10%) to heat exchangers to heat up the humidifiers;
• FC stack at its minimum load (0.2 A/cm2).

Then, the current density is increased up to the nominal value (1 A/cm2) according to
a warm-up procedure proposed by the Grasshopper consortium to limit stack degradation.
The rate of increase of the current density is limited to ensure a correct humidification of the
membrane: a maximum current density is permitted for each value of the air temperature
at the stack inlet and for each value of the average coolant temperature along the stack.
Only when current density and stack temperature setpoints are reached, all controllers are
activated, thus the choice of the control does not affect the warm-up results.

Simulation results show that the current density is limited by the average coolant
temperature over the entire warm-up procedure (Figure 7a). The current remains at its
minimum for 71 min, then it starts rising and it reaches the nominal value after 2 h and
28 min. The coolant temperature at stack inlet reaches the setpoint after 5 additional
minutes (Figure 7b). Conversely, the pressure reaches the nominal value in about 2 s.

Figure 7c,d show the average air and hydrogen relative humidity (RH) over the stack,
computed with respect to the coolant average temperature. The air average RH decreases
over time because the average coolant temperature increases faster than the temperature of
the air at the humidifier outlet, which determines the air absolute humidity at the stack inlet,
but the air average RH is above 100% during the entire warm-up process. The hydrogen
average RH is close to 100% during the warm-up process.

The air utilization factor increases with the current (Figure 7e), starting from ~10%
and reaching the nominal point (50%) at 1 A/cm2, as expected. A very low fuel utilization
factor (between 6% and 30%, respectively, at 0.2 and 1 A/cm2) is obtained with the LRC at
nominal speed and no hydrogen bypass (Figure 7f). However, when the bypass is activated,
the desired setpoint (67%) is reached.

Finally, Figure 8 shows a small increase of both the gross and net efficiency over time
at the beginning of the simulation, before the current starts to increase, which is explained
by the stack temperature increase. Then, as expected, the gross efficiency decreases when
the current increases. Conversely, the net efficiency increases, reflecting the lower impact of
the constant internal power consumptions.

The parameters that mostly affect the warm-up time are identified through a sensitivity
analysis, performed with the final goal of identifying strategies to accelerate the system
warm-up. The analysis considers:

A. A different warm-up strategy, which does not limit the current rise at low temperature.
The maximum current rate of increase is set equal to 2.5%/s (same limit set at the
nominal point).

B. A reduced amount of water in the humidifiers, assuming a 50% reduction of the water
inventory in the humidifier tank when the simulation starts, reducing the humidifier
thermal inertia.

114



Energies 2022, 15, 4801

C. A more compact system, assuming to connect the system components with pipes
three times shorter and with diameters computed to have the same pressure drops as
in the base case.

Table 3 characterizes, for each case, the system in terms of water inventory (i.e., water
content in the main plant components at the beginning of the simulation). The total amount
of liquid in the system is −5% in case B and −38% in case C, with respect to the base case.
Additionally, in case C, the amount of coolant in the pipes is −70%. This information is
important in order to understand the simulation results since the heat capacity of the water
influences the overall thermal inertia of the system.

Figure 7. Warm-up simulation: time profile of (a) current density vs its maximum values according
to the air dewpoint temperature and the average coolant temperature; (b) coolant temperature at
stack inlet vs setpoint, average coolant temperature over the stack vs setpoint, coolant temperature at
stack outlet, air and hydrogen temperature at stack outlet and coolant flowrate; (c)/(d) air/hydrogen
dew point temperature at stack inlet vs setpoint, water temperature in the air/hydrogen humidifier
tank, and air/hydrogen average RH vs setpoint; (e) air utilization factor and setpoint, and air blower
power consumptions; (f) fuel utilization factor vs setpoint, mass flowrate of hydrogen recirculated
over the LRC, and LRC power consumptions.
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Figure 8. Warm-up simulation: time profile of gross power generations, power internal consumptions
and net power generation (left axis) and gross stack and net system efficiency (right axis).

Table 3. Water content (inventory) in the main plant component for the base case and cases A, B, and
C of the sensitivity analysis.

Base—A B C

Coolant in pipes 2416.5 (49.0%tot) 2416.5 L (64.0%tot) 711.9 L (23.2%tot)

Water in air
humidifiers pipes 102.1 (2.1%tot) 102.1 L (2.7%tot) 23.6 L (0.8%tot)

Water in H2
humidifiers pipes 102.3 L (2.1%tot) 102.3 L (2.7%tot) 16.3 L (0.5%tot)

Water in air
humidifiers tanks 1650 L (33.4%tot) 825 L (21.9%tot) 1650 L (53.9%tot)

Water in H2
humidifiers tanks 660 L (13.4%tot) 330 L (8.7%tot) 660 L (21.6%tot)

Total 4930.9 L 3775.9 L 3061.8 L

Results of the simulations are summarized in Table 4, which characterizes the warm-
up, indicating the time required for the system to reach full load and nominal operating
conditions (‘Warm-up time’), the amount of hydrogen consumed during the warm-up
time, the net electric energy that is delivered during the warm-up time (assuming no
external limits on the net power output), and the specific hydrogen consumption during
the warm-up time.

The warm-up time is shorter in case A with respect to the base case, because of the
higher stack thermal losses (higher power and lower efficiency) at higher currents. Indeed,
while in the base case, the current rise is proportional to the temperature and the nominal
current is reached only at the end of the warm-up process (2 h 38 min), in case A the
nominal current is reached in less than 2 min. It can be concluded that the choice of the
warm-up strategy strongly affects the warm-up time. The reduction of the amount of water
in the humidifier tanks slightly reduces the warm-up time. In case B, the 5% reduction
in the total water inventory leads to a 9% reduction of the warm-up time. Conversely,
the design of a compact system is very effective. In case C, a 38% reduction in the water
inventory leads to a 71% reduction in the warm-up time. In this case, the shorter pipes
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allow having smaller diameters and higher velocity, keeping constant the total pressure
drops. Thus, the reduction of the pipe lengths positively affects the results because of the
lower total thermal inertia and because the time needed for the coolant to go from the FC
stack to the heat exchangers and vice-versa decreases.

Table 4. Warm-up simulations: warm-up time, amount of hydrogen consumed, delivered electric
energy generated and average specific hydrogen consumption during warm-up, for the base case
and for cases A, B, and C of the sensitivity analysis.

Base A B C

Warm-up time 2 h 38 min 34 min 2 h 27 min 46 min

Consumed hydrogen during warm-up [kgH2] 51.2 32.0 49.4 16.1

Delivered energy during warm-up [kWhel] 608.7 372.5 588.3 192.4

Specific consumption during warm-up [kgH2/kWhel] 0.08 0.08 0.08 0.08

5. Conclusions

Future evolution of the electric grid in a low-CO2 emission and high renewable-based
scenario will increasingly require the availability of clean and dispatchable energy resources.
In this framework, hydrogen-based fuel cell systems could provide a modular, reliable,
and zero-emission solution to the necessity of distributed grid support, providing grid
ancillary services thanks to their fast ramp rate and the load-following capability. This
work contributes to the analysis of the dynamic behavior of fuel cell power plants based
on low temperature Proton Exchange Membrane cells, focusing on the development of a
dynamic numerical model of a flexible PEM FC power plant based on the layout of the
100-kW pilot unit built within the EU Horizon 2020 GRASSHOPPER project. The purpose
is to develop an instrument to simulate the system operation, aiming at maximizing the
system efficiency and flexibility while limiting the degradation rate.

The dynamic model includes FC stack, all main plant components, and controllers. The
comparison of simulation results with experimental data from a 100 kWel plant has shown
that the model reproduces, with good accuracy, both the components stationary behavior
at different load (e.g., stationary values of pressure, temperature, power consumptions,
etc.) and the system dynamics (e.g., thermal transients, effects related to delays in mass
transfer, etc.)

The validated model has been applied to assess the flexible performance of a
1-MWel unit, providing a suggestion to improve the plant scale-up.

Load-following operation simulations showed that the system is able to follow a load
setpoint. When the current setpoint is changed stepwise, a precise backpressure control
and a good temperature control are possible. Conversely, deviations of the air and fuel
utilization factors from their setpoints affect air and fuel average relative humidity over
the stack and suggest the adoption of more advanced controllers (e.g., smith predictors).
Both stack gross efficiency and system net efficiency increase while the load decreases.
The power conversion system, having an 80% efficiency, results in the main component
limiting the system net efficiency, and an improvement of the plant net efficiency up to 10
percentage points is possible by acting on the PCS efficiency only. Indeed, a PCS efficiency
higher than 80% is expected for the MW-scale system where, thanks to the higher number
of cells and the consequently higher stack voltage, the DC/DC converter is not needed and
only the inverter (with efficiency higher than 90%) can be installed.

Simulations of cold start-up show that, starting from 20 ◦C and limiting the current
density at low temperature, the plant takes 2 h 38 min to reach the nominal point. The
warm-up time decreases substantially if the stack is operated at maximum current (34 min),
thanks to the higher thermal losses of the stack. However, operating at high current and low
temperature may reduce the lifetime of the cells. Other solutions to reduce the warm-up
time, without affecting the stack, consider a reduction of the water inventory. Halving
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the water content in the humidifier slightly reduces the warm-up time (−9%), while using
pipes three times shorter to connect the plant components appears as the best solution
(−70%). The design of a compact system should therefore be a priority in the perspective
of building a flexible unit, able to rapidly start-up.

These suggestions have been taken into account in the design of the flexible 1-MW
FC power plant, which is the target of the Grasshopper project. Thus, the commercial
FC system design will combine the technical improvements deriving from the simulation
results with improvements deriving from an economic analysis.
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Nomenclature

Acronyms
FC Fuel Cell
LHV Low Heating Value
LRC Liquid Ring Compressor
PEM Proton Exchange Membrane
RES Renewable Energy Sources
RH Relative Humidity
RMSE Root Mean Square Error
Symbols
A Area, cm3

C Heat capacity, kJ/K
cL Specific liquid heat capacity, kJ/kg/K
D Diameter, m
F Faraday constant, 96485 C/mol
h Specific enthalpy, J/mol
i Current density, mA/cm2

J Moment of inertia, kg·m2

L Length, m
.

m Mass flowrate, kg/s
MM Molecular Mass, kg/kmol
p Pressure, bar
P Power, kW
R Universal gas constant, 8.314 J/mol/K
T Temperature, K
V Voltage, V
xJ Molar fraction of species j, molj/moltot
η efficiency, %
ω rotational speed, rad/s
ρ Density, kg/mol
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Abstract: Fuel cells are one of the zero-emission elements of modern automotive drive systems. This
article presents theoretical identification of the component parameters of indicators for the fuel cell
operating conditions. Activation, ohmic, and mass transport losses were identified. Current–voltage
characteristics were provided along with an analysis of typical cell losses. The actual performance
characteristics of fuel cells were analyzed for Toyota Mirai I and II generation vehicles. The fuel cells
operating conditions were derived and analyzed in the context of real driving conditions. Therefore,
urban, rural, and motorway conditions were used. The vehicles were equipped with PEM fuel cells
supplying power equal to 114 kW (1st gen.) or 128 kW (2nd gen.). The average fuel cell stack power
values depend on the driving conditions: urban (about 10 kW), rural (20 kW) and motorway (about
30–40 kW) driving modes. The different power ratings of fuel cells combined with different battery
generations resulted in a variation in the cells operating conditions. Analyses conducted in various
traffic conditions indicated the possibility of determining losses related to the fuel cells. The analysis
of fuel cell losses shows the greatest values for activation losses when the cells are under high load
(for both generations)—i.e., in motorway driving conditions. The voltage of resistive losses reached
its maximum in urban driving conditions when the load on the fuel cells was small.

Keywords: fuel cells; current–voltage characteristics; fuel cells modeling; fuel cell losses; road tests

1. Introduction

The search for low-emission drive systems leads to the increasingly more common
use of hybrid drive systems in transport means. Unfortunately, such systems turn out to
be insufficient in terms of meeting carbon dioxide emission limits. These limits in 2021
were 95 g/km. On 14 July 2021, the European Commission proposed more ambitious
goals for 2030 as part of the European Green Deal [1]. Compared to the 2021 baseline,
the average CO2 emissions from new vehicles registered between 2025 and 2030 would
have to be reduced by 15% (unchanged from previous assumptions) and 55% (up from
37.5% previously), respectively. The legislation also suggests that new cars will need to be
zero-emission by the year 2035. Such a drastic reduction in CO2 emissions necessitates the
use of electric drive systems or the use of fuel cell systems.

Currently, the fee for exceeding the average CO2 emission limit (measured up to three
decimal places) for a given manufacturer of passenger vehicles in accordance with the
Regulation of the European Parliament and the EU Council 2019/631 amounts to 95 EUR
for each newly registered vehicle [2].

As mentioned before, these regulatory proposals also suggest selling only zero-
emission cars by 2035. In order to achieve a total reduction of CO2 emissions using
electric drive systems or fuel cell systems seems like the only viable solution. Such systems
of production or storage of energy were shown in Figure 1, also including data on their
specific power and specific energy parameters. This results in a great similarity between
fuel cells and batteries in terms of specific power and energy. However, the conditions for
either charging or refueling these systems are completely different. The charging frequency
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of an electric vehicle is several times greater than that of a vehicle powered by fuel cells.
In addition, the refueling time of vehicles powered by hydrogen fuel cells is several times
shorter than the charging time necessary to recharge an electric vehicle’s batteries. The
hydrogen refueling time is currently about 3 min—for a tank weighing about 5 kg H2. The
shortest FastCharging charging times take no less than several minutes.
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Figure 1. Specific energy vs. specific power of energy storage system [3].

The ability to model fuel cells enables their complete diagnostics, which improves the
knowledge of fuel cell aging. In addition, operational information influences the prediction
of the behaviour of fuel cells in real operating conditions.

2. Fuel Cell Use in Vehicle Drive Systems

Typical solutions appearing in the literature concern two vehicle propulsion solutions
(shown as diagrams in Figure 2): FCEV (fuel cell electric vehicle) [3] and FCHEV (fuel cell
hybrid electric vehicle) [3–5]. The first one only uses fuel cells for all vehicle propulsion.
Although this solution is much simpler in technical terms, it is nevertheless more difficult
to implement. The main downside of this system stems from the fact that the fuel cell
is an electro-chemical device, and the maximum rate at which chemical reactions take
place usually takes a certain time to be reached [6]. Therefore, it is difficult to obtain the
maximum power of such a system immediately after its activation. The second solution
is a typical hybrid drive system. The fuel cell is usually the primary source of energy for
the vehicle.

  
(a) (b) 

Figure 2. Drive system diagrams employing fuel cell technology: (a) FCEV; (b) FCHEV (based on [4]).

A battery with a low energy capacity of 1–3 kWh [7,8] would be used as a support
device to complement the operation of the fuel cells. However, starting the vehicle and
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moving it in the initial period is completed largely with the use of batteries (since the fuel
cell is not able to work independently immediately after activation).

In the nomenclature, hybrid vehicles are usually divided into two groups [9]: not-off-
vehicle charging hybrid electric vehicles (NOVC-HEV) and off-vehicle charging hybrid
electric vehicles (OVC-HEV).

Contemporary FCHEV vehicles offer relatively low battery energy capacity (NOVC-
HEV): Toyota Mirai I gen.—1.59 kWh (Ni-MH); [10] Toyota Mirai II gen.—1.24 kWh (Li-
Ion) [10], Hyundai Nexo—1.56 kWh (Li-Ion) [11]; Honda Clarity—1.7 kWh (Li-Ion) [12].
These small capacities are due to the fact that the fuel cell serves as the primary propulsion
system of the vehicle instead of a battery. The analysis of the battery capacity and the
power of the fuel cell was presented in Figure 3.

Figure 3. Comparison of cell power vs. high voltage battery capacity [10,13–15].

Figure 3 also presents some other drive systems solutions. The OVC-HEV category is
used to describe plug-in vehicles. The Opel Vivaro with a fuel cell system (45 kW) includes
a high voltage battery with a capacity of 10.5 kWh [16], which provides a vehicle range
of 50 km in electric mode. Another example of such is the Renault Master Van H2-TECH
equipped with a 30 kW fuel cell and a 33 kWh battery [17].

All the mentioned drive systems achieve a specific power density of 3.1 kW/dm3 [10–12].
The new Toyota Mirai II achieves a specific power density of 4.4 kW/dm3 (including
end plates).

A different drive philosophy is represented by FEV proposed with the BREEZE!
project [18]. It is a drive using fuel cells as a range extender. The vehicle was equipped
with batteries with an electric capacity of 12 kWh and a fuel cell (PEM) with a power of
30 kW. The specific power density of the cell was 0.45 kW/dm3, and the drive efficiency
reached 40–50%. The fuel cell consisted of 150 individual cells with an active surface area
of 300 cm2.

3. Modeling Fuel Cells

Modeling of fuel cells may include electrochemical [19–21], flow [21,22] and voltage
losses calculations [23].

Based on the Butler–Volmer equation [24] relating to the equilibrium potential of a
fuel cell, three separate voltage loss areas can be distinguished:

• Voltage activation;
• Resistive;
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• Mass transport.

The general equation that includes all types of voltage losses can be expressed as
(Figure 4):

UFC = E + Uact + Uohm + Utrans, (1)

where UFC—fuel cell voltage, Uact—overvoltage (activation losses), Uohm—ohmic voltage
losses, Utrans—losses of tension due to mass transport.

Figure 4. Current_voltage characteristics with the specification of typical losses of a fuel cell.

The voltage of the fuel cell with an open electrical circuit can be denoted as [25]:

EOC =
Δgf
2·F′ (2)

where Δgf—Gibbs free energy, F—Faraday constant.
The effect of the voltage change with an open circuit and the associated fuel cell losses

were shown in Figure 5. It should be noted that the change in EOC had an impact on the
current–voltage characteristic values as well as on the cell power. However, it does not
affect the value of the losses. The lack of impact that the EOC has on the cell losses results
directly from Equation (1), which means that this value is not a component of the partial
elements of the fuel cell losses.

The activation loss voltage Uact can be expressed as:

Uact = A· ln(i), (3)

where A—activation overvoltage, i—area-specific current (current density).
The effect of changing the A parameter on the cell characteristics was shown in Figure 6.

Increasing the A value limits the cell voltage and its power. It also leads to a significant
increase in activation losses.

124



Energies 2022, 15, 6753

× − Ω
× −

−

× − Ω
× −

−

Figure 5. Influence of fuel cell EOC open circuit voltage on the fuel cell characteristics and losses.
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Figure 6. Impact of the changing A parameter of a fuel cell on the I–U characteristics and fuel
cell losses.

Improvement in fuel cell performance through the current increase, and can be
achieved by:

• Increasing the cell temperature;
• Use of effective catalysts;
• Increasing the roughness of the electrodes’ surface, which increases the cell surface

and leads to an increase in the current intensity;
• Increasing the concentration of the reactants, e.g., using pure oxygen instead of air;
• Increasing the reagents pressure.
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Resistive (ohmic) voltage losses Uohm:

Uohm = r·i, (4)

where r—area specific resistance (internal resistance).
According to Equation (4), increasing the cell resistance r leads to an increase in

resistive losses, which results in reduced cell voltage, especially in the linear range (Figure 7).
The voltage drop results in a reduction of its power.
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Figure 7. Impact of a changing resistance r on the I–U characteristic and fuel cell power.

There are several options for reducing resistive losses:

• Using electrodes with the highest possible conductivity;
• Dilute the electrolyte to the maximum viable values.

Mass transport voltage losses Utrans:

Utrans = m· exp(n·i), (5)

where m—constants in the mass-transfer overvoltage, n—constants in the mass-transfer
overvoltage.

Changes in the m factor primarily affect the last fragment of the voltage–current
characteristic (Figure 8). There is an increase in mass transport losses and a reduction in
the voltage of the fuel cell (and thus the power of the cell) at the same time.

Using all of the component Equations (2)–(5), one can write:

UFC = EOC − A· ln(i)− r·i − m· exp(n·i). (6)

Equation (6) is the basis for determining the voltage losses of a fuel cell.
The power and energy of fuel cells were determined based on the values of UFC, IFC,

and Δt by multiplying these quantities. The battery power was determined in a similar
way by multiplying the UB and IB values. For a complete analysis of the equations defining
the energy flow analysis, see [26].

The novelty of the work in relation to the current research and analyses is the un-
dertaken attempt to estimate the differences in the use of fuel cells in two generations of
hydrogen-powered propulsion solutions. Additionally, an attempt was made to mathemat-
ically model the fuel cells using their actual operating conditions in vehicles as the basis for
the calculations.
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Figure 8. Impact of changes in mass m on the I–U characteristic and fuel cell power.

4. Materials and Methods

The research on fuel cell losses was carried out using as a basis two generations of the
Toyota Mirai drive systems. The technical data of the drives was listed in Table 1. Both
generations featured a hybrid drive system, which contained two sources of energy and
propulsion. The system had the option to drive using battery power, fuel cell power, or
both of these energy sources simultaneously. It was categorized as a parallel drive system
as shown in Figure 5. It should be noted that, according to Table 1, the power of the
fuel cell was about 4 times greater than the power provided by the battery (regardless
of the energy generation in the system). This means that the fuel cell was the dominant
power source in the vehicle. Both generations contain the same types of fuel cells (with
slightly changed parameters) with different types of batteries. The newer generation of the
drive includes Li-Ion batteries with a lower value of electric capacity but a higher value of
operating voltage.

The drive system presented in Figure 9 was the same for both of the used system
generations. The only differences were in the number of hydrogen storage cylinders (the
newer generation of the drive had 3; while the older generation only had two) and in
the drive and energy flow control method of the two generations (due to the change of
system elements).

 
Figure 9. General schematic of the Toyota Mirai drive system.
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Table 1. Toyota Mirai powertrain system [8,9,15].

Component Parameter Mirai I Gen. Mirai II Gen.

Vehicle Mass 1850 kg 2415 kg
Top speed 179 km/h 175 km/h

Acceleration 0 to 60 mph 9.6 s 9.2 s
Range (homologation cycle) Approx. 483 km 650 km

Fuel cell Type PEM (polymer electrolyte)
Power 114 kW (155 HP) 128 kW (174 HP)

Power density 2.8 kW/kg; 3.5 kW/dm3

(Excl. end plates)
5.4 kW/kg; 5.4 kW/dm3

(Excl. end plates)
Number of cells 370 330

Electric motor Type Permanent magnet synchronous
Peak power 123 kW at 4500 rpm 134 kW at 6940 rpm

Maximum torque 335 N·m 300 N·m
Maximum speed 13,500 rpm 16,500 rpm

Battery Type Nickel metal hydride (Ni-MH) Li-Ion
Capacity 6.5 Ah 4 Ah
Output 25.5 kW × 10 s 31.5 kW × 10 s

Nominal voltage 244.8 V (7.2 V × 34) 310.8 V (3.7 V × 84)
Energy 1.59 kWh 1.24 kWh

Hydrogen storage Internal volume 122.4 dm3 142.2 dm3

Nominal pressure 70 MPa 70 MPa
Mass 4.6 kg 5.6 kg

The research work was carried out in accordance with the RDE test requirements.
Diagnostic data were obtained from a dedicated TechStream on-board diagnostic system.
The data acquisition included parameters such as vehicle driving conditions (V, t), battery
operating conditions (UB, IB), and fuel cell operating conditions (UFC, IFC)—Figure 10.

 

Figure 10. Methodology of testing vehicles powered by fuel cells (data sampling frequency: 1 Hz).

The mileage of the older generation Toyota Mirai (JPD10 model, production date
11 November 2015) was 40 thousand km, while the new generation (model JPD20, pro-
duction date 24 November 2020)—was only 280 km. Obviously, the tested vehicles had
a very different level of wear in their fuel cells. However, it was not possible to measure
two generations of vehicles with the same mileage due to the production window of both
these models.

Taking into account the small number of research tests, no correction factors for the
difference in vehicle mileage have been introduced. Further scientific work will make it
possible to identify and apply these variables to the final results of the model studies.
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5. Results

5.1. Driving Test Evaluation

Road tests were carried out on a test route selected by taking into account the urban,
rural, and motorway conditions in the city of Warsaw and in the vicinity. The research
route fulfilled the conditions set by the RDE (real driving emissions) research test require-
ments [27,28]. The tests were not used to analyze exhaust emissions and therefore should
be referred to as RDC (real driving conditions) tests. The main test requirements and the
speed profile of both drives were shown in Figure 11. Analysis of the data in Figure 11
showed much similarity between both the driving tests. Road tests reflect the real traffic
conditions to a much greater extent. However, due to the lower repeatability of such tests,
the scope of requirements includes a greater possibility of variation in parameters than is
normally allowed during tests performed on a chassis dynamometer. The data in Figure 11
indicated the possibility of changing the ranges of the three test phases by up to 10%. In
addition, the urban phase includes a very large range of requirements in terms of stopping
the vehicle. This indicates the possibility of traffic in conditions of high traffic congestion.

Figure 11. Research test results in accordance with the RDC requirements.

The actual test conditions, as measured, were given in Table 2. The data showed
much smaller differences than the permissible values that were presented in Figure 9.
Small discrepancies between the two tests indicate that further analyses are more likely to
produce useful results. This means that the travel conditions were similar, and thus the
chosen route meets the requirements of the RDC test.

Table 2. Selected conditions required for a valid RDC test.

Parameter
Mirai I

Gen.
Mirai II

Gen.
Diff.
[%]

Requirements

Urban route [km] 32.93 35.08 6.1 >16
Rural route [km] 37.50 34.81 7.2 >16
Highway route [km] 42.99 44.26 2.9 >16
Total route [km] 113.43 114.15 0.6 >48
Share of urban route [%] 29.03 30.73 5.5 29–44
Share of rural route [%] 33.06 30.49 7.8 33 ± 10
Share of highway route [%] 37.90 38.77 2.2 33 ± 10
Average speed in urban route [km/h] 30.23 29.51 2.4 15–40
Share of standstill in urban route [%] 22.40 19.88 11.3 6–30
Test time [min] 114.57 119.49 4.1 90–120
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The differences in the test results listed in Table 2 were designated as relative values
calculated with respect to the greater value. It should be noted that despite the large
permitted variations in individual travel phases, the obtained overall differences were
under 10%. The maximum differences can be found in the share of parking during the
urban section amounting to 11.3% (the permissible variation may be 80%).

5.2. Fuel Cells Analysis

Based on the recorded fuel cell voltage and current intensity, the cell energy con-
sumption was determined per 100 km of the route traveled in each of the driving phases
(as well as in the entire test)—Figure 12. Despite the much greater weight of the new
generation vehicle, the energy consumption in the entire test was found to be lower by
5.6% (1.11 kWh/100 km). The urban phase did not show any significant difference in
energy consumption (2%—corresponding to 0.1 kWh/100 km). The greatest differences
were observed in the rural driving phase. Here, the differences were around 17.3% in favor
of the newer vehicle generation (a change of 1.03 kWh/100 km). The last phase—motorway
driving, also does not bring any differences (max 1.0%).

 

Δ

Δ

Δ
Δ

Figure 12. Changes in fuel cell energy consumption of the two generations of Toyota Mirai.

The analysis of the constituent factors made it possible to determine the fuel cells
power in particular phases of the road tests (Figure 12). Greater values of energy con-
sumption by Toyota Mirai I generation resulted from greater values of cell power in the
urban and rural phases of the drive test. The average power values in all test phases were
presented in the speed and power profile of the fuel cells (Figure 13).

The average fuel cell power values in the first-generation Toyota Mirai were 26%
greater than the average values of the second-generation Mirai. Similarly, greater powers
occurred in the rural phase of the driving test (by 35%). The motorway phase was character-
ized by the greater average power of the second-generation Mirai vehicle. The greater cell
power was partly responsible for the observed operating conditions, but also the batteries,
also with a higher power in the second generation system.
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Figure 13. Fuel cell stack power and speed profiles in the RDC test: (a) I generation HFCHEV drive;
(b) II generation FCHEV drive.

Analysis of the share of the cell’s power in relation to the battery’s power was presented
in Figure 14. The data analysis showed that, regardless of the fuel cell system generation,
the share of their power in the entire test was the greatest at much greater power than the
battery (PFC/PBATT > 90%). The second generation drive system also used a fairly large
share of driving at the lowest system power, which means that the initial driving conditions
could be achieved with battery drive alone. The transient conditions in which small shares
of the cell’s power and high battery power were used turned out to be small. This was
shown in Figure 14 in the 20–80% PFC/PBATT power ratio. Summarized, the operating
conditions of cells and batteries in both drive generations were within 66–69% of the total
share of operating time. PFC/PBATT shares close to 100% do not mean the maximum power
of the fuel cell. They indicate the cell’s power is in the range of 90–100% greater than
the battery power. This representation of the FC/BATT power ratio indicated that the
system usually operates with the fuel cell providing significantly more power than that of
the battery. Such a situation and vice versa were implemented in the second generation
system. Cases could also be observed where the conditions were NBATT >> NFC. These are
conditions labeled as NFC/NBATT < 10% (Figure 14b).

The analysis of the absolute power values of the fuel cell was presented in Figure 15.
The fuel cell power shares were determined for each of the test phases. Although the
maximum power was 114 and 128 kW, respectively, such values were not achieved in the
tests, due to driving speeds required in the RDC test. The share of speeds above 145 km/h
must be less than 3% of the motorway driving time (due to speed limits, the driving speed
in the tests did not exceed 140 km/h).
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(a) (b) 

Figure 14. The proportion of the fuel cell power share relative to the battery power: (a) for the 1st
generation vehicle; (b) for the 2nd generation vehicle.

 
(a) (b) 

Figure 15. Fuel cells power usage conditions in particular phases of drive tests: (a) Mirai I gen.;
(b) Mirai II gen.

In urban driving conditions, the maximum power values were up to 30 kW, with
greater values occurring sporadically. This was due to the driving speeds during the test
drive. Despite the vehicle being heavier, the share of fuel cell power in the range of up to
10 kW was greater for the second-generation vehicle than for the first-generation vehicle.
This share was over 50% of the share of the remaining power values in the drive test.

In rural driving conditions, the power share of up to 20 kW is most significant for
both vehicle drive generations. In such driving conditions, the power values in the second-
generation vehicle were much lower, which was confirmed by the values presented in
Figure 13. Additionally, the energy values determined in Figure 12 were confirmed. It was
found there that the energy consumed in the rural phase of the test by the first-generation
system was greater by over 17%. The fuel cell power share in the highway phase was not
as significant as in the other sections. The largest share of work was in the power range of
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50–60 kW. In both drive generations, the shares of power above 80 kW were not used very
often. This means that the drive system had a fairly large reserve of fuel cell power.

To summarize, it can be stated that the fuel cell works most frequently in the driving
test phases:

• In the urban section: with power of up to 10 kW;
• In the rural section: with power of up to 20 kW;
• In the motorway section: with power of up to 30–40 kW.

As the maximum driving speed increased in the various test phases, the most fre-
quently used power of fuel cells also increased. With each subsequent test phase (urban,
rural, motorway), the most frequently used power from 10 kW in the urban phase increased
by another 10 kW in each subsequent phase. The presented operating conditions of fuel
cells indicate that their full power was not used, but only power of up to 70 kW was used
(and that in the motorway phase only).

5.3. Modeling and Analysis of a Fuel Cell Stack Losses

Modeling of the fuel cell stack was started by modifying Equation (6) for a single fuel
cell, taking into account the number of plates of the stack (nst) and the surface of the current
flow (ast):

Ust = nst·UFC (7)

and
I =

i
ast

. (8)

Figure 16 shows the characteristics of fuel cells (cell stack current–cell stack power).
Such characteristics were presented throughout the test and broken down into its indi-
vidual phases. The presented characteristics already contain structured data, i.e., random
data (significantly different from the typical characteristics) have been removed from the
characteristics. Such conditions arise when reading data from a diagnostic tester as a result
of high data sampling frequencies.

(a) 

(b) 

 

Figure 16. Characteristics of a fuel cell stack in relation to the current intensity of the fuel cell stack
and the power of the fuel cell stack: (a) I generation FCHEV drive; (b) II generation FCHEV drive.
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Figure 16 shows that the amount of data for both vehicle drive generations was similar
(more than 4500 data points). As can be seen from the characteristics relating to individual
phases, the share of higher values of the fuel cell stack power increased with the increase in
the driving speed. The current values were about 20% greater for the second-generation
vehicle than for the first-generation one. It is important that in both generations of cells there
was no inflection of the characteristic (function local maximum), which would indicate the
maximum power.

Modeling of fuel cells in order to determine their losses began with the presentation
of their voltage–current characteristics. These characteristics were shown in Figure 17.
Increased values of the current intensity in the second-generation system could be observed
along with the decreased voltage values (by about 10%). These characteristics are presented
for each of the test phases and for the entire drive test.

(a) 

(b) 

Figure 17. Current–voltage characteristics of the fuel cell stack of hydrogen-powered drives with
modeling results: (a) I generation FCHEV drive; (b) II generation FCHEV drive.

The initial conditions were adopted for the modeling of the cells with values as
listed in Table 3. The initial conditions were adopted based on the literature [24,25] and
technical data [8,10,15]. Based on them, further mathematical analyses were performed. The
differences in the starting values were in the number of fuel cells. For the first-generation
drive this value was a stack of 370 fuel cells, for the second-generation it was a stack of
330 fuel cells.

Table 3. Initial conditions for modeling fuel cells.

Parameter Symbol Mirai I Gen. Mirai II Gen.

Open circuit voltage Eoc 0.8 0.8
Activation overvoltage A 0.00854 0.00854
Area-specific resistance r 22.7966 22.7966

Constants in the mass-transfer overvoltage Equation (5) m 0.00097 0.00097
Constants in the mass-transfer overvoltage Equation (5) n 0.62917 0.62917

Active area of stock ast 52,056.2 52,056.2
Number of cells in the fuel stack nst 370 330

134



Energies 2022, 15, 6753

The modeling of fuel cells was based on the search for the minimum value of the
objective function:

∑(Vst_x)
2 → min (9)

where x were the consecutive values of current in the fuel cell stack.
The objective function is Equation (6) supplemented with changes presented in Equa-

tions (7) and (8). The result is the modeled voltage value of the fuel cell stack. Using the
Solver add-in in the MS Excel package, the quantities meeting criterion (9), for which the
initial values were presented in Table 3, were determined.

The non-linear generalized reduced gradient method was used for mathematical
modeling [29–31]. This method allows solving the non-linear Equation (6) supplemented
with Equations (7) and (8). It determines the central derivatives of the function, which
leads to a solution to a certain range of variability of the initial conditions (not only in the
positive direction). Taking central derivatives into account makes it possible to obtain the
global minimum value of the function. Due to the iterative nature of this algorithm, the
obtained data are approximate, not exact. The measure of the quality of the obtained results
was the minimum sum of the squares of calculated and obtained values. It was assumed
that all variables (Table 4) should be positive and non-zero (all fuel cell losses were taken
into account).

Table 4. The results of the fuel cell stack modeling study.

Parameter
Mirai I Gen. Mirai II Gen.

All Test Urban Rural Motorway All test Urban Rural Motorway

Eoc 7.547 × 10−1 7.782 × 10−1 7.364 × 10−1 7.469 × 10−1 8.054 × 10−1 8.277 × 10−1 8.266 × 10−1 7.919 × 10−1

A 1.050 × 10−2 7.883 × 10−3 1.256 × 10−2 1.145 × 10−2 8.395 × 10−3 5.610 × 10−3 8.923E × 10−3 1.104 × 10−2

r 3.370 × 101 3.833 × 101 3.098 × 101 3.246 × 101 2.292 × 101 2.597 × 101 2.308 × 101 2.333 × 101

m 1.000 × 10−7 1.000 × 10−7 1.000 × 10−7 1.000 × 10−7 9.697 × 10−4 1.000 × 10−7 2.112 × 10−3 1.367 × 10−2

n 8.654 × 10−1 8.637 × 10−1 8.677 × 10−1 8.609 × 10−1 6.292 × 10−1 6.352 × 10−1 6.289 × 10−1 7.171 × 10−2

ast 5.206 × 104 5.206 × 104 5.206 × 104 5.206 × 104 5.179 × 104 4.794 × 104 5.127 × 104 5.927 × 104

nst 3.712 × 102 3.712 × 102 3.710 × 102 3.711 × 102 3.284 × 102 3.295 × 102 3.195 × 102 3.286 × 102

The sums of squares for both generations of hydrogen drives in each test phase were
determined using Equation (9)—Table 5. Additionally, the mean value of the square of the

difference in size was also determined on this basis (Uo − U)2.

Table 5. Conditions for ending the search for the minimum of the objective function (Equation (9)).

Parameter
Mirai I Gen. Mirai II Gen.

All Test Urban Rural Motorway All Test Urban Rural Motorway

∑(Uo − U)2 109,827 59,591 29,249 18,317 51,588 19,616 15,967 13,878

(Uo − U)2 26.9763 23.1601 23.7609 21.8845 10.4556 9.1240 10.1062 11.5271

The data presented in Table 5 show that the results of measurements of a newer
generation fuel cell drive system had a lower sum of square values. This means that a more
accurate solution was found. The sum of squares as well as the mean value being lower in
subsequent phases of the drive test results from the smaller number of measurement data
in these phases.

The assessment of fuel cell losses was carried out using the analyses presented in
Figure 18 and the data contained in Section 3.
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(a) (b) 

Figure 18. Comparison of model characteristics of the fuel cell stack for each phase of the road test:
(a) I generation FCHEV drive; (b) II generation FCHEV drive.

The open circuit voltage changes in a similar way. For both drive system generations
the lowest Eoc values were obtained in urban driving conditions (Figure 18). For rural
conditions, the maximum Eoc values were obtained for the Mirai I gen. vehicle. For
motorway conditions, the highest Eoc value was obtained for the newer generation drive—
Mirai II gen. The data contained in Table 4 confirm these values. Additionally, Eoc in
the case of the second-generation drive was about 0.5 V greater. In accordance with the
previous provisions (Section 3), this voltage does not affect the values of the fuel cells losses.

The data in Table 4 indicated greater activation voltage losses in the first-generation
drive. It was influenced by the A values, which were higher for the first-generation of
fuel cells. For both generations, they are the smallest in urban driving conditions, and the
largest in motorway driving conditions.

The resistive voltage losses were determined using the test results and data from
Figure 7. This voltage turns out to be the lowest during the urban driving phase in both
drive generations. In the case of higher driving speeds and the greater power of fuel cells,
these losses were similar, due to the similar shape of the voltage–current curve. Increasing
the resistive losses leads to a limitation of the cell voltage. These losses, according to
Equation (4), increase with increasing system resistance. As shown in Table 4, these losses
were significantly greater for the first-generation system.

The analysis of mass transport losses is difficult due to the discrepancy in resistive
losses and the inability to analyze the characteristics at high cell powers. As only in
those conditions could these losses be determined. The m and n coefficients for the
second-generation cell were convergent with the first-generation cell only in urban driving
conditions (Table 5). With greater power values, they also assume much greater values,
which may indicate a reduction in mass transport (and at the same time an increase in these
losses). The trends in fuel cell losses for each of the driving phases, taking both generations
of fuel cells into account, were presented in Table 6.

Table 6. Assessment of fuel cell losses taking into account both generations of fuel cell systems.

Parameter
Mirai I Gen. Mirai II Gen.

Urban Rural Motorway Urban Rural Motorway

Open circuit voltage Eoc min max middle min middle max
Activation voltage losses min middle max middle min max
Resistive voltage losses max min middle max middle min

Mass transport voltage losses min min min min max max
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It is planned to use the presented methodology for measuring fuel cell starts in
aging conditions. Annual tests (or under specific climatic conditions) can be the basis for
determining the weaknesses of fuel cells. At the same time, they can contribute to their
development with regard to increasing their efficiency and reliability.

6. Conclusions

Based on the analytical work and road tests of two generations of drives with fuel
cells, the following conclusions were formulated:

1. The fuel cell in the driving test phases works most often:

• In the urban section: with a power of up to 10 kW;
• In the rural section: with a power of up to 20 kW;
• In the motorway section: with a power of up to 30–40 kW.

2. The share of fuel cells’ power use increased as the maximum driving speed increased
in the various phases of the driving test. In the urban phase, this power was on
average 10 kW. Each subsequent phase of the test (rural and motorway) increased
the power demand by an average of 10 kW in each phase. The presented operating
conditions of fuel cells indicated that their full power was not utilized, and the
maximum power used reached up to 70 kW (in the motorway phase). This was about
70% of the maximum power.

3. The presented research methodology shows the possibilities of estimating the fuel
cells’ voltage losses. It is possible to determine each component of these losses, but the
mass transport losses require the fuel cells to be under maximum load to be measured
properly (which is difficult to achieve in the RDC drive test due to its limitations).

4. The analysis of fuel cell losses showed the maximum values of activation voltage
losses when cells were placed under high load (for both generations). The voltage of
resistive losses reached its maximum in urban driving conditions, when the fuel cells
were under a small load.
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Abstract: Direct-methanol fuel cell (DMFC) systems are comparatively simple, sometimes just
requiring a fuel cartridge and a fuel cell stack with appropriate control devices. The key challenge
in these systems is the accurate determination and control of the flow rates and the appropriate
mixture of methanol and water, and fundamental understanding can be gained by computational
fluid dynamics. In this work, a three-dimensional, steady-state, two-phase, multi-component and
non-isothermal DMFC model is presented. The model is based on the Eulerian approach, and
it can account for gas and liquid transport in porous media subject to mixed wettability, i.e., the
simultaneous presence of hydrophilic and hydrophobic pores. Other phenomena considered are
variations in surface tension due to water–methanol mixing and the capillary pressure at the gas
diffusion layer–channel interface. Another important aspect of DMFC modeling is the transport
of methanol and water across the membrane. In this model, non-equilibrium sorption–desorption,
diffusion and electro-osmotic drag of both species are included. The DMFC model is validated against
experimental measurements, and it is used to study the interaction between volume porosity of the
anode gas diffusion layer and the capillary pressure boundary condition at the anode, and how it
affects performance and limiting current density.

Keywords: direct-methanol fuel cells (DMFC); multi-phase flow; fuel cells; computational fluid
dynamics (CFD); limiting current density; reactant cross-over; fuel cell heat and mass transfer; anode
gas diffusion layer; porous media; water-methanol mixture

1. Introduction

During the last decades, several types of fuel cells (FCs) have been subject to intensive
research, both on component and system-level. While many types of FCs require large
volumetric fuel storage or complicated reforming and gas cleaning systems, liquid-fed
direct methanol fuel cells (DMFCs) circumvent this by directly oxidizing a fuel consisting
of a methanol–water solution. Hence, this type not only offers a high electrical efficiency, it
has a high energy density, fast start-up characteristics, and nearly zero recharge time. These
characteristics make DMFCs suitable for backup systems and portable power applications
in direct competition to batteries. A recent review of the different methanol producing
technologies was published by Araya et al. [1].

The system around a direct-methanol fuel cell is very simple, and this is one of
the reasons that they have been successfully commercialized already, especially in the
enthusiast and leisure market such as camping and sailboats. Figure 1 depicts such an
EFOY system by the manufacturer SFC Energy that can provide a maximum charge capacity
of 250 Ah/day and a maximum power of 125 W to recharge common types of 12 V or
24 V on-board batteries. According to the manufacturer, a 10 L container filled with pure
methanol affords autonomy for up to four weeks, and it can be easily replaced and refilled.
While the system of a direct-methanol fuel cell is simple compared to other fuel cell types,
the heat and mass transfer processes that occur in these fuel cells are substantially more
complex, and this gives rise to the need for detailed computational fluid dynamics analysis.
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Figure 1. Commercial direct methanol fuel cell system. Photo credit: SFC Energy AG.

A common problem of DMFCs is the high permeation rate of water and methanol
through the polymer electrolyte membrane. While methanol crossover results in a loss of
fuel and a mixed potential at the cathode [2,3], water crossover causes a flooding of the
cathode-backing layer and channels and consequently inhibits oxygen mass transport [4].
The extent of methanol crossover is typically reduced by operating DMFCs with thicker
membranes and dilute methanol solutions, whereas the extent of water flooding can be
controlled by the air stoichiometry and dew point diagrams [5]. Another two-phase flow
phenomenon affecting DMFC operation is gas phase blockage of the anode backing layers
and channels. Just as the liquid phase at the cathode can obstruct air mass transport, the
gas phase at the anode can obstruct methanol mass transport in the liquid phase [6,7].

An aid in the investigation of these macroscopic transport phenomena governing the
electrolyte membrane and backing layers is mathematical modeling. With the ongoing
progress in experimental measurements of transport, thermodynamic and electro-chemical
properties, the development of detailed mechanistic models of physiochemical processes
and increased computational power, incremental improvements are continuously added to
mathematical models of DMFCs. In recent years, this has entailed a substantial number of
publications in the area of DMFC modeling. In the beginning, these models predominantly
covered one-dimensional, multi-component, isothermal and single-phase transport, and
were aimed at predicting concentration distributions, methanol crossover and polarization
curves [8]. More recently, models have been developed that account for two-phase flow,
thermal effects and higher dimensional transport effects as well as detailed membrane
transport phenomena. In the following, a short review is given on the progress within these
latter areas.

In an early attempt, Wang and Wang [9] investigated the coupling between two-
phase flow, methanol crossover and the resulting mixed potential in a two-dimensional
framework. This was done while ignoring charge transport and thus assuming a uniform
overpotential in the anode and cathode catalyst layer (CL) as well as treating the CL as
an interface without thickness. Their results underlined the importance of keeping the
methanol concentration below 2 M in order to avoid excessive methanol crossover and
performance loss. In their work, two-phase flow in the porous media was described
using the multiphase mixture formulation, where only one set of governing conservation
equations is solved for both thermodynamic phases, as opposed to the two-fluid method
where two sets of governing equations are solved. Another feature of the developed DMFC
model was the formulation of the capillary pressure in the momentum equations which was
described by the dimensionless Leverett J-function [10]. This conveniently expresses the
mathematical relationship between capillary pressure, surface tension, viscous permeability,
porosity and contact angle of a porous medium in contact with two immiscible fluids as a
function of wetting phase saturation. It does so by assuming an idealized hydrophilic or
hydrophobic porous medium, consisting of non-connected capillary tubes. One merit of
this approach is the characterization of capillary pressure through easily accessible data.
In later work, Berning et al. [11] proposed to correlate the steepness of the Leverett curve
with the pore-size distribution, concluding that a wider pore-size distribution of the porous
medium results in a steeper capillary pressure curve and is thus desirable. Nonetheless,
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it should be noted that the validity of the Leverett function is strongly debated due to its
limited ability to predict capillary characteristics of the porous media found in FC [12,13].

In the two-dimensional, two-phase and multi-component model by Divisek et al. [14]
published around the same time as Wang and Wang [9], a different approach was taken to
two-phase modeling. Their model was instead based on the two-fluid approach, which
enabled them to account for mixed wettability as well as irreducible saturation in the
formulation of the capillary pressure equation. Although a comprehensive model was
developed accounting for spatial distributions in the CL, detailed electrochemical reactions,
charge transport, dissolved species transport and mixed wettability, the effect of mixed
potential was not addressed and validation could not be obtained.

Ge and Liu [15] presented a three-dimensional, two-phase and multi-component
liquid-fed DMFC model. The two-phase model was based on the multiphase mixture
model, capillary pressure was described by the Leverett J-Function and thermodynamic
equilibrium was assumed between phases. Although the model accounted for the spatial
resolution of the CL and one-dimensional methanol crossover due to electro-osmotic drag
and diffusion, it neglected methanol transport in the CL and thus assumed a uniform
distributed parasitic current density across the CL. Their study underlined the improved
model predictability of switching from a single-phase to a two-phase flow model at high
current densities. In particular, it was shown that the predictability of methanol crossover
was improved. Shortly after, Liu and Wang [16] also presented a three-dimensional, isother-
mal, two-phase model of a liquid feed DMFC, which included proton transport. This model
was to some extent a continuation of the work by Wang and Wang [9]. Unlike the previ-
ous model, this model included a spatially resolved CL and a non-uniform overpotential
across the CL. Compared with Liu and Wang [16], the authors did not account for species
transport inside the membrane, but rather formulated source terms at the CL–membrane
interfaces assuming a one-dimensional, linear diffusive and convective transport across
the membrane. Their model highlighted the effect of the land area on the non-uniform
distribution of methanol and current density.

Yang and Zhao [17] presented a two-dimensional, isothermal and two-phase mass
transport model for liquid-fed DMFCs. The proposed model accounted for two-phase flow
in the porous layers using the two-fluid method and the Leverett J-function. Two different
approaches were taken for modeling two-phase flow in the anode and cathode channels. In
the cathode, a homogeneous flow model was used, whereas a modified one-dimensional
drift–flux model was applied at the anode to account for a difference in phase velocities.
The model was later updated by Yang and Zhao [18] to account for species transport
and non-equilibrium phase change. This enhancement was used for highlighting the
improved predictability by switching from a thermodynamic phase equilibrium condition
to a non-equilibrium phase condition while accounting for methanol vapor transport. The
developed model was further expanded to a three-dimensional domain by Yang et al. [19].
With this improvement, the effect of the liquid phase saturation at the interface between
the channel and the gas diffusion layer was investigated. It was shown that the higher the
saturation, the lower was the mass transport resistance for methanol transport. In the work
by Xu et al. [20], the issue of non-equilibrium sorption/desorption of water between its
dissolved state in the electrolyte phase and a gas–liquid mixture was addressed. This was
done using a one-dimensional, isothermal, two-phase model, similar to the mass transport
model presented in [17,18,20].

Miao et al. [21] developed a two-dimensional, isothermal, two-phase model of a liquid
feed DMFC including electron and proton transport. The employed two-phase model was
based on the two-fluid method, the Leverett J-function and non-equilibrium phase change,
similar as in [18,19]. Their model, however, accounted for a non-uniform overpotential and
parasitic current density, as well as a detailed agglomerate model. The model assumed
a fully hydrated membrane and that membrane transport occurred through the liquid
phase, similar as in references [9,14]. A paramount issue their model addressed was the
treatment of the liquid saturation boundary condition at the GDL–channel interface at the
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anode. In the majority of DMFC models, a constant liquid saturation interface condition
of nearly one is assumed independent of the operation condition [4,16,18–20,22,23]. The
underlying basis of this specification has neither been substantiated experimentally nor
mechanistically. Miao et al. formulated the GDL–channel interface based on an average
liquid saturation between inlet and outlet [21]. Their work highlighted that a significant
nonuniform parasitic current density and overpotential distribution can be observed. Later,
Miao et al. [22] improved the previously presented model by accounting for homogeneous
heat transport, thermal and electrical contact resistance, inhomogeneous compression of
the GDL and a more detailed reaction mechanism at the anode.

Yang et al. [24] re-examined the existence of a fixed liquid saturation boundary condi-
tion at the GDL/channel interface, which had been used in their previous work [17–20,23].
It was attempted to remove the GDL/channel interface boundary condition by introduc-
ing a liquid water saturation boundary in the CL, and thereby quantifying the liquid
distribution in the porous media. The thus obtained boundary condition was current-
density-dependent.

In a study by Garvin and Meyers [25], a detailed thermodynamic, multicomponent
and two-phase model of the anode backing layer was developed. Although only one-
dimensional, the model combined in detail a non-ideal thermodynamic description of
species saturation pressures and a bundle-of-capillaries model of the two-phase flow in
porous media. Their model was used for analyzing the promotion of gas removal and a
lowering of the methanol concentration in the catalyst layer by tailoring the backing layer
properties such as contact angle, permeability, etc., and it was found that the backing layer
has to be tailored for specific applications.

He et al. [4] presented a two-dimensional, non-isotherm, two-phase DMFC model
including current and proton transport. The developed model is fundamentally similar
to the one presented by Miao et al. [21], with two exceptions: the electrolyte model and
the anode reaction mechanism. Although the electrolyte model accounts for saturation-
weighted equilibrium water content in the CL (rather than assuming a fully hydrated
membrane as in references [9,14,17–19,21–23]), it does neglect a significant difference in the
non-equilibrium sorption–desorption kinetic rate of liquids and gases.

In 2013, Bahrami and Faghri [26] published a detailed literature review and highlighted
the differences between the various modeling approaches.

Based on the literature review, it can be concluded that within the field of DMFC mod-
eling, the simultaneous presence of hydrophilic and hydrophobic pores has not been taken
into account in three-dimensional studies, even though the fraction of hydrophilic pores
for SGL-type GDLs ranges between 15–60%, depending on the PTFE content [13,27], and
hence should not be neglected. It will be shown below that this is of particular importance
for DMFCs where at the anode side the water/methanol mixture reaches the catalyst layer
primarily using the hydrophilic pores in the MPL and combination of hydrophilic and
hydrophobic pores in the GDL, while the product gas only reaches the channel via the
hydrophobic pores in any layer. Hence, in a DMFC model it is of utmost importance to
account for this fractional wettability. Moreover, it appears that most modeling attempts
for DMFCs that include detailed membrane transport and sorption/desorption in conjunc-
tion with detailed two-phase flow in porous media are limited to one-dimensional and
sometimes two-dimensional models.

Likewise, most models neglect detailed two-phase flow transport in channels of the
anode, even though the amount of gas exiting the anode can be substantial and therefore
should not be disregarded. Hence, in the present effort, a boundary condition for the
GDL/channel interface based on the channel pressure is prescribed. The anode pressure loss
ranges up to several thousand Pascals, and hence constitutes a significant pressure that can
force the liquid phase into the hydrophobic pores of the GDL [28]. However, it is doubtful
if it is high enough to substantiate a liquid saturation of nearly one at the GDL–channel
interface. At the present moment, in order to keep this boundary condition as simple as
possible, it is limited to a constant average pressure value for a given channel length.
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In order to study the importance of a pressure-based boundary condition, two simu-
lation cases with different anode GDL volume porosities are compared and examined in
detail with regard to liquid saturation and methanol distribution in the anode. Moreover,
focus is put on how these distributions are impacted by fractional wettability of each layer
as well as variations in the surface tension.

2. Mathematical Model

The three-dimensional, steady-state, two-fluid, multicomponent and non-isothermal
DMFC model presented here consists of a membrane, anode and cathode electrodes along
with adjacent channels. The DMFC model was implemented in the commercial CFD
software ANSYS CFX. The two-phase flow model employed is based on the multi-fluid
approach, i.e., the model solves one set of transport equations for each phase. The multi-
fluid approach uses the notion of interpenetrating continua, and hence inherently only
captures statistical macroscopic phenomena.

Two phases are assumed in the channels, a liquid and a gas phase. In the porous
media an additional solid phase is present, and heat transfer in all three phases is included.
Moreover, charge transport is added to the porous media. In the membrane, only ion
transport, dissolved species and heat transport are modeled.

2.1. Computational Grid

The geometry used for this study is depicted in Figure 2. The mesh comprises approx-
imately 52,000 hexahedral elements. The computational domain consists of a membrane
electrode assembly (MEA) and two flow channels. Each electrode has a catalyst layer (CL),
micro porous layer (MPL) and gas diffusion layer (GDL). The bipolar plates (BP’s) are
currently neglected. Instead, a temperature and electrical potential boundary condition is
applied to channel walls and GDL surface area in contact with BP.

Figure 2. Computational mesh used in solving the mathematical model.

2.2. Assumptions

Because of the inherent complexity of the model, a number of simplifying assump-
tions were made to ensure satisfactory convergence. Care was taken that none of these
simplifications had a strong impact on the results discussed below.

• On the cathode side, the gas phase consists of nitrogen, oxygen and water vapor,
whereas the liquid phase only comprises water. The anode gas phase consists of water
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vapor, methanol and carbon dioxide. The liquid phase is modeled as a binary solution
consisting of water and methanol;

• Only water and methanol undergo phase change. Species from one phase cannot be
dissolved in the other phases and transported;

• The cross-over of carbon dioxide through the membrane is currently neglected;
• The oxygen reduction reaction (ORR) at the cathode is assumed to produce liquid

water. However, when the relative humidity of the adjacent gas phase is below 100%,
this water will evaporate immediately;

• Gases are assumed to behave ideally, since pressures are low;
• In general, all phases share the same pressure field. However, in the CL, MPL and

GDL, capillary forces are accounted for that act as so-called body force terms in the
momentum equations;

• Membrane swelling is currently neglected.

2.3. General Governing Equations

The general set of conservation equations for mass, momentum and species are de-
picted in Equations (1)–(3), respectively.

∇εsαραUα = εsαSα +
( .
mαβ − .

mβα

)
, (1)

∇εsα(ραUα ⊗ Uα −∇τ) = εsα(Sα −∇pα) + εMα +
( .
mαβUβ − .

mβαUα

)
, (2)

∇εsα(ραUαYAα − ραDAα∇YAα) = εsαSA +
( .
mαβYAβ − .

mβαYAα

)
, (3)

where the subscripts α and β denote the phases, s the saturation, ε the porosity, ρ the density,
.

mαβ and
.

mβα the directionally dependent interfacial mass flows, YAα the mass fraction of
component A in phase α, τ the stress tensor, p the pressure, and Mα the interfacial forces
acting on phase α due to the presence of other phases. Moreover, DAα is the diffusion
coefficient of species A in the phase α, and S is the source term. The true phase velocity or
intrinsic velocity, Uα, is related to the superficial velocity using the expression

uα = εsαUα, (4)

In addition to mass and momentum, the transport of energy is modeled. However, in
the present case, energy transport is simplified by neglecting kinetic energy changes and
by solving a homogeneous temperature field. Thus, the energy equation can simply be
written as:

∇εsα(ραUαHα − λα∇Tα) = εsαSα +∇εsα

Nc

∑
i=1

Γihi∇Yi, (5)

where Hα denotes the static enthalpy, λα is the thermal conductivity, and NC is the number
of species. The molar enthalpy of species i is denoted by hi. The source term S results from
all the local overpotentials, both activation and ohmic.

These are the general transport equations. Depending on the region of the cell, the
general sink and source terms require different expressions which will now be described.

2.4. Flow Channels

Inside the channels, momentum is transferred between the phases by an interphase
drag force. The current implementation uses the following mixture formulation:

MD,l = CD Algρlg
(
ug − ul

)∣∣ug − ul
∣∣, (6)

where Alg and ρlg denote interfacial area density and the mixture density, respectively.
For two-phase channel flow, the interfacial area density is defined relative to the phase
volume fraction and particle size. In this work, a distinction is made between anode and
cathode channel due to a difference in the flow morphology. The anode is modeled as a
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continuous–continuous flow, whereas the cathode is modeled as dispersed–continuous flow.
For large gas volume fractions, the gas–liquid flow may approach a continuous–continuous
regime, and hence cause a violation of the dispersed gas assumption in the calculation of
the interfacial area. Not accounting for this may overpredict interfacial drag in the channel
and have a detrimental effect on the convergence behavior. The interfacial area densities of
these two types of flows are modeled as follows, where Equation (7) applies to the anode
and Equation (8) to the cathode:

A = s(1 − s)/d, (7)

A = 6s/d. (8)

Here, d is the average particle size, which in our case is assumed to be 20 μm, and s is
again the saturation. It should be noted that the abovementioned distinction is only made
with regard to interfacial area density.

2.5. Porous Media

In the porous media of a fuel cell, the momentum equation is dominated by viscous
and capillary forces. One way to describe the effect of viscous forces is through Darcy’s law.
This equation effectively relates a phase pressure gradient to the phase velocity as follows:

∇pg = −ε(1 − s)μg/
(

krel,g × K
)
× Ug, (9)

∇pl = −εsμl/
(
krel,l × K

)× Ul , (10)

where K and krel denote permeability tensor and relative permeability, respectively, while
μ denotes the dynamic viscosity. In general, the relative permeability depends on pore
structure, wettability, capillary forces and saturation history [29] and thus is rather complex
in nature. However, it is often modeled as being dependent only on saturation. A common
approach in FC modeling is a power law correction [9,11,30]:

krel,g = (1 − s)q ∨ krel,l = Se
q, (11)

The coefficient q is an empirical constant in the range of 2–5, hence implying a strong
interaction with local saturation, and Se is the effective saturation. The effective saturation
is a function used to account for the presence of irreducible saturation sirr in a porous
medium, i.e., the wetting phase is immobile below a saturation value of sw = sw,irr [31]. The
effective saturation Se is defined as follows [32]:

Se = (sw − sw,irr)/(1 − sw,irr). (12)

With the introduction of Darcy’s equation, the presence of capillary forces can be
easily accounted for. The capillary pressure is defined as the difference in phase pressure
according to:

∇pcap = ∇pg −∇pl . (13)

In order to introduce Equations (9), (10) and (13) in the momentum equations, they
have to be rewritten as a source terms or so-called body force terms [11,33]. Moreover, if
the capillary pressure gradient is known, only one pressure field has to be solved for, which
either could be the liquid or gas phase pressure. Assuming that the gas phase pressure is
solved for, the resulting momentum source terms are as follows:

Sg,mom = −ε(1 − s)μg/
(

krel,g × K
)
× Ug. (14)

Sl,mom = ∇pcap − εsμl/
(
krel,l × K

)× Ul . (15)

When modeling the capillary pressure pcap on a macroscopic scale, it is convenient to
describe it in terms of the Leverett’s function, Equation (16a,b), which combines the fluid
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properties, material properties and liquid saturation. This approach was first proposed by
Udell [34]. However, the Leverett function in its original form can only handle a mixed
wettability and no fractional wettability. Hence, in the current study the standard Leverett
function is altered by introducing an effective wetting saturation based on the hydrophilic
pore fraction, i.e., Equation (17). This approach assumes that the hydrophilic pores are
initially filled, and subsequently the hydrophobic pores. Hence, the capillary pressure
behaves as follows: pcap < 0 for s < fhi, pcap = 0 for s = fhi, and pcap > 0 for s > fhi„ where fhi
denotes the hydrophilic pore fraction. A similar implementation has been used in other
studies [11,32,35,36]. In references [11,32], it was assumed that only the hydrophobic phase
was mobile.

The complete set of equations used to describe the capillary pressure is as follows:

pcap = σ cos θ(ε/K)1/2 J(S) (16a)

J(S) = 1.417S − 2.120S2 + 1.263S3 (16b)

S =

{
(s − fhi)/(1 − fhi) s > fhi

(1 − s − fho)/(1 − fho) = ( fhi − s)/ fhi s < fhi
(17)

where σ denotes surface tension, θ the contact angle, ε the porosity, K the effective perme-
ability and J(S) the Leverett function. In the Leverett function, the term

√
K/ε represents

the inverse of the characteristic pore radius, 1/rc. This length scale is helpful in evaluating
the effect of the capillary pressure.

For methanol–water mixtures, it is important to account for the variation in surface
tension due to the methanol molar fraction. The mixture surface tension is described using
the following equation [37]:

σ = σH2O − [1 + a(1 − xMeOH)/(1 − b(1 − xMeOH))]× xMeOH
(
σH2O − σMeOH

)
(18)

where a and b are empirical coefficients that exhibit a linear dependency on the temperature
in the range between 20 ◦C and 50 ◦C [37]. In our study, it was assumed that these values
are valid at higher temperatures as well, since the temperature dependency is small and
linear. The mixture surface tension behaves strongly nonlinear with changes in methanol
molar fraction [37], and hence is very important to incorporate.

In the present model, both Fickian and Knudsen diffusion are accounted for, similar
to the model presented in [38]. The model also accounts for effective properties due to
multicomponent diffusion and porous media obstruction. The implemented equations are
shown in Table 1.

Table 1. Diffusivity constitutive relations.

Parameter Symbol Unit Equation

Gas phase
multicomponent correction

DAα(T0, p0) cm2/s (1 − xA)

(
n
∑

i =A
xi/DAi

)−1

Temperature and pressure
correction of the Fickian

diffusivity
DAα(T, p) cm2/s DAα(T0, p0)× (p0/p)(T/T0)

3/2

Porous media correction De f f
Aα

cm2/s 1
τ (1 − s)pDAα(T, p)

Knudsen diffusivity DK
Aα cm2/s Dpore

3
√

8RT/πMWg

Combined Fickian and
Knudsen diffusivity DAα cm2/s De f f

Aα DK
Aα/

(
De f f

Aα + DK
Aα

)
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Phase Change

The phase change rate of a planar surface can be expressed according to the Hertz–
Knudsen–Langmuir equation:

.
mαβ = Alg

√
MW/2πR

(
ξc pg/

√
Tg − ξe pl/

√
Tl

)
(19)

where ξ denotes the condensation/evaporation coefficient, and MW is the molecular
weight of the species undergoing phase change. Equation (19) exists in various forms. In
the following, a simplified version is used where an average temperature is assumed and
the liquid phase pressure is given by the saturation pressure. This leads to the following
implementation [11,29]:

.
mαβ = kxm Alg MWi

[
pi − psat

i,mix
(
Tavg

)]
/RTavg (20)

where kxm denotes the convective mass transfer coefficient in [m/s]. The convective mass
transfer coefficient was originally derived based on kinetic theory and the assumption of
ideal gas behavior; however, the diffusion process needs to be corrected due to the presence
of other species by accounting for intermolecular collisions. Further, the ability of the
droplet to absorb water molecules needs to be accounted for [32]:

kxm = Γuum = Γu
√

8RT/πMW (21)

where um denotes the mean molecular speed and Γ the dimensionless uptake coefficient,
which accounts for the presence of non-condensable species at the gas–liquid interface.

The interfacial area density depends on the phase change mechanism. In contrast to
boiling, evaporation requires a liquid–gas interfacial area in order to occur. This is also
in contrast to condensation, which can occur either on a pre-existing liquid layer or on a
hydrophilic surface [32]. Inside porous media, it is reasonable to assume that the interfacial
area density depends on the pore surface area [32]. Furthermore, the mass transfer rate is
corrected for local liquid saturation and porosity:

Alg =

{
ε(1 − s)yg,iΓs Apore, pi > psat

i,mix
εs(1 − s)yl,iΓs Apore, pi < psat

i,mix
(22)

where Apore denotes specific pore surface area, and Γs the surface accommodation coefficient.
Fundamentally, it has to be true in the case of evaporation that Alg → 0 for s → 1 ∨ s → 0
and in the case of condensation that Alg → 0 for s → 1 . Moreover, the surface area exposed
to evaporation is only covered by a fraction of a given species. This fraction is assumed
equivalent to the species liquid molar fraction.

Since methanol and water together make up a non-ideal vapor–liquid mixture, the
equilibrium saturation pressure of each species needs to be corrected. At equilibrium, the
fugacity of each component in each phase is equal. By introducing an activity coefficient
and assuming that the liquid fugacity of component i at standard state is equal to the
saturation pressure of its pure component, and assuming an ideal vapor phase (i.e., vapor
fugacity coefficient of 1), the vapor pressure of component i can be stated as follows:

f l
i = f g

i (23)

xiγiPsat
i = yiP (24)

The activity of any species in the gas or liquid phase can be defined relative to pure
standard conditions as:

ai,l = f l
i /Psat

i = xiγi (25)

ai,g = f g
i /Psat

i = yiP/Psat
i (26)
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It is important to correct the saturation pressure at low molar fractions of methanol,
since it behaves highly non-ideal in this range. The activity coefficients of a vapor–liquid
mixture can be estimated via the empirical Non-Random Two Liquid (NRTL) model.
Moreover, the saturation pressures of pure water and methanol have a strong non-linear
dependence on temperature. To improve numerical robustness, a curve fit to tabulated
saturation pressures in an interval between 0 ◦C and 100 ◦C is implemented.

2.6. Catalyst Layers

The current and ion density distributions are modelled using Ohm’s law:

∇
(
−σe f f∇Φs

)
= R (27)

∇
(
−κe f f∇Φm

)
= −R (28)

σe f f = ε1.5σ (29)

where Φs and Φm denote the solid potential and membrane potential, respectively, σ the
electron conductivity, κ the ion conductivity, and R the charge production or consumption
rate. The ion density vector is given as i = −σ∇Φs and the electric current density vector
as j = −κe f f∇Φm. These currents generated in the membrane and solid phase also give
reason for ohmic heating, implemented as the source term in the energy equation, Equation
(5), where in the regions in question, the source term is S = i2/σ and/or S = j2/κ.

At the interface between the GDL and BP, a voltage drop exists due to contact resistance
between the carbon fibers and BP. This contact resistance depends on clamping pressure
and PTFE content. The voltage drop is modeled as follows:

I = (VGDL − VBP)/RC (30)

where RC denotes contact resistance.
The rate of charge production and consumption at the cathode is given based on the

oxygen reduction reaction (ORR) and the direct methanol oxidation reaction (DMOR),
respectively:

O2 + 4H+ + 4e− ↔ 2H2O (31)

CH3OH + 1.5O2 → CO2 + 2H2O (32)

In order to determine the volumetric current density at the cathode due the ORR
and DMOR, the Butler–Volmer expression is used. This approach assumes a single rate-
determining step.

R = je f f
0 [exp(αF/RT × η)− exp(−(1 − α)F/RT × η)] (33)

je f f
0 = (1 − s)ajT0

0

(
ξ × CO2 /CO2,re f

)
exp

[
−Eact,i/RT

(
1 − T/Tre f

)]
(34)

je f f
0 = ajT0

0

(
CCH3OH/CCH3OHre f

)γ
exp

[
−Eact,i/RT

(
1 − T/Tre f

)]
(35)

where η = −(Φs − Φm − U0) ηc = −(Φs − Φm − U0
c ) is the cathode overpotential and

ξ = RT/H0 is an uptake coefficient based on Henry’s law [12], accounting for the difference
in the oxygen concentration in the gas and the ionomer phase. Moreover, the exchange
current density is corrected for its temperature dependence and active sites being blocked.

The rate of charge production and consumption at the anode is given based on the
methanol oxidation reaction:

CH3OH(l,g) + H2O ↔ CO2 + 6H+ + 6e− (36)
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This reaction can be considered to consist of the following elementary reaction steps,
as proposed by Gasteiger et al. [39]:

CH3OH + M1 → CH3OHad,1 (37)

CH3OHad,1 ↔ COad,1 + 4H+ + 4e− (38)

H2O + M2 ↔ OHad,2 + H+ + e− (39)

COad,1 + OHad,2 → CO2 + H+ + e− + M1 + M2 (40)

The volumetric current density is determined by an expression derived by Meyer and
Newman [40] based on the previously shown reaction mechanism, neglecting the reaction
in the cathode direction:

R = je f f
0 ×

[
C̃CH3OH exp(αF/RT × η)

]/[
C̃CH3OH + K exp(αF/RT × η)

]
(41)

je f f
0 = ajT0

0 exp
[
−Eact,i/RT

(
1 − T/Tre f

)]
(42)

where K is an equilibrium constant, ηa = Φs − Φm − U0
a is the anode overpotential and

C̃CH3OH = (1 − s)CCH3OH,l + sCCH3OH,g is the corrected methanol concentration. The
electrochemical reactions in the anode and cathode CL introduce sink and source terms in
the continuity, charge and energy equations given as functions of current density drawn
from the DMFC and the number of electrons involved in the consumption or formation of
a given species, as listed in Equations (31) and (36).

The simultaneous presence of ORR and DMOR at the cathode electrode gives rise to
a mixed potential. By subtracting the virtual parasitic current density from the cathode
current density in the charge source terms, the mixed potential is accounted for.

The anode and cathode current densities are defined as follows:

IAn =
1
A

∫
VACL

RAndV (43)

ICat =
1
A

∫
VCCL

RCatdV (44)

IP =
1
A

∫
VCCL

RPdV (45)

ICell = IAn = ICat − IP (46)

where A denotes the cross-section area. The remaining properties used in the electrochemi-
cal model are found in Table 2. These values have been assumed and adjusted so that the
calculated performance curve provided a good match to experimental results as shown
below. It has been assured that these values are within a reasonable range.

Table 2. Electrochemical properties.

Parameter Symbol Unit Value

Anode reference exchange current density aj0 A/m3 1.0 × 105

Cathode reference exchange current density aj0 A/m3 2.8 × 103

Anode transfer coefficient α - 0.55
Cathode transfer coefficient α - 0.50

Anode activation energy Eact kJ/mol 35.57
Cathode activation energy Eact kJ/mol 66

Anode reference concentration Cre f mol/m3 1.0 × 102

Cathode reference concentration Cre f mol/m3 9.6
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2.7. Membrane Model

Water and methanol transport in the ionomer is described using dilute solution the-
ory (i.e., Fickian diffusion transport and an electro-osmotic drag term) [19,33,41,42] and
including the absorption/desorption term SA:

∇
(

ρmemDe f f /EW ×∇λA

)
= ∇(nd/F × i) + SA (47)

where λ denotes the content of component A in the membrane phase, ρmem is the dry
membrane density (ρmem = 2000 kg/m3), and EW is the equivalent weight of the membrane
(EW = 1.1 kg/mol) [43], while F denotes Faraday’s constant (96,485 C/mol). The species
content is defined relative to the number of sulfonic acid groups:

λj = nj/nSO−
3 H+ (48)

The species content of Nafion equilibrated with a water–methanol mixture is known
to depend non-linearly on species activities and temperature. A few thermodynamic
and mechanistic models have been proposed in the literature describing this depen-
dency [40,44,45]. However, none of these models can differentiate between gas and
liquid phase equilibration, or what is known as Schroeder’s paradox. Essentially, this
phenomenon describes how a difference in water content is observed for vapor and liquid
at equal activity (i.e., equal chemical potential), even though from a thermodynamic point
of view, it should not occur. Some research groups have proposed models explaining
Schroeder’s paradox based on capillary forces [46] or a difference in surface energy of
vapor and liquid water on Nafion [47]. Meanwhile, recent studies have shown the absence
of Schroeder’s paradox [48,49], if care is put into the thermal history and the equilibration
time and activity. However, these observations have not been confirmed by other authors.
Thus, in the present modeling effort, two-phase sorption/desorption is accounted for by
volume fraction weighting the equilibrium liquid and vapor content.

In the current model, a distinction is made between anode and cathode sorption/desorption.
At the cathode, only water exists in both liquid and vapor states; i.e., all methanol that
crosses the membrane immediately reacts. Thus, equilibrium sorption of water from liquid
and vapor states is given as follows [50]:

λequi,H2O,l = 22 (49)

λequi,H2O,g = 0.043 + 17.81 × aH2O,g − 39.85 × a2
H2O,g + 36 × a3

H2O,g (50)

At the anode, a two-phase mixture of methanol and water exists. For the limiting case
of dilute liquid mixtures of water and methanol (i.e., xCH3OH < 0.2), simplified relations can
be given. Equilibrium sorption of liquid methanol–water solution has been measured by
several authors [44,51,52]. Based on these measurements, a constant liquid water sorption
is implemented, similar to the one at the cathode. For liquid methanol sorption, a second-
order polynomial fit of the measurements by Ren et al. [52] is used. The methanol content
is given as function of methanol activity:

λequi,CH3OH,l = 5.635aCH3OH,l + 30, 3259aCH3OH,l
2 (51)

To our best knowledge, no sorption data for gaseous mixtures of methanol and water
vapor exist in the literature. Thus, the same dilute behavior of methanol sorption is assumed
as in the liquid case, however scaled down relative to the difference in maximum sorption.
For water sorption, the equation by Zawodzinski et al. [50] is used, neglecting the effect of
methanol on water sorption.

λequi,CH3OH,g = 3.585aCH3OH,g + 19.2983aCH3OH,g
2 (52)

where a denotes activity and the subscript equi denotes the equilibrium state.
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The sorption/desorption source terms are implemented according to Equations (53)–(55).
A similar non-equilibrium formulation of the uptake rate has previously been implemented
by [12,33,42]. Moreover, in the membrane phase of the cathode CL, only water exists, since
methanol becomes oxidized. Hence, sorption/desorption only occurs for water. However,
in the anode CL, sorption/desorption can occur for both species:

Si,λ = αρmem/EW
[
ski,l

(
λ − λequi,l

)
+ (1 − s)ki,g

(
λ − λequi,g

)]
(53)

.
mi,l = sαki,l Miρmem/EW ×

(
λ − λequi,l

)
(54)

.
mi,g = (1 − s)αki,g Miρmem/EW × (

λ − λequi,g
)

(55)

where α denotes area density and k the sorption/desorption kinetic coefficient.
The kinetics describing interfacial mass transport of polar vapors and liquids are

significantly different in Nafion. Liquid water and methanol sorb approximately ten
times faster than their vapor counterpart. Moreover, one needs to differentiate between
desorption and sorption kinetics. Desorption is approximately two times faster than
sorption for both methanol and water [53–55]. The sorption/desorption mechanisms
of water and methanol appear to occur similarly [56]. Hence, similar uptake kinetics of
methanol and water are assumed. The effective uptake kinetic coefficient is modeled similar
to Ge et al. [54]:

ks,j,i = kT0
s,j,i fv,i exp[2416 × (1/303 − 1/T)] (56)

kdes,j,i = kT0
des,j,I fv,i exp[2416 × (1/303 − 1/T)] (57)

fv,i =
N

∑
i=1

λiVi

/(
Vm +

N

∑
i=1

λiVi

)
(58)

where Vm = EW/ρm is the partial molar volume of dry membrane, Vi = MWi/ρi,l is the
partial volume of species i, and j denotes the phase facing the membrane phase.

The diffusivity of water and methanol has during the last decade been subject to
intensive discussions due to inconsistencies in the reported values which varied over
three orders of magnitude, depending on the measurement technique employed (i.e., mass
uptake, permeation and NMR-relaxation) [53]. It was discussed by Majzstrik et al. [53] that
these differences were caused by not correctly accounting for membrane swelling and the
sorption/desorption phenomenon.

Moreover, local maxima in the Fickian diffusivity as a function of water content have
been reported [57,58]. However, it was then shown by our group [59] that the spike in
the Fickian diffusivity most likely is a mathematical artifact due to the conversion of the
chemical diffusivity into a Fickian diffusivity. We further showed that the diffusivity
instead exhibits a transition regime with a sudden increase in diffusivity and afterwards
stabilization where a low second-order change with water content is observed, depending
on whether membrane swelling is accounted for or not:

DH2O = 5.39e−2
(

1.0 + 2.7e−3λ2
)(

1.0 + tanh
((

λ − λtp
)
/δti

))
exp[−3343/T] (59)

where λtp = 2.6225 denotes the transition point and δti = 0.8758 the transition interval.
This expression reflects the experimental observation by Benziger et al. [60], who used
PSGE NMR measurements at long delay times. They showed that at a low water activity
or water content, the connection between the hydrophilic pores is low, causing a high
tortuosity. Increasing the species content facilitates more interconnected hydrophilic pores
with a resulting higher diffusivity. Furthermore, it was shown in [56] that the diffusivity
of methanol in Nafion follows the same tendency as water, although diffusing slower
than water.

DCH3OH = P(λ) exp[−3343/T] (60)
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The EOD coefficient of water in Nafion has been shown to depict the same discontinu-
ous behavior as the water content. For vapor-equilibrated and pre-dried Nafion, a constant
EOD coefficient nd = 1 is observed [61]. Whereas for pre-boiled and liquid-equilibrated
Nafion, an EOD coefficient of circa nd = 2.5 has been reported numerous times [61–63]. To
account for a transition between the two states the following function is used:

nd = max(2.5λ/22, 1.0) (61)

It was noted in previous work that the application of a constant value for the EOD coef-
ficient leads to a diffusion-only transport mechanism of water inside the membrane [64,65].

In the case that the membrane is equilibrated with a mixture containing water and
methanol, it has been shown that both EOD coefficients depend on the molar fraction of
methanol present in the bulk mixture [62,63]. At low methanol molar fractions, the EOD
coefficient of methanol becomes marginal. It is thought that methanol has a tendency to
stick to the polymer backbone structure at low molar fractions. As the methanol molar
fraction increases, the total EOD coefficient increases likewise. This phenomenon occurs
since the EOD of methanol is more strongly dependent on methanol molar fraction than on
the EOD of water. The following equations were fitted to experimental data from [62] for
xCH3OH ∈ [0, 0.3] normalized:

nd,H2O,mix = nd,H2O
(
1.0 − 0.72xCH3OH

)
(62)

nd,CH3OH,mix = nd,H2O

(
xCH3OH + 1.058x2

CH3OH

)
(63)

2.8. Boundary Conditions

In order to solve the governing transport equations, a set of boundary conditions is
needed for each modeling domain. The used mesh is split up into three sub-domains:
anode, membrane and cathode. In addition to interfaces between the sub-domains, extra
boundaries are found. All boundaries are marked with a dashed line in Figure 3. The
following specifications are given for these boundaries:

 

Figure 3. Schematics of the simulation domain and boundary condition regions.

• Boundary 1: This boundary constitutes the interface between the anode channel and
anode GDL. It is here that the liquid methanol solution enters and a gas consisting of
carbon dioxide, saturated with methanol vapor and water vapor, leaves the GDL. For
this boundary, the following is specified: pl,GDL = pl,chan, pg,GDL = p0, Ne− = 0.
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• Boundary 2: This boundary defines the land area in contact with anode GDL, through
which electrons and heat is transported: ug = 0, ul = 0, V = VCell , T = Twall .

• Boundary 3: This boundary separates the anode CL from the membrane and is imper-
meable to gas and electrons: Ne− = 0, Ng,CH3OH = 0, Ng,H2O = 0, Ng,CO2 = 0.

• Boundaries 4 and 5: Both boundaries are treated as mirror planes, meaning that any
change of any variable in the x-direction has to be equal to zero: dϕ/dx = 0.

• Boundary 6: Similar to boundary 3, this boundary separates the CL from the mem-
brane at the cathode, and is impermeable to gas and electrons: Ne− = 0, Ng,N2 = 0,
Ng,H2O = 0, Ng,CO2 = 0, Ng,O2 = 0.

• Boundary 7: At this boundary, the liquid phase exits the GDL and enters the channel
as droplets. Simultaneously, air enters the GDL from the channel. For this boundary,
the following is specified: pl,GDL = pl,chan, pg,GDL = p0, Ne− = 0.

• Boundary 8: This boundary defines the cathode land area in contact with GDL, through
which electrons and heat is transported: ug = 0, ul = 0, V = 0, T = Twall .

It should be noted that the implemented pressure boundary condition at boundary
1 and 7 implies that the GDL–channel interface capillary pressure is directly specified
as a pressure difference between the liquid phase channel and GDL gas phase pressure,
as follows:

Pc = Pl,chan − Pg,GDL (64)

This approach is in contrast to earlier attempts where either a constant liquid saturation
or a channel-averaged liquid saturation has been specified. The reason for altering this
boundary condition is to obtain a more physically correct boundary condition that is based
on pressure rather than saturation. Interestingly, what this boundary condition effectively
enforces is that the liquid phase becomes pushed into the GDL due to an overpressure in
the channel relative to the gas phase pressure inside the GDL.

3. Results and Discussion

In this section, the mathematical model is validated and detailed results are pre-
sented, including the distributions of liquid methanol concentration, liquid saturation, fluid
temperature and dissolved methanol and water content in the electrolyte phase.

In the one-dimensional variable distributions, attention is on the impact of the anode
capillary pressure boundary condition at the channel–GDL interface. In order to investigate
the importance of this boundary condition, two cases are depicted in each distribution.
Each case represents a specific porosity of the anode GDL. The porosity affects both the
relative permeability as well as the characteristic pore radius used in the capillary pressure
function [66].

In Case 1, a porosity of 0.75 is specified and in Case 2, a porosity of 0.8. This is
equivalent to a permeability of 1.2 × 10−11 m2 and 3.2 × 10−11 m2, and a characteristic
pore size of 8 μm and 10 μm, respectively.

In the three-dimensional plots, emphasis is solely on discussing some of the phenom-
ena the model is able to capture and how they affect some variable distributions. The
various input parameters for this model are listed in Tables 3 and 4. Moreover, the electrical
contact resistance between the GDL and the bipolar plate was 20 mΩ-cm2 [67], and the
thermal contact resistances were 1.5 × 10−4 K-m2/W [68].

153



Energies 2022, 15, 6869

Table 3. Operating Conditions.

Parameter Symbol Value Unit

Anode inlet methanol concentration CMeOH,in 1000 mol/m3

Cathode inlet air relative humidity RHCat,in 75% -
Anode inlet temperature TAn,in 60 ◦C

Cathode inlet temperature TCat,in 40 ◦C
Bipolar plates temperature TWall 75 ◦C

Anode relative inlet pressure PAn,in 2500 Pa
Cathode relative outlet pressure PCa,out 0 Pa

Table 4. Porous medium parameters for the base case.

Parameter Symbol Unit GDL MPL CL

Permeability K m2/s 2.0 × 10−14 1.0 × 10−14 3.0 × 10−14

Porosity ε - 0.75 0.55 0.55
Tortuosity τ - 3.5 4 5

Irreducible saturation sirr - 0.10 0.10 0.10
Hydrophilic fraction fHi - 0.35 0.30 0.40
Spec. interfacial area α m2/m3 5.0 × 105 2.5 × 106 1.0 × 106

Electric Conductivity σ S-m 4.0 × 103 7.0 × 103 7.0 × 103

3.1. Predicted Polarization Curve

The presented model with the base case parameters has been validated against ex-
perimental measurements of the voltage to current density relation. Figure 4 shows the
comparison for a bipolar plate temperature of 348 K (i.e., 75 ◦C at the bipolar plates,
see Table 3) The electrochemical parameters in Table 2 were curve-fitted to match these
experimental results.

 
Figure 4. Comparison of calculated performance curve and experiments.

With this, the predicted performance is in excellent agreement with the experimental
data. At low current densities, in the activation overpotential region, the model captures the
change in voltage, especially in the important low current density regime that is dominated
by cross-over of methanol. This initial change in voltage is dominated by a change in anode
overpotential. The cathode overpotential loss is already high due to methanol crossover. As
the current density increases, the change in voltage becomes linear, indicating the beginning
of the ohmic region. It seems that the predicted curve falls steeper than the experimentally
measured one. This suggests a slightly higher resistance due to either contact resistance,
ionic or electron transport. However, it could also be due to an underestimation of the

154



Energies 2022, 15, 6869

anode overpotential loss. Further improvements may be obtained by slightly adjusting
these abovementioned parameters, but overall, the agreement is deemed very satisfactory.

3.2. Comparison of Two Cases

In the following, the two cases with different GDL porosities and different charac-
teristic pore radii as mentioned above are examined in detail. The distribution of liquid
saturation in the anode electrode is shown in Figure 5a. It is evident that the two cases
nearly coincide in the CL and MPL, whereas a clear distinction is possible in the GDL.
Even though a large difference in liquid saturation level appears, the same trend of a gas
build-up under the land area is visible. This build-up of gas is not only a reflection of
transport resistance, but also due to a difference in surface tension. Under the land, the
molar fraction of methanol is lower than under the channel, as seen in Figure 5b. This
difference in molar fraction imposes a difference in surface tension under land as this is
highly dependent on methanol molar fraction. Moreover, this results in a difference in
liquid saturation in order to balance the capillary pressure.

  
(a) (b) 

Figure 5. (a) Liquid saturation distribution in the anode electrode for two cases of GDL porosity at
a cell voltage 0.3 V; (b) methanol concentration distribution in the anode electrode for two cases of
GDL porosity at cell voltage 0.3 V. A dimensionless distance of X* = 0 and X* = 1 are equivalent to
under the channel and land, respectively.

Another phenomenon that the model can capture is the saturation jump condition
at the CL–MPL and MPL–GDL interface. This jump condition in liquid saturation is
caused by an abrupt change in porous media properties such as porosity, permeability
and hydrophilic pore fraction. By having a highly hydrophobic MPL with small pores, the
liquid saturation level can be kept fairly low. This effectively decreases methanol diffusivity,
thereby minimizing the methanol crossover rate. Unfortunately, this also affects the extent
of the anode overpotential loss when the limiting current sets in.

The use of micro-pores has another interesting benefit. In the CL and MPL, this
pushes the liquid saturation close to the hydrophilic pore fraction. By having a small
characteristic pore size of 0.163 μm and 0.426 μm, respectively, it takes a large pressure for
the liquid phase to overcome the repelling capillary forces and intrude the hydrophobic
pores. Meanwhile, the characteristic pore size of the GDL is much larger. Consequently,
the pressure requirement for intruding these hydrophobic pores is less. As it appears from
Figure 5, by decreasing the porosity of the GDL slightly, the saturation level is pushed
considerably closer to the hydrophilic pore fraction. Again, this occurs due to the increasing
capillary forces, which the liquid phase has to overcome. It is evident from these two cases
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that a too small characteristic pore size of the GDL significantly lowers the liquid saturation
level. In turn, this leads to a decrease in the diffusivity of methanol in the liquid phase,
hence limiting current density and performance. For Case I and Case II, this gives a current
density of 0.17 A/cm2 and 0.28 A/cm2, respectively, a surprisingly large difference for such
a comparatively small change in the physical properties.

A clear distinction between the two cases can also be seen in the liquid phase methanol
distributions, shown in Figure 5b. As discussed above, a lower liquid saturation level in
the GDL causes a decreased methanol transport rate. Hence, a much steeper methanol
concentration gradient is visible in the through-plane direction of the GDL for Case I. The
same applies to the in-plane direction towards the middle of the land. However, not only
a decrease in saturation plays a role here. A decrease in porosity and a corresponding
increase in tortuosity decrease the effective diffusivity of methanol. Meanwhile, it should
be noted that the distribution of methanol in the liquid phase is furthermore dependent
on the rate of methanol evaporation and condensation. Even though the net transport of
gas phase is in the direction of the channel, that of methanol vapor may move toward the
CL and help improve performance or the limiting current density. However, the extent of
this effect on performance is fairly low, as the mass transport rate in the gas phase is lower
compared to that of the liquid phase.

The fluid temperature distribution in the anode electrode is shown in Figure 6a. Again,
a clear difference can be seen between the two cases. In Case II, where the higher current
density is produced, the temperature is also highest; this difference is due to the rate
of heat production associated with catalytic burning of crossover methanol, the ORR
and MOR reactions, and electron and ion transport. Importantly the methanol crossover
generates a high production of heat and temperature rise. This difference in the temperature
distribution is also interesting since it affects the sorption/desorption in the electrolyte
phase of the CL, species crossover, and phase change.

  
(a) (b) 

Figure 6. (a) The area-averaged liquid saturation distribution along the anode channel for two cases
of GDL porosity at a cell voltage 0.3 V; (b) fluid temperature concentration distribution in the anode
electrode for two cases of GDL porosity at cell voltage 0.3 V.

The decrease in performance between cases with a different porosity is visible from
cross sectional area-averaged gas volume fraction in the channel, depicted in Figure 6b. For
Case II, a much larger amount of gas is predicted in the channel. Inherently, this occurs
since a higher current density means a higher production rate of carbon dioxide. However,
the exact amount of gas leaving the GDL is a complex matter to predict, since it depends
on the rate of methanol and water evaporation, which in turn depends on temperature.
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The three-dimensional distribution of the gas volume fraction in the anode gas diffu-
sion electrode and channel is shown in Figure 7a. A fairly even distribution is seen inside
the electrode along the channel length. This occurs in opposition to the channel height,
where a gradual increase is visible. This increase was also observed in Figure 5, and it
occurs because gas continuously enters the channel from the electrode. When taking a
closer look at the middle of the channel, it can be observed that the gas phase is pushed
away from the GDL–channel interface and is concentrated at a short distance from the
GDL–channel interface. This trend is quite different near the channel corner facing the
GDL. Here, a large gas pocket is forming, which gradually increases along the channel
length, obstructing more and more liquid phase transport. This phenomenon occurs due to
the velocity distribution around the corner rather than surface tension forces, as they are
not included at the present stage.

 
(a) (b) 

Figure 7. (a) Three-dimensional liquid saturation distribution and (b) three-dimensional liquid phase
methanol concentration distribution in the anode channel and electrode at a GDL porosity of 0.75,
cell voltage of 0.3 V and a current density of 0.17 A/cm2. The flow direction is from right, back, to
left, front.

In Figure 7b, an overview is given of the methanol concentration distribution along the
channel for Case 1. Again, a fairly even distribution of methanol is seen along the channel,
which results from the high stoichiometry. It is only close to the GDL–channel interface
that a gradient in the methanol concentration is visible. This thinning out of the methanol
concentration inside the catalyst layer causes a high concentration overpotential, but it
also reduces the methanol crossover effect, which is one of the biggest loss mechanisms
in DMFCs.

In Figure 8, the methanol and water content distributions of the electrolyte phase are
shown. In both figures, a steeper gradient can be seen in the CL, caused by a decrease in
ionomer content in comparison to the membrane. Decreasing the ionomer content in the CL
effectively lowers the diffusivity of methanol and, unfortunately, also the ion conductivity.
However, this gradient is not only caused by a decrease in the ionomer content, it is partially
also due to EOD and non-equilibrium uptake that balances diffusion. The EOD is quite
large in the CL, since the current density changes in the through-plane direction, imposing
a large potential field gradient.
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(a) (b) 

Figure 8. (a) Membrane methanol content for GDL porosity of 0.75 at cell voltage of 0.3 V and current
density of 0.17 A/cm2; (b) membrane water content distribution for GDL porosity of 0.75 at cell
voltage of 0.3 V and current density of 0.17 A/cm2.

Inherently, the distributions of methanol and water are rather different in the mem-
brane. As seen from Figure 7a, the methanol content approaches zero near the interface
between the cathode CL and membrane, whereas the distribution of water content is again
fairly even. The methanol content has to approach zero at the interface, since methanol is
catalytically burned when getting in contact with air. The water content level is dependent
on the air’s relative humidity of the cathode, which is a function of water crossover, the
water production rate due to ORR and DMOR, as well as air stoichiometry.

Finally, it should be noted that the methanol and water content are highly dependent
on the hydrophilic pore fraction of the anode CL. Since the liquid saturation is nearly
identical to the hydrophilic pore fraction, and the equilibrium methanol and water content
are highly dependent on the liquid saturation, and since the liquid phase has a higher
equilibrium content and sorption rate, the hydrophilic pore fraction effectively determines
the anode water and methanol content.

4. Conclusions

Direct methanol fuel cell systems are typically simple in comparison with other types
of fuel cells. However, the underlying heat and mass transfer mechanisms are exceedingly
complex, and computational fluid dynamics modelling can help to shed light into how
to improve system performance. In this work, a steady-state, three-dimensional, two-
fluid, multi-component and non-isothermal liquid-fed direct methanol fuel cell model was
presented and compared against experimental measurements in good agreement. The
developed model was used for investigating the interaction between volume porosity of
the anode GDL and the capillary pressure boundary condition on fuel cell performance.
The simulation results indicate that while keeping the force of liquid phase intrusion into
the GDL constant, the change in GDL porosity plays a significant role in performance. This
would not have been observed for a fixed saturation condition as it implicitly adjusts the
force required for intruding hydrophobic pores when changing the characteristic pore size
radius of the GDL and hence its capillary pressure. It was further shown that accounting for
variations in surface tension due to methanol decreases the prediction of liquid saturation
under the land as opposed to under the channel, which pronounces the resistance to
methanol diffusion under the land area. Moreover, the importance of accounting for
the hydrophilic pore fraction was underlined. The smaller the characteristic pore size
becomes for highly flooded porous media, the closer the liquid saturation is pushed to the
hydrophilic pore fraction, making methanol transport losses more prominent.
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Abstract: This paper describes the implementation of a hydrogen-based system for an autonomous
surface vehicle in an effort to reduce environmental impact and increase driving range. In a suitable
computational environment, the dynamic electrical model of the entire hybrid powertrain, consisting
of a proton exchange membrane fuel cell, a hydrogen metal hydride storage system, a lithium battery,
two brushless DC motors, and two control subsystems, is implemented. The developed calculation
tool is used to perform the dynamic analysis of the hybrid propulsion system during four different
operating journeys, investigating the performance achieved to examine the obtained performance,
determine the feasibility of the work runs and highlight the critical points. During the trips, the
engine shows fluctuating performance trends while the energy consumption reaches 1087 Wh for the
fuel cell (corresponding to 71 g of hydrogen) and 370 Wh for the battery, consuming almost all the
energy stored on board.

Keywords: dynamic analysis; proton exchange membrane fuel cells; hybrid electric propulsion
system; li-ion battery; control system; autonomous marine vehicle

1. Introduction

Autonomous Surface Vehicles (ASVs) are becoming consolidated robotic tools for
marine, coastal and inland surveys. ASVs are usually equipped with electronic instruments
to perform autonomous geo-morphological, biological, chemical, and physical analyses, as
well as data collection.

Autonomous Unmanned Surface Vehicles (USVs), also known as unmanned surface
ships or (in some cases) as autonomous surface vehicles (ASVs), are boats that operate on
the surface of the water unmanned [1].

Remotely operated USVs were used as early as the end of World War II in mine
clearance operations [2]. Since then, advancements in USV control systems and navigation
technology have resulted in USVs with partially autonomous control and USVs (ASVs)
with full autonomy [2]. Modern applications and research areas for USVs and ASVs include
environmental and climate monitoring, seabed mapping [3], surveillance [4], maintenance
and inspection of infrastructures [5], and military and naval operations [2]. USVs are
valuable in oceanography [6] too, as they are more capable than moored or drifting weather
buoys but are much cheaper than equivalent weather and research vessels and more flexible
than the contributions of a commercial vessel.

The National Research Council, formerly the Institute on Intelligent Systems for
Automation (ISSIA) and now the Institute of Marine Engineering (INM), has developed nu-
merous autonomous marine electric vehicles with batteries, both submarine (PROTEUS) [7]
and surface vehicles (CHARLIE [8], SWAMP [9]).
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For autonomous vehicles, electric propulsion is preferred for its efficiency, reliability,
low cost, low thermal and acoustic impact, and low vibration levels [10]. Generally, the
battery system supplies electric energy, although the specific energy of current batteries
limits their duration and range. Conventional lithium polymer (LiPo) batteries have a
specific energy of 150–250 Wh/kg [11] and provide a typical runtime of 60 to 90 min [12].
It is used in different applications, starting from chip to electric vehicle [13,14]. However,
to extend the runtime to many hours, a power system with higher specific energy than
that of batteries must be used. The fuel cell-based systems fed by hydrogen are becoming
the new energy system for future automotive [15] and road freight transportation [16].
They can provide higher specific energy in different vehicles: autobus [17], bicycles and
motorcycles [18], trains [19,20], unmanned underwater [21] and ground [22] vehicles and
ship [23]. Combining a fuel cell with a reservoir of compressed hydrogen with a weight
fraction of 6%, for example, results in specific energy greater than 800–1000 Wh/kg [24].

The commercially available electric motors for AUV and ASV applications are:

1. permanent magnet DC brush electric motors;
2. brushless DC electric motors;
3. stepper electric motors.

For marine applications that require greater thrust power, alternating current motors
with inverters can be used, which can be synchronous or asynchronous.

The synchronous motor is a type of alternating current electric motor, whose rotation
speed is synchronized with the electric frequency and the synchronous motor is also called
vector motor or Rowan motor.

In recent years, the use of power electronics has drastically simplified the start-up
operation; in fact, it is possible to regulate both the voltage (and therefore the current) of the
power supply and the frequency. Thus, starting from zero frequency and making it grow
very gradually, a torque is continuously activated, which can accelerate the motor from a
standstill. The components (inverters or cyclo-converters), which allow this mode, are made
with semiconductor components such as the thyristor or the IGBT transistor (Insulated
Gate Bipolar Transistor) and allow the creation of electronic speed control systems.

The power levels that can be developed by synchronous and asynchronous electric
motors are usually up to 12 kW (synchronous motor) and up to 1000 kW (asynchronous
motor). At low power, the synchronous motor has a higher efficiency (0.95 for a rated
power between 2 and 12 kW) than the asynchronous motor (from 0.85 for small 4-kW
motors to 0.95 for large 45-kW motors) [25], while the inverter that controls the motor has
an efficiency that is generally between 0.8 and almost 1. On the other hand, the synchronous
electric motor is often used to drive variable-speed loads when it is powered by a static
converter (inverter), as is the case in most electric vehicles, for example.

In this paper, the dynamic electric model of the entire PEM fuel cell-based hybrid
electric propulsion system for an autonomous surface vehicle and the electric model of
its control system are formulated and implemented in the Matlab-Simulink environment.
The entire PEM fuel cell-based hybrid electric propulsion system consists of the power-
controlled PEM fuel cell subsystem with its hydrogen metal hydride storage subsystem,
the Li-ion battery subsystem, and the electric motors.

The calculation tool is reliable and robust, it can simulate long-term missions and is
flexible since it can consider different types of PEM fuel cells or Li-ion batteries.

The dynamic analyses of the entire fuel cell-based hybrid-electric propulsion system
with its control subsystem operating in real long-term tests are performed with the devel-
oped calculation tool for four different working missions. The goal of these analyses is to
monitor the charge states of the battery subsystem and hydrogen storage system during
the missions, determine the feasibility of the working missions, and highlight the critical
points before the propulsion system is built and installed on board the vehicle.
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2. Modeling

The heart of the paper concerns the powertrain modeling of an autonomous marine
vehicle. All the main components are modeled, using electrical, chemical, thermal, mechan-
ical, and logical systems of equations. After the formalization phase, the dynamic models
are implemented in the Matlab-Simulink environment, building dedicated blocks for each
component. Once the modeling phase is completed, a validation analysis is performed to
evaluate the behavior of the components compared to real components available on the
market. Three different sections are defined: the vehicle presentation, the power, and the
propulsive systems modeling.

2.1. Autonomous Marine Vehicle Powertrain

The introduction of an innovative fuel cell-based powertrain in an autonomous ma-
rine vehicle (AMV) is the main goal of this paper. The AMV discussed is denominated
SWAMP (Shallow Water Autonomous Multipurpose Platform) [9], and it is electric, mod-
ular, portable, lightweight, and highly controllable catamaran; the energy required is
provided by a battery pack, while the propulsion system is constituted by four azimuth
Pump-Jet thrusters, specifically designed for this vehicle. Regarding the physical parame-
ters, the vehicle is 1.23 m long, 1.1 m high and 1.1 m wide, but this last value is variable
between 0.7 m and 1.25 m, given by the sliding structure used; in addition, its weight is
38 kg, but the catamaran allows embarking up to 100 kg.

Considering these features, useful for calculating power consumption, the introduction
of a fuel-cell system is evaluated, working together with the battery, with the aim of
extending the vehicle’s range. The conceptual scheme of this new layout is illustrated in
Figure 1. As shown, the main components can be gathered into two macro-systems:

1. The power system, which provides power and energy demands of the AMV, is useful
for defining a specific power-sharing, and is composed of a fuel cell, battery, DC/DC
converter, and power-sharing control systems;

2. The propulsive system, that transforms the power system outputs into parameters
useful for the AMV traction, is constituted by two BLDC motors, the propulsive and
azimuth ones, formed by an electric motor, an inverter, and a motor control subsystem.

 

Figure 1. Simplified scheme of the AMV innovative powertrain.
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2.2. Power System

Electrochemically, fuel cells convert reactant chemical energy directly into electrical
energy [17,20]. An external storage system continuously supplies reagents, unlike batteries.
The fuel cell system and its auxiliary systems can be sized to meet the required operation’s
energy needs, while the external hydrogen storage system is sized to meet the fuel cell
system’s energy needs for the same mission. Since the energy density of the hydrogen
storage system is much higher than that of batteries, fuel cell systems’ energy density can
potentially exceed the batteries’ energy density.

Among the various types of fuel cells [26–29], low-temperature proton exchange
membrane fuel cells (PEMFCs) are best suited for use in power generation systems aboard
an ASV or AUV for the following reasons:

1. the thermal energy requirements of an ASV and an AUV are minimal and strictly
necessary to prevent the vehicle temperature from dropping below the minimum
recommended value for the proper functioning of the on-board instrumentation;

2. their weight must be as low as possible to maintain good vehicle handling;
3. the compatibility of the devices with the marine environment, in which they operate,

must be guaranteed;
4. PEMFCs are the most mature from a technical and commercial point of view among

the different types of low-temperature fuel cells.

The fuel cell power generation system with fuel cells and battery and without super-
capacitors is the best configuration for the ASV propulsion system since the power demands
of the considered ASV vehicle do not have a power peak request of such an extent as to
justify the use of super-capacitors, which would unnecessarily burden the same vehicles.

The AMV Power System consists of a power-controlled PEM fuel cell subsystem, a Li-
ion battery subsystem, and a metal hydride hydrogen storage subsystem. The PEM fuel cell
power system is designed to be controlled by the powertrain control system and integrates
an innovative and more efficient PEM stack. The powertrain system is complemented by an
innovative low-pressure metal hydride hydrogen storage system, which is more compact
than a conventional tank at the same pressure, and the Li-ion battery subsystem. The
DC−DC converter models of the PEM fuel cell subsystem and the Li-ion battery subsystem
have been simplified to reduce software calculation time.

The power system consists of three different blocks: the power-controlled PEM fuel
cell power subsystem, the Li-ion battery subsystem, and the metal hydride hydrogen
storage subsystem. After the implementation of each subsystem, their validation tests will
be performed.

2.2.1. Power-Controlled PEM Fuel Cells Subsystem

The power-controlled PEM Fuel Cell subsystem consists of the PEM stack with all its
ancillaries (measuring instruments, actuators, air blower, etc.), the DC−DC converter, and
the control subsystem.

The main equations of the PEM Fuel Cells stack are Equations (1)–(6):

Vs(t) = OCVs − Van,s(t)− Vcat,s(t)− Rel,s(t)·is(t) (1)

is(t) = ian,s,1(t) + ian,s,2(t) = icat,s,1(t) + icat,s,2(t) (2)

dVan,s(t)
dt

·Can,s(t) = ian,s,1(t) (3)

dVcat,s(t)
dt

·Ccat,s(t) = icat,s,1(t) (4)

Vcat,s(t) = Rcat,s(t)·icat,s,2(t) (5)

Van,s(t) = Ran,s(t)·ian,s,2(t) (6)
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Equation (1) is the equation for the calculation of the real voltage of the PEM fuel
cell stack, Equation (2) represents the current balance equation at the circuit main nodes,
Equations (3) and (4) are the current equations for the capacitive anodic and cathodic
activation phenomena, while Equations (5) and (6) are the voltage equations for the anodic
and cathodic ohmic phenomena.

The main equations of the simplified DC−DC converter are Equations (7) and (8):

ηDC−DCconv ·Vs(t)·is(t) = Vout·iout(t) (7)

Vout = D(t)·Vs(t) (8)

In Equations (7) and (8), ηDC−DCconv and D(t) are respectively the DC−DC converter
efficiency and the DC−DC converter duty ratio.

The equations for the electric loads of ancillaries and user, which are assumed as pure
resistive loads, are Equations (9) and (10):

iout(t) = iuser(t) + iaux(t) (9)

Vout·iout(t) = Ruser(t)·i2user(t) + Raux(t)·i2aux(t) (10)

Equations (9) and (10) represent the currents and power balance equations for the
PEM fuel cells subsystem.

The control subsystem regulates the DC−DC converter duty ratio, D(t), which influ-
ences electrochemical phenomena (associated with parameters such as Rel,s(t), Rcat,s(t),
Ran,s(t), Can,s(t), Ccat,s(t)), in a way that the electric power delivered by the power sub-
system is equal to the electric power required by the control system of the entire hybrid
electric propulsion system.

Regarding the validtion, the PEM stack simulated is the PEM stack model H300 type
C, produced and marketed by the company H2Planet by Hydro2Power s.r.l., whose main
technical data are reported in Table 1.

Table 1. Main PEM stack technical data.

Technical Parameter Unit Value

Fuel cells number - 60
Nominal electric power W 300
Operative temperature ◦C 5–30
H2 flow rate consumption at the nominal electric power Nl min−1 3.9
Electric efficiency (referred to Hydrogen HHV) - 40
Start-up time s ≤30

Figure 2 shows the comparison between the PEM stack experimental data supplied
by the manufacturer and the polarization and electric power curves produced by the
simulation model. Figure 2 shows that there is a good agreement between the simulation
model results and the experimental data.

2.2.2. Li-Ion Battery Subsystem

The Li-ion battery subsystem consists of the Li-ion battery pack and the simplified
DC−DC converter subsystem for the management of the charging and discharging phases.

In the discharging (i∗ > 0 ) and charging phases (i∗ < 0 ), the main equations of the
Li-ion battery pack model are Equations (11) and (12) [30–32]:

Vbatt = E − R · i − K· Q
Q − Qext

·i∗ − K· Q
Q − Qext

·Qext + A·e−B·Qext (11)

Vbatt = E − R · i − K· Q
Qext + 0.1·Q ·i∗ − K· Q

Q − Qext
·Qext + A·e−B·Qext (12)
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Figure 2. Comparison between the PEM stack theoretical polarization (blue line) and electric power
(red line) curves and PEM stack experimental data supplied by the manufacturer.

In Equations (11) and (12) Vbatt, i, R, E, K, i∗, Qext, Q, A and B are respectively the
voltage, the current, the internal resistance, the constant voltage, the polarization constant
or the polarization resistance, the low frequency filtered current, the extracted capacity, the
capacity, the exponential voltage, and the exponential zone time constant.

The voltage of the battery pack at a fully charged state is calculated by adopting
Equation (13) [30–32]:

Vf ull = E − R · i + A (13)

The battery pack voltage at the exponential section and at the nominal zone are
calculated by Equations (14) and (15) [30–32]:

Vexp = E − R · i − K· Q
Q − Qexp

·(Qexp + i
)
+ A · e

− 3
Qexp ·Qexp (14)

Vnom = E − R · i − K· Q
Q − Qnom

·(Qnom + i) + A · e
− 3

Qexp ·Qnom (15)

In Equations (14) and (15), Qexp and Qnom are the exponential and nominal capacities.
The equivalent circuit of the Li-ion battery pack is discussed somewhere else [28–30].

The parameters of the equivalent circuit can be modified to represent the Li-ion battery,
based on its discharge characteristics (exponential voltage drop, normal discharge, and
total discharge sections). The Simulink battery block implements a Li-ion battery pack
dynamic model parameterized to represent the Li-ion battery pack installed on board the
autonomous marine vehicle.

The model uses the SOC as a state variable [33], and the open circuit voltage is
calculated using a nonlinear equation based on the analysis of the state of charge.

Regarding the battery validation, the Lithium-ion battery (NCM) pack simulated is
the model IS36V13, which is produced by the company Map batteries by FAM batteries,
and it has a nominal voltage and capacity equal to 37 V and 13 Ah. All other technical
specifications can be found in [34].

Figure 3 shows the comparison between the Li-ion battery pack experimental data
supplied by the manufacturer and the Li-ion battery pack battery theoretical discharge
curve produced by the simulation model at different typical operating discharge currents
(6.5, 13, 26 A). Figure 3 shows that there is a good agreement between the simulation model
results and the experimental data.
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Figure 3. Comparison between the theoretical Li-ion battery pack discharge theoretical (theo) curves
and the Li-ion battery pack experimental (exp) data, supplied by the manufacturer at different typical
operating currents (6.5, 13, and 26 A).

The amount of energy available and accumulated instant by instant are functions of
the battery SOC. Improving the available capacity has been necessary to carefully assess
the depth of discharge, the charging voltage, and the currents in the processes of charging
and discharging [35].

2.2.3. Metal Hydride Hydrogen Storage Subsystem

The hydrogen storage system based on metal hydrides (MH) operates in discharging
mode, and the main equation of the hydrogen storage system is Equation (16):

SOCH2(t) =
molH2(t)
molH2,max

= SOCH2(ti)−
n f c

k

∫ t

ti

is(t)·dt (16)

where molH2(t), molH2,max, SOCH2(ti), n f c, is(t) and k are, respectively, the instantaneous
and maximum hydrogen moles in the storage system, the state of charge at the initial
instant ti, the number of fuel cells, the instantaneous stack current, and the conversion
parameter for the calculation of the state of charge variation from the stack charge variation.

The MH H2 storage system simulated is the My-H2 900, produced and marketed by
the company H2Planet by Hydro2Power s.r.l., whose main technical data are reported in
Table 2.

Table 2. Main MH-H2 tank technical data.

Technical Parameter Unit Value

Storage capacity Nl 900
Volume l 1.7
Weight kg 6.9
Dimensions (Diameter × Height) cm 10 × 38
Charge pressure range bar 5–12
Maximum pressure bar 30

The PCT diagram of the metal hydride shows the equilibrium relationship between
the hydrogen pressure and the percentage of hydrogen mass, %m,H2, as a function of the
amount of alloy present in the system. Under dynamic conditions, i.e., during charging or
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discharging, the respective curve deviates from this equilibrium curve to a greater or lesser
extent, depending on the cooling/heating parameters chosen, in particular the temperature.

Figure 4 shows the comparison between the theoretical desorption curve MH PCT
and the experimental data from MH provided by the manufacturer at the typical operating
temperature (20 ◦C). Figure 4 shows that there is good agreement between the results of
the simulation model and the experimental data.

Figure 4. Comparison between the theoretical Metal Hydride PCT desorption curve and experimental
data, supplied by the manufacturer at the typical operating temperature (20 ◦C).

2.2.4. Power System Control Strategy

Control strategies are fundamental to allow a proper management of the energy
sources within the powertrains [36,37]. Between the numerous strategies, the state machine
control strategy is based on different states useful for selecting the operating power level of
the Fuel Cell (FC) subsystem [38]. This control technique aims to reduce the FC power fluc-
tuations to improve efficiency and lifetime. For this reason, the fuel cell power fluctuations
occur only when the battery state of charge (SOC) exceeds the predetermined thresholds.

In general, the control technique tries to keep the fuel cell in the optimal state, i.e., the
value corresponding to the maximum efficiency, which is its only output parameter. Nev-
ertheless, the only controlled parameter, the fuel cell power, is changed according to the
battery SOC between the maximum power output and the minimum value. Therefore,
the fuel cell is never turned off to avoid the long turn-on times and low efficiency at low
power rates. Two input parameters are considered, namely the battery SOC and the fuel
cell subsystem power at the previous time step. The battery operates in a wide SOC range
between 20% and 100%, which is set as the operating limit, but four intermediate levels of
SOC are considered, namely 30%, 40%, 80%, and 90%, which are useful for appropriate
charging or discharging operations. Finally, to ensure the proper behavior of the fuel cell
subsystem under the extreme conditions of the battery subsystem, the performance of the
fuel cell at the previous time is studied, considering two threshold values, namely the
maximum and minimum performance of the fuel cell. The limited values of the input and
output parameters are summarized in Table 3.

Table 3. Limits imposed on input and output parameters of the state machine control.

Battery SOC FC Power

SOCL = 30% PFC,min = 60 W
SOCML = 40% PFC,opt = 204 W
SOCMH = 80% PFC,max = 250 W
SOCH = 90%
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Evaluating the suitable combinations of the input limits, six states are considered,
listed in Table 4.

Table 4. Control rules of the state machine control.

State Battery SOC FC Power (t − 1) FC Power (t)

1 SOC ≤ SOCL - PFC = PFC,max
2 SOC ≤ SOCML PFC (t − 1) = PFC,max PFC = PFC,max
3 SOC > SOCL - PFC = PFC,opt
4 SOC < SOCH - PFC = PFC,opt
5 SOC ≥ SOCMH PFC (t − 1) = PFC,min PFC = PFC,min
6 SOC ≥ SOCH - PFC = PFC,min

Following these rules, the control strategy is composed of a hysteresis cycle for each
SOC extreme condition, as shown in Figure 5: in detail, a hysteresis cycle between 20% and
40% of battery SOC is implemented (Figure 5a), while another one between 80% and 100%
of battery SOC (Figure 5b).

 
Figure 5. Hysteresis cycle of the state machine control system: (a) low battery SOC levels; (b) high
battery SOC levels.

A further feature implemented in the power-sharing strategy concerns the simulation
stops; when one of the two SOCs reaches the minimum value allowed (11% for the SOCH2
and 20% for the SOCB), the vehicle is stopped and the drive cycle is not completed.

2.3. Propulsive System

The propulsive system of the tested AMV consists of two brushless DC (BLDC)
motors, which are named motor system, for each propulsive pump; during the test, 2 or
4 propulsive pumps are used. The BLDC motors used are three-phase synchronous motors
with permanent magnets on the rotor and electronic commutators instead of brush gears
and mechanical commutators. In this way, the system takes advantage of three-phase
motors, behaves like a DC system, and avoids limitations of electromagnetic interference,
frame, speed, and noise [39]. Compared to brushed DC and induction motors, they offer
satisfactory performances such as high efficiency, long life, noiseless operation, wide speed
ranges, high torque relative to frame size, excellent dynamic behavior, and good speed–
torque characteristics.

Generally, BLDC systems consist of three different blocks: the electric motor, the
inverter, and the control system. After implementation, the validation tests are performed.

2.3.1. Electric Motor

Brushless DC motors are synchronous motors, namely the two magnetic fields, belong-
ing to the stator and rotor, have the same frequency. They can be single-phase, two-phase,
and three-phase, according to the stator windings. Generally, three-phase motors are the
most used, thanks to their high efficiency and accurate control. In this case, permanent
magnets’ synchronous motors with trapezoidal back electromotive force, rather than si-
nusoidal ones, are the most used in BLDC systems [40]. The model implemented is based
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on the block present in the Matlab/Simulink environment [41,42]. The main assumption
made is the linear magnetic circuit, without stator and rotor saturation.

The electric motor behavior is described by Equations (17)–(19), which are useful for
calculating the three-phase currents (ia, ib, and ic), considering the phase voltages (Vab and
Vbc), the flux amplitude induced by the rotor magnet to the stator (λ), and the electromotive
forces in per-unit (ϕa, ϕb, ϕc):

dia

dt
=

1
3Lsw

[2Vab + Vbc − 3 Rsw ia + λpωm (2φa + φb + φc) ] (17)

dib
dt

=
1

3Lsw
[−Vab + Vbc − 3 Rsw ib + λpωm (φa − 2φb + φc) ] (18)

dia

dt
+

dib
dt

+
dic
dt

= 0 (19)

2.3.2. Inverter

The inverter is fundamental in BLDC systems. It is needed to convert the single-phase
direct current supplied by the power grid into the three-phase alternating current. In
addition, it is critical for detailed control of the electric motor by determining the required
mechanical torque and speed of the motor. The detailed modeling of the inverter, which
consists of six switches, requires a high computational effort that is suitable for simulating a
detailed behavior of the device but for a limited simulation time. However, the scope of this
work is to analyze an autonomous marine vehicle in different simulation campaigns, and a
simplified model is more appropriate in terms of low computational cost and sufficient in
terms of data accuracy.

The inverter model used is based on the block available in the Matlab Simulink envi-
ronment [42,43]. It consists of a DC-controlled current source, whose behavior is described
in Equation (20), and two AC-controlled voltage sources that manage the trapezoidal inputs
provided by the electric motor model:

IDC =
PAC,out + Ploss

Vin
(20)

The AC reference currents, calculated through the control system, the back electromo-
tive force voltage, and the current are the inputs needed to compute the inverter voltages.
The main assumption is the rate limiter, which regulates the output voltage during transi-
tions, employing a saturation degree coefficient.

2.3.3. Motor Control Strategy

Once the main components of the BLDC motor have been defined, it is important to
analyze the electronic commutations, capable of controlling the interaction between the
inverter and electric motor and achieving the outputs needed, as shown in Figure 6.

In the present work, among the different commutation strategies, the communication
with Hall sensors is performed, given by the BLDC motor used [44,45]. In brief, there are
three Hall sensors (H1, H2, and H3 in Figure 6) on the motor at an angle of 120◦, which
detect the magnetic field of the control magnet on the shaft. In this way, the signal received,
as the combination of the Hall sensors, is univocal for each 60◦ of rotation. Therefore,
according to the rotor position and the outputs needed, it is possible to change the stator
magnetic field, acting on the three-phase voltages and, hence, on the duty-cycle of the
inverter switches (S1′ , S1′′ , S2′ , S2′′ , S3′ , S3′′ ).

The control strategy can be divided into two subsystems, namely a commutation
system and a speed controller system. The former is a rule-based strategy, capable of
providing a vector that contains phase voltage details, starting from the hall sensor signals.
For example, a rule is shown in the following sentence:

“If Hall sensor signal is [1 0 1] then phase voltage vector is [+1 −1 0]”
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Figure 6. Motor system: electric motor, inverter, and control subsystems.

The speed controller is useful for calculating the torque reference value, namely the
torque imposed to perform a specific journey. A proportional-integral (PI) structure is used,
considering as a controlled value the error between the reference and real values of the
motor rpm.

By combining the outputs of the two subsystems with a suitable motor factor, a control
vector can be created that specifies a suitable duty cycle for each inverter switch.

2.3.4. Validation

As shown in the simplified schematic of the AMV in Figure 1, the propulsion system
consists of two brushless DC motors, one for propulsion and one for directional control,
the azimuth motor. Due to these tasks, two motors with different characteristics are tested
in the numerical simulations, which are listed in Table 5. Both are connected to the DC
bus and work together depending on the requirements of the vehicle. The drive motor is a
Maxon Ec-4pole, a motor with a rated speed of 16,800 rpm and a rated torque of 54 mNm,
coupled with a 14:1 reduction gearbox [46]. The azimuth motor, on the other hand, is
a Faulhaber 2232-BX, characterized by a rated speed of 4930 rpm and a rated torque of
14.3 mNm, with a reduction ratio of 59:1 [47].

Table 5. Performance features of the two electric motors.

Propulsion Motor Azimuth Motor

Manufacturing Company Maxon Faulhaber
Company’s Headquarter Sachseln (Switzerland) Schönaich (Germany)
Model Ec-4pole 2232-BX
Nominal torque 54 mNm 14.3 mNm
Nominal speed 16,800 rpm 4930 rpm
Nominal voltage 36 V 24 V
Maximum efficiency 90% 74%
Rotor inertia 5.1 gcm2 8.91 gcm2

Gear ratio coupled 14:1 59:1
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Starting from these values, and considering the torque trends present on the data
sheets provided by the manufacturing company, validation tests have been performed,
obtaining as results the plots shown in Figure 7; the blue line represents the model behavior,
while the red dots are the real motor data. The error achieved during the simulations is less
than 1%; therefore, the model turns out to be appropriate for the studied application.

Figure 7. Validation tests of (a) the propulsion motor and (b) the directional motor.

3. Simulation and Results

The hydrogen-based marine vehicle was numerically tested in four case studies to
evaluate the performance and range of the vehicle and to discuss the SOC of the fuel cell
and battery. The energy parameters of each drive cycle are presented, and the response of
the powertrain is mentioned.

3.1. Case Studies

In the simulation campaigns, four journeys with different power levels and time
intervals are considered, which are useful to test the AMV under different conditions.
Figure 8 shows the power and energy requirements in blue and red, respectively, measured
at the DC bus connecting the power and motor systems. They are the sum of the motor
demand, i.e., the electrical power requested by the propulsion and azimuth motors, and
the auxiliary power, i.e., the theoretical consumption of the instruments on board.

As shown in the figure, all trips have a minimum power of 176 W, which is the
instrument consumption considered as a constant power for the whole drive-cycle time.

In Figure 8a, the power and energy demands of Journey 1 are shown. The trip lasts
5 h and has numerous power fluctuations, with a maximum value of 370 W and an energy
consumption of 1100 Wh. The second drive cycle, shown in Figure 8b, achieves higher
power but lower energy consumption compared to Journey 1, about 585 W and 425 Wh,
respectively, due to less frequent power fluctuations and a shorter drive time of 85 min.
Journey 3 (Figure 8c), unlike the other case studies, uses only two propulsive pumps,
instead of four, namely, two motor systems (composed of an azimuth and a propulsive
motor) are used. Consequently, the maximum power value is 385 W, with very frequent
and faster power fluctuations, more than the other journeys. Although the power range is
limited, the energy consumption of Journey 3 is the highest, about 1615 Wh, since the trip
is about 6 h long. Finally, Journey 4 (Figure 8d) is almost 3 h long, with high power, 585 W,
the same value as Journey 2, but the total energy is less than 1 kWh, a value lower than that
of Journey 3.

3.2. Result Analysis

The four drive-cycles shown in Figure 8 are used to numerically test the autonomous
marine vehicle and analyze the behavior of the powertrain under different operating
conditions without changing the size of the energy storage device. The energy consumed
by the fuel cell and the battery varies greatly depending on the trip tested; therefore, the
final values of the hydrogen SOC and the battery SOC are different. A separate section is
dedicated to each journey.
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Figure 8. Power (blue line) and energy (red line) trends of the four analyzed journeys: (a) Journey 1;
(b) Journey 2; (c) Journey 3; (d) Journey 4.

3.2.1. Journey 1

The first Journey is almost 5 h long, with a smaller power interval compared to the
other journeys, between 176 W and 370 W, even though four motor systems are used. The
simulation results are shown in Figure 9. The right part (Figure 9a) shows the mechanical
power variations of the propulsion motor and the azimuth motor, while the left part
(Figure 9b) illustrates the power system performances, namely the fuel cell power, the
hydrogen SOC and the battery SOC. The power of the propulsion motor (blue line in
Figure 9a) exhibits numerous and sudden fluctuations between 0 W and 160 W, while the
azimuth motor is turned on a few times during the trip, and its power (red line in Figure 9a)
assumes an impulse trend in a range between 2 W and 20 W. As in the other runs, the fuel
cell power (blue line on the left axis in Figure 9b) exhibits a step-like trend starting from the
minimum power (60 W) as the battery is fully charged and varying to the optimal value
(about 200 W) when one of the control strategy thresholds is exceeded. The maximum
FC power value is not reached as the battery SOC remains at a high level. This power
results in a wide range of hydrogen SOC (red line on the right axis in Figure 9b) arriving
at 21% and consuming about 64 g of hydrogen; in contrast, the battery SOC (green line
on the right axis in Figure 9b) starts at 100% and arrives at 70%. During this drive, the
fuel cell delivers a larger fraction of energy, about 965 Wh, than the battery due to the
smallest power fluctuations compared to the other drive cycles. In other words, the fuel
cell works as a prime mover, covering the energy demand and operating quasi-steady-state
conditions, while the battery covers the power peaks when the energy demand is high and
is charged by the fuel cell when the energy demand is low.
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Figure 9. AMV performance in Journey 1: (a) Motor mechanical power trends; (b) Fuel cell power,
hydrogen tank and battery state of charge trends.

3.2.2. Journey 2

The second Journey is the shortest among the four drive-cycles, being more or less a
quarter compared to Journey 3, around 85 min, and also the one with the lowest energy
demand, consuming about 425 Wh, which is also almost a quarter of the energy required
for the Journey 3.

The performance of the AMV in Journey 2 is shown in Figure 10. Given the low value
of the required energy, the vehicle can complete the journey with satisfactory performance.
The mechanical power of the two motors follows the trend of the energy demand, excluding
the consumption by the auxiliary and measurement systems. The power of the propulsion
motor (blue line in Figure 10a) varies in a wide interval between 0 W and 340 W, while the
power of the azimuth motor (red line), which is characterized by a sequence of numerous
impulses, has 20 W as the maximum mechanical power.

Figure 10. AMV performance in Journey 2: (a) Motor mechanical power trends; (b) Fuel cell power,
hydrogen tank and battery state of charge trends.

As for the power system performance, the power of FC goes from the minimum value
to the optimal value after 25 min and remains the same until the end of the cycle. According
to this trend, the hydrogen SOC reaches a value of 80% at the end of the cycle, with a
hydrogen consumption of 16 g. On the other hand, the battery SOC is very variable, with
successive charging and discharging phases; the final value is about 61%, and, consequently,
the energy provided by the battery is about 195 Wh.

3.2.3. Journey 3

The third Journey is the most critical because it takes the longest, about 6 h, and has
the highest energy consumption, about 1.6 kWh, compared to the four drive-cycles tested.
It is the only Journey where two motors are used. As shown in Figure 11a, the mechanical
power of the drive motors reaches a maximum value of 170 W. The power of the azimuth
motor, on the other hand, follows the same trend as that of the propulsion motor, with a
narrow interval between 2 W and 12 W. Although the power interval is not very large, the
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long travel time results in huge energy consumption that the drive system cannot provide.
The AMV stops driving after 340 min because the fuel cell reaches the imposed limits for
the hydrogen SOC (11%), as shown in Figure 11b, and consequently, the power-sharing
strategy aborts the simulations. As for the fuel cell performance, it adopts the three fixed
rates given by the wide interval of the battery SOC. In fact, the trend of the battery SOC is
oscillating due to the numerous charging and discharging phases and its minimum value
is 24%, reached at the end of the Journey.

Figure 11. AMV performance in Journey 3: (a) Motor mechanical power trends; (b) Fuel cell power,
hydrogen tank and battery state of charge trends.

3.2.4. Journey 4

The last Journey shows medium values compared to the other cycles, with an energy
consumption of 980 Wh. As in the first two cycles, the energy stored on board is sufficient
to complete the drive cycle, but a correction of the control system is required for the AMV
to complete the journey. In fact, Figure 12 shows the performance of the AMV without
corrections and testifies that one of the two SOC limits is reached. This is due to the
characteristics of the control strategy and the large difference between the two SOCs; in
other words, the hydrogen SOC is much higher than the battery SOC at all times, and
the limit conditions are easily reached. Although the hydrogen SOC remains at 55%, the
battery SOC reaches the lower limit of 20%, causing the simulation to terminate. The main
reason for this behavior is related to the journey features, namely the pronounced and
contiguous power variations between 176 W and 585 W. Therefore, the battery cannot
deliver the energy variations of the journey if the fuel cell maintains the optimal power
output between 80% and 30% of the trend of the battery SOC.

Figure 12. AMV performance in Journey 4, without control system correction: (a) Motor mechanical
power trends; (b) Fuel cell power, hydrogen tank and battery state of charge trends.

To address this issue, the SOCL and SOCML values of the control strategy are changed
from 30% and 40% to 50% and 60% for Journey 4 only. The updated performance with the
adjusted control strategy is shown in Figure 13. The propulsion motor reaches high values,
as in Journey 2 and more than the other Journeys, fluctuating in an interval between 0 W
and 340 W; its trend shows sudden fluctuations, as in Journey 3. The azimuth motor, on
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the other hand, since four motors are active, fluctuating in the standard range between
2 W and 20 W; it follows the operating conditions of the propulsion motor and assumes its
maximum power when the propulsion motor is on. Figure 13b illustrates the power system
performance. As with Journey 3, unlike the other journeys, the fuel cell power assumes
all three values specified by the power-sharing strategy, even if its energy demand falls in
between. The maximum fuel cell power (250 W) is required from about 100 min, about
halfway through the trip, until the end. Under these circumstances, the hydrogen SOC has
a final value of 47%, eight points less than in the case without adjustments to the control
strategy, requiring 43 g of hydrogen. At the same time, the battery SOC is at 25% at the end
of the journey, which means that the lowest threshold of the control system is not exceeded,
and the journey can be ended.

Figure 13. AMV performance in Journey 4, with control system correction: (a) Motor mechanical
power trends; (b) Fuel cell power, hydrogen tank and battery state of charge trends.

3.2.5. Summary Considerations

In the result analysis, the AMV powertrain model has been numerically tested on four
journeys, with different time intervals, power, and energy demands (shown in Table 6),
and its performance is summarized in Table 7. During the first Journey, the motor system
mechanical power assumes a maximum value of 180 W with variable trends; the hydrogen
consumption is approximately 64 g, given by the fuel cell energy consumption (1 kWh)
while the battery provides a moderate energy amount, remaining with a final SOC value
of 70%. On the contrary, Journey 2 requires a maximum motor power of approximately
360 W; being the journey with the lowest energy demand than the other ones, the hydrogen
consumption is only 16 g, but the battery provides almost 195 Wh, reaching a minimum SOC
value of 61%. The third Journey instead requires a higher energy amount, about 1.60 kWh,
more than the one needed in the other cycles; nevertheless, the maximum mechanical motor
system power is only 180 W. The energy stored on board, as the hydrogen in the tank and
the battery capacity, is not enough to complete the journey, stopping at 340 min (96% of the
journey). The fuel cell supplies about 1087 Wh, consuming the whole hydrogen amount
usable, while the remaining energy part is provided by the battery, about 375 Wh. In the
end, the last Journey requires 980 Wh, with the same level of maximum motor power for
Journey 2. Owing to the high and consecutive power variations, a modified control strategy
is required to complete the journey. With these new features, the powertrain completely
fulfills the vehicle demands; the fuel cell provides 632 Wh, consuming 43 g of hydrogen,
while the battery supplies 368 Wh, concluding the journey with an SOC level of 25%.

Table 6. Performance features of the four analyzed journeys.

Journey 1 Journey 2 Journey 3 Journey 4

Power [W] (176–370) (176–585) (176–385) (176–585)
Energy [Wh] 1100 425 1615 980
Time [min] 300 85 355 180
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Table 7. AMV achieved performance in the four analyzed journeys.

Journey 1 Journey 2 Journey 3 Journey 4

Journey conclusion rate 100% 100% 96% 100%
Max mechanical power [W] 180 360 180 360
Fuel cell Energy [Wh] 965 235 1087 632
Battery Energy [Wh] 157 195 375 368
Hydrogen consumption [g] 64 16 71 43

4. Conclusions

This paper presents an innovative fuel cell hybrid powertrain for an autonomous
marine vehicle, whose performance is analyzed using multiphysics and dynamic numerical
modeling of the main vehicle components, namely fuel cell, battery, inverter, electric motors,
and control systems.

The implemented model was tested to simulate the fuel cell hybrid powertrain in four
journeys, with different characteristics to evaluate the performance and range of the vehicle
and to discuss the SOC of the fuel cell and battery. In the tests, hydrogen consumption
varied from 16 g for Journey 2 to 71 g for Journey 3, which is closely related to the energy
delivered by the fuel cell. However, each component exhibited different peculiarities in
the four journeys discussed. For example, Journey 3 required a higher amount of energy,
about 1.60 kWh, than the other journeys. Nevertheless, the maximum motor power was
only 210 W because only 2 of 4 motors were on during the journey. The energy stored on
board was not enough to complete the trip. The trip was stopped after 340 min (96% of
the cycle). The fuel cell supplied about 1087 Wh, consuming all of the hydrogen stored on
board (about 71 g), while the remaining energy portion (about 375 Wh) was supplied by
the battery, which completed the trip at 25% SOC.

Journey 4, on the other hand, requires an intermediate amount of energy (980 Wh)
with a maximum mechanical motor power of 360 W. Due to the significant and continuous
power fluctuations between 176 W and 585 W, the journey could not be completed with
the implemented simplified control system. Therefore, a modified control strategy was
implemented in which the thresholds were changed to terminate the run. With these new
features, the powertrain fully met the requirements of the vehicle; the fuel cell delivered
632 Wh and consumed 43 g of hydrogen, while the battery delivered 368 Wh and completed
the trip with an SOC level of 25%.

Given these limitations, further work could consider evaluating new control sys-
tems capable of increasing the vehicle’s range by exploiting the characteristics of the
propulsion system.

In other words, in this paper:

1. A fuel cell hybrid powertrain for an autonomous marine vehicle was developed by
means of dynamic and multi-physics relations;

2. Four journeys were considered to test the innovative vehicle on different conditions;
3. The main parameter of the powertrain, concerning power, consumption and SOC

were monitored by means of a control system ad-hoc implemented;
4. The feasibility of each work journeys was verified, highlighting criticality.

The application tested proves that the use of hydrogen in marine applications can im-
prove the performance of the electric powertrain and increase the range of the vehicle with
less environmental impact compared to battery-based powertrains. The energy transition
requires radical choices in all sectors, especially in the mobility sector, which produces a
substantial amount of emissions. In this scenario, hydrogen-based solutions could be an
important support, also in maritime applications, guaranteeing zero emissions in seawater.
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Nomenclature

Symbols Parameter Units
A Exponential Voltage V
B Exponential zone time constant A−1 h−1

C Capacity Ah
C Capacitance F
D Duty ratio -
E Constant Voltage V
η Efficiency -
ϕ Electromotive forces in per-unit -
HHV high heating value J/kg
ı Current A
K Polarization constant or polarization resistance V A−1 h−1 or Ω
k conversion parameter C
L Inductance H
λ Flux amplitude induced by the rotor magnets in the stator phases V s
mol moles mol
n number -
OCV Open Circuit Voltage V
ω Angular velocity rad/s
P Power W
p Number of pole pairs -
R Resistance Ω
SOC State of charge -
t time s
V Voltage V
Subscripts Parameter

a Phase a of the three-phase parameter
AC Alternative current
an anodes
aux referred to the ancillaries
b Phase b of the three-phase parameter
B Referred to the battery
batt battery
c Phase c of the three-phase parameter
cat cathodes
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el electrolyte
exp exponential
ext extracted
fc Fuel cell
full fully charged state
H High level
H2 hydrogen
in At the inlet
L Low level
loss Owing to losses
m Motor
max Maximum level
min Minimum level
ML Medium-low level
MH Medium-high level
nom nominal
opt Optimum level
out At the outlet
s stack
sw Stator winding
user referred to the electric user
1 referred to the resistive branch
2 referred to the capacitive branch
Superscripts Parameter

* Low frequency filtered
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Abstract: The only strategy for reducing fossil fuel-based energy sources is to increase the use of
sustainable ones. Among renewable energy sources, solar energy can significantly contribute to a sus-
tainable energy future, but its discontinuous nature requires a large storage capacity. Due to its ability
to be produced from primary energy sources and transformed, without greenhouse gas emissions,
into mechanical, thermal, and electrical energy, emitting only water as a by-product, hydrogen is an
effective carrier and means of energy storage. Technologies for hydrogen production from methane,
methanol, hydrocarbons, and water electrolysis using non-renewable electrical power generate CO2.
Conversely, employing photoelectrochemistry to harvest hydrogen is a sustainable technique for
sunlight-direct energy storage. Research on photoelectrolysis is addressed to materials, prototypes,
and simulation studies. From the latter point of view, models have mainly been implemented for
aqueous-electrolyte cells, with only one semiconductor-based electrode and a metal-based counter
electrode. In this study, a novel cell architecture was numerically modelled. A numerical model
of a tandem cell with anode and cathode based on metal oxide semiconductors and a polymeric
membrane as an electrolyte was implemented and investigated. Numerical results of 11% solar to
hydrogen conversion demonstrate the feasibility of the proposed novel concept.

Keywords: photoelectrochemical tandem cell; hydrogen production; hematite photoanode; numerical
model; solid electrolyte membrane; metal oxide semiconductor

1. Introduction

Increases in world population and human activities have led to a considerable growth
in global energy demand, most of which is fulfilled using non-renewable sources. With
a view to a sustainable future and to address global energy challenges, current research
is shifting toward environmentally neutral technologies. Indeed, consuming sustainable
energy sources such as hydropower, wind, solar, ocean, and geothermal seems to be
the only way to reduce usage of fossil fuel-based sources. However, using renewable
energy sources (RES) for large-scale, cost-effective energy production is still a difficult
challenge. Continuous energy provision is incompatible with the intermittent nature
of RES, so an energy storage medium is essential for implementing a carbon-neutral
economy [1,2]. Of the renewable energy sources mentioned above, the potential of solar
energy, to date, has not been sufficiently exploited and is likely to contribute significantly
to a green future. Various approaches exist to directly convert solar energy into chemical
energy, as in the case of batteries or by producing a storable, high-energy density fuel,
such as hydrogen [3]. Although batteries have long been manufactured and used with
energy efficiency approaching 90%, this technology suffers from energy losses and capacity
degradation over time. In contrast, hydrogen has the potential to be an excellent energy
carrier because of its high energy density (about 140 MJ/kg) and the possibility of being a
fuel for internal combustion engines, turbines, and fuel cells.
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It does not release any greenhouse gases, only water as a by-product; if generated
using RES, it is environmentally friendly [1,2]. In the gaseous state, hydrogen is not found
in nature; it can be extracted from plants, methane, methanol, and higher hydrocarbons.
In particular, it can be obtained from water. Currently, it is produced through several
thermochemical, greenhouse gas-generating methods. Production by conventional water
electrolysis requires massive external electrical energy sources. This process is environmen-
tally friendly only if the electricity comes from RES. Other water electrolysis technologies
include bio-aided, carbon- or hydrocarbon-aided, and photoelectrochemical [2,4]. Water
electrolysis can be obtained in a photoelectrochemical cell (PEC), a device capable of im-
plementing this splitting using electricity directly converted from sunlight. It is composed
of two electrodes immersed in an aqueous electrolyte or separated by a hydrated solid
electrolyte, at least one of which consists of a semiconductor that is exposed to sunlight and
capable of absorbing it. The two electrodes of a PEC can be configured as an n-type semi-
conductor photoanode and a working in-the-dark cathode, two semiconductors (an n-type
photoanode and a p-type photocathode), or a p-type semiconductor photocathode and a
working in-the-dark anode [4,5]. Using only one semiconductor electrode is a challenging,
and, to date, no materials based on earth-abundant and cheap elements offer a reasonable
solution. One solution to this is to use two semiconductors in a tandem configuration,
where the electrodes are excited by the same light beam, with the second electrode receiving
the radiation filtered by the first. This configuration optimizes sunlight and combines the
photovoltage generated by the two electrodes. Several n-type semiconductors, including
TiO2, ZnO, BiVO4, Ta3N5, WO3, and Si, have been studied as anodes for water photoelec-
trolysis. They show good potential but, conversely, are characterized by a large bandgap
and/or instability in solution. Among the n-type semiconductors, hematite (α-Fe2O3)
is characterized by low valence band position, abundance, stability in aqueous solution,
nontoxicity, and bandgap of about 1.9–2.2 eV. It can utilize up to 40% of solar radiation and
achieve a solar-to-hydrogen conversion efficiency of up to 15.5% [6]. From an experimental
point of view, Du et al. [7] studied the water oxidation performance of a hematite photoan-
ode in a PEC, enhanced via Co doping and surface modification. Yang et al. [8] altered
the electrode surface with catalysts to improve semiconductor efficiency using atomic
deposition-growth of MnOx on hematite. Wang et al. [9] used quick high-temperature
annealing to enhance the performance of thin hematite layers on a TiO2 nano-sheet. Desh-
mukh et al. [10] investigated the electrochemical behavior of ZnO nanorods in 1 M Na2SO4
solution, employing various electrochemical methods. Wang et al. [11] considered hematite
nanorod films deposited on titanium foils and modified with phosphorous, to improve
the photoelectrochemical process. Syrek et al. [12] deposited electrochemically Cu2O thin
films on FTO-coated glass (Flourine Thin Oxide) at three different temperatures, finding
that the FTO/Cu2O cathode synthesized at the highest temperature showed superior
performance. Meda et al. [13] studied different techniques to produce nanostructured
WO3 photoanodes on transparent conducting oxides, considering the Santato-Augustynski
formula. Finally, Kwon [14] proposed a simple and fast method for producing hierarchical
nanostructure hematite using an ultraviolet-assisted process. Similar studies on materials
were carried out in [15,16]. PEC prototyping with hematite photoanodes was performed
by Lopes et al. [17]; they designed a PEC for testing different photoelectrode configura-
tions; they investigated two semiconductors: tungsten trioxide and undoped hematite.
Brinkert et al. [18] demonstrated that, under microgravity conditions, it is possible to pro-
duce hydrogen efficiently in a photoelectrochemical manner; this represents a possible
alternative to the current space mission life-support technologies. Hogerwaard et al. [19]
developed an integrated concentrated photovoltaic and photoelectrochemical hydrogen
reactor. Vilanova et al. [20] developed a 50 cm2 tandem PEC-PV cell named “CoolPEC”
(compact, optimized, open light PEC cell). Recently, important progress has been made in
the modelling and simulation-supported development of PECs. Three-dimensional multi-
physics models capable of simulating photoelectrochemical processes have been used for
this purpose, providing design criteria for semiconductors, electrocatalysts, and electrolytes.
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Moreover, modelling highlighted the most feasible device architectures regarding efficiency,
stability, and safety. Nevertheless, the need remains to model the more complex physical
aspects (e.g., thermal effects and bubble formation) that can induce malfunctions [21]. In
this context, Berger et al. [22] developed a one-dimensional model of PEC that is valid for
“wired” and “wireless” architectures. Stevens et al. [23] presented a computational method
to evaluate the hourly temperature profiles and solar-hydrogen efficiency to achieve an
optical concentration of PECs during a typical year. Hankin et al. [24] presented a model
with a hematite photoanode and platinized titanium cathode, reproducing the experimental
photoelectrolysis values obtained with a device equipped with 0.1 × 0.1 m2 electrodes
of various geometries and architectures. Njoka et al. [25] developed a two-dimensional
numerical model of a hematite photoelectrode in a two-chamber reactor separated by a
proton-permeable membrane. By considering the light absorption, charge transport, and
redox reactions, the model investigated the effects of materials, height, and electrolyte
velocity on hydrogen and oxygen production. Xiang et al. [26] investigated a detailed
geometric parameter in two cell designs for a photoelectrolysis system sustained by a water
vapor feed. Walczak et al. [27] simulated an integrated photoelectrolysis system equipped
with a WO3/FTO/p+n Si anode, a Pt/TiO2/Ti/n+p Si cathode, and a Nafion membrane
separator. Harmon et al. [28] considering charge transport in semiconductor-electrolyte-
based PEC solar cells, modelled using the drift-diffusion-Poisson equations, proposed
numerical methods for their resolution. Other models with liquid electrolytes can also be
found in the literature [29–33]. As seen in the above literature review, models have gener-
ally considered liquid electrolytes with a polymeric separator. This work studied a novel
concept of tandem cells with non-precious materials and hydrated solid electrolytes. A
solid polymer electrolyte has many advantages; indeed, a PEC works with only pure water,
and no corrosive liquid electrolytes with recirculation/purification systems are needed.
Moreover, active materials can be easily sandwiched to form a solid-state and simplified
device. This model aims to simulate water splitting into H2 and O2 through photoelectroly-
sis, in view of subsequent prototyping of the PEC. The system consists of a PEC composed
of four main components: the photoelectrodes, the water channels, the solid electrolyte
alkaline membrane, and a cathodic diffusion layer. The numerical model calculates the 3D
distribution of the fluid dynamic and electrochemical quantities, the polarization curve
(I-V), and their correlation with the cell design. The local current source was analytically
simulated using the Gartner formulation at the photoanode [34] and the Butler–Volmer
at the photocathode. This tandem configuration makes good use of the incident sunlight
and combines the photovoltage generated from the two electrodes. Notably, the simulation
covers fluid-dynamic and chemical aspects (conservation and transport) that a 1D model
does not consider.

2. Model Definition

The novel concept of a PEC in a tandem configuration was based on a sandwich
of FTO-coated glass supporting a layer of Fe-based semiconductor (anode), a solid poly-
mer alkaline membrane, and a CuO-based photocathode supported on a hydrophobic
carbonaceous layer.

Once the photoelectrochemical cell is assembled and fed with distilled water, the
incident sunlight is transmitted across the transparent FTO-coated glass layer and promotes
the water-splitting reaction. The gaseous products, H2 and O2, are collected by the channels
formed over the membrane surface at the cell outlet. As dehydrated hydrogen production
represents one of the main goals of this research activity, a highly hydrophobic porous layer
was considered, in conjunction with the photocathode, to accomplish this task. Indeed,
a hydrophobic porous layer allows the collection of hydrogen gas only, which passes
through the pores, while keeping the water inside the cell. This is usually constituted by
carbonaceous-based materials (Figure 1).
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Figure 1. Sketch of the PEC novel concept.

Figure 2a shows the 3D single PEC model depicted in the simulation software. It
consists of an anode collector (the transparent FTO-coated glass), a photoanode layer, a
segmented membrane, a photocathode, a GDL (gas diffusion layer) for hydrogen collection,
and a cathode collector. The segmented membrane performs three functions, it operates
as a solid electrolyte, retains the water in the channels, and allows the escape of gaseous
species. The PEC’s elements are layered on each other, forming the geometric domain.
They were parametrized in height and width in the x–z plane, according to Figure 2b; the
length of the domain was defined along the y direction (Figure 2a).

 
(a) (b) 

Figure 2. (a) Drawing of the numerical 3D domain (b) PEC layers with their dimensional parameters
(z–x plane).

Table 1 lists the geometric and reference physical characteristics of the numerical model.
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Table 1. Geometrical parameters adopted for the model.

Name Value Description

L 10.0 × 10−3 m Cell length

Lin 1.5 × 10−3 m In/out length

HFTO 4.0 × 10−3 m Conductive layer height (FTO)

Hpha 4.0 × 10−8 m Photoanode thickness

Hch_a 5.0 × 10−5 m Channel height

Hmem 1.0 × 10−4 m Membrane thickness

Hch_c 5.0 × 10−5 m Channel height

Hph_c 4.0 × 10−6 m Photocathode thickness

Hgdl 3.0 × 10−4 m GDL width

Wch 5.0 × 10−4 m Channel width

Wrib 1.2 × 10−3 m Rib width

Ainlet 2.5 × 10−8 m2 Inlet Area

Aphele 1.7 × 10−5 m2 Photoelectrode Area

Acell 1.7 × 10−5 m2 Cell Area

A structured mesh (Figure 3) was implemented for the model discretization; the mesh
was refined at the inlet, outlet, and central part of the active area, in correspondence with
the channel considered for the escape of the reactants. The adopted mesh consisted of
about 300,000 rectangular elements.

 

Figure 3. A picture of the mesh adopted for the model, the zoomed part (on the left) represents the
inlet area with the refinement of the mesh.

Water is supplied through the anode and cathode sides of the simulated PEC and
divided into H2 and O2 by the energy provided by the solar radiation (considered constant
over the active surface) and the eventually applied bias E, with E < 1.23 V, under the
semi-redox reactions below.

4OH−+4h+ → 2H2O + O2 ↑ (anodic)

2H2O + 2e− → 2OH−+H2 ↑ (cathodic)
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Produced and consumed species are transported through the anodic and cathodic
channels and photoelectrodes. As the nanopillar structure characterizes the hematite
photoanode, this layer should be porous (eventually with a low permeability), so the
oxygen formed at the interface can pass through the photoanode and escape the PEC
through the channels.

The main adopted model assumption was:

• Electrochemical reactions include the oxidation and reduction of water at the photo-
anode and cathode.

• Charge conservation within the electrolyte was assumed in the membrane, under the
hypothesis that it is a homogeneous and continuous media, and no bubble generation
effect was considered.

• Photocurrent densities were limited by the incident photon flux.
• Temperature effects were neglected. All the parameter values adopted here were

evaluated at room temperature.

Comsol Multiphysics was used to implement the numerical simulations.
The model’s inputs were the condition of the water flow entering the anode and the

cathode, the operating pressure at the channel outlet (set as ambient pressure), and the
voltage applied across the cell as the difference between the electrode potentials. The model
calculates the ionic and electronic potential distribution, current density, velocity, pressure,
and species distribution within the domain volume.

Table 2 reports the operating conditions for the base case, whilst Table 3 lists the
model’s physical parameters.

Table 2. Operating conditions of the model.

Name Value Description

pref 1.01 × 105 Pa Reference pressure

T 308.15 K Cell temperature

uin_anode 5 × 10−4 m/s Anode inlet flow velocity (Equations (1) and (2))

uin_cathode 5 × 10−4 m/s Cathode inlet flow velocity (Equations (1) and (2))

μanode 1.19 × 10−5 Pa·s Anode viscosity (Equations (2) and (3))

μcathode 2.46 × 10−5 Pa·s Cathode viscosity (Equations (2) and (3))

μwater 7.972 × 10−4 Pa·s Mixture viscosity (Equations (2) and (3))

ρwater 1000 kg/m3 Mixture density

Table 3. Model physical parameters.

Name Value Description

σgdl 222 S/m GDL electric conductivity

σm 9.825 S/m Membrane conductivity

wH2_in 0.743 Inlet H2 mass fraction (anode)

wH2O_in 0.023 Inlet H2O mass fraction (cathode)

wO2_in 0.228 Inlet oxygen mass fraction (cathode)

MH2 0.002 kg/mol Hydrogen molar mass

MN2 0.028 kg/mol Nitrogen molar mass

MH2O 0.018 kg/mol Water molar mass

MO2 0.032 kg/mol Oxygen molar mass

cO2ref 40.88 mol/m3 Oxygen reference concentration (Equation (1))

cH2ref 40.88 mol/m3 Hydrogen reference concentration
(Equations (1) and (11))
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Table 3. Cont.

Name Value Description

DH2_H2O 9.2048 × 10−5 m2/s
H2-H2O binary diffusion coefficient
(9.15 × 10−5·(T/307.19)1.75) (Equation (1))

DO2_H2O 2.8208 × 10−5 m2/s
O2-H2O binary diffusion coefficient
(2.82 × 10−5·(T/308.1)1.75) (Equation (1))

Vcell 1.6 V Cell voltage

εgdl 0.4 GDL porosity (Equation (3))

εl 0.3 Electrolyte phase volume fraction (Equation (3))

εcl 0.3 Open volume fraction for gas diffusion in porous
electrodes (1 − εl − εGDL) (Equation (3))

kcl 2.36 × 10−12 m2 Permeability (porous electrode, kGDL/5,
Equation (3))

kGDL 1.18 × 10−11 m2 GDL permeability (Equation (3))

i0_cat 0.03 A/m2 Cathode exchange current density (Equation (11))

Vchan 2.5 × 10−10 m3 Channel volume

Lin 0.0015 m Channel inlet length

αcat 0.5 Cathode transfer coefficient (Equation (11))

q 1.61 × 10−19 C Elemental charge (Equation (9))

Eeq_a 1.185 V Anode equilibrium potential

Efb,an −0.7 V Hematite flat band potential (Equation (9))

Ebp,cat 0 CuO flat band potential

Φ0 3.8 × 10−18 m−2·s−1 nm Incident photon flux at 550 nm (Equation (9))

λ 5.5 × 10−7 m Wavenumber length (Equation (10))

ε0 8.854 × 10−12 F/m Vacuum permittivity (Equation (9))

εhema 80 Hematite permittivity (Equation (9))

ND 1 × 1025 1/m3 Donor concentration (Equation (9))

Lp 5 × 10−9 m Diffusion length hematite

αλ 5.879 × 106 Hematite extinction coefficient at 550 nm
(Equation (10))

k 1 Kinetic constant (Equation (11))

2.1. Species Transport and Conservation

In the computational domains, conservation equations for mass, chemical species,
momentum, and charge are solved. Diffusion and convection result in the transportation of
species, which takes place in the channels, anodic, and cathodic photoelectrodes, and the
GDL. In liquid water streams, the generated hydrogen and oxygen are considered diluted
species. The species transportation was implemented using the molar balance equation:

∇·(−Di ∇ci) + u·∇ci = 0 (1)

In (1), D is the binary diffusion coefficient, c is the concentration, and u is the velocity
vector. The first addend in (1) indicates the transport by diffusion according to Fick’s law;
the second is the convective transport caused by water flow. The anodic and cathodic
fluxes are mixtures of two species (H2O-O2, H2O-H2); therefore, to consider the actual
volume available for the diffusion of the species in the porous media, D is modified with
Bruggeman’s condition in the porous electrode domain. Porous materials can be considered
a volume characterized by a solid matrix and voids, in which one or more fluid phases
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can occur. In a porous medium, the theoretical and real diffusion coefficients are different.
This occurs because the fluid has less transverse diffusion area available to it than the free
volume. Since the fluid must move between the interstices of the solid matrix, it must travel
a greater distance than to move geometrically between two points in the material itself,
which makes the real concentration gradient lower than the theoretical one. By correlating
the tortuosity of the path within the porous medium with the porosity, Bruggeman’s theory
allows the determination of the real diffusion coefficient to be used in Fick’s law.

2.2. Flow Channels and Porous Electrodes

The Navier–Stokes Equation (2) describes the flow in the channels (anode and cathode):

ρ(u·∇u) = ∇·
[
−pI + μ

(
∇u + (∇u)T

)]
(2)

and Darcy Brinkman’s Equation (3) gives the flow in the porous domains (photo-electrodes
and GDL):

ρ

ε

(
(u·∇)

u
ε

)
= ∇·
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∇u + (∇u)T

)
− 2

3
μ

ε
(∇·u)I

]
−

(
μ

k
+

Q
ε2

)
u (3)

The momentum Equations (2) and (3) are solved together with the continuity Equation (4):

ρ∇·u = Q (4)

In Equations (2)–(4), u represents the velocity, ρ is the fluid density, μ is the viscosity, p is
the pressure, ε is the porosity, k is the permeability, Q is the mass flux, I is the identity tensor

2.3. Transportation and Conservation of Charge

Ohm’s law, in conjunction with the charge balance for electrons and ions, is used to
set the charge transport and conservation in photoelectrodes and electrolyte interfaces:

∇·is = 0 (5)

is = −σs∇ϕs (6)

∇·il = 0 (7)

il = −σl∇ϕl (8)

where is and il are the electronic and ionic current densities, respectively, and ϕs and ϕl
are the electronic and ionic potentials, σs and σl the electronic and ionic conductivities.
The flow of charged species is assumed to be dominated by the electric potential gradient
instead of the concentration gradients. Considering the presence of liquid water in the
channels, the membrane can be regarded as fully hydrated, and independent of external
water flow, within certain conditions. Locally, at the photoelectrode–membrane interface,
the electronic and ionic currents have the same order of magnitude, with the same number
of electrons and ions exchanged in the redox half-reactions.

2.4. Photoelectrode Kinetics

Local current densities from sunlight were modelled using an analytical approach.
The Gartner–Butler equation, a simplified equation arising from the Gartner model, was
applied to the photoanode [35]:

ϕs − ϕl − Ef b,an =

(
ND

2·q·εhema·ε0

)(
iloc,an

αΦ0

)2
(9)

where ϕs and ϕl are the electronic and ionic potentials, Efb,an is the anode flat band potential,
q is the elemental charge, ND is the donor concentration, iloc,an is the local current density, Φ0
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is the incident photon flux, α is the absorption coefficient, which is related to the wavelength
λ and extinction coefficient αλ by:

α =
4παλ

λ
(10)

For the photocathode case, a parametric equation with a form similar to that of the
diffusion-limited Butler–Volmer equation was used as an approximation, so the local
current iloc,cat is

iloc,cat = i0,cat·
(

cH2

cH2,re f

)kH2

·
[

exp
(

αcat·F·ηact,cat

RT

)
− exp

(−αcat·F·ηact,cat

RT

)]
(11)

where i0,cat is the cathode exchange current density, cH2 is the H2 concentration, cH2,re f is the
H2 reference concentration, F is the Faraday constant, R is the universal Gas constant, T is
the temperature, ηact,cat is the activation overpotential, αcat is the charge transfer coefficient,
and kH2 is the kinetic constant

3. Results and Discussion

Figure 4 shows the I–V curve obtained from the continuum model, varying the voltage
applied at the cell leads. The figure reports the current density at two different values of the
incident photon flux, because the model solves the equations specifically for monochromatic
light. In this case, the incident photon flux corresponds to Φ0 = 3.8 × 1018 [

m−2 s−1 nm
]

and corresponds to the energy content limited to just one wavelength number (λ = 550 nm).
By increasing the incident photon flux up to Φ0 = 5× 1021 [

m−2 s−1 nm
]

(that corresponds
to the total spectra), the current density magnitude increases accordingly. In the case of a
monochromatic incident photon flux, the maximum value of current density was about
2.3 mA/cm2; as expected, the full spectra generated a maximum current density of about
9.0 mA/cm2

Figure 4. I–V curves derived from the continuum models and related to the total spectra and a
monochromatic case.

The current density distribution in the electrodes (electronic current) and electrolyte
(ionic current) is shown in Figure 5, which is illustrated as a cross-section of the PEC model.
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Figure 5. Current density ionic in the electrolyte (left) electronic in the photoelectrode (right) values
in mA/cm2.

The top and lower bound edges (on the anode side) show the highest achievable
electrolyte current density. The three-phase boundary between the electrode, reactant,
and the electrolyte is realized at this site. The reduced interface availability for the photo
electrolysis process might be an issue for a scaled-up prototype. Therefore, the channel
width and membrane rib width must be chosen appropriately, to maximize the surface for
the reaction and minimize parasitic losses of the water and products entering/leaving the
photoelectrochemical cell.

According to this trend, the photo-generated electronic current was characterized by
the complementary tendency in the proximity of the current collection surfaces.

The current density field, as distributed, causes oxygen and hydrogen to form at the
interface between the photoelectrodes and the water channels, as shown in Figure 6a.

(a) (b) 

Figure 6. (a) Mass fraction distributions of oxygen/hydrogen, (b) water consumed at both the anode
and cathode side @ 1 V potential.

Specularly, water is consumed on both the anode and cathode sides (Figure 6b).
The results demonstrate how the presence of outlet channels for the gases produced

and for the permanence of the water is essential for the proper functioning of the cell,
and how modelling helps visualize this behavior. Using a continuous membrane, as often
occurs in small laboratory cells as the cell area increases, implies the impossibility of escape
for the oxygen and the difficulty, if not impossibility, of supplying of water for the solid
electrolyte. This may negatively affect or even impede the device’s proper functioning after
a short time.

4. Conclusions

A new concept of PEC was numerically modelled using 3D multiphysics software,
covering the physical (species and mass transport, heat transport, and charge transport)
and electrochemical (electrode reactions) processes that occur as a result of sunlight. The
numerical results showed that the cell could reach current densities in the 10 mA/cm2 @
1 V bias. Simulation results are helpful for cell design because they allow one to “visualize”,
albeit virtually, the nonuniform distribution of species, potentials, and currents that often
cause significant performance reductions, especially in prototypes with a sizeable active
surface area. In addition, they can be used as a tool to address the enhancement of the
surface reactions and the cell configuration.

Further improvements of the continuum model are possible, for instance, with the
explicit consideration of the losses caused by recombination.
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Notwithstanding that Gartner’s equation provides a good description of the
photoelectrode–electrolyte interface in PEC cells, its limitations are well known, especially
in not accounting for recombination effects, and thus are most evident in photoelectrol-
ysis cells, where the slowness of redox processes, e.g., oxygen evolution, can become a
determining factor in the rate of water molecule separation.

With the assumptions of Gartner’s model, the polarization curve of the photoelectroly-
sis device can vary significantly. A simple way to eliminate these deviations might involve
using explicit, potential-dependent formulations for the kinetic constants that appear in
Equation (9).
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