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Preface

This comprehensive scientific volume, ”Experimental Testing, Manufacturing and Numerical

Modelling of Composite and Sandwich Structures,” serves as a state-of-the-art resource for

researchers, engineers, and practitioners in the fields of materials science and engineering. The special

issue brings together cutting-edge research and developments in the characterization, manufacturing,

behaviour prediction, and sustainability of composite and sandwich structures. The scope of

this work ranges from experimental testing to numerical modelling, aiming to provide a detailed

understanding of these advanced materials.

Paper 1 introduces the editorial paper, which provides the special issue contextualization and

motivation for its publication. Papers 2 through 7 focus on the detailed characterization of various

composites, highlighting their unique properties and performance under different conditions. The

following sections, papers 8 to 10, discuss innovative manufacturing techniques, including machining

processes and coating methods that enhance the functionality and durability of these materials. The

subsequent papers, 11 to 14, present sophisticated models to predict the behaviour of composites

under diverse mechanical stresses, providing invaluable insights for design and application. Papers

15 and 16 concentrate on adhesive joints, optimizing their strength and elasticity through advanced

learning methodologies. In papers 17 to 19, the focus shifts to the specificity of sandwich structures,

emphasizing non-destructive inspection techniques and material performance in high-speed trains

and piezoelectric actuators. Finally, papers 20 and 21 address the pressing need for sustainability in

materials engineering, exploring biocomposite materials derived from Andropogon halepensis and

the innovative use of caffeine-treated wood as a biodegradable filler.

This special issue is motivated by the growing demand for more efficient, durable, and

environmentally friendly composite materials in modern engineering applications. It seeks to bridge

the gap between theoretical research and practical implementation, offering detailed experimental

and numerical insights. The work is intended for an audience of advanced students, researchers, and

industry professionals who are engaged in the development, testing, and application of composite

materials. By integrating diverse topics and innovative research, this special issue aims to advance

the knowledge and application of composite and sandwich structures, fostering innovation and

sustainability in material science. As Editor of this special issue, I am grateful to the esteemed

contributors who have shared their expertise, insights, and innovative research.

Raul D. S. G. Campilho

Editor
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Editorial

Experimental Testing, Manufacturing and Numerical Modeling
of Composite and Sandwich Structures

Raul Duarte Salgueiral Gomes Campilho 1,2

1 CIDEM, ISEP—School of Engineering, Polytechnic of Porto, R. Dr. António Bernardino de Almeida, 431,
4200-072 Porto, Portugal; raulcampilho@gmail.com

2 INEGI—Institute of Science and Innovation in Mechanical and Industrial Engineering, Pólo FEUP, Rua Dr.
Roberto Frias, 400, 4200-465 Porto, Portugal

Composite materials have become indispensable in a multitude of industries, such as
aerospace, automotive, construction, sports equipment, and electronics [1]. These materials
are known for their exceptional strength-to-weight ratio, fatigue and corrosion resistance,
and minimal thermal expansion. The ability to tailor composite materials to specific appli-
cations by varying the type, size, and orientation of the reinforcement material, as well as
the type of matrix material used, increases their versatility and effectiveness [2]. However,
issues such as high production costs, repair complexity, susceptibility to delamination
and other damage types, and difficulties in characterization and modeling, are signifi-
cant obstacles [3]. Currently, advanced manufacturing techniques, including additive and
digital manufacturing, are being explored to reduce production costs and improve the pre-
cision and reliability of composite materials [4]. The development of nanocomposites aims
to enhance strength, stiffness, thermal conductivity, and electrical conductivity, thereby
broadening their application potential [5]. In parallel, sustainability demands triggered
the creation of sustainable composites, which incorporate renewable or recycled materials
to reduce environmental impact [6]. Multi-functional composites, integrating materials
like shape memory alloys, piezoelectric materials, and carbon nanotubes, enable the cre-
ation of intelligent systems capable of self-monitoring, adaptive responses, and energy
harvesting [7]. Bioinspired composites draw inspiration from natural materials, such as
spider silk, seashells, and bone, striving to replicate their unique properties [8]. Numerical
modeling has also seen substantial advancements, e.g., in simulating the complex behaviors
of composite materials under various conditions [9].

Composite sandwich structures find application in industries such as aerospace, au-
tomotive, marine, and construction [10]. Their high strength-to-weight ratio, stiffness,
and durability make them ideal for these demanding environments. Advanced materi-
als, including fiber-reinforced polymers and metal matrix composites for face sheets, and
innovative core materials, such as foams, honeycombs, and lattice structures, are being
developed. Automated and robotic systems are employed to improve consistency, reduce
labor costs, and enable the production of more complex geometries [11]. Advanced cores,
such as 3D-printed lattice structures and bioinspired geometries, are being developed to
improve impact resistance, energy absorption, and structural integrity [12]. Understand-
ing the dynamic behavior of sandwich structures under impact, blast, and vibration is
crucial [13].

Within the scope of this Special Issue, Wang et al. [14] explored the combined effects of
high-current pulsed electron beam (HCPEB) treatment and CeO2 denaturant on enhancing
the microstructure and properties of Al-20SiC composites produced by powder metallurgy.
Grazing incidence X-ray diffraction (GIXRD) revealed a selective orientation of aluminum
grains, particularly with Al(111) crystal faces, following HCPEB treatment.

Baimova and Shcherbinin [15] focused on three different morphologies of graphene
aerogels with a honeycomb-like structure, examining their strength and deformation behav-

Materials 2024, 17, 3468. https://doi.org/10.3390/ma17143468 https://www.mdpi.com/journal/materials1
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ior through a molecular dynamics simulation. Their findings advanced the understanding
of the microscopic deformation mechanisms in graphene aerogels.

Choi et al. [16] examined the influence of anisotropy and temperature on short carbon
fiber-reinforced polyamide-6 (CF-PA6) produced via injection molding to determine its
static and fatigue characteristics. The tensile strength and fatigue life of CF-PA6 varied
with changes in temperature and anisotropy. A semi-empirical strain–stress fatigue life
prediction model was positively validated.

A biaxial tensile test was conducted by Sanai et al. [17] to assess the fracture behavior
of a unidirectional carbon fiber-reinforced plastic (CFRP) under load in the fiber (0◦) and
transverse (90◦) directions. This study demonstrated that the occurrence of each fracture
mode is solely characterized by a normal strain in the 90◦ direction (εy).

In the work of Li et al. [18], an interlayer nanocomposite (CC@rGO) featuring a
graphene heterojunction with CoO and Co9S8 was synthesized using a hydrothermal calci-
nation technique and evaluated as a cathode sulfur carrier for lithium–sulfur batteries. The
CC@rGO sulfur cathode exhibited excellent electrochemical performance, rate capability,
and cycling stability across various current densities.

Ntaflos et al. [19] produced graphene nanoplatelet (GNP)-enhanced glass fiber-reinforced
plastics (GFRP) produced by filament winding. The performance of these materials was
tested under harsh environmental conditions. Results showed that GNPs improved the
in-plane shear strength of GFRP by 200% and reduced water uptake by up to 40%.

Ciecieląg [20] investigated the milling of CFRP and GFRP saturated with epoxy resin
using various tools (polycrystalline diamond inserts, physically coated carbide inserts with
titanium nitride, and uncoated carbide inserts). Milling thin-walled CFRP with uncoated
tools at high feeds per revolution and high cutting speeds resulted in the highest forces.

Knápek et al. [21] investigated how the clearance angle of milling tools affects wear,
cutting forces, machined edge roughness, and delamination during the milling of CFRP
panels with a twill weave and a 90◦ fiber orientation. The clearance angle significantly
impacted tool wear, surface roughness, and the delamination of the CFRP panel. Higher
tool wear led to higher cutting forces, which increased surface roughness and delamination.

Matula and Tomiczek [22] discussed the integration of surface engineering and powder
metallurgy to develop coatings with enhanced corrosion resistance and wear properties.
Tensile tests indicated that both steel types exhibited higher strength after sintering in a
nitrogen-rich atmosphere.

Yelemessov et al. [23] experimentally and analytically explored the potential applica-
tion of polymer concrete composites in building structures through a strength analysis. The
rubber concrete beam deformation at failure exceeded that of cement concrete by 2.5 to 6.5
times and by 3.0 to 7.5 times with a fiber reinforcement.

Bhagatji et al. [24] addressed the fabrication, experimental testing, and progressive
failure modeling of an ultra-thin composite beam. The continuum damage mechanics
(CDM) model for the beam, calibrated through experimental coupon testing, was utilized
in finite element explicit analysis. The finite element model accurately predicted localized
transverse fiber damage under eccentric buckling.

Kwon et al. [25] investigated specimens made from a variety of materials with dif-
ferent geometric features to predict failure loads using a newly proposed criterion that
incorporates both stress and stress gradient conditions. The types of notches examined
included cracks and holes. There was a good agreement between experimental data and
theoretical predictions across all cases.

The work of Ferreira et al. [26] introduced an efficient method to study the low-velocity
impact response of woven composite shells using 3D finite element models that incorporate
both intralaminar and interlaminar progressive damage mechanisms. The numerical pre-
dictions closely matched experimental data regarding load and energy histories, maximum
impact load, displacement, and contact time.

Kraisornkachit et al. [27] investigated adhesive joint strength and elastic modulus,
critical for adhesive performance. The experiments employed a bisphenol A-based epoxy
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resin with a polypropylene glycol curing agent, generating initial data from 32 conditions
used to train a machine learning model. Bayesian optimization identified conditions
surpassing this boundary, achieving an adhesive joint strength of 25.2 MPa and an elastic
modulus of 182.5 MPa.

Takamura et al. [28] performed a numerical analysis on single-lap shear joints between
carbon fiber-reinforced thermoplastics (CFRTPs) to estimate the local stress state at the
point of failure initiation, revealing the true bonding strength. Results indicated that the
single-lap shear test underestimates the apparent bonding strength by less than 14% of the
true bonding strength.

Khademi et al. [29] studied a material system comprising unidirectional carbon fiber
composite face sheets with a honeycomb core, investigating various defects at this critical
interface. The work introduced high-frequency ultrasound testing (UT) to detect and
quantify the geometry and type of defects. The results indicated successful defect detection.

Wang et al. [30] enhanced sound insulation in composite structures through strate-
gic material arrangement. Initially, a predictive model for sound insulation in sandwich
composite plates was developed and validated. Optimization strategies for sound insula-
tion in high-speed train composite floors were explored. Implementing this approach in
high-speed train body design improved sound insulation by 1–3 dB in the 125–315 Hz band.

The study of Grzybek [31] involved experimental analysis of the control systems for
piezoelectric actuators based on composite and aluminum materials, specifically examining
unimorph and bimorph structures. Two piezoelectric actuators were manufactured with a
cantilever sandwich beam configuration: one with a glass-reinforced epoxy composite (FR4)
carrier layer and another with 1050 aluminum. The study also proposed a modification to
the linear quadratic regulator (LQR) control algorithm.

Barbinta-Patrascu et al. [32] explored a sustainable approach using weeds to produce
silver nanoparticles (AgNPs) with diverse potential applications. Two different types of
AgNPs were generated by varying the ratio of phytoextract to silver salt solution. The
resulting green composite materials were characterized and showed significant potential
for designing innovative bioactive materials suitable for biomedical applications.

Grząbka-Zasadzińska et al. [33] investigated the potential of using caffeine-treated
and untreated black cherry (Prunus serotina Ehrh.) wood as a filler in polylactide com-
posites. The study highlighted the novel application of caffeine as a natural compound
to modify wood, thereby altering the supermolecular structure and nucleating abilities of
polylactide/wood composites.

Taking into account all of the collected contributions, the future of research in ex-
perimental testing, manufacturing, and numerical modeling of composite and sandwich
structures is expected to advance towards more integrated, multi-functional, and sustain-
able solutions that address diverse industry needs through innovations in material science
and engineering. The identified hot topics are:

• Multi-Material and Hybrid Structures: Combining different materials (composites
with metals, ceramics, and polymers) to achieve superior performance in, for example,
enhanced mechanical properties, tailored thermal and electrical conductivity, and
improved damage tolerance [34].

• Advanced Manufacturing Techniques: Additive manufacturing (3D printing), au-
tomated layup methods (such as automated fiber placement and tape laying), and
innovative curing techniques to enhance production efficiency and reduce costs [35].

• Durability and Environmental Resistance: Developing coatings, surface treatments,
and materials that resist degradation from environmental factors (ultraviolet or UV
exposure, moisture, and chemicals) and promote an extended service life [36].

• Damage Detection and Structural Health Monitoring: Integrating embedded sensors,
data analytics, and machine learning algorithms to enable real-time monitoring and
predictive maintenance of composite structures [37].
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• Simulation and Modeling: Developing multi-scale models that capture the complex be-
havior of composites, from microstructure to macroscopic performance, and validating
these models with experimental data [38].

• Functional and Smart Materials: Integration of functional materials (such as shape
memory alloys, piezoelectric materials, and sensors) into sandwich structures to
exhibit adaptive, self-healing, or sensing capabilities [39].

• Sustainability and Recycling: Developing eco-friendly manufacturing processes, bio-
based resins, and recyclable composite and sandwich structures. Improving recycling
methods to recover and reuse materials effectively [40].

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: This paper investigates the joint effect of high current pulsed electron beam (HCPEB) and
denaturant CeO2 on improving the microstructure and properties of Al-20SiC composites prepared
by powder metallurgy. Grazing Incidence X-ray Diffraction (GIXRD) results indicate the selective
orientation of aluminum grains, with Al(111) crystal faces showing selective orientation after HCPEB
treatment. Casting defects of powder metallurgy were eliminated by the addition of CeO2. Scanning
electron microscopy (SEM) results reveal a more uniform distribution of hard points on the surface of
HCPEB-treated Al-20SiC-0.3CeO2 composites. Microhardness and wear resistance of the Al-20SiC-
0.3CeO2 composites were better than those of the Al matrix without CeO2 addition at the same
number of pulses. Sliding friction tests indicate that the improvement of wear resistance is attributed
to the uniform dispersion of hard points and the improvement of microstructure on the surface of the
matrix after HCPEB irradiation. Overall, this study demonstrates the potential of HCPEB and CeO2

to enhance the performance of Al-20SiC composites.

Keywords: high current pulsed electron beam; Al-20SiC; cerium dioxide; microhardness; wear
resistance

1. Introduction

With the development of industrialization, the performance of wear-resistant ma-
terials has put forward higher requirements. Composite materials have emerged as an
indispensable and important part of the wear-resistant field, such as SiC particle-reinforced
aluminum matrix composite with high hardness and good wear resistance. It is a compre-
hensive composite of excellent friction materials with promising applications [1–7]. It has
been used to some extent in engine pistons and cylinder liners in high-speed train brake
discs, automobile brake discs, and sliding bearing materials. At present, the conventional
methods for preparing Al-20SiC composites include the extrusion casting method, in situ
reaction method, stirring casting method, spray deposition method, powder metallurgy
method, and so on [8]. Among them, the powder metallurgy method has the advantages of
easy control of the interfacial reaction, low preparation cost, and significantly better perfor-
mance and stability of the material than those prepared by other methods [9]. However, this
preparation method produces significant casting defects, such as porosity, cracking, and
agglomeration, which limit the wide application of Al-20SiC composites [10]. Therefore, it
is necessary to improve the properties of Al-20SiC composites using different treatment
methods [11].

High current pulsed electron beam (HCPEB) surface treatment technology is an emerg-
ing high-energy beam surface treatment technology with higher energy efficiency than laser
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beams and is not affected by ionic impurities in ion beam technology. With high energy
density and short pulse electron beam irradiation of the material surface, the electron beam
carries the energy deposited to the material surface, resulting in instantaneous heating and
cooling and the formation of a special surface microstructure. Then, the expected corrosion
resistance, wear resistance, and other surface performance effects are obtained [12]. Walker
et al. [13] treated eutectic Al-Si alloy using a pulsed electron beam and showed that the av-
erage surface roughness increased and then decreased with increasing accelerating voltage;
in addition, the average dynamic friction coefficient of the treated sample was higher than
that of the untreated alloy surface and increased the wear rate by 66%. Hao et al. [14] used
HCPEB for the surface treatment of a peri-eutectic Al-15Si alloy, and the results of the study
showed that the alloy elements Al and Si undergo mutual diffusion in the molten state of
the electron beam accompanied by a transient solidification effect, and a supersaturated
solid solution of aluminum is formed in the surface layer of the alloy with enhanced overall
wear resistance. At the same time, some literature studies have shown that the addition of
trace amounts of metamorphic agents can improve the irradiation damage of metals during
HCPEB irradiation and improve the overall properties of the matrix. Shi Weixi et al. [15]
added 0.3 wt.% Nd to Al-20Si alloy material, and the results show that the grain size was
significantly reduced and the wear resistance was significantly improved. Hu et al. [16]
studied the elimination of microcracks on the surface of Al alloy samples by rare earth
elements, and the results showed that the addition of trace rare earth elements reduced
the density of microcracks to some extent, which led to grain refinement and enhanced the
alloy’s resistance in a corrosion solution [17].

Among rare earth elements, CeO2 is an important denaturing agent that can form a uni-
form distribution in aluminum matrix composites, effectively improving the strength and
hardness of the material. Additionally, CeO2 can enhance the material’s crystal structure
and overall performance [18,19]. Compared to other denaturing agents, CeO2 is relatively
inexpensive, which can reduce the production cost of the material and improve its economic
competitiveness. In this study, the utilization of the HCPEB surface modification technique
aims to address the inherent defects commonly found in powder metallurgy. Additionally,
the incorporation of rare earth oxide CeO2 as a trace additive is expected to enhance the
elimination of microcracks and pores within the material. Notably, this research represents
the first investigation into the wear resistance of HCPEB-modified pre- and post-Al-20SiC
composites, providing a comprehensive understanding of the underlying mechanisms
governing wear resistance [20,21].

2. Materials and Methods

2.1. Material Preparation

The raw materials used in this experiment were commercially available aluminum
powder, SiC powder, cerium oxide powder, and hydroxypropyl methylcellulose (HPMC).
The raw material composition and particle sizes are shown in Table 1.

Table 1. Composition and granularity of raw materials.

Powder Purity/wt.% Particle Size/μm

Al 99.9 wt.% 20–30 μm
SiC 99.9 wt.% 1–2 μm

CeO2 99.9 wt.% 6–10 μm

The specific preparation process is as follows: The raw materials—aluminum powder,
SiC powder, cerium oxide powder, and 1 wt.% hydroxypropyl methyl cellulose (HPMC)—
were put into the ball mill tank. At the same time, zirconium oxide agate balls were added
with a ratio of 3:1 and mixed on a roller mixer at 300 r/min for 5 h. A total of 3 g of
well-mixed material was weighed on an electronic balance and loaded into a mold with
specifications of Φ25 × 100 mm and 5 mm × 5 mm × 50 mm to press the raw material into
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a molding system. The billets were mechanically compacted in a cold isostatic press and
dried in a vacuum drying oven under vacuum at 80 ◦C for 3 h. Finally, the billets were
sintered in a tubular resistance furnace at a heating rate of 9 ◦C/min for 8 h at 590 ◦C to
produce Al-20SiC-0.3CeO2 composites. Prior to HCPEB treatment, the material was cut into
10 mm × 10 mm × 5 mm samples by a metal cutter and then polished sequentially using
sandpaper (100#, 240#, 400#, 800#, 1500#, 3000#) and diamond polishing paste (~1 μm).

2.2. HCPEB Treatment

The surface modification of the material was carried out by the HOPE-I type HCPEB
treatment device manufactured by the Dalian University of Technology (Liaoning, China).
The relevant process parameters are shown in Table 2. The number of pulses for each
experiment was 5, 15, and 25.

Table 2. Working parameters of the HCPEB system.

Acceleration
Voltage (kV)

Energy Density
(J/cm2)

Pulse Time
(μs)

Pulse Frequency
(Hz)

Vacuum Level
(Pa)

24.5 2 3 0.1 6.5 × 10−3

2.3. Microstructure Characterization and Performance Analysis

Grazing Incidence X-ray Diffraction was performed using a multifunctional X-ray
diffractometer (model X’Pert PRO, Panaco, The Netherlands). The friction coefficient of
the aluminum matrix composite surface before and after the electron beam modification
was measured by the friction test using the reciprocating motion mode on the surface of
the sample with the wear instrument “MTF-5000” (Atech Instruments Technology Co.,
Ltd., Nanjing, China). The friction conditions were as follows: Si3N4 ball, 2 N load, 7
mm friction distance, and 10 min friction test time, and a Hitachi S-4800 field emission
scanning electron microscope (Hitachi High-Tech Corporation, Tokyo, Japan) was used to
observe the wear morphology on the surface of aluminum matrix composites with and
without the addition of rare earth oxide (CeO2), before and after the HCPEB modification.
For the measurement of the surface microhardness of Al-20SiC composites before and
after the HCPEB treatment, a Vickers hardness tester of type LM247AT (Luotai Precision
Instruments Co., Ltd., Dongguan, China.) was selected. The test parameters were: load of
200 g and holding time of 13 s.

3. Results

Figure 1 illustrates the mixing of the raw material powders after ball milling. From
the figure, it can be seen that the Al powder, SiC powder and CeO2 powder are uniformly
mixed. After ball milling, each powder is broken and refined to some extent.

Figure 2 shows the Grazing Incidence X-ray Diffraction (GIXRD) patterns of the Al-
20SiC-0.3CeO2 composite samples before and after the electron beam treatment. Figure 2
shows that the electron beam treatment of the sample with the addition of rare-earth Ce
did not result in the formation of new phases. The sample mainly consisted of two phases,
Al and SiC, and no rare-earth Ce-rich phases were detected. This is likely due to the fact
that the content of rare-earth Ce in the alloy is very small and falls below the detection limit
of the GIXRD instrument. The HCPEB treatment induced rapid melting and solidification
processes that altered the original oriented casting organization in the surface layer of the
alloy [22]. The temperature and stress fields induced by the electron beam induce severe
plastic deformation on the surface of the alloy because of the FCC structure of aluminum
and the high number of slip systems. Yan et al. [23] found a significant enhancement in
the intensity of the diffraction peak of Al(220) in the surface-modified layer of 2024-type
aluminum alloy treated with HCPEB, showing a selective growth of Al(110) grains in the
modified layer. Hao et al. [24] treated AISI 316L stainless steel with HCPEB and found
plastic deformation during the modification process, with a selective orientation of the (111)
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grain surface. It can be seen from Figure 2 that the crystal orientation of the surface layer of
the sample was changed after five pulse treatments, and the tendency of aluminum grains
to grow along the Al(111) and Al(200) crystal planes in a meritocratic manner was enhanced.
Since the Al(111) crystal faces are tightly packed with minimal surface energy and good
stability, it is beneficial to improve the substrate microstructure and wear resistance [25].
After 25 pulse treatments, the diffraction peak of Al(111) was shifted to a high angle,
attributed to the generation of residual compressive stress. Residual compressive stresses
can improve the wear resistance of materials by reducing the likelihood of surface damage
and wear [26].

Figure 1. Mixing powder after ball milling: (a) Al-20SiC mixing powder, (b) partial enlargement,
(c) Al-20SiC-0.3CeO2 mixing powder, and (d) partial enlargement.

Figure 3 displays the surface microstructure morphology of the Al-20SiC composites
before and after HCPEB treatment. The original histomorphology showed that the gray
silicon carbide phase was uniformly distributed in the aluminum matrix, and the size of
the SiC particles was around 10 μm (Figure 3a). The vicinity of the SiC particles exhibited a
number of pore structures, which is believed to be due to the high viscosity of the liquid Al
phase at the low sintering temperature of 590 ◦C [27]. This led to relatively poor mobility
of the aluminum liquid and prevented the material from completing the complementary
shrinkage during the subsequent solidification process, eventually resulting in the pore
structure [28]. As shown in Figure 3b–d, an increase in the number of pulses results in
the evaporation of SiC particles from the subsurface and their eventual eruption from the
melting surface, forming a characteristic crater morphology. The EDS results (Figure 3e)
indicate that the particles erupted at A are likely composed of SiC or Si. Previous studies
have demonstrated that microstructural irregularities, such as grain boundaries, phase
boundaries, and second-phase particles, are more prone to serve as nucleation centers for
the formation of these crater-shaped features [29].
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Figure 2. GIXRD patterns of Al-20SiC-0.3CeO2 samples before and after HCPEB irradiation: (a) com-
plete GIXRD patterns; (b) enlarged patterns of Al(111) crystal plane and Al(200).

Figure 3. Surface morphology of Al-20SiC sample before and after strong current pulsed electron
beam treatment. (a) Original sample; (b) 5 pulses; (c) 15 pulses; (d) 25 pulses; (e) EDS results of the A
region in Figure 3b; (f) EDS results of the B region in Figure 3d.
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Figure 4 depicts the surface microstructure morphology of Al-20SiC-0.3CeO2 compos-
ites before and after HCPEB treatment. Compared to the sample without the addition of
rare earth oxides in Figure 3a, there are fewer pores present in the original sample after the
addition of CeO2, as seen in Figure 4a [30]. This is mainly due to the fact that the addition
of CeO2 can significantly enhance the wettability between the liquid phase Al and the
solid phase SiC, resulting in relatively dense samples during the sintering process. The
mechanism of crater formation in Figure 4c,d is not explained as previously mentioned.
Figure 4e shows that the surface of the aluminum matrix is covered with an oxide film.
The oxide layer improves the wear resistance of the aluminum matrix composite surface
because the oxide layer has a high hardness and resists friction and wear. In addition,
the oxide layer provides lubrication to the material surface and reduces the coefficient of
friction. From Figure 4f, it can be concluded that the rare earth CeO2 is able to diffuse
during the HCPEB treatment due to the electron beam’s role in promoting the elemental
diffusion effect [31]. In addition, CeO2 reacts with impurities in the remelted layer in the
HCPEB action zone and weakens the local stress concentration in the brittle phase melt
pool. It also reduces the surface tension, leading to a smaller contact angle between Al
and SiC, which is conducive to the elimination of pores and greatly improves the surface
microstructure [2].

Figure 5 shows the changes in the aluminum-based Vickers hardness of Al-20SiC and
Al-20SiC-0.3CeO2 alloys before and after the intense current pulsed electron beam treatment.
It can be observed from the figure that the Vickers microhardness of both Al-20SiC and
Al-20SiC-0.3CeO2 is greatly improved after the electron beam treatment, and the hardness
tends to increase with the increase in the number of pulses [32]. The average value of Al
matrix microhardness before HCPEB treatment was 50.2 HV, the average value of Al matrix
microhardness for 5 pulses was 71.4 HV, the average value of Al matrix microhardness for
15 pulses was 109.5 HV, and the value of Al matrix microhardness for Al-20SiC-0.3CeO2
composites after 25 pulses was the largest with an average value of 130.1 HV [33]. As seen
in Figure 4, the HCPEB treatment of the material with the addition of the rare earth oxide
CeO2 increases the uniformity of the hard-phase particle distribution, which enhances the
load-bearing capacity of the matrix aluminum per unit area. At the same time, the addition
of CeO2 improves the mobility of alloying elements and reduces tissue sparseness, resulting
in better bonding of the reinforcing phase and the Al matrix, increasing the stress tolerance
of the Al matrix, and increasing the hardness of the material. Ahmad et al. [34] showed
that when the surface of the alloy was treated with an electron beam, the reinforcing phase
SiC was dissolved and broken into fine particles uniformly distributed in the Al matrix
under the action of the electron beam. The hardness of the primary phase is increased due
to the uniform dispersion of the hard points, and the hardness of the coating is significantly
enhanced due to the large amount of hard-phase SiC in the coating, which acts as a barrier
to dislocation movement. CeO2 is mostly located at grain boundaries or phase boundaries,
which significantly reduces the activity of the interface and hinders the diffusive movement
of aluminum grain boundaries, which can play a certain role in nailing the aluminum grain
boundaries, causing the deformation of the matrix aluminum to be hindered, increasing the
deformation resistance, and increasing the hardness [2]. The microhardness of the material
surface is increased, thus enhancing to some extent the bearing effect of the composite
material on stresses during frictional wear while causing less plastic deformation on the
material surface during frictional wear and reducing the friction coefficient [35].

Figure 6 demonstrates the evolution of the friction coefficient with friction time and the
corresponding friction coefficient of the Al-20SiC-0.3CeO2 composite surface for different
numbers of pulses [36]. From Figure 6a, it can be seen that the friction profile of the
untreated and Al-20SiC-0.3CeO2 composite surface under five pulses fluctuates more, and
the width and depth of the profile also vary visually [37]. However, the friction curves
of the Al-20SiC-0.3CeO2 composite surface after 15 pulses and 25 pulses steadily floated,
with small width and shallow depth of the profile. From Figure 6b, it can be seen that
the friction coefficient on the surface of Al-20SiC-0.3CeO2 composites shows an overall
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trend of decreasing all the time with the increase in the number of pulses. The friction
coefficient of the specimen without HCPEB treatment is 0.520, and the friction coefficient
on the surface of the specimen reaches the minimum value of 0.111 at 25 pulses, with a
decrease of 78.65%. Shi Weixi [15] et al. added rare-earth Nd to an Al-Si alloy, and the
results showed that the addition of rare earths resulted in a significant refinement of the
primary silicon organization located in the alloy and a stronger bond with the matrix; thus,
fatigue damage and chipping were greatly reduced, which in turn greatly improved the
wear resistance of the material. The specific mechanism of the action of the composite
surface wear resistance is further described below.

Figure 4. Surface morphology of Al-20SiC-CeO2 sample before and after strong current pulsed
electron beam treatment. (a) Original sample; (b) 5 pulses; (c) 15 pulses; (d) 25 pulses; (e) EDS results
of the C region in Figure 4d; (f) alloy surface element distribution at 25 pulses.
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Figure 5. Microhardness measurements of Al-20SiC and Al-20SiC-0.3CeO2 samples under different
pulse times.

Figure 6. (a) Variation curves of friction coefficient of Al-20SiC-0.3CeO2 with friction time for
different pulse numbers; (b) surface friction coefficients of Al-20SiC and Al-20SiC-0.3CeO2 for
different pulse numbers.

Figure 7 illustrates the wear rate changes of Al-20SiC and Al-20SiC-0.3CeO2 before
and after HCPEB irradiation. As shown in the graph, the wear rate of the sample with
CeO2 addition is lower than that of the sample without CeO2 at the same number of pulses;
the wear rates of the samples decreased from 8.84 and 6.17 to 2.89 and 1.93, respectively,
as the pulse number increased. Combined with the friction coefficient curve, the results
indicate that the wear resistance of the samples is best after the 25-pulse treatment. The
addition of CeO2 contributes to the improvement of wear resistance.

13



Materials 2023, 16, 4656

Figure 7. Variation of sample wear rate before and after HCPEB irradiation.

Figure 8 shows the wear morphology of the surface of Al-20SiC composites before and
after 25-pulse treatments. During the frictional wear of the aluminum matrix composite,
the SiC hard particles—as the main load-bearing phase—are subjected to both positive and
tangential stresses [38]. From the wear morphology, it can be seen that on the untreated Al-
20SiC composite, the wear surface showed a debris-like flaking phenomenon and a certain
degree of plastic deformation occurred along the sliding direction on both sides of the plow
groove. The stripped SiC constituted abrasive wear during the friction process or entered
between the friction subsets, forming scratches and grooves on the wear surface [39]. At
the same time, abrasive wear was further accelerated by the generation of hard particles
and adherence to the surface during the sliding wear test, which produced microcuttings in
the surface layer. The worn surface showed deep grooves in addition to furrow abrasions,
and the wear mechanism was abrasive wear [40]. The wear surface of the samples after
25-pulse treatments was flatter, relatively smooth, and with shallow scratches, and the wear
rate after modification was lower than the wear rate before modification.

Figure 9 shows the morphology of the worn surface of Al-20SiC-0.3CeO2 composites
before and after 25-pulse treatments. It can be seen from the figure [41] that the untreated
Al-20SiC-0.3CeO2 composite has obvious plow-like stripes of different widths and depths
on the wear surface, and some of the wear surfaces have traces of being cut. Additionally,
relatively deep grooves appear, which indicates that the matrix alloy wears relatively
severely, and its wear mechanism is typical of adhesive wear [42]. This is due to the low
hardness of the matrix alloy material and the tearing wear caused by the plowing action of
the anti-abrasive during frictional wear. For the Al-20SiC-0.3CeO2 composite treated with
25 pulses, the wear surface is relatively flat with no obvious groove-like streaks. Micron-
sized particles can be seen on the matrix that were ground off and not dislodged but flatly
exposed to the wear surface. This indicates that the regrind particles are directly subjected
to frictional wear and play the main load-bearing role, and their wear mechanism is typical
of abrasive wear [43]. It can be seen from the figure that the addition of rare earth oxides
gives a lower wear rate at the same number of pulses and improves the wear resistance of
the material surface.
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Figure 8. Surface wear morphology of Al-20SiC before and after electron beam treatment. (a) Original
sample; (b) local enlarged image of original sample; (c) 25 pulses; (d) local enlarged image of 25 pulses.

Figure 9. Surface wear morphology of Al-20SiC-0.3CeO2 before and after electron beam treatment.
(a) Original sample; (b) local enlarged image of original sample; (c) 25 pulses; (d) local enlarged
image of 25 pulses.

15



Materials 2023, 16, 4656

The HCPEB treatment plays a pivotal role in optimizing the microstructure of Al-
20SiC composites. The intense current pulses generated by HCPEB initiate rapid melting
and solidification processes, resulting in improved grain orientation. This optimized
microstructure significantly enhances the material’s resistance to wear by minimizing
crack propagation, reducing surface deformation, and mitigating fatigue. Additionally,
CeO2 strengthens the bonding between the reinforcing phase (SiC) and the aluminum
matrix, effectively reducing the occurrence of defects such as pores and microcracks. This
improved bonding enhances the overall integrity and strength of the composite material,
resulting in enhanced wear resistance [44]. Finally, CeO2 enhances the mobility of alloying
elements within the material. This increased mobility allows for better dispersion of hard-
phase particles, such as SiC, throughout the aluminum matrix. The uniform dispersion of
these hard-phase particles leads to heightened hardness and improved resistance to wear
and abrasion.

4. Results and Discussion

4.1. Results

In this paper, the effect of CeO2 on the properties of Al-20SiC composites after HCPEB
treatment was investigated.

(1) The results of GIXRD analysis showed that the rapid melting and solidification
processes triggered by the HCPEB treatment led to selective orientation of the matrix
and selective growth of Al(111) grains in the modified layer.

(2) SEM results showed that the presence of rare earth elements effectively eliminated
defects such as porosity.

(3) Hardness tests showed that the addition of rare earth Ce increased the average
microhardness of the matrix by 159.16%.

(4) The friction coefficient showed a reduction of 87.18% with the synergistic effect of
CeO2 and HCPEB.

4.2. Discussion

The optimal growth of the Al(111) crystal plane improves the material’s crystal struc-
ture and grain orientation, benefiting from its favorable crystallization properties and
high-density arrangement. This well-ordered arrangement of grains effectively withstands
external stress and wear, resulting in reduced surface wear and fatigue of the material.

The increase in surface hardness can be attributed to two factors: Firstly, the addi-
tion of CeO2 enhances the activity of alloying elements, reduces tissue sparseness, and
improves the bonding between the reinforcing phase and the aluminum matrix. Secondly,
the treatment of the alloy surface with an electron beam results in the dissolution and
fragmentation of the reinforcing phase SiC into fine particles that are uniformly dispersed
within the aluminum matrix under the beam’s action.

The improvement in wear resistance is mainly attributed to the enhanced hardness of
the material’s surface, which enhances its resistance to scratches and wear. Additionally, the
HCPEB treatment induces rapid melting and solidification, optimizing the microstructure
of the material and further contributing to its enhanced wear resistance.
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Abstract: Graphene aerogels are of high interest nowadays since they have ultralow density, rich
porosity, high deformability, and good adsorption. In the present work, three different morphologies
of graphene aerogels with a honeycomb-like structure are considered. The strength and deformation
behavior of these graphene honeycomb structures are studied by molecular dynamics simulation.
The effect of structural morphology on the stability of graphene aerogel is discussed. It is shown that
structural changes significantly depend on the structural morphology and the loading direction. The
deformation of the re-entrant honeycomb is similar to the deformation of a conventional honeycomb
due to the opening of the honeycomb cells. At the first deformation stage, no stress increase is
observed due to the structural transformation. Further, stress concentration on the junctions of the
honeycomb structure and over the walls occurs. The addition of carbon nanotubes and graphene
flakes into the cells of graphene aerogel does not result in a strength increase. The mechanisms of
weakening are analyzed in detail. The obtained results further contribute to the understanding of the
microscopic deformation mechanisms of graphene aerogels and their design for various applications.

Keywords: graphene; graphene aerogel; molecular dynamics; mechanical properties

1. Introduction

The study of tree-dimensional (3D) porous graphene nanostructures is one of the
hot issues in different industrial applications. Such structures as aerogels and crumpled
graphene are lightweight and low-cost and have high porosity and high strength [1,2].
Among them are graphene aerogels (GA) or cellular honeycomb structures—a promising
new class of materials, with properties that can be tuned by designing their morphology.
Aerogels are highly porous solid foams that have an interconnected network of thin, solid
walls. The details of the atomic arrangement and structural stability of GA were previously
intensively studied [3–6]. Due to their outstanding properties, GA can be used for the
fabrication of the composites [7], for electronic devises [8], and for energy harvesting [1,7,9].
The properties of such cellular structures are controlled by their cell geometry and intrinsic
morphology [10,11].

One of the most promising methods is the fabrication of GA from graphene oxide,
which is synthesized and dispersed in distilled water [12,13]. Graphene and carbon nan-
otubes have been used to synthesize aerogels with low density and high elasticity [14,15].
Recently, new nanoporous graphene aerogel was obtained by the nanoporous Ni (np-Ni)–
based chemical vapor deposition method in which dealloyed np-Ni with 3D bicontinuous
open na [16]. To date, the experimental investigation of such structures is commonly
based on the understanding of compression behavior, which results in a better description
of its main characteristic—high compressibility [17–19]. The main challenge is morphol-
ogy control, for example, creating interactions among constituents or understanding the
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self-assembly mechanism, which can improve the mechanical and physical properties of
GA [20,21]. From this point of view, it is very important to use simulation techniques to
understand the basic principles of property control, of the increase in mechanical strength
by morphology modifications. Molecular dynamics (MD) is especially effective for such
studies and allows one to obtain a large number of new data with a full analysis of the
atomic structure of such nanomaterials as GA. The MD method is very good at predicting
the mechanical response of graphene, by calculating and summing the evolutions of all
atoms. GA involved studies using both MD simulations [22–24] and experiments [25,26].

The mechanical properties of graphene aerogel are of high importance for stretchable
electronics, wearable devices, and smart manufacturing. Some of the disadvantages of
graphene aerogel are the volume shrinkage and the deformation of porous skeletons, which
affect the mechanical properties [27–29]. GA also show brittle behavior under tension [26].
The poor mechanical strength because of the weak joints in their porous network is another
negative characteristic [30]. At the same time, these structures are superelastic and highly
compressible [31]. In [32], GA were studied under tension and nanoindentation. The
hardness (50.9 GPa) and Young’s modulus (461 ± 9 GPa) were defined from MD simulation.
To enhance the mechanical properties of graphene aerogel and make it more stable to
deformation, some supporting elements need to be added to the porous of graphene
aerogels [33–35]. Graphene flakes, which appeared during the synthesis of graphene
aerogel or metal nanoparticles, can be added as the reinforcing elements.

Despite the fact that numerous works have been conducted to date on the mechani-
cal behavior of GA, there is still a lack of understanding of the effect of morphology on its
strength [26–29,33–36]. The change in morphology gives rise to improved mechanical be-
havior and an increased surface area. Moreover, the majority of works are devoted to the
study of compressive behavior in simulation as well as in experiments [37–39]. The reason
for this is that compressible materials efficiently translate mechanical deformations into
electrical signals that have various potential applications. It is desirable to search for high
compressive strength and strength recovery, and superb compressibility, in combination
with other properties. The systematic study of such factors as morphology, the presence of
the reinforcing elements, temperature, and loading direction on the mechanical properties
and deformation behavior of graphene aerogels is of high importance.

In the present work, the mechanical properties of three different morphologies of
GA under tension are studied by molecular dynamics simulation. The high stretchability
is studied and analyzed for tension along different lattice directions. The effect of high
temperatures on the strain and deformation behavior is studied.

2. Simulation Details

Figure 1 shows three initial cellular structures (part of the simulation cell) under
consideration. A part of the simulation cell in an enlarged scale is also presented in
Figure 1b as the projection to the xz-plane and in perspective. All of the initial structures
are generated by a homemade program, which is used to generate the graphene cellular
structure with a different cell morphology. For comparison, graphene flakes and CNTs are
added into each honeycomb cell because they are the most studied reinforcement elements
for different aerogels [17,40–43]. Unless otherwise noted, the coordinate system for all
structures is the same as the coordinate system shown in Figure 1. In other words, the
tension parallel to bridges is equivalent to the tension along the z direction, while the
tension along lamella is equivalent to the tension along the x direction.

The morphology, which will be addressed as a honeycomb is widespread and has been
previously fabricated and studied in numerous works [17,26,39,44,45]. This honeycomb-like
structure is a geometry that has proven to be highly beneficial to maximizing a bulk-specific
elastic modulus [10,46]. Here, the size of the honeycomb wall is l = 16 Å, and the number
of atoms is 2500.

The morphology, which will be addressed as a re-entrant honeycomb, has been studied
in [47–49] as a structure with auxetic properties (negative Poisson’s ratio). Here, the main
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parameters are a = 20 Å, b = 11 Å (a/b = 0.5), and the inclination angle θ = 60◦. These
parameters were proposed in [47]. The number of atoms in the system is 2448.

One of the possible morphologies of GA, which will be addressed as an arrow hon-
eycomb, is also studied for comparison. Here, the main parameters are c = 20 Å, d = 11 Å.
The number of atoms in the system is 1836. This structure is very close to that discussed
in [38,50]. The geometry of the considered structure consists of graphene bridges and lamel-
lae. The bridges are positioned between the lamellae. In the present work, curved graphene
nanoribbons (along z-axis) can also be called bridges, while long graphene nanoribbons
(along x-axes) can be called lamellae. The difference with the structure considered in [38] is
the curvature of the bridges.

Figure 1. Three morphologies of honeycomb graphene aerogel: honeycomb, re-entrant honeycomb,
and arrow-honeycomb. (a) Part of the simulation cell in projection to xz plane. (b) Part of the
simulation cell on an enlarged scale as the projection to xz-plane and in perspective.

All calculations are performed using the LAMMPS [51–53] software package with the
AIREBO interatomic potential [54], which has been successfully used to study various prop-
erties of a large number of carbon nanosystems, including graphene aerogels [24,55–59],
and is proven to reliably reproduce experimentally-obtained mechanical results for
graphene [60]. This potential can also be modified to AIREBO-Morse interatomic po-
tential for the description of C-C interactions during compression [61]. Despite the fact
that the method of MD is very popular for such studies, especially for the study of the
mechanical and fracture behavior of graphene aerogels [55], there are some limitations. For
example, under compression, the Lennard–Jones potential contribution to the Adaptive
Intermolecular Reactive Empirical Bond Order (AIREBO) potential plays a critical role in
predicting early densification. With the increase in the density of GA, the densification
of the structure occurs faster with the dissipation energy rising [55]. Despite the fact that
AIREBO can effectively describe the realistic mechanical behavior of graphene, it still faces
some challenges while reproducing the C-C bond in hybrid structures. In [20,62], Tersoff
potential was used as a more suitable option for the simulation of GA.

Despite the slight uncertainty of the AIREBO application for the study of mechani-
cal properties of GA, there is plenty of work devoted to this issue, where simulation is
conducted with AIREBO. Based on such works as [37–39,63,64], where the deformation
behavior of GA was studied and considered in comparison with the experiment, we choose
AIREBO interatomic potential for the present work. To avoid non-physical post-hardening
behavior under large strains, we set the cut-off distances in the AIREBO potential to 1.92 Å,
as suggested by previous studies [37,65,66]. To note, in [67] the deformation behavior of
honeycomb graphene was studied with the modified parameters for AIREBO.

In the present work, the tensile behavior of GA is analyzed at two temperatures, 300
and 1000 K, and thus the limitation of the AIREBO potential for the simulation of such
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effects needs to be discussed. In [68], ReaxFF [69] and AIREBO have been utilized to
understand the deformation and fracture mechanics of graphene at the atomic scale to
compare the results from DFTB. The other important factor that affects the obtained results
is the simulation technique for tension. The deformation under static loading usually shows
much higher failure strains than the dynamic loading due to the imposed symmetry [68].
It was also shown that thermal fluctuation under dynamic loading disturbs symmetry
and can predict similar failing strains under dynamic loading. Despite having a lot of
limitations, the stress–strain curves and failure strain from AIREBO relatively work well.

Periodic boundary conditions are applied in all directions. A Nose–Hoover thermostat
is used with a target temperature, a constant number of atoms, and standard velocity–Verlet
time integration with a timestep of 1 fs. OVITO is used to visualize the atomistic simulation
data. At first, the energy minimization at 0 K is conducted to reach an equilibrium state of
the system.

To study the deformation behavior, uniaxial tensile stress is applied along the x or z
axes, and the corresponding stress components are calculated as it is implemented in the
LAMMPS package. Stress and energy per atom are also calculated using LAMMPS. At low
temperatures, it has been previously shown that the strain rate has only a slight effect on
the fracture strength and fracture strain for graphene [70]. Thus, the strain rate of 0.1 fs−1

was chosen. The length of the simulation cell for all structures is about Lx = Lz = 60 Å,
Ly = 12 Å.

3. Results and Discussion

The structural changes during the relaxation were analyzed: the structural parameters
were changed insignificantly. For example, sharp edges were smoothed for re-entrant and
arrow honeycomb. For arrow honeycomb, cells transform to a more square shape.

The compressive behaviors of such honeycombs under in-plane uniaxial compression
was previously studied [37,38]. It was shown that three deformation regimes can be
distinguished: (1) stable and nearly uniform deformation and a resulting relatively high
stiffness, (2) the coexistence of collapsed and uncollapsed deformation and a resulting
essentially zero stiffness, and (3) densification with relatively uniform and stable collapsed
deformation and a much stiffer response. Some of the deformation regimes for tension and
compression are similar. It is revealed that GA exhibited elastic instability and inelastic
collapse during compression.

3.1. Effect of Temperature

The effect of temperature on the fracture behavior of GA is studied for all three
structures. The tensile behavior was analyzed at 300 K and 1000 K. The thermal stability has
been confirmed by MD simulations at temperatures of 300 K and 1000 K [4]. Figures 2–4a
show stress–strain curves under tension along x-axes for honeycomb (Figure 2); re-entrant
honeycomb Figure 3; and arrow honeycomb (Figure 4). Figures 2–4b present the snapshots
of GA as the projection on the xz-plane at critical points. The deformation behavior of GA
considerably depends on their morphologies. Additional analysis of the stress per atom
(Figures 2–4c) and potential energy per atom (Figures 2–4d) is conducted for each structure
during tension.

Let us consider the deformation process at 300 K in detail for honeycomb GA (see
Figure 2). The critical points on the stress–strain curve are labeled as 1–5. No stress changes
up to ε = 0.25 occur, which is explained by the simple changes in the shape of honeycomb
cells. As seen in Figure 2, initial tension causes the mild flexing of the structure, followed
by a series of collapses of cells, leading to an eventual flattening. This can be seen from the
snapshots of the structure at critical points (shown by green circles on the black curve). The
walls of the honeycomb cells are almost not stressed. The distribution of stress per atom can
also be seen from Figure 2c: walls, which are parallel to the tensile direction that became
stressed only at ε = 0.5. From the distribution of the potential energy per atom (Figure 2d),
the pre-critical strain ε = 0.5 can also be estimated. Up to this value, the potential energy
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of the system was not increased. The contact of cell walls, which is usually accompanied
by sliding and irreversibility, increases the complexities of the constitutive behavior of the
honeycomb structure.

Figure 2. (a) Stress–strain curves as the function of strain during tension along x-axis for honeycomb
GA. The critical points on the stress–strain curve are labeled as 1–5. (b) The snapshots of the structure
as the projection on xz-plane at critical points for tension at 300 K. Part of the simulation cell is
presented. (c,d) Stress σxx per atom (c) and potential energy per atom (d) during tension. Part of the
simulation cell (one honeycomb cell) is presented.

Considerable structural changes occur at ε = 0.3, when honeycomb cells are flattened.
This collapse mechanism is similar to the CNT collapse. It is well-known that CNT bundles
can possess two main stable structural states: open CNTs and collapsed CNTs [71]. Thus,
up to ε = 0.25, the structure is not stressed. Further, deformation is mainly defined by the
stretching of the walls of honeycomb cells parallel to the tension direction. The initial length
of the wall was 16 Åand was unchanged up to ε = 0.25. It was increased to 20 Åbefore the
fracture occurred. The analysis of the interatomic bonds showed that on the GNR along the
x-axis, all bonds a, b, c remained almost unchanged until ε = 0.25. Bonds a and b changed
almost simultaneously (the difference took place due to the thermal fluctuations). These
bonds are almost aligned with the loading direction and thus mostly strained. These bonds
(and others of the same orientation) are continuously changing from 1.41 Å to 1.75 Å, while
bond c changes from 1.41 Å to 1.55 Å. Very similar results were obtained previously [72].

As can be seen from Figure 2a, temperature also affects strength and failure strain for
honeycomb GA. Previously, it was shown that tensile and compressive behavior consider-
ably depend on the deformation temperature [63]; however, when the temperature is lower
than 900 K, the temperature effect is slight, and the in-plane compressive stress–strain curve
is similar to the response at room temperature. At higher temperatures, drastic change
appears in the in-plane compressive stress–strain curve. The temperature effect can be
explained by the larger chemical bond thermal fluctuations and bond length variation at
higher temperatures.
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Note, in [68] mechanical behavior was analyzed with AIREBO and DFTB for tempera-
ture range from 100 to 1000 K. It is found that the critical strain can reduce more than 20% in
AIREBO at room temperature; DFTB shows less than a 10% decrease at room temperature.
Also, the strength only drops less than 5% with DFTB, but AIREBO shows a 10% drop at
room temperature. Such temperature sensitivity of AIREBO comes from the simple bond
length criteria. Thus, the obtained results should be analyzed with this correction on the
used potential.

For re-entrant honeycomb, just part of the stress–strain curves are presented with
critical points labeled as 1–7. As can be seen from the structure snapshots during tension,
re-entrant cells begin to open even at the first deformation steps. At ε = 0.1, the shape of
the cells is different from the initial and further transforms to a square shape. Again, as
for honeycomb, initial tension results in mild flexing of the walls of the structure. A very
similar structure with square cells was obtained in [50] and further studied by simulation
with a focus on the mechanical stabilizing mechanisms and properties of the deformed
structure [38]. At ε = 0.5, honeycomb cells are formed, and the following deformation
mechanisms are the same as for the simple honeycomb GA. Similar structural changes
have been observed experimentally [44]. Up to ε = 0.5, no changes in the stress per atom
and potential energy per atom occur; thus, only structural transformation is presented in
Figure 3. Again, temperature slightly affects the stress–strain curves.

Figure 3. (a) Stress–strain curves as the function of strain during tension along x-axis for re-entrant
honeycomb GA. The critical points on the stress–strain curve are labeled as 1–7. (b) The snapshots of
the structure as the projection on xz-plane at critical points. Part of the simulation cell is presented.

As was shown in [38], for such a structure with square cells (called biomimetic), the
length of the cell walls (bridges especially) plays a crucial role both in compression and
tension: the longer the bridges, the lower the ultimate strength and strain. In the present
work, the length of the bridges is equal to the lowest length of bridges from [38]. It was
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found that GA with short bridges have more bridge-lamellae bonds, so they may absorb
more strain than specimens with longer bridges.

As can be seen from Figure 4, temperature slightly affects the tensile strength and
failure strain of arrow honeycomb. The critical points on the stress–strain curve were
labeled as 1–5. Before relaxation (see Figure 1), there was a sharp angle on the cells oriented
along z, which was smoothed during relaxation. During tension, the walls of the cells can
oscillate, and arrows transform into squares. Cell walls aligned along x are mostly stressed
since they are oriented along the loading direction.

Figure 4. (a) Stress–strain curves during tension along x-axis for arrow-honeycomb. The critical
points on the stress–strain curve were labeled as 1–5. (b) The snapshots of the structure as the
projection on xz-plane at critical points. Part of the simulation cell is presented. (c,d) Stress σxx per
atom (c) and potential energy per atom (d) during tension. Part of the simulation cell (one structural
element) is presented.

At the initial state, junctions between graphene nanoribbons are strained a little
with the highest concentrated energy (shown by red atoms in Figure 4d). Until ε = 0.04,
deformation is determined by the elongation of cell walls oriented along z-axis. Until
ε = 0.035, stress distribution per atom shows that the cell walls oriented along the z-axis
are unstrained (Figure 4c), while cell walls oriented along the x-axis have higher energies.
At the same time, no changes can be seen from energy distribution per atom (Figure 4d).
At ε = 0.05 (point 2), all cell walls oriented along the x-axis were stressed. At ε = 0.05, the
change of the slope on the stress–strain curve is found.
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The other change in the slope of the stress–strain curve can be seen at ε = 0.15 (point 3),
when all cell walls oriented along the x-axis are highly stressed and have much higher
potential energy than walls oriented along the z-axis. Between ε = 0.15 and ε = 0.2 (point 4),
this energy increases even higher, while no changes of stress per atom can be seen. At
ε = 0.3 (point 5), there is a square net of GNRs, strained along the x-axis. Further, it can be
seen that walls aligned along the loading direction have the highest stress and potential
energy. The fracture occurs at ε = 3.6, near the junction between walls.

An analysis of the interatomic bonds showed that on the cell walls along the x-axis, all
of the bonds a, b, c almost remained unhanged until ε = 0.05. Bonds a and b changed almost
simultaneously (the difference took place due to the thermal fluctuations). These bonds
are almost aligned with the loading direction and thus mostly strained. These bonds (and
others of the same orientation) are continuously changing until ε = 0.2 with further abrupt
change until ε = 0.3. At the same time, bond c almost does not change until ε = 0.3. Bonds d,
e, f , which are analogous to a, b, c, are named differently to distinguish bonds on the cell
walls that are differently oriented. These bonds are analyzed on the walls in the loading
direction. They slightly change between 1.38 and 1.42 Å due to the thermal fluctuations.
Both walls of the cell after relaxation are equal to about 19 Å; however, during tension the
cell wall along the z-axis did not change, while the length of the cell wall along the x-axis
increased to 26 Å (increased to 36%).

The deformation mechanisms at 300 K and 1000 K are the same. Strength is decreased
just due to the thermal fluctuations.

3.2. Effect of Loading Direction

We also have studied the effect of the direction of the applied strain on the deformation
behavior of the structure. The uniaxial strain was applied along the x- and z-axis. Figure 5
presents the stress–strain curves under tension along the x- and z-axes as the function of
applied strain for (a) honeycomb; (b) re-entrant honeycomb; and (c) arrow honeycomb.

Figure 5a shows that for honeycomb GA and re-entrant honeycomb, a significant
difference in deformation behavior during tension along armchair (x-axis) and zigzag
(z-axis) was found. It was also previously shown for the same GA that when stretched
along the armchair direction, mechanical strength and failure strain decrease with the
increase in sidewall width [72]. Moreover, as the sidewall width increases, the strength
and ductility gradually decreases. Here, the armchair coincides with the x-axis, while
the zigzag coincides with the z-axis. Note that for re-entrant honeycomb, only part of the
stress–strain curve for tension along the x-direction is presented, which is explained above.
However, the continuation of the stress–strain curve for the re-entrant honeycomb is shown
by a dashed line for reference.

For tension along z, both structures deformed similarly: the straightening of the walls
of honeycomb cells took place with almost no stress concentration; then, stresses over the
walls aligned with the tension direction began to increase, which was followed by fracture
(analogous to the fracture of arrow honeycomb). For the honeycomb, the length of the
wall is about 32 Å, and for the re-entrant honeycomb the length is 22 Å; thus, strength
and failure strain for honeycomb GA are higher. Cells for both structures are presented
in two structural states for comparison. The same deformation mode with the elongation
of the honeycomb cell to the rectangular cell was shown in [63,67]. The obtained values
of the fracture strain and strength are also in good agreement with the literature. Thus,
the honeycomb GA can be effectively used for the verification of the model accuracy.
Interestingly, it was shown in [64] that the resonant frequency of the zigzag honeycomb
is lower than that of the armchair honeycomb, which means that the nonlinearity of the
zigzag honeycomb is stronger than that of the armchair honeycomb.
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(a) (b)

Figure 5. Stress–strain curves as the function of strain during tension along x- and z-axis for (a) hon-
eycomb and re-entrant honeycomb; (b) for arrow honeycomb.

For arrow GA, the stress–strain curves for uniaxial tension along the x and z directions
almost coincide. During relaxation, the cells of the arrow honeycomb change their shape
into almost square cells. The size of the cell wall along x and z is 20 Å. Thus, the structure
is isotropic in the xz plane. The lower failure strain and tensile strength for the arrow
honeycomb stretched along x is explained solely by thermal fluctuations. The opened cells
of arrow GA are very similar to the opened cells of re-entrant GA.

The addition of CNTs and graphene flakes in the present form does not result in an in-
crease in strength or failure strain. Deformation occurs very differently due to the presence
of CNTs and graphene: with these elements, honeycomb cells can transform into square,
hexagonal, or collapsed shapes. However, additional studies are required to understand
how to control morphology to obtain better mechanical properties of honeycomb. However,
reinforcing elements increase the structure density, which results in a strength decrease.
Table 1 presents the values of density ρ, tensile strength σ, and failure stress ε for all the
considered structures.

Table 1. Density, tensile strength σ, and failure strain ε for all the considered GA.

Honeycomb Re-Entrant Arrow

GA
Matrix

Flakes CNT
GA

Matrix
Flakes CNT

GA
Matrix

Flakes CNT

ρ, g/cm3 0.58 0.86 0.92 1.01 1.31 1.58 0.69 1.21 1.0
σ, GPa 190 156 110 180 160 101 31 27 33

ε 0.79 0.76 0.72 0.8 0.76 0.7 0.36 0.37 0.38

As was shown in [16], the strength of the nanoporous graphene intrinsically depends
on the density; however, this scaling law depends on the special morphology of the
structure. In [16], it was shown that the higher the density, the higher the fracture strength,
and this is very close to the behavior of crumpled graphene or paper [37,38]. However,
this scaling law can be better used for nanoporous hollow graphene than for honeycomb
graphene aerogel. For honeycomb and re-entrant honeycomb, the reverse situation is found:
the higher the density, the lower the fracture strain and strength. This is because the key
factor affecting the mechanical properties of GA is their microstructure. For GA materials,
structural characteristics can vary greatly among the different works. Moreover, the density
and mechanical properties of GA prepared by the same method can also vary considerably,
while some GA have similar properties despite the use of different production methods [73].
In contrast to [16], the GA materials with lower density and higher mechanical properties
were obtained in [74].
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3.3. Elasticity

These morphologies of GA composed of cells not only possess high strength but also
show good elasticity during tension. The elasticity of such structures is of significant interest
for the materials used in applications where they are expected to deform periodically
while still retaining most of their original strength and stiffness. Let us discuss the elastic
behaviors of the considered GA in detail.

During tension in the x direction of the arrow honeycomb, the structure remains
elastic until the first fracture starts. From the beginning of loading until fracture, there
was no change in the atomic configuration, confirming the elasticity of GA. Before ε = 0.15,
deformation can be explained by the straightening of the walls of cells. Following the
point of initial fracture, the structure changes dramatically and the deformation becomes
plastic. During tension in the z direction, deformation behavior is very close. Until the
sharp increase in stress at ε = 0.25, elastic deformation took place owing to the lack of
broken bonds or new close-range non-bonded interactions (see Figure 5). This increase in
stress corresponds to pre-critical deformation when all covalent bonds inside the bridges
are critically stressed. Interestingly, once the lamellae have buckled globally, new bonds can
appear between the neighboring elements, which result in structure stability. Very similar
behavior was observed for the other structural morphologies.

4. Conclusions

A detailed study has been performed to investigate the mechanical properties of
graphene aerogels of a different morphology using MD simulations. The tensile loading of
graphene aerogels is analyzed for two temperatures, 300 and 1000 K. Loading is conducted
along two lattice directions to overview the structure anisotropy.

At the first deformation stages, the walls (bridges) of the honeycomb cells can easily
bend or oscillate in the direction normal to the tension direction. With the strain increase,
the stress concentration near the junctions of the honeycomb cell and over the walls oriented
along tensile direction can be observed. The strength of GA is considerably dependent
on the length of the walls of honeycomb cells and their density. The deformation of the
re-entrant honeycomb is defined by the opening of the cells during the first deformation
stages. Further, the re-entrant honeycomb transforms into the conventional honeycomb.
Very similar deformation mechanisms were found for honeycomb under compression [57].
The new arrow morphology is the weakest since the walls of the cells almost cannot bend.
Even at the beginning of the deformation process, the walls (lamellas) are straightened,
and the arrows transform into square cells. For all cases, the temperature slightly decreases
the strength and failure strain of the GA.

For comparison, aerogel carbon matrices were reinforced by graphene flakes and
carbon nanotubes; however, this distribution of the reinforcing elements did not lead to
an increase in the strength and failure strain. The search for the new morphologies with
special distribution of the reinforcing elements is further required. The obtained results
further contribute to the understanding of the microscopic deformation mechanisms of GA
and their design for various applications.
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Abstract: The effects of anisotropy and temperature of short carbon fiber-reinforced polyamide-6
(CF-PA6) by the injection molding process were investigated to obtain the static and fatigue character-
istics. Static and fatigue tests were conducted with uniaxial tensile and three-point bending specimens
with various fiber orientations at temperatures of 40, 60, and 100 ◦C. The anisotropy caused by the
fiber orientations along a polymer flow was calculated using three software connecting analysis
sequences. The characteristics of tensile strength and fatigue life can be changed by temperature and
anisotropy variations. A semi-empirical strain–stress fatigue life prediction model was proposed,
considering cyclic and thermodynamic properties based on the Arrhenius equation. The developed
model had a good agreement with an R2 = 0.9457 correlation coefficient. The present fatigue life
prediction of CF-PA6 can be adopted when designers make suitable decisions considering the effects
of temperature and anisotropy.

Keywords: fiber-reinforced composite; injection molding process; numerical simulation; anisotropy;
temperature effect; fatigue life prediction

1. Introduction

Fiber-reinforced plastics (FRPs) are widely utilized as structural materials in the
aerospace and automotive industries due to their low density and high specific strength [1–6].
The injection molding process efficiently produces FRP material, facilitating the manufac-
turing of complex geometries and ultimately increasing the material production rate [7].
The manufacturing conditions and operating environments influence the failure behavior
of injection-molded FRPs. The complex fiber orientation distribution, determined by the
polymer flow path at different locations, substantiates the considerable anisotropic behav-
ior of FRPs [8]. In addition, the tensile strength strongly differs at different temperatures.
Consequently, the need to characterize the combined effects of anisotropy and temperature
is a pressing theme in assessing the static and fatigue behavior of FRPs [9].

The influence of fiber orientation distribution, fiber length, and fiber volume fraction
on mechanical strength and stiffness, mechanical elasticity, and anisotropy has been exten-
sively investigated [10–19]. Brighenti et al. [13] evaluated the static and fatigue behavior of
short fiber-reinforced plastics utilizing a micromechanical model based on a Gaussian-like
distribution function using the average fiber orientation. Just et al. [14] developed a crack
growth model depending on the degree of anisotropy and fiber orientations, predicting the
crack growth path with good agreement.

Most of the fracture analysis for FRP has been proposed at room temperature, and
fracture behavior considering the effect of various temperatures has been studied far less.
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The bonding ability at the interface of FRP is weakened by increased temperature. As a
result, the debonding length of the fibers is increased, and the tensile strength is partially
reduced [20–25]. Li et al. [26] proposed a theoretical model to predict the longitudinal tensile
strength of FRP under various temperatures. Kawai et al. [27] investigated the temperature
dependence of static strength employing Arrhenius-type equations and clarified that the
decrease in compressive strength with increasing temperature is smaller than that in
tensile strength.

As concerns the fatigue life prediction models, theory-based formula models such
as the Manson–Coffin model [28] and the SWT model [29] have been used for various
composite materials, modified to consider the effects of anisotropy [30–35] and temper-
ature [36–40]. Regarding FRP, Launay et al. [34] developed a predictive fatigue criterion
based on the dissipated energy density per cycle of polyamide 66 base polymer filled
with glass fibers, contemplating both anisotropic and nonlinear behavior. Fouchier [41]
proposed an energetic fatigue criterion of injection molded short fiber-reinforced plastics
at 100 ◦C.

Although the fracture behavior and fatigue life have been studied, none seem to deal
with the fatigue fracture analysis combining the effects of anisotropy and temperature of
injection-molded short fiber-reinforced plastics. The application of FRP, which combines
temperature conditions with fiber orientation distribution, means that the influence of
environmental temperature and random locations of load impact regions can be considered.

For these reasons, we investigated the static and cyclic fracture behavior of 20% volume
fraction CF-PA6 material at three different temperatures along 0◦ (injection direction), 45◦,
and 90◦ direction. All specimens were machined on injection-molded plates to analyze
the anisotropic behavior caused by fiber orientation distribution through polymer flow.
Short fiber-reinforced plastic manufactured by the injection process has an arbitrary fiber
orientation in the center of thickness and a fiber arrangement parallel to the polymer flow
direction when it deviates from the center [42,43]. The direction of the specimen having
a fiber orientation arranged parallel to the polymer flow direction was designated as 0◦
to evaluate the difference in mechanical properties due to the relationship between fiber
orientation and principal stress, and the directions of 45◦ and 90◦ were determined in
consideration of the angle during specimen processing.

The three experimental temperatures (40, 60, and 100 ◦C) adopted in static and fatigue
tests were determined in consideration of the fact that the operating environment tempera-
ture of CFRP applied to various products such as automotive, aircraft, and solar panels
exceeds room temperature and the glass transition temperature of the material, 64 ◦C [44].

Three commercial software (Moldflow Insight 2019, Autodesk Helius 2019, and
Abaqus 2020) have been utilized to describe the fiber orientation distribution from a
numerical point of view, showing a maximum difference between finite element analysis
and experimental load–stroke curve integrals equal to 5.12%.

To enhance the mechanical reliability of CF-PA6, a semi-empirical fatigue life predic-
tion model based on the strain–stress-based fatigue failure theory has been developed and
verified using tensile and three-point bending test specimens. The proposed model can
predict the failure cycle with high accuracy and ensures the reliability of injection-molded
short fiber-reinforced plastic products under high temperatures and various load condi-
tions. The developed semi-empirical fatigue life prediction model shows a high correlation
coefficient of R2 = 0.9457. The results provide the possibility of predicting the fracture
behavior considering the anisotropic behavior and temperature effect of CF-PA6 with the
proposed model.

2. Fatigue Life Prediction Procedure

Fatigue life prediction considering the anisotropy and temperature effect of 20% short
carbon fiber volume fraction CF-PA6 material has been conducted through the procedure
shown in Figure 1. The fiber volume fraction is calculated based on the Rule of Mixtures.
The uniaxial and three-point bending static and cyclic tests were carried out to evaluate the
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mechanical properties. The specimens were cut from the injection-molded plate in three
directions, and experiments were conducted at three different temperatures.

Figure 1. Fatigue life prediction procedure of CF-PA6 based on the semi-empirical model.

The test results obtained through the machined specimens and selected test conditions
were used to characterize the mechanical properties of CF-PA6. In addition, the obtained
load–displacement curve was adopted to adjust the material parameters used for numerical
analysis, and the stress–strain curve was analyzed to confirm brittle properties and yield
strength. Finally, cycle behavior was evaluated from fatigue tests under various load-
controlled test conditions.

The numerical analysis models were reverse-engineered through static experiments
to apply the semi-empirical model’s stress, strain, and temperature values. The model
was divided into two categories: a model for calculating fiber orientation distribution and
a model for structural analysis. The entire numerical analysis procedure is constructed
through three commercial software.

The semi-empirical model based on the life prediction model utilizing strain amplitude
was developed and modified by formalizing an effect depending on temperatures and
directions. The finite element method extracted the minimum and maximum stress and
strain values in the stabilized hysteresis loop. The given values were used to input the
proposed semi-empirical model and the fracture strain and stress in the uniaxial tensile
experiments.

3. Material Characterization

3.1. Static Mechanical Properties Characterization

The pellets used to manufacture tensile and three-point bending specimens for me-
chanical characteristics of 20% volume fraction short CF-PA6 were produced utilizing a
mixture of PA6 and mono-carbon fibers. From the four mm-thick injection-molded plates,
the tensile test specimens were cut along 0 (injection flow direction), 45◦, and 90◦ direc-
tions according to the ASTM-D 638-02a-TYPE IV specification, as shown in Figure 2. The
ASTM-D 638 specimens were manufactured 1.2 times larger than the standard in the 14 mm
diameter hole made for the fixture on the heat chamber jig. Therefore, the fracture could be
well-achieved in the center of the specimen through dimensional adjustment. The gauge
length of the 1.2 times-larger ASTM-D 638 specimen was 30 mm.

For checking the stress triaxiality on the material, the three-point bending test jig
was designed to match the dimension of the room inside the heating chamber, which was
300 mm in height and 100 mm in diameter. In addition, the static and cyclic behavior under
complex stress conditions were analyzed by machined three-point bending specimens,
similarly cut in three directions, to investigate the anisotropy caused by fiber orientation
distribution, as shown in Figure 3.
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Figure 2. (a) The injection-molded plate with a runner. (b) 0◦, 45◦, and 90◦ directions-cut ASTM-D
638 specimens. (c) The dimensions of 1.2 times ASTM-D 638 specimen.

Figure 3. (a) Test jig dimensions for the upper part (left), lower part (right), and experimental setting
for three-point bending test in an environmental chamber. (b) Schematic dimensions of injection
plates for extracting three-point bending test specimens and specimen shape and specifications with
ASTM-D 790.

The temperature expansion inside the heating chamber was investigated in the pre-
liminary stage. Thermocouples were attached to the jig and the specimen to observe the
thermal expansion by recording the temperature by heating time. As a result, target tem-
peratures of 40, 60, and 100 ◦C were maintained stable with a range of ±5 ◦C after 30, 20,
and 15 min, respectively. By temperature tracking, all experiences were carried out at stable
temperatures by comparing temperature recordings between repeated tests.

Tensile experiments and three-point bending tests were conducted at a tensile and
bending speed of 2 mm/min. All tests were performed with the heating chamber main-
tained at a constant operating temperature of 40, 60, and 100 ◦C. The specimens were
dried at 100 ◦C for 1 h with 12 m3/h heat flow in an oven dryer to remove the humidity
before proceeding with experiments. All static experiments were repeated three times to
increase experimental accuracy. The strain was obtained by means of a 20 mm gauge length
extensometer in the case of the uniaxial tensile test.
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3.2. Cyclic Mechanical Properties Characterization

Fatigue experiments were conducted based on load control with the same temperature
conditions and specimens as the tensile and three-point bending tests. The mean loads of
fatigue tests are summarized in Table 1, considering the total stress range. The same mean
load was used for three maximum and minimum load combinations.

Table 1. Mean loads of fatigue tests.

Temperature [◦C]
Selected Mean Load for Each Specimen Direction [kN]

0◦ 45◦ 90◦

40 2.000 1.250 1.125
60 1.750 1.125 1.000

100 1.500 1.000 0.750

In addition, complete elasticity and complete plastic deformation region conditions
were utilized. All fatigue tests were carried out with a frequency of 1 Hz. In addition,
three-point bending fatigue experiments were conducted to consider complex stress states.
Fifty-four fatigue test data of uniaxial tensile and three-point bending specimens were
obtained for five and three conditions considering each temperature and specimen direction.
For the reliability of the experimental results, all three repetitive tests were performed for
the fatigue test of each load case, and the intermediate value was adopted and used as
the result. The mean and amplitude loads were selected to consider both low-cycle and
high-cycle fatigue failure. In addition, the cycle when the load decreases to 40% or less of
the previous cycle due to damage to the specimen was selected as the failure cycle. The
results of each condition are summarized in Tables 2 and 3.

In the initial stage of the fatigue test, the hysteresis loop shows instabilities due to
experimental settings. For this reason, the stress and strain were calculated in the last
stabilized cycle, where the maximum and minimum displacements differ by less than 5%
from the fatigue fracture cycle’s hysteresis loop. The periodic spectrum of fatigue life was
considered from 102 to 106. The hysteresis loop moves in a positive direction of strain
as the load amplitude increases, indicating that the degree of asymmetry intensifies. An
example of a hysteresis loop of one low-cycle fatigue and one high-cycle fatigue is reported
in Figure 4.

 
Figure 4. Test results of hysteresis loops for low- and high-cycle fatigues (90◦ and T = 60 ◦C).
(a) fatigue failure at 3800 cycles (0.6 kN load amplitude and 1.0 mean load) and (b) fatigue failure at
346,900 cycles (0.2 kN load amplitude and 0.5 mean load).
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Table 2. Summary of fatigue tests on the ASTM-D 638 fatigue test specimens.

Temperature
[◦C]

Specimen
Angle [◦]

Max. Load
[kN]

Min. Load
[kN]

Mean Load
[kN]

Amplitude
Load [kN]

Nf
[Cycles]

40

0

3.20 0.80 2.00 1.20 1512
3.40 0.60 2.00 1.40 980
2.80 1.20 2.00 0.80 3400
1.40 0.60 1.00 0.40 106,263
2.40 2.20 2.30 0.10 674,785

45

1.90 0.60 1.25 0.65 7500
2.10 0.40 1.25 0.85 2420
1.70 0.80 1.25 0.45 46,700
0.90 0.40 0.65 0.25 268,410
1.60 1.40 1.50 0.10 340,485

90

1.75 0.50 1.12 0.62 1774
1.95 0.30 1.12 0.82 1670
1.55 0.70 1.12 0.42 9800
0.90 0.30 0.60 0.30 76,000
1.50 1.30 1.40 0.10 361,807

60

0

2.90 0.60 1.75 1.15 1820
3.25 0.25 1.75 1.50 770
2.60 0.90 1.75 0.85 8700
1.30 0.50 0.90 0.40 79,805
2.10 1.90 2.00 0.10 892,500

45

1.75 0.50 1.12 0.62 5840
1.95 0.30 1.12 0.82 642
1.55 0.70 1.12 0.42 10,400
0.80 0.30 0.55 0.25 89,600
1.50 1.30 1.40 0.10 428,500

90

1.50 0.50 1.00 0.50 11,650
1.60 0.40 1.00 0.600 3800
1.30 0.70 1.00 0.30 51,007
0.70 0.30 0.50 0.20 346,900
1.40 1.20 1.30 0.10 276,000

100

0

2.25 0.75 1.50 0.75 4753
2.50 0.50 1.50 1.00 1670
2.00 1.00 1.50 0.50 23,060
1.00 0.40 0.70 0.30 660,650
1.80 1.60 1.70 0.10 475,439

45

1.50 0.50 1.00 0.50 4460
1.60 0.40 1.00 0.60 1790
1.30 0.70 1.00 0.30 29,800
0.70 0.30 0.50 0.20 108,699
1.40 1.20 1.30 0.10 90,335

90

1.15 0.35 0.75 0.40 5700
1.35 0.15 0.75 0.60 1213
1.00 0.50 0.75 0.25 39,355
0.50 0.20 0.35 0.15 270,883
1.10 0.90 1.00 0.10 166,068
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Table 3. Summary of fatigue experiments on the three-point bending specimens.

Temperature
[◦C]

Specimen
Angle [◦]

Max. Load
[kN]

Min. Load
[kN]

Mean Load
[kN]

Amplitude
Load [kN]

Nf
[Cycles]

40
0 0.13 0.11 0.12 0.01 2109
45 0.10 0.80 0.90 0.01 905
90 0.08 0.06 0.07 0.01 2160

60
0 0.11 0.09 0.10 0.01 15,041
45 0.08 0.06 0.07 0.01 9800
90 0.08 0.06 0.07 0.01 5061

100
0 0.09 0.07 0.08 0.01 1200
45 0.06 0.04 0.05 0.01 671
90 0.05 0.03 0.04 0.01 2780

3.3. Numerical Analysis

A numerical analysis model was constructed to utilize the fatigue test results in the
semi-empirical model and to investigate the cyclic mechanical properties of CF-PA6 under
complex stress conditions. The three-point bending test to examine fracture behavior in
complex stress states obtained true stress and strain through numerical analysis. Three
commercial software were used to account for the influence of the fiber orientation. The
injection molding process was simulated using Autodesk Moldflow Insight/Synergy (AMI),
and the fiber orientation distribution was calculated at the end of the cooling phase.

The accuracy of the fiber orientation distribution from Moldflow was evaluated
by comparing the fiber alignment from the 3D X-ray CT (XCT) results, as shown in
Choi et al. [33]. The obtained optimal RSC parameter utilizing the XCT data in a pre-
vious study [33] was adapted to the Moldflow simulation to calculate the fiber orientation
distribution accurately. The XCT data were taken with 140 kV voltage and 2 μm pixel
size. One injection gate was used for the injection molding simulation. The injection and
cooling times were 2 and 20 s for the analysis, and the mold and melt temperatures were
85 and 285 ◦C in the simulation. Each element’s mechanical properties were mapped to
the structural simulation mesh using Advanced Material Exchange Helius 2019 (AME)
in the second step. Finally, the Abaqus input files with the inbuilt element-based mesh
sets were created. This procedure is essential since the fiber orientation results affect the
static and cyclic mechanical properties. The developed numerical analysis models for fiber
orientation distribution calculation with AMI, AME, and structural analysis with Abaqus
are shown in Figure 5a and b, respectively.

Figure 5. (a) Fiber orientation distribution from AME. (b) Computational domain for structural
analysis for the uniaxial specimen (left) and the three-point bending specimen (right).
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The fiber orientation tensor was calculated using the Folgar–Tucker orientation model
in Moldflow simulation, as shown in Equation (1). aij is the fiber orientation tensor,

0.5ωij is the vorticity tensor, 0.5
.
λij is the deformation rate tensor, and CI is the fiber

interaction coefficient.

Daij

Dt
= −1

2

(
ωikakj − aikωkj

)
+

1
2

λ
( .

γikakj + aik
.
γkj − 2aijkl

.
γkl

)
+ 2Cl

.
γ
(
δij − 3aij

)
(1)

The Ramberg–Osgood flow stress model was combined with a modified Hill′ 48 yield
function to account for the influence of the fiber orientation on the mechanical properties
of the CF-PA6. The equations of the Ramberg–Osgood flow stress model and a modified
Hill′ 48 yield function are shown in Equation (2). The definition of model parameters
and the optimized Ramberg–Osgood model constants for the CF-PA6 are summarized in
Tables 4 and 5.

σ = E 1/n(K)(n−1)/n
(

εp,e f f

)1/n

σe f f =

√
(ασ11−βσ22)

2+(βσ22−βσ33)
2+(βσ33−ασ11)

2+6[(σ12)
2+(σ23)

2+(σ31)
2]

2

α(λI) = θ +
[

(αm−θ)
(λm,I−1/2)

]
(λI − 1/2), β(λI) = θ +

[
(βm−θ)

(λm,I−1/2)

]
(λI − 1/2)

(2)

Table 4. Parameter and constant definitions for the Ramberg–Osgood model.

Symbol Definition

εp,eff Effective plastic strain
T Temperature in the environmental chamber in ◦C
K Strength coefficient
n Hardening exponent

αm Weight factor for the fiber direction
βm Weight factor for the direction normal to the fibers
Em Polymer matrix elastic modulus
Ef Fiber’s elastic modulus

λm, I
The first eigenvalue of the fiber orientation matrix in the region with strong fiber

alignment with the polymer flow

Table 5. Ramberg–Osgood model constants for each experimental temperature in injection molding
process analysis by AME.

T [◦C]
σ0

[MPa]
n αm βm

Em
[GPa]

Ef [GPa] λm,I

40 250.10 3.34 18.85 11.33 0.78 60.02 0.85
60 215.76 4.14 7.13 8.40 0.56 30.37 0.85
100 227.12 4.46 16.71 17.65 0.40 30.48 0.85

The mechanical properties according to fiber orientation were calculated considering
anisotropy through the Ramberg–Osgood model on the Moldflow simulation. Each me-
chanical property was derived through seven constants ranging from σ0 to λm,I in Table 5.
σ0 is the stress level at which plastic strain becomes dominant. Using the experimental
results by specimen direction and temperature, the constant with the highest agreement
between the analysis and experimental result was derived through reverse engineering.
Each constant was determined through the BFGS optimization technique to minimize the
area difference between the load–displacement curve FEA result and the experimental
result according to each coefficient combination. The orientation and elastic modulus of
the fiber had a more significant influence on the calculation of the anisotropic behavior of
the material, so the polymer matrix elastic modulus was derived relatively low.

39



Materials 2024, 17, 315

In general, the elastic modulus of carbon fiber is higher than the value obtained
through the optimization technique presented in Table 5. However, the Ramberg–Osgood
model constants obtained in this study were not calculated by evaluating the elastic mod-
ulus of the matrix and the fiber through the experiment. They were derived by reverse
engineering so that the difference between the experimental and numerical analysis load
was the least in consideration of the influence of each constant on each other in one com-
bination consisting of seven coefficients from σ0 to λm,I. Therefore, the elastic modulus
of fiber was obtained lower than the actual fiber value. Even though the elastic modulus
was not directly evaluated and used, the coefficient obtained is meaningful because the
stress–strain value utilized in predicting fatigue life can be derived through numerical
analysis by minimizing the error between analysis and experiment. When an optimization
technique is applied by experimentally deriving the elastic modulus of each matrix and the
fiber, the constants other than the elastic modulus would have different values in Table 5,
and a new combination constant would be derived.

In this study, the accuracy of numerical analysis was considered a significant factor in
determining the input variables of the fatigue life prediction model because it is essential
to accurately calculate the stress and strain field when subjecting the load. To match
the experimental data with numerical analysis results, the reduced strain closer model
parameter, ARD-RSC, was optimized with the BFGS optimization module in the Python
program. The short fiber flow, which changes fiber orientation distribution, was controlled
by tuning the ARD-RSC parameter, allowing proper consideration of complex stress states.

4. Fatigue Life Prediction Model

The fatigue life prediction model of CF-PA6 was developed to consider the effects
of temperature and anisotropic behavior due to fiber orientation distribution, starting
with the strain-based Manson–Coffin model (Equation (3)) [28]. The εp, max and εp, min
are the maximum and minimum plastic strain values. The model correlates the plastic
strain amplitude, Δεp, with the failure cycle, Nf, to predict fatigue life through the material
coefficients A and c.

f (ε) =

(
εp, max − εp, min

)
2

= Δεp = A
(

Nf

)c
(3)

Efforts were made by Choi et al. [31] to express the anisotropic behavior of a directional
material by adding a maximum von Mises stress ratio between the angle and 0◦ directions
considered as in Equation (4). ε f is the fracture strain of tensile experiment for each
specimen angle. εmax and εmin are the total maximum and minimum strain of fatigue test
conditions. σpeak, θ is the maximum von Mises stress and the stress term’s denominator
is the value of 0◦ directions. For the stress term, the anisotropic effect was considered by
setting the sine value added by one as an index.

f (ε, θ) =

(
εmax − εmin

2ε f

)(
σpeak, θ

σpeak, θ=0

) (1+sin θ)

= A
(

Nf

)c
(4)

In the case of CF-PA6, however, different fiber orientation distributions are shown de-
spite minor position changes due to the injection molding process. If anisotropic behaviors
are identified through a ratio between specific and reference directions, predicting critical
fracture parts or fatigue life can be significantly reduced. Since the anisotropic behavior
of CF-PA6 appears from the relationship between the fiber direction and the principal
stress direction, the fatigue life is affected by fiber orientation distribution. Due to the
difficulties of considering the fiber orientation distribution in the fatigue life prediction
model, numerical analysis or SEM microscopic image photography must be accompanied
to calculate the stress and strain. Therefore, the fatigue life prediction model was developed
considering the relationship between principal stress and fiber orientation vector in terms of
stress rather than the fiber orientation distribution. The model is presented in Equation (5).
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f (ε, σ) =

(
εmax,i − εmin,i

2ε f , i

)(
σmax,i − σmin,i

2σf , i

)ln (
σf , i

σmax, i
)(

e−Tre f /Tope
)
= A

(
Nf

)c
(5)

The first term is that of the Manson–Coffin model, and the second term is anisotropic.
ε f , i and σf , i are the fracture strain and stress of tensile experiments for each specimen
direction and temperature condition. εmax, i, εmin, i, σmax, i, and σmin, i are the maximum and
minimum total strain and von Mises stress. The anisotropic term includes the influence of
FOD through stress values. The effect of anisotropy on fracture failure can be considered
effectively in the developed model by combining fracture stress, σf , i, and maximum stress,
σmax, i, using a logarithmic function. The last term concerns the temperature effect with
the reference temperature (Tref) of CF-PA6, 20 ◦C, and the experimental temperature in
Arrhenius law.

5. Results

The true and engineering stress–strain curves of the uniaxial tensile experiment are
summarized in Figure 6. The static behavior of CF-PA6 shows a linear elastic stress–strain
relationship until fracture. The tensile strengths of CF-PA6 from the uniaxial tensile test are
summarized in Table 6 for each direction and temperature. As shown in the load–stroke
curve of the uniaxial tensile test, the higher mechanical properties appear when the main
load direction and the fiber orientation tensor coincide.

 
(a) T = 40 °C (b) T = 60 °C 

 

 

(c) T = 100 °C  
Figure 6. Experimental results of true and engineering (eng.) stress–strain curves for 0◦, 45◦, and 90◦

specimens in uniaxial tensile tests.
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Table 6. Tensile strengths of CF-PA6 in the uniaxial tensile tests.

Temperature [◦C]
Tensile Strength of Each Specimen Direction [MPa]

0◦ 45◦ 90◦

40 130.3 101.3 77.2
60 122.6 79.6 60.8

100 98.8 62.8 51.2

The engineering strain is the changed displacement at each measurement moment
divided by the initial gauge length, and the true strain is the changed displacement divided
by the displacement immediately before. The engineering strain does not consider the
changed length of the specimen, and the true strain takes into account the changed length
of the specimen at every moment. The nominal stress is based on the cross-sectional area
of the initial specimen when calculating the stress, and the true stress is based on the
actual cross-sectional area that continues to change during the tensile test. Just before the
specimen is broken, the cross-sectional area becomes very small, and the engineering stress
does not consider the decrease in the cross-sectional area, so the closer to the fracture stress,
the greater the true stress than the engineering stress, as shown in Figure 6.

In order to minimize the phenomenon that mechanical properties differ due to fiber
orientation distribution depending on the location of the injection molded plate from which
the specimen was machined, the stress–strain curves were compared by adopting the
results of the specimen collected from the center to confirm the tendency by angle and
temperature. The average difference in tensile strength due to the specimen location was
measured as 10.4%, 8.2%, and 9.7% at 0◦, 45◦, and 90◦, respectively. In order to consider
the difference in mechanical properties, structural analysis was performed by mapping the
fiber orientation at the location where each sample was machined.

The load–displacement curve comparison between experimental and FEA results on
the uniaxial tensile specimen and three-point bending test is reported in Figures 7 and 8,
respectively. The tensile displacements of all the experiments were obtained using the 20
mm extensometer to compare the experiment results and numerical analysis accurately.
The numerical analysis results indicate that higher anisotropy is observed according to the
test direction with the increase in test temperature. In addition, as the load decreases, the
influence of the matrix increases. It can also be confirmed that the elasticity increases as the
test direction coincides with the injection direction. For the three-point bending tests, the
stress and strain values are calculated by optimizing the material parameters by utilizing
the tensile and three-point bending test results together. Implemented numerical models
and proposed structural equations were validated and used to explain the anisotropy and
temperature effects of CF-PA6.

The correlation coefficient (R2) is slightly lower when considering various temper-
atures simultaneously compared to a single temperature; however, the proposed semi-
empirical model confirms that fatigue life expectancy is well predicted. Based on a validated
numerical analysis model, as presented in the previous section of the paper, each com-
bination of investigated temperature and specimen direction, the von Mises stress, and
strain at the minimum and maximum load associated with the fatigue experiment were
exported from the simulation. The temperature was selected as the reference, room, and
experimental temperature inside the heating chamber. The constants of the developed
model Equation (5) were calculated by A = 5.6734 and c = −0.692 based on a total set of 54
data, as shown in Figure 9, and the correlation coefficient is R2 = 0.9457. Thus, the reliability
of the proposed function of the anisotropic fatigue test data integration obtained under
various stress states and temperatures is demonstrated.

In order to evaluate the performance of the developed fatigue life prediction model,
the regression results of Equations (4) and (5) were compared. From a macroscopic point
of view, the tensile fracture strength of 0◦ was adopted as the denominator of the stress
term of Equation (4), and the maximum stress value of each fatigue test was used in
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the numerator. In addition, since Equation (4) does not consider the temperature effect,
Equation (5) was calculated without the last term to compare the model performance in the
same environment. As a result of the calculation, it was confirmed that A and c of Equation
(4) and modified Equation (5) were A = 2.4959, c = −0.549, and A = 14.138, c = −0.69,
respectively. The correlation coefficients were R2 = 0.9729 and R2 = 0.6548, respectively,
which was further excellent in the performance of Equation (5). It was confirmed that the
fatigue life prediction model developed using the principal stress worked well without
considering the fiber orientation distribution, which is difficult to calculate, as an angle.
The comparison of calculated results is shown in Figure 10.

Moreover, the fracture behavior of the matrix and fiber according to low- and high-
cycle fatigue fracture by test temperature was analyzed through SEM analysis. The SEM
image was obtained at a magnification at which the matrix and the fiber could be observed
simultaneously, and the result of enlarging a single fiber for the analysis of the fracture
surface of the fiber was also taken. Each result is reported in Figures 11 and 12.

As shown in Figure 11, high-cycle fatigue shows more significant irregularities in the
base material compared to low-cycle fatigue. From these results, it can be confirmed that
the polymer matrix causes more significant deformation as the fatigue failure cycle number
increases. This result is related to the fact that the shorter the fatigue fracture cycle, the
more the load is transmitted by the fiber. In addition, it can be seen that the fiber remains
longer as the temperature increases, and the matrix is broken. Figure 12 shows that the
higher the test temperature and the longer the fracture cycle, the more even the fracture
surface of the fiber is.

 
(a) T = 40 °C (b) T = 60 °C 

 

 

(c) T = 100 °C  
Figure 7. Load–displacement comparison between experimental and FEA results for 0◦, 45◦, and 90◦

specimens in uniaxial tensile test conditions.
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(a) T = 40 °C (b) T = 60 °C 

 

 

(c) T = 100 °C  
Figure 8. Load–displacement comparison between experimental and FEA results for 0◦, 45◦, and 90◦

specimens in three-point bending test conditions.

 
Figure 9. Discrete energy function values from various fatigue tests and their regression line.
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Figure 10. Fatigue experiments regression on (a) modified Equation (5) model and (b) Equation (4) model.

  
(a) T = 40 °C, low-cycle fatigue failure (b) T = 40 °C, high-cycle fatigue failure 

  
(c) T = 60 °C, low-cycle fatigue failure (d) T = 60 °C, high-cycle fatigue failure 

  
(e) T = 100 °C, low-cycle fatigue failure (f) T = 100 °C, high-cycle fatigue failure 

Figure 11. Matrix and fiber at the failure surface in case of low- and high-cycle fatigue.
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(a) T = 40 °C, low-cycle fatigue failure (b) T = 40 °C, high-cycle fatigue failure 

  
(c) T = 60 °C, low-cycle fatigue failure (d) T = 60 °C, high-cycle fatigue failure 

  
(e) T = 100 °C, low-cycle fatigue failure (f) T = 100 °C, high-cycle fatigue failure 

Figure 12. Detail of fiber’s failure surface in low- and high-cycle fatigue.

6. Conclusions

• This study predicted the fatigue life expectancy of CF-PA6, a plastic reinforced with
short fiber, through a strain-based semi-empirical model with a high correlation factor.
A three-point bending test was performed to investigate various multi-axial stress
states in actual components.

• A meaningful, intuitive fatigue life prediction model is proposed considering anisotropy
as a stress term, which directly utilizes experimental results with a theoretical ap-
proach. It can be concluded that the fatigue life of materials with high temperature and
anisotropy fiber orientation and polymers can be predicted with reasonable accuracy.

• SEM photography revealed that the higher the temperature and fatigue fracture
cycle, the greater the deformation of the polymer matrix, and inversely, the more the
deformation of the fiber. The higher the temperature, the more evenly the fiber’s
fracture cross-section is.
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• The developed numerical model and structural equation are highly consistent between
experiments and FEA results. Furthermore, they could accurately export stress and
strain as inputs to a semi-empirical model.

• The usefulness of the results proposed in this paper can be outlined in two parts. First,
the paper summarizes the static and fatigue behavior considering the anisotropy and
temperature of short fiber-reinforced plastic materials, which are increasingly utilized
exponentially in the industry. Secondly, it provides insight into the availability of the
developed semi-empirical model to predict the fatigue life of CF-PA6.

• The use of FRP affected by temperature and fiber orientation is a remaining challenge
for research on much colder temperatures and compressive forces below 0 ◦C. In addi-
tion, using compressive force in testing and investigating the mechanical properties of
FRP can accurately describe the complex stress states in industries. Therefore, it can
be a better solution to predict the fatigue life and composite use of FRP considering
low temperature and compression stress states in the future.
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Abstract: In order to clarify the fracture behavior of a unidirectional CFRP under proportional loading
along the fiber (0◦) and fiber vertical (90◦) directions, a biaxial tensile test was carried out using a
cruciform specimen with two symmetric flat indentations in the thickness direction. Three fracture
modes were observed in the specimens after the test. The first mode was a transverse crack (TC),
and the second was fiber breakage (FB). The third mode was a mixture mode of TC and FB (TC&FB).
According to the measured fracture strains, regardless of the magnitude of the normal strain in the 0◦

direction, TC and TC&FB modes occurred when the normal strain in the 90◦ direction, εy, ranged
from 0.08% to 1.26% (positive values), and the FB mode occurred when εy ranged from −0.19% to
−0.79% (negative values). The TC&FB mode is a unique mode that does not appear as a failure mode
under uniaxial tension; it only occurs under biaxial tensile loading. Biaxial tensile tests were also
conducted under non-proportional loading. The result showed three fracture modes similarly to the
proportional loading case, each of which was also determined by the positive or negative value of
εy. Thus, this study reveals that the occurrence of each fracture mode in a unidirectional CFRP is
characterized by only one parameter, namely εy.

Keywords: carbon fibers; epoxy resin; unidirectional laminate; biaxial test; fracture mode

1. Introduction

Carbon fiber-reinforced plastics (CFRPs) are a composite material with excellent
specific strength and stiffness, superior to those of other synthetic fiber-reinforced plastics;
they are used in various industrial fields, such as aerospace, automobiles, construction
materials, and so on. Needless to say, materials in practical use as structural members
are inevitably subjected to multi-axial loading, and CFRPs are no exception. The failure
phenomena of CFRPs under multiaxial stresses are complicated because the mechanical
properties vary greatly depending on the direction of loading due to its strong orthogonal
anisotropy and include many interactive damage modes, such as fiber breaks, matrix
fracture, interfacial debonding, delamination, and fiber kinking [1–7]. The above modes
interact in a complex manner, eventually leading to fractures in the CFRPs.

Although CFRPs are generally applied in a laminated form, representative data on
their mechanical properties are published as results obtained from uniaxial tensile tests of
a unidirectional form [8]. As is widely known, when unidirectional CFRPs are subjected
to tensile loading in the direction of the fiber axis (0◦ direction), individual fiber breaks
accumulate and eventually lead to material failure. In contrast, tensile loading in the fiber
vertical axis (90◦ direction) results in transverse cracking, thereby bisecting the material.
The question then arises: What kind of fracture behavior is observed when tensile loading
occurs simultaneously in the 0◦ and 90◦ directions? Such fracture behavior should be of
interest, but for some reason has not been discussed. The reason, the authors presume, is
that although the biaxial tensile loading test has been successfully conducted on laminated
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CFRPs, it is difficult to perform for unidirectional CFRPs. According to the authors’
experience, the CFRP does not fracture in the region working on biaxial tensile stresses, but
it does in the uniaxial loading portion along the 90◦ direction when the specimen shape
is a cruciform, as shown schematically in Figure 1. In fact, there are very few papers that
address biaxial tensile loading tests of unidirectional CFRPs in the 0◦ and 90◦ directions.
On the other hand, various failure criteria [9–13] have been proposed for the fracture
of unidirectional fiber composites, and many computational simulations [14,15] as well
as continuum damage mechanics models [16–19] have been applied. Their validity has
been confirmed by comparing experimental data, such as off-axial tests [9,10,12,13], axial
tension/transverse compression biaxial loading [13], tension or compression/shear biaxial
loading [13,19], transverse tension [20] or compression [21], axial tension and transverse
compression [22], in-plane [23] or out-of-plane shear [24], and so on. However, there are
only a few comparisons using biaxial tensile loading tests [13,19], and those are based on
data from Soden et al. [25] for unidirectional E-glass/epoxy, with no comparison to CFRP.
As with the aforementioned fracture behavior, there is currently insufficient information on
stress and strain at fracture under biaxial tensile loading.

Figure 1. Schematic of fracture mode under T-T loading in a unidirectional CFRP (the fracture does
not occur in the biaxial tensile stress area).

Cruciform specimens are often used to determine the mechanical properties of CFRPs
under biaxial tensile loading. However, most of the papers have been conducted on CFRP
laminates, such as cross-ply and angle-ply [26–30], and there are few papers that apply the
cruciform specimens to unidirectional CFRPs. The only reported paper is the case where
the specimen was tensile-loaded from two transverse directions perpendicular to the fiber
axis [31]. Meanwhile, the shape of the biaxial test specimen has been studied according
to the loading conditions as follows. Goto et al. [32] investigated the tensile strength of
a unidirectional CFRP laminate in the 0◦ direction subjected to compressive loading in
the 90◦ direction. The specimen used was dumbbell-shaped, but the two surfaces on both
sides subjected to transverse compressive loading were simple planes. Rev et al. [33]
proposed a thin-ply specimen composed of angle-ply and unidirectional CFRP, where an
in-plane biaxial stress state of longitudinal tension and transverse compression is induced
in the central 0◦ layers by the scissoring deformation of the angle-plies. The mechanism
of transverse compressive loading differs from that of Goto et al., but the specimen also
has a long strip shape in the 0◦ direction. Potter et al. [34] and Kang et al. [35] conducted
a biaxial compression test on CFRP laminates. In this test, square-shaped specimens
were used to apply compressive loads simultaneously from four directions. Thus, the
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specimen shape used for biaxial tests differs between tension–compressive loading (T-C
loading) and compression–compressive loading (C-C loading). From such a background,
the authors developed a unique unidirectional CFRP specimen for tension–tension loading
(T-T loading) and succeeded in fracturing it in its biaxial tensile loading area [36].

The purpose of this study is to characterize the fracture modes of a unidirectional
CFRP under proportional and non-proportional T-T loading, using the developed cruciform
specimens. This study also aims to investigate the relationship between the fracture behav-
ior and the strains in the 0◦ and 90◦ directions by measuring them at fracture. The results
showed that three different fracture modes, namely transverse crack (TC), fiber breakage
(FB), and TC including FB (TC&FB), were observed in both T-T loading tests. In addition, it
was found that TC and TC&FB modes occurred when the strain in the 90◦ direction was
positive, regardless of the difference in the two loading tests. However, the strains in the
90◦ direction (denoted as εy) causing the TC&FB mode, were clearly lower than those of
the TC mode. This fact implies that the maximum strain criterion [37] is not applicable for
the unidirectional CFRP under T-T loading. The strain range for the FB mode occurrence
was also clarified, such that this mode occurred only when εy was negative, despite the fact
that the FB and TC&FB modes were comparable in strains in the 0◦ direction (denoted as
εx). Thus, this study reports that the occurrence of each fracture mode is characterized by
only one parameter εy.

2. Materials and Methods

2.1. Materials

The reinforcing material used was PAN-based carbon fiber tows (TR50S 12L and 15L
supplied by Mitsubishi Chemical Corporation, Tokyo, Japan). The carbon fibers are hereafter
abbreviated as CFs. For the matrix resin, epoxy EP-4901 (ADEKA Co., Ltd., Tokyo, Japan) was
used as the resin base, and Jeffarmin T-403 (Huntsman International LLC, The Woodlands,
TX, USA) was used as the hardener. The epoxy resin base and hardener were mixed at the
manufacturer’s recommended mixing ratio of 100:46. The obtained mixture was degassed
using a vacuum dryer and injected into the mold by hand, as described in Section 2.2.
The properties of the CF tows and epoxy resin are shown in Table 1. The properties of
the epoxy resin were obtained by tensile test in the authors’ laboratory.

Table 1. CF tow [38] and matrix resin properties.

Constituent
Material

Density
[Mg/m3]

Filament
Diameter

[mm]

Tensile
Strength

[MPa]

Young’s
Modulus

[GPa]

Fracture
Strain [%]

σ0.2

[MPa]
H’

[MPa]

CF tow 1.82 7 4900 235 - - -

Epoxy resin 1.16 - 65.2 3.2 5.0 48.0 447

σ0.2: 0.2% proof stress, H′: Linear plastic work hardening coefficient.

2.2. Preparation Method of Cruciform Specimen

A cruciform specimen has been used for T-T loading tests on such laminates as cross-
ply and angle-ply [26–30]. The present study applies this specimen to a unidirectional
CFRP. According to these papers [26–30], conventional cruciform specimen shapes have
a circular or square indentation referred to as ‘gauge area’ in the center. The authors also
attempted to make this indentation and to fracture it at the center where the biaxial tensile
load occurs, but it often broke prematurely at the arm. Through trial and error, we found
that by embedding the CFRP laminae in the center of the resin outside the gage area and
making it longer in the fiber direction, all fracture modes shown later occurred within the
gauge area without arm fracture. Thus, the shape of the gauge area differs from that of the
above papers.

In the design of the cruciform specimen, the thickness dimension of the gauge area
was determined such that the specimen is fractured in the 0◦ direction within the load
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capacity of the biaxial testing machine used. In other words, since the number of CF tows is
adjustable according to the capacity, the dimension can simply be calculated. The numbers
of CF tows used were three for the 12L CF tow and two for the 15L CF tow, respectively.
To achieve specimen preparation with such a gauge area, a pair of convex aluminum parts
with flat top and bottom surfaces were used, as shown in Figure 2. The shape and aspect
ratio of the convex parts are empirically optimal. In the gap between the two parts, resin
pre-impregnated CF tows are aligned with physical restraints, as mentioned later. The gap
distances between the two convex parts are designed to be 0.45 mm for the 12L CF tow and
0.3 mm for the 15L CF tow, respectively.

  

 

(a) (b) (c) 

Figure 2. Convex parts to form gauge area. (a) Convex parts [36]; (b) shape and dimension of the
convex part for 12L CF tow (unit: mm); (c) shape and dimension of the convex part for 15L CF tow
(unit: mm). Note: The detail of A in (c) is the same as in (b).

The preparation method of the cruciform specimen is described in detail in the previ-
ous report [36], but this paper provides an outline. First, a convex part was glued to the
center of the glass plate, which was placed into a stainless-steel frame with L-shaped metal
fittings (Figure 3a). Then, a Teflon-die fixing frame was slid into them, and a Teflon-die
cut out in a cruciform shape was placed into the frame, as shown in Figure 3b,c. Next, the
prepared epoxy resin was impregnated to the CF tows. In order to place the CF tows in the
center of the thickness direction, a 9.8 N weight was suspended at both ends to tension the
CF tow, as shown in Figure 3d. This weight was adopted through several attempts in order
to achieve a tension that did not loosen the CF tows and which was negligible in fracture
load. During this process, air bubbles were generated, so the CF tows were degassed with
a vacuum pump in the state shown in Figure 3d. After that, the epoxy resin was again
poured into the Teflon-die (Figure 3e), and another glass plate, with the convex part of the
counterpart shown in Figure 3f, was placed in the stainless-steel frame to avoid air bubbles.
The entire apparatus, including the material before curing, was placed in a thermostatic
dryer and cured for 24 h at 25 ◦C and post-cured for 6.5 h at 60 ◦C. The appearance of
the resultant cruciform specimen is shown in Figure 4a, and its dimensions and shape are
shown in Figure 4b. Figure 5 shows a typical fiber vertical cross-section of CFRP filled in
the ‘gap’ described above. Although there is some variation in the fiber dispersion, it can
be confirmed that large-scale resin-rich areas occurring between laminae are not found on
the specimen surface due to the constraint by the convex parts.
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Figure 3. Schematic of cruciform specimen preparation procedure.(a) Set glass plate and position
convex part in the center. (b) Set Teflon-die fixing frame. (c) Set cruciform Teflon-die. (d) Set pre-
impregnated CF tows and fixation with weights. (e) Pour resin. (f) Set another glass plate. In (f), the
counterpart convex part is attached to the back side of the glass plate.

 
 

(a) (b) 

Figure 4. Cruciform specimen developed for the T-T loading test [36]. (a) Completed cruciform specimen;
(b) shape and dimension used for the 12L CF tow (unit: mm). A-A bold line means cross section.
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Figure 5. Transverse cross-section in gauge area of the cruciform specimen using the 12L CF tow.

Since the thickness of the CFRP cross-section is considered to be approximately equal
to the gap distance described above, and the widths are both 7 mm, the fiber volume
fractions are, respectively, calculated to be 44.0% and 55.0% for the 12L and 15L CF tows.

2.3. Stress Distribution

It was also demonstrated in reference [36] that the stress distributions in the fiber and
fiber vertical directions at the gauge area are nearly uniform when using general-purpose
finite element analysis software (ANSYS, ver. 18.0). The simulation results are summarized
below. Figure 6 shows the element mesh of the gauge area and its vicinity used in the
analysis, where the model shape is a 1/8 model in consideration of the symmetry of the
specimen. The element type used is a linear tetrahedral element. The model consists
of two areas, namely CFRP and epoxy areas, which constitute the cruciform specimen.
The numbers of nodes and elements are 55,740 and 24,780, respectively. The material prop-
erties of CFRP were set as an orthotropic elastic material, and those of epoxy were chosen
as an isotropic elastoplastic material. The material properties of the epoxy were based on
the stress–strain diagram of the epoxy resin used for the specimens, and the multilinear
approximate isotropic hardening law was applied for the plastic region. The interfacial
contact between the CFRP and epoxy was assumed to be fully bonded, and the deformation
perpendicular to the symmetry plane was constrained. The load boundary condition was
applied at the ends of the specimen along x- and y-axes. The material constants used in the
simulation are shown in Table 2.

x 

y z 

Figure 6. Finite element mesh applied for the cruciform specimen (CFRP: peacock blue area and
bottom area under the epoxy. Epoxy: lime green area).
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Table 2. Material properties of CFRP used for the 12L CF tow.

E1 = 112.8 [GPa] ν12 = 0.38 G12 = 6.0 [GPa]

E2 = 6.6 [GPa] ν13 = 0.38 G13 = 6.0 [GPa]

E3 = 6.6 [GPa] ν23 = 0.49 G23 = 2.2 [GPa]
E: Young’s modulus, ν: Poisson’s ratio, G: shear elastic modulus. Subscripts 1, 2, and 3 correspond to the x-, y-,
and z-axes, respectively.

Figure 7a,b show the stress distributions, σx and σx, along the x- and y-axes, respec-
tively. In this simulation, the loads, 1000 N and 100 N, were, respectively, applied at the
ends of the x- and y-axes as boundary conditions. Although some stress concentration
occurred at the border between the flat CFRP and the inclined epoxy areas, the stress distri-
butions in the gauge area were stable without extreme variation, as shown in both figures.
Table 3 shows the ranges in the gauge area of the simulated maximum and minimum
stresses under various boundary conditions. It is found from Table 3 that the ranges do not
have a large variation. Thus, the cruciform specimen shown in Figure 4 was used.

 
(a) 

 
(b) 

Figure 7. Simulation results of stress distributions, σx and σy (the unit of the numbers next to the
color display is MPa, and the top and bottom are the maximum and minimum values, respectively).
(a) Stress distribution of σx; (b) stress distribution of σy .
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Table 3. Ranges in the gauge area of the computed maximum and minimum stresses.

Applied Loads Simulated Stresses

Fx [N] Fy [N] σx [MPa] σy [MPa]

50 100 3.7–6.8 6.6–10.4

100 100 17.7–20.5 6.6–10.1

200 100 45.5–48.1 6.6–9.6

400 100 101–103 6.4–8.5

800 100 210–212 6.1–6.6

1000 100 267–279 5.2–6.2

1400 100 377–380 3.5–5.8

1000 - 285–286 0.06–0.52

2.4. Biaxial Tensile Test

For the biaxial tensile test, a biaxial tension and compression testing machine (man-
ufactured by Kisan Chemical Engineering & Works Co., Ltd., Yamaguchi Shunan, Japan,
with a capacity of 10 kN in each axis) shown in Figure 8a was used. The machine has
independent structures on the x-axis and y-axis, and is equipped with a motor and a load
cell at the bases of both the x-axis and y-axis. The power of each motor is transmitted
to each shaft through gears, and the y-axis base moves along the rail when the tensile or
compressive load is applied to the x-axis, and vice versa. The load conditions were set by
changing the displacement speed ratios of the x- and y-axes cross-heads. Table 4 shows
the loading conditions applied by changing the cross-head speed. The U10 condition is a
uniaxial tensile test using a cruciform specimen with the y-axis arm of the 90◦ direction cut
off. On the other hand, it is known that the fiber end-face effect often appears in uniaxial
tests in the fiber vertical direction. Hence, the loading condition on the y-axis that results
in zero stress in the 90◦ direction was estimated in advance by the finite element analysis
software, and the cruciform specimen was used as it is. B114 corresponds to this condition.

Table 4. Proportional biaxial tensile loading conditions.

Loading Condition
Cross-Head Speed

Cross-Head Speed Ratio
x-Axis [mm/s] y-Axis [mm/s]

B11 0.01 0.01 1:1

B21 0.02 0.01 2:1

B31 0.03 0.01 3:1

B41 0.04 0.01 4:1

B51 0.05 0.01 5:1

B12 0.01 0.02 1:2

B114 0.01 0.14 1:14

U10 0.01 - -
x-axis: 0◦ direction, y-axis: 90◦ direction.

Non-proportional tests were also conducted in this study, in which several arbitrary
loads were applied in the x-axis first; the loads were then fixed, and the y-axis loading
started and continued up to the specimen’s fracture. This condition is denoted as X1Y2.
Another condition, denoted as X2Y1, is the case when the order of loading is the reverse of
X1Y2. Both of the cross-head speeds were set as 0.01mm/s.

To measure strains along the 0◦ and 90◦ directions, a biaxial superimposed strain
gauge (KFGS-1-120- D16-11, Kyowa Electronic Instruments Co., Ltd., Tokyo, Japan) was
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attached to the center of the gauge area, as shown in Figure 8b. The measurement was
carried out until the specimen was fractured.

 

 
 

(a) (b) 

Figure 8. Biaxial tensile and compressive testing machine. (a) Top view of the biaxial tensile and
compressive testing machine; (b) Top view after mounting the cruciform specimen attached with
the biaxial strain gauge. This product consists of two uniaxial strain gages, which are placed
perpendicularly to each other.

3. Results and Discussion

3.1. Fracture Modes

After the proportional and non-proportional T-T loading tests, the gauge areas of the
fractured specimens were observed visually. It was found that there were three types of
fracture modes. The first is the transverse crack (referred to as TC), in which a single crack
runs along the fiber direction, as shown in Figure 9a,b. This fracture mode was observed in
all specimens under B11, B12, B114 conditions, and in several X1Y1 conditions. In B11, there
were several specimens in which the main crack branched and secondary cracks occurred
in the resin, as shown by the arrows in Figure 9a. The second mode appeared such that the
TC occurred within the gauge area but did not extend so much to the outside. In addition,
cracks perpendicular to the fibers are observed at two locations just outside the gauge
area, as shown in Figure 9c,d. This is undoubtedly a fracture mode due to fiber breakage
(referred to as FB). This mode is referred to as TC&FB, which was observed in all specimens
under B21 and B31 conditions, and under several X1Y2 conditions. The TC&FB mode
is a unique mode that does not appear under uniaxial tension; instead, it only appears
under biaxial tensile loading. The third one is only the FB mode, as shown in Figure 9e,f,
which was observed in most of the specimens under B41 and B51 conditions and in all the
specimens under U10 and X2Y1 conditions.
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(a) (b) 

  
(c) (d) 

 

 
(e) (f) 

Figure 9. Various fracture modes under biaxial tensile loads of the cruciform specimens. (a) TC mode
(B11) [36]; (b) TC mode (X1Y2); (c) TC&FB mode (B31) [36]; (d) TC&FB mode (X1Y2); (e) FB mode
(B51) [36]; (f) FB mode (X2Y1). The arrows in (a) indicate resin cracks.

Table 5 shows the average fracture loads Fx in the 0◦ direction and Fy in the 90◦
direction for proportional loading conditions along with fracture modes. Fy values of B41
and B51 showing the FB mode were lower than those in the other loading conditions,
which suggests that the FB mode was mainly caused by Fx. On the other hand, the Fx of
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B31 was close to the Fx of B41, and the Fy of B31 was also close to the Fy of B11 and B12.
Such results imply that it is not clear which mode (FB or TC) occurs first in the FB&TC
mode. Due to the capacity of the instrument used in this study, the strain measurement
interval was set to 5.0 μs. Unexpectedly, at the time of fracture of the specimens, both
strains on the x- and y-axes changed at the same time within the above interval. This fact
means that it is difficult to distinguish which mode occurred first. Nevertheless, we believe
that in the TC&FB mode, TC occurs first. As mentioned above, the FB in the TC&FB mode
occurred at two outside locations where the thickness was larger than the gauge area, but
there was no case where two FB modes appeared individually without the TC mode. Also,
there was no FB mode at only one location outside the gauge area. If FB mode(s) occur first
on the outside, such specimens without the TC mode should exist. However, the TC was
always present in the gauge area. To rephrase the above, it is reasonable to conclude that in
TC&FB mode, TC occurs prior to FB and the occurrence of TC triggers FB a moment later.

Table 5. Average fracture loads along x- and y-axes under proportional loading.

Loading
Condition

Number of
Specimens

Fracture Loads [N]
Fracture Mode

Fx Fy

B11 3 3292 835 TC

B21 3 5728 818 TC&FB

B31 3 7457 773 TC&FB

B41 3 7415 595 FB *

B51 3 8058 567 FB

B12 3 1608 825 TC

B114 3 235 685 TC

U10 3 7318 0 FB
CF tows used are all 12L; * one of the specimens is unknown.

Thus, we suggest the formation process of the TC&FB mode, as shown in Figure 10.
Since B21 and B31 conditions provide large loads in the 0◦ direction, local single fiber-breaks
are able to occur, and subsequent fiber–matrix interfacial debonding easily occurs due to
another loading in the 90◦ direction. As a result, although the fracture approaches the
FB mode, such multiple localized debonding can also cause the TC mode even at smaller
strain levels than B12 or B11. Once TC occurs, it propagates instantaneously, as shown
in Figure 10a,b. After that, the crack propagates outside the gauge area at high speed, as
shown in Figure 10c. In general, cracks of rigid polymers are known to branch not only
under uniaxial tensile loading but also under biaxial tensile loading [39,40]. In this case,
the crack also branches at the epoxy area. Finally, the tensile stress along the 0◦ direction
greatly increases at the two branching locations, as shown in Figure 10d, where two FB
modes occur instantaneously.

Table 6 shows the fixed loads and the average fracture loads for non-proportional loading
conditions along with fracture modes. The fracture load Fx of X2Y1* showing the FB mode
is almost at the same level as those of the proportional condition, but the Fx values of X2Y1
are lower than those in the proportional loading conditions, irrespective of the fixed load Fy.
This is because the number of tows is reduced from three to two in the specimen using the 15L
CF tow. Since the ratio of the total numbers of monofilaments is 6:5 for the 12L CF tow to 15L,
6605 N and 6535 N of Fx in the X2Y1 conditions are, respectively, estimated as 7926 N and
7842 N at the same number of monofilaments. Thus, we can say that these values correspond
to fracture loads of the FB modes measured at the proportional loading.
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Figure 10. Schematic of the TC&FB formation process. (a) Initial state; (b) TC occurrence in the gauge
area; (c) TC propagation outside the gauge area; (d) TC branching followed by two FB modes.

Table 6. Average fracture loads along the x- and y-axes under non-proportional loading.

Loading
Condition

Number of
Specimens

Fixed Load [N] Fracture Load [N] Fracture
ModeFx Fy Fx Fy

X2Y1 * 3 - 460 7203 - FB

X2Y1 1 - 610 6605 FB

X2Y1 1 - 420 6535 FB

X1Y2 1 5515 - 890 TC&FB

X1Y2 3 4500 - 807 TC&FB

X1Y2 2 2265 - 813 TC

X1Y2 7 2200 - - 853 TC

X1Y2 2 500 790 TC
CF tow used is 12L for X2Y1 * only; it was15 L for all others.

TC&FB modes were obtained under several X1Y2 conditions, at which the fracture
loads of Fy are close to the fracture loads obtained under B21 condition. TC modes were
also obtained under several X1Y2 conditions, at which the fracture loads of Fy are also
similar to the fracture loads under the B11 and B12 conditions. According to Reuss’ model
and other models, Young’ modulus along the fiber vertical direction of a unidirectional
lamina is insensitive to changes in the fiber volume fraction up to about 60% [41,42].
Therefore, the fracture loads showing TC and TC&FB modes may be at a similar level
to those of proportional loading despite the different volume fraction, if the fracture
mechanism of the two CFRP specimens is the same. In any case, it is concluded from the
above results that the same fracture modes appear at similar fracture loads, regardless of
the difference in the loading history.

3.2. Strain Histories and Fracture Strains

The results of the strain measurements of the unidirectional CFRP cruciform specimens
under proportional T-T loading are shown in Figure 11. The horizontal and vertical axes, εx
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and εy, in the figure are, respectively, strains along the 0◦ and 90◦ directions measured up
to fracture. As can be seen from the εx − εy curves of the B21, B31, B41, and B51 conditions,
the specimens initially behave with a linear deformation and then change slightly to the
positive side of εy as they approach the final fracture. On the other hand, B141, B12, and
U10 behave almost linearly up to fracture. The fracture modes were the TC mode for
the B141, B12, and B11 conditions, and the TC&FB mode for the B21 and B31 conditions.
The FB mode appeared with the B41, B51, and U10 conditions. Despite these differences
in fracture modes, the slight changes in εy in the B21, B31, B41, and B51 conditions are
considered to be attributed to the nonlinearity of the matrix resin caused by tensile loading
on the y-axis. This means that these are the conditions under which the matrix is greatly
deformed plastically. In fact, when the neat epoxy resin used for the matrix was tensile-
tested, plastic deformation was observed. Since the plastic work is stored in the specimen
during deformation, it is inferred that a greater release energy is required to fracture the
specimen, resulting in a complex fracture mode, such as TC&FB. It should be noted here
that a positive εy at the final fracture always shows the TC or TC&FB modes. That is
satisfied even if the specimen exhibits a partially negative strain during the deformation
process, as can be seen in B31. On the other hand, if the change in εy remains negative, the
fracture modes appeared as FB.

 

 

Figure 11. Typical εx − εy diagrams under proportional biaxial loading. (The “×” in the figure
indicates a fracture).

Typical εx − εy diagrams under non-proportional T-T loading are shown in Figure 12a,b
for the X1Y2 and X2Y1 conditions, respectively. The former condition caused the TC mode,
while the latter resulted in the FB mode. In each figure, the initial deformation occurs in
two directions due to the Poisson effect despite the fact that the load is first applied along a
single axis. It is found from these figures and the observation results that the fracture mode
is determined by the positive or negative value of εy, as in the proportional loading test.
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(a) 

(b) 

ε

ε

 

ε

ε

Figure 12. Typical εx − εy diagrams under non-proportional biaxial loading. (a) X1Y2 condition;
(b) X2Y1 condition. (The “×” in the figure indicates a fracture).

We next discuss the transition point from the TC&FB to FB modes through the fracture
strain data. Figure 13 shows the fracture strains of the cruciform specimens under propor-
tional T-T loading with filled symbols. It is confirmed that when the fracture strain εy is
in the range 0.60 to 1.26%, the fracture mode is the TC mode. The strains εy causing the
TC&FB mode are in the range of 0.08 to 0.50%. Although these strains are all positive, those
of the TC&FB mode are given with smaller εy. This difference signifies that the maximum
strain criterion [37] is not satisfied. On the other hand, when the strain εy is in the range
of –0.19 to −0.79%, the fracture mode is FB. All specimens of U10 showed the strain εy as
being less than −0.50%. The results of fracture strains derived from the non-proportional
loading test are added to Figure 13 with open symbols. It can be seen that the strains are
distributed in a similar range to the proportional loading case. It is also found that FB
modes appear when εy is negative, and TC and TC&FB modes occur when εy is positive.
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Figure 13. Fracture strains of cruciform specimens under proportional and non-proportional loading.
Note: The number overlapping an open circle near the vertical axis is 0.5.

In general, the fiber breakage condition is significantly important, because it deter-
mines the load-bearing capacity of structural members. Although Hashin’s or the maximum
stress failure criterion has been used as the condition in many theoretical models and nu-
merical simulations [7,11–16], the above results newly show that εy is the key point when
the members are under biaxial tensile loading. In other words, even if the simulated stresses
reach the fiber breakage condition, attention should be paid to the phenomenon that a
positive εy does not generate isolated FB modes, but rather TC&FB first.

Thus, the fracture modes depend on the positive or negative value of εy, irrespective
of the loading conditions. This leads to the conclusion that the transition of the fracture
modes occurs when εy is 0%. This is achieved without any difference in εx, as seen in the
comparison of B31 and B41. Unlike C-T and T-C loading, T-T loading is a combined loading
condition that mutually constrains deformation. Therefore, when high tensile loads are
applied in the x-axis as in the B41 and B51 conditions, compressive deformation due to the
Poisson effect is dominant in the 90◦ direction rather than tension. The εy increases further
in the negative direction as the fiber–axis tension continues; hence, the TC mode no longer
occurs. The tensile load then continues to be applied, and eventually the FB mode occurs.

The evaluation of fracture stress in the gauge area was not carried out in this study,
but this is an issue to be covered in the near future, along with the proposal of the fracture
criterion of unidirectional CFRPs under T-T loading.

4. Conclusions

The failure behavior of unidirectional CFRPs subjected to biaxial tensile loading in the
0◦ and 90◦ directions has not been experimentally clarified prior to this study. Therefore,
the fracture behavior of the specimens was investigated under various proportional and
non-proportional T-T loading conditions using a new cruciform specimen for tension–
tension loading (T-T loading) developed for a unidirectional CFRP. The results obtained are
summarized as follows:

(1) Biaxial tensile fracture of the unidirectional CFRP is enabled by a cruciform specimen
with a gauge area longer in the fiber direction than in the fiber vertical direction at the
center. This is applicable regardless of proportional or non-proportional loading.

(2) There were three fracture modes in the specimens: a transverse crack (TC), fiber
breakage (FB), and both modes (TC&FB) occurring simultaneously. The TC&FB mode
is a unique mode that does not appear in the fracture modes under uniaxial tension
(FB and TC), but only under biaxial tensile loading.

(3) Under several conditions of proportional loading, the failure loads in the 0◦ direction,
indicating the FB and TC&FB modes, were almost identical. In another condition, the
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fracture loads in the 90◦ direction, indicating the TC and TC&FB modes, were close to
each other. From the aspect of fractured specimens, it was finally inferred that the TC
occurred before FB, and the occurrence of the TC triggered FB instantaneously.

(4) The TC and TC&FB modes occurred when the strain in the 90◦ direction, εy, was
positive. On the other hand, the FB mode occurred when εy was negative despite the
fact that FB and TC&FB modes showed almost the same strains in the 0◦ direction.
It was concluded that the occurrence of each fracture mode is characterized by only
one parameter, namely εy.
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Abstract: An interlayer nanocomposite (CC@rGO) consisting of a graphene heterojunction with CoO
and Co9S8 was prepared using a simple and low-cost hydrothermal calcination method, which was
tested as a cathode sulfur carrier for lithium-sulfur batteries. The CC@rGO composite comprises a
spherical heterostructure uniformly distributed between graphene sheet layers, preventing stacking
the graphene sheet layer. After the introduction of cobalt heterojunction on a graphene substrate,
the Co element content increases the reactive sites of the composite and improves its electrochemical
properties to some extent. The composite exhibited good cycling performance with an initial discharge
capacity of 847.51 mAh/g at 0.5 C and a capacity decay rate of 0.0448% after 500 cycles, which also
kept 452.91 mAh/g at 1 C and in the rate test from 3 C back to 0.1 C maintained 993.27 mAh/g. This
article provides insight into the design of cathode materials for lithium-sulfur batteries.

Keywords: graphene; nanocomposite; heterojunction; lithium-sulfur battery

1. Introduction

Lithium-ion batteries have been studied extremely extensively over the past few
decades and are used in portable and mobile electronic devices [1,2]. However, the theoret-
ical energy density of 300 Wh/kg cannot meet the requirements of the growing new energy
storage field. Therefore, lithium-sulfur batteries are considered one of the most competitive
energy storage devices for the next generation due to their high theoretical specific capacity
(1675 mAh/g), energy density (2600 Wh/kg), and the significant advantages of their active
substance sulfur such as non-toxicity, low cost and wide source [3]. Despite the above
advantages, lithium-sulfur batteries are still hampered by the intrinsic disadvantages of
sulfur in the application process. The sulfur’s extremely poor intrinsic conductivity, a
large volume change rate during charging and discharging, and the “shuttle effect” caused
by soluble polysulfides all cause unstable electrode structure, short cycle life, and low
Coulomb efficiency [4–6].

Various strategies have been proposed to overcome these challenges, including well-
designed cathodes, modified separators, and new-developed electrolytes [7]. In the cathode
material design, the use of conductive carbon materials, the design of nanostructured
sulfur cathodes, and the incorporation of polar metal materials are the most common and
widely used methods. Conductive carbon materials, such as carbon nanotubes [8–12]
and graphene [12–16], can encapsulate polysulfides in the internal pores by physical ad-
sorption [17]. However, the interaction between non-polar carbon materials and polar
polysulfides is weak and cannot inhibit the diffusion of polysulfides in the long cycle
process [18,19]. Although heteroatom doping can effectively polarize the surface of carbon
materials [20–22], the concentration of existing doping methods is too low to play a role
in sulfur fixation. As for polar materials such as metal oxides, they can effectively trap
and transform polysulfides due to the strong bonding between them and sulfur, but there
are disadvantages such as their poor electrical conductivity and too-strong bonding with
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polysulfides [19,23,24]. In contrast, polar materials such as metals, metal sulfides, and
metal phosphides have high conductivity, however, they have poor adsorption capacity for
polysulfides compared to metal oxides [25–27], which limits the conversion of polysulfides
for multiple uses. Therefore combining metal oxides and metal sulfides and forming hetero-
junctions is a promising strategy [28]. Different strategies for synthesizing heterojunctions
have been continuously proposed, including SnO2-SnS2 [29], Mn3O4-MnS [30], and Co3O4-
CoP [31]. For instance, Wang et al. synthesized SnO2-SnS2 nanosheet heterojunctions to
determine for the first time the interfacial effect in lithium-sulfur batteries, which improved
the diffusion efficiency of ions and significantly accelerated the redox reaction [29]. Qin
et al. designed metal–metal three-layer hollow spheres as sulfur carriers and utilized the
separated spatial constraints of the hollow multishell structure to fully utilize the active sites
and the built-in electric field, and the assembled cells had remarkable cycling performance
and rate performance [30]. Zhang et al. synthesized CC on carbon nanotubes, combining
the strong adsorption of oxides with the conversion of phosphides to prepare a composite
material with superior electrochemical properties [31]. Most of these studies focus on
the structural design and material selection of heterojunctions, while simple and low-cost
preparation of heterojunction–carbon materials has been rarely investigated. Therefore, it
is instructive to develop heterojunction-carbon materials with reasonable structures and
study them for the development of cathode materials for lithium-sulfur batteries.

This study presents a hydrothermal–calcination method for synthesizing rGO-CoO/Co9S8
heterojunction composite nanomaterials (CC@rGO). CoSO4, graphene, and chitosan were used
as the Co source, carbon source, and supplementary carbon source, respectively. The Co2+

ions were assembled with negatively charged functional groups on graphene oxide through
electrostatic adsorption, followed by a hydrothermal-high temperature reduction to generate
CoO/Co9S8 heterojunctions uniformly distributed between graphene lamellae. The CC@rGO
electrode exhibited excellent cycling stability and rate performance, thanks to graphene’s large
surface area and numerous ion-electron transport channels, the built-in accelerating electric
field of CoO/Co9S8, and the ability to trap and transform polysulfides. This study provides
valuable insights into the potential application of carbon material–metal compound composites
in lithium-sulfur battery cathode materials, which may lead to the development of more efficient
and sustainable energy storage systems.

2. Experimental

2.1. Preparation of GO

Graphene oxide was prepared by modified Hummer’s method. Two grams g scaled
graphite powder were added to 250 mL of a mixed acid solution of sulfuric acid-nitric
acid (volume 9:2). A total of 12 g of potassium permanganate was added to it and the
temperature was increased to 50 ◦C (40 min), 60 ◦C (7 h), 90 ◦C (30 min), and finally, 30 mL
of H2O2 was added to it to obtain a bright yellow graphene oxide solution. After being
cooled, the graphene oxide was left to separate, centrifuged to a pH of 7, and finally
freeze-dried, as previously reported by our subject group [32,33].

2.2. Preparation of Co9S8/CoO/rGO

A suspension of graphene oxide was prepared (1.5 mg/mL, solution A), then 2 g of
cobalt sulfate and 0.3 g of chitosan were added to 50 mL of deionized water (solution B), and
A and B were homogeneously mixed, and transferred to a PTFE-lined reactor, hydrother-
mally heated at 180 ◦C for 12 h. The precursor powder was obtained by freeze-drying. The
black powder (Co9S8/CoO/rGO, abbreviated as CC@rGO) was obtained by calcination
at 500 ◦C for 2 h in the Ar atmosphere. rGO samples were made by the same procedure
without the addition of cobalt sulfate and chitosan.

2.3. Preparation of Battery Cathode

The monomeric sulfur was mixed with the sample at a mass ratio of 7:3 and then
molten at 155 ◦C for 12 h. The active material, conductive agent (Super-P), and binder
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(PVDF) were ground at 7:2:1 and added to a certain amount of NMP, and stirred for 12 h to
make a slurry, coated on carbon-coated aluminum foil, dried at 60 ◦C for 12 h, and then
stamped into a 12 mm × 12 mm circular positive electrode by a press.

2.4. Material Characterizations

The microscopic morphology of the samples was observed by scanning electron
microscopy (SEM, TESCAN MIRA LMS, Brno, Czech Republic) as well as elemental
analysis (EDS, TESCAN MIRA LMS, Czech Republic). X-ray diffraction analysis (XRD,
ultima IV, Rigaku, Japan) was used to characterize the sample lattice structure in the
interval 10◦–90◦ at 5◦ per minute. Transmission electron microscopy images (TEM, FEI
Tecnai G2F 20, Hillsboro, OR, USA) were used to obtain the internal microstructure. X-ray
photoelectron spectroscopy images were acquired by K-Alpha (XPS, Thermo Scientific,
Waltham, MA, USA). To obtain Raman spectra, a Renishaw micro confocal laser Raman
spectrometer (633 nm) by HR800 (Raman, HORIBA JobinYvon, Palaiseau, France) was
used. Thermal gravimetric analysis (TG, TA TGA 550, New Castle, DE, USA) was used to
analyze sample sulfur loading. The specific surface area and pore size distribution before
and after modification were analyzed using N2 adsorption and desorption experiments
(BET, Micromeritics 3FLEX, Norcross, GA, USA).

2.5. Electrochemical Measurements

A coin cell (type CR2032) was used for electrochemical testing of the rGO as well as
the CC@rGO. A 12 mm × 12 mm circular positive electrode sheet was assembled into a
cell in a glove box, and the electrolyte used consisted of 1.0 M LiTFSI -DOL: DME with
a 1:1 volume ratio and 2% LiNO3 (dodochemicals.com, accessed on 11 November 2022).
Lithium sheets (Φ15.6 mm, 0.45 mm, China Energy Lithium Co., Tianjin, China) were used
for the negative electrode of the half-cells. Coin cell constant current charge/discharge test
was performed in the voltage window range of 1.7–2.8 V. Electrochemical AC impedance
(EIS) testing, as well as cyclic voltammetry (CV) testing was performed at the Princeton
Electrochemical Workstation (VersaSTAT3, Oak Ridge, TN, USA), with EIS frequencies
ranging from 1 × 10−2 Hz to 106 Hz. Li2S6 adsorption experiments were used to verify the
adsorption capacity of the material (0.05 M Li2S6 dissolved in 1:1 DME: DOL).

3. Results and Discussion

As shown in Figure 1, Co2+ combines with the negatively charged oxygen-containing
functional group on GO under the effect of electrostatic adsorption, and after the removal
of the oxygen-containing functional group by hydrothermal heat, Co2+ fills the oxygen
vacancies generated after the removal of the oxygen-containing functional group and
achieves the uniform distribution of Co2+ among the graphene sheets. After calcination at
500 ◦C, CoSO4 was calcined and reduced to CoO and Co9S8 heterogeneous spheres, which
were uniformly distributed between the graphene lamellae, forming a typical wrapping
structure. Graphene and heterojunction (composed of cobalt oxide and nine cobalt octa
sulfide) composites can not only physically limit the dissolution of polysulfides into the
electrolyte through the porous structure of graphene, but also trap and transform polysul-
fides through the heterojunction, inhibiting the shuttle effect that occurs when polysulfides
shuttle through the diaphragm to the surface of the lithium sheet and react to cause a
decrease in capacity and lifetime.

To prepare CoO/Co9S8@rGO composites, CoSO4/C@GO precursors were prepared
by hydrothermal mixing and calcined to generate CoO/Co9S8@rGO composites (labeled
as CC@rGO).

The compositional analysis of rGO and CC@rGO was carried out using XRD, as shown
in Figure 2a. The diffraction peaks of CC@rGO at 36.49◦, 42.38◦, 61.49◦, 73.67◦, and 77.53◦
mainly correspond to (111), (200), (220), (311), (222) crystallographic planes, respectively,
with the standard card PDF#48-1719 matches (CoO), while the diffraction peaks at 29.38◦,
31.29◦, 52.09◦ correspond to (311), (200), (440) of Co9S8, respectively, proving the generation
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of CoO and Co9S8. rGO exhibits a distinct (002) interface at 26◦, which has the amorphous
broad peak that is amorphous carbon at 26◦. The composites, on the other hand, did not
show a clear broad peak at 26◦, which indicates a clear amorphization trend of graphene
during the carbon thermal reduction process and the disappearance of the broad peak [34].

 

Figure 1. Flow chart of CC@rGO synthesis.

Figure 2. XRD (a) and Raman plots (b) of rGO and CC@rGO.

Raman spectroscopy was performed for CC@rGO and rGO to measure the disorder
of different samples, and the results are shown in Figure 2b. The two broad bands of
CC@rGO appear at 1359 cm−1 and 1600 cm−1, corresponding to the D and G peaks [12,35],
respectively, while the D and G peaks of CC@rGO are shifted to the right at 1335 cm−1 and
1590 cm−1, respectively, which was believed to be due to the addition of heterojunctions that
make the material structure vibrate and shift. The double peaks of CC@rGO at 466 cm−1

and 676 cm−1 were considered to be strong interactions between CoO and Co9S8 [36,37].
Compared to rGO, the ID/IG of CC@rGO is reduced from 1.1 to 1.035 and the defects
of the material are reduced [38]. The addition of Co oxide particles, encapsulated by
graphene, decreases the D peak, which is caused by the lamellar encapsulation property
of graphene on transition metals, and the D peak includes oxygen-containing functional
groups and defects in the material itself [39]. Meanwhile, the 2D peaks of CC@rGO did not
change significantly compared to the 2D peaks of rGO, indicating that the incorporation of
heterojunctions did not lead to the stacking of graphene lamellae.

The microstructure and elemental distribution of rGO and CC@rGO were observed
by scanning electron microscopy and elemental energy spectroscopy, respectively. As
shown in Figure 3e,f, rGO shows a distinct muslin lamellar shape after hydrothermal
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calcination, which is consistent with the morphology of reduced graphene oxide prepared
in the literature, while irregular heterogeneous ellipses or squares formed by CoO and
Co9S8 have uniformly distributed between graphene lamellar layers as seen in Figure 3a–d.
This helps to suppress the stacking of graphene lamellar layers due to van der Waals forces,
increase ion and electron transport channels, and enhance the sulfur-carrying capacity.
Meanwhile, the large specific surface area of rGO provides abundant space for sulfur
loading, which can give full play to the adsorption and conversion ability of polysulfides by
heterojunctions and effectively improve the electrical conductivity of the composites, and
form sulfur cathode composites with stable structures. An elemental analysis of CC@rGO
is shown in Figure 3g, which further demonstrates the uniform distribution of Co, S, and
O in the sample. The homogeneous distribution of Co elements also demonstrates the
binding and homogeneous distribution of Co2+ with oxygen-containing functional groups
on graphene during the hydrothermal process.

Figure 3. SEM images of CC@rGO (a–d) and rGO (e,f) and elemental energy spectrum of Co, O, S (g).
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As shown in Figure 4a,b, the heterojunctions in CC@rGO show irregular ellipses
or squares. The 0.213 nm lattice stripes correspond to the (200) crystal plane of CoO,
while 0.124 nm and 0.175 nm lattice stripes correspond to the (800) and (440) crystal
planes of Co9S8, respectively (Figure 4c–e). This is consistent with the XRD results, which
demonstrate the generation of CoO and Co9S8 and the presence of heterogeneous interfaces.
Due to the interaction between CoO and Co9S8, abundant inhomogeneous interfaces
are formed between their particles, and the built-in electric field induced through the
heterogeneous interfaces helps ions migrate in the lithium-sulfur cell, while graphene
as the substrate provides abundant transport channels and provide support for good
electrochemical performance.

Figure 4. TEM images of CC@rGO (a), HRTEM images of CC@rGO (b), lattice streak analysis, and
SAED diagram of CC@rGO (c–e).

The chemical bonding of the composites was analyzed by XPS. As shown in Figure 5c,
an XPS analysis of CC@rGO samples existed for C, O, S, and Co. Figure 5d shows the
high-resolution peak fitting curves for C1s, having 284.2 eV, 285.58 eV, and 287.83 eV corre-
sponding to the C=C bond, C-O-C bond, and O-C=O bond, respectively [40,41]. Referring
to the high-resolution XPS spectra of Co2p shown, the two peaks at 779 and 795 eV corre-
spond to 2p3/2 and 2p1/2 of Co3+, the peaks at 781.2 and 797 eV correspond to 2p3/2 and
2p1/2 of Co2+, while the two peaks at 785.8 and 802 eV correspond to the satellite peaks
of Co [35,42].
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Figure 5. (a) Elemental spectrum, (b) C spectra, (c) Co spectra, (d) S spectra of CC@rGO.

There are also two sets of satellite peaks (802.08 eV, 785.83 eV) in the S2p high-
resolution spectrum, with peaks at S2p3/2 (161.8 eV) and S2p1/2 (162.8 eV) attributed
to metal-S bonds [35,43]. The two peaks at 163.7 and 165.3 eV were attributed to C-S-C
bonding and C-S bonding, respectively. The remaining peaks at 168.8 and 170 eV represent
the C-SOx-C species [16,41,44]. The multivalent form of Co aids in accelerating the LiPSs
power conversion process during battery discharge.

As shown in Figure 6, both rGO and CC@rGO exhibit type IV desorption curves [45,46],
indicating that both are mesoporous materials and in sheet form. Compared with rGO, the
CC@rGO specific surface area decreased from 49.73 m2/g to 46.112 m2/g after compounding
the heterojunctions due to the incorporation of heterogeneous spheres with a smaller specific
surface area. The pore size (calculation: 4 V/A by BET), on the other hand, decreased from 8.16
nm to 4.46 nm. The smaller pore size will melt the sulfur-loaded process to encapsulate the
sulfur well in the pore channel and maintain sufficient stability. At the same time, during the
melting process, due to the good wettability between carbon and sulfur, sulfur will penetrate
inward through the capillary of carbon, and when the pore size becomes larger, the capillary
force is not enough to let sulfur enter completely. In this way, the small pore size will achieve a
better encapsulation of sulfur as well as a better inhibition of polysulfide diffusion. In addition,
the small pore size will make the sulfur layer on the material surface thinner, improve the
sulfur utilization, and accelerate the electron and ion transfer efficiency; meanwhile, increasing
the contact area of the electrolyte will promote the electrolyte to infiltrate the material, reduce
the interfacial impedance, and finally reduce the electrochemical polarization [47–49].

73



Materials 2023, 16, 4956

 

Figure 6. Desorption curve and pore size distribution of (a) rGO (b) CC@rGO, (c) TG of CC@rGO.

The composites’ large surface area and thin mesoporous structure will make it easier
for the cell’s electrolyte to penetrate the material, which will lower interface impedance,
increase charge exchange efficiency, hasten the conversion of sulfur intermediate species,
and enhance the cell’s electrochemical performance. As shown in Figure 6c, the thermo-
gravimetric curves of CC@rGO in argon atmosphere, the sample starts to lose weight
around 160 ◦C and stops losing weight around 280 ◦C. The results indicate a sulfur content
of 66.7%, which is in general agreement with the sulfur loading of the experimental part.

To characterize the electrochemical performance of the composites with wrapping
structure, a series of electrochemical characterizations were performed for the cells assem-
bled with rGO and CC@rGO, respectively. To characterize the electrochemical properties of
the composites, CC@rGO and rGO were assembled into CR2032 button cells, respectively.
As shown in Figure 7a, compared with rGO with 437.81 mAh/g in the first cycle, CC@rGO
has a high discharge capacity of 847.51 mAh/g in the first cycle, and the decay rate is only
0.0448% per cycle after 500 cycles, which is much lower than that of rGO; this indicates
that CC@rGO has effectively improved the conductivity and structural stability of the
material after the introduction of CoO/Co9S8 heterostructure. It can effectively activate
more sulfur-active material while maintaining good cycling stability and promoting the
kinetic conversion of polysulfides. The cycling test of CC@rGO using 1C cycling current
shows that the first turn discharge capacity is 452.91 mAh/g and the decay rate is 0.0639%
after 500 cycles, which further demonstrates the good structural stability and electrical
conductivity of the composite material.
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Figure 7. (a) 0.5 C cycle plots of CC@rGO and rGO, (b) 1 C cycle plots of CC@rGO, (c) rate perfor-
mance, (d) charge/discharge curves of CC@rGO.

The rate electrochemical characterization of CC@rGO was performed and the results
are shown in Figure 7c. In the button cell, the discharge capacities of rGO and CC@rGO in
0.2 C, 0.3 C, 0.5 C, 1 C, 2 C, 3 C, and 0.1 C were 657.79 mAh/g, 564.07 mAh/g, 483.37 mAh/g,
413.28 mAh/g, 334.37 mAh/g, 277.64 mAh/g, 600.13 mAh/g and 962.96 mAh/g, 807.01 mAh/g,
722.08 mAh/g, 614.81 mAh/g, 568.04 mAh/g, 529.53 mAh/g, and 993.27 mAh/g, respectively.
The rate performance proves that CC@rGO has good multiplicative properties, which further
supports the structural stability and cycling performance of the composite under high cur-
rents. The cyclic charge–discharge plateau curves in Figure 7d shows that the lithium-sulfur
battery prepared by CC@rGO exhibits a typical dual charge–discharge voltage plateau (phase
I, 2.4–2.1 V; phase II, 2.1–1.7 V) [13]. After 30 cycles, the typical charge–discharge plateau can
still be maintained and the �E is unchanged, which indicates that CC@rGO as a sulfur carrier
has good electrode structural stability and electrode kinetic performance, corroborating that the
composite material can achieve excellent long-cycle performance. In terms of electrochemical
performance, the introduction of polar CoO/Co9S8 heterojunctions between nonpolar graphene
sheets provides abundant polysulfide action sites, effectively suppressing the loss of active
material sulfur caused by the “shuttle effect” and reducing the appearance of dead sulfur during
the cycling of lithium-sulfur batteries.

The electrochemical performance of rGO and CC@rGO cells was compared at a scan
rate of 0.1 mv/s and a voltage window of 1.7–2.8 V. The two typical reduction peaks (2.25 V,
2.01 V) characterized by CC@rGO correspond to the reduction of S to soluble polysulfide
(Li2Sx, 4 ≤ x ≤ 8) and the reduction of soluble polysulfide to insoluble polysulfide (Li2S2,
Li2S) during discharge, respectively [50]. Compared with rGO, the CC@rGO has a smaller
electrochemical polarization with a higher peak after the introduction of the heterostructure,
implying that the composite has better kinetic catalytic performance as well as charge and
discharge capacity [51]. This indicates that the introduction of the heterojunctions results
in a stronger catalytic effect and faster reaction kinetics of the cell [52]. In Figure 8b, the
electrochemical performance of the CC@rGO cell is investigated at different sweep rates,
and the cell polarization increases with increasing sweep rate, but the curve shape does
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not change much and the multi-turn curves at uniform sweep rates are in good agreement,
which proves that CC@rGO has good structural stability and is consistent with the results
of charge/discharge plateau curve and rate curve.

 

Figure 8. (a) CV plots of CC@rGO and rGO at 0.1 mv/s sweep speed, (b) CV plots of CC@rGO at
different sweep speeds, (c) EIS plots of CC@rGO and rGO, (d) Li2S6 adsorption test chart.

The electrical conductivity of the cells assembled from the composites was further
tested, and the Nyquist curves were shown in Figure 8c. Compared with rGO, the Rct
(charge transfer resistance) of CC@rGO is reduced from 133 Ω to 88 Ω. The improved tilt of
the Warburg curve in the low-frequency region is attributed to the increased conductivity of
the composite material after the addition of the heterostructure, which can better perform
the adsorption-transformation of polysulfides [7]; meanwhile, the electrostatically adsorbed
heterojunction effectively prevents the stacking of graphene and increases the reactive sites
as well as ion transport channels, which enhances the ion transfer diffusion in the cell.

As shown in Figure 8d, Li2S6 adsorption experiments were carried out to further verify
the adsorption capacity of the composites. After 12 h adsorption in 0.05 M Li2S6 solution,
the supernatant of CC@rGO on the right side was clarified, while the rGO on the left side
still showed a pale yellow color, indicating that CC@rGO has excellent static adsorption
ability, which is consistent with the previous characterization results. This indicates that
the composites have a better ability to trap polysulfides, which is attributed to the excellent
adsorption of polysulfides by metal oxides and the porous structure of graphene, both of
which synergistically enhance the performance of the composites.

In Table 1, the work is compared with the previous graphene-based composite lithium-
sulfur battery cathode, and although the initial discharge capacity is slightly lower at
847.51 mAh/g, the material shows excellent capacity retention over long cycles, maintain-
ing a high capacity retention and low decay rate (0.0448%) over 500 cycles, demonstrating
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that the material has good structural stability and can achieve longer cycle life and better
Coulomb efficiency.

Table 1. Comparison of the results of this work with previous studies.

Sample Electrochemical Performance Decay Rate

ZIF-8@rGO/S 1544 mAh/g at 0.2 C 0.33% after 200 cycles [53]

Co9S8@S/GO 1057 mAh/g at 0.1 C 0.033% after 100 cycles [54]

TiO2 NTs/GO hybrid 850.7 mAh/g at 0.1 C (after 100 cycles) 0.409% after 100 cycles [55]

Ni3(HITP)2@GO/S 959.3 mAh/g at 0.5 C 0.1325% after 400 cycles [56]

NCF-G@S 923.8 mAh/g at 0.5 C 0.212% after 150 cycles [21]

CC@rGO 847.51 mAh/g at 0.5 C 0.0448% after 500 cycles This work

4. Conclusions

In summary, we propose the preparation of CoO/Co9S8 heterojunction-rGO com-
posites by electrostatic adsorption and calcination. CoO/Co9S8 heterojunction acts as a
polysulfide adsorption transformation, while rGO acts as a sulfur-carrying carbon carrier
and provides ion and electron transport channels. Due to the wrapping structure, it can
play a synergistic-catalytic role well, suppressing the “shuttle effect” of LiPSs and acceler-
ating the electro-kinetic reaction. The results show that the CC@rGO sulfur cathode has
good electrochemical performance, good rate performance, and cycling stability at different
current densities, and the Coulomb efficiency is always maintained above 97%. Therefore,
this electrode material design can provide new insights into the design and development
of sulfur carriers for lithium-sulfur battery cathodes.
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Abstract: The increasing prominence of glass-fibre-reinforced plastics (GFRPs) in the wind energy
industry, due to their exceptional combination of strength, low weight, and resistance to corrosion,
makes them an ideal candidate for enhancing the performance and durability of wind turbine blades.
The unique properties of GFRPs not only contribute to reduced energy costs through improved
aerodynamic efficiency but also extend the operational lifespan of wind turbines. By modifying
the epoxy resin with carbon nanofillers, an even higher degree of performance can be achieved. In
this work, graphene nanoplatelet (GNP)-enhanced GFRPs are produced through industrial methods
(filament winding) and coupons are extracted and tested for their mechanical performance after harsh
environmental aging in high temperature and moisture. GNPs enhance the in-plane shear strength of
GFRP by 200%, while reducing their water uptake by as much as 40%.

Keywords: wind turbine blades; glass-fibre-reinforced plastics (GFRPs); graphene nanoplatelets
(GNPs); filament winding; environmental aging

1. Introduction

The global shift from fossil fuels to renewable energy sources, primarily wind energy,
represents a pivotal moment in the ongoing battle against climate change. This transition,
driven by mounting environmental concerns and the recognition of finite fossil fuel re-
sources, signifies a commitment to a more sustainable and cleaner future. Wind energy
offers an abundant and renewable source of power, significantly reducing greenhouse
gasses [1]. GFRP’s lightweight yet strong nature is pivotal in ensuring the blades’ efficient
rotation and optimizing energy production [2]. Furthermore, its resistance to corrosion is
vital for withstanding harsh outdoor conditions where wind turbines are typically situ-
ated [3].

Epoxy resins represent a class of exceptionally versatile polymers utilized across di-
verse high-performance industries owing to their exceptional amalgamation of mechanical
strength, chemical stability, and physical properties. They exhibit a broad range of applica-
tions, serving as vital components for structural elements [4]. Their inherent compatibility
with a wide array of reinforcing fibres, minimal shrinkage during the curing process, low
mass, and cost-effectiveness makes epoxy resins and fibre-reinforced epoxy composites
attractive alternatives to traditional materials [5]. Epoxy-based composites offer unique
advantages, particularly in high-stress settings characterized by exposure to moisture and
elevated temperatures known to expedite degradation processes, ultimately leading to
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premature component failure. The presence of moisture initiates various adverse effects,
such as swelling, plasticization, and overall material degradation. The water molecules
permeate the epoxy resin matrix, effectively diminishing its mechanical properties through
the establishment of hydrogen bonds with the hydrophilic functional groups within the
epoxy structure. This interaction triggers a swelling effect, infiltrating the material’s “free
volume” and substantially compromising its long-term durability [6].

The Integration of carbon nanofillers into epoxy composites has gained substantial
attention within the realm of scientific investigation, primarily due to the immense po-
tential for advanced applications [7]. These advanced epoxy/carbon nanocomposites are
promising for mitigating the adverse impact of moisture, simultaneously enhancing their
mechanical properties [8], and thus extending their operational lifespan. Extensive research
efforts into exploring the influence of these diverse carbon fillers on the moisture absorption
characteristics of epoxy resins have revealed notable enhancements in the resilience of the
matrix when subjected to environmental exposure [9]. This improvement is intricately
linked to the geometry and dimensions of the incorporated nanofillers [10]. These findings
underscore the promising potential of carbon nanofillers in fortifying epoxy resins against
moisture-induced degradation and advancing their overall performance characteristics,
fostering their suitability for a range of advanced applications [11].

Graphene nanoplatelets (GNPs) are commonly commended for their ability to enhance
the barrier properties of epoxy composites [12]. GNPs are stacks of graphene sheets with
thicknesses from a few nm up to 100 nm [13]. The advantages of GNPs are their low
manufacturing cost and capabilities for mass production. These characteristics make GNPs
ideal for industrial applications. Enhancing epoxy GFRP with GNPs can result in epoxy
nanocomposites with improved barrier, electrical, and mechanical properties. When a
network of GNPs is formed in the matrix, it can significantly decrease the permeation of
erosive substances like moisture by creating a tortuous path, forcing the water molecules
to follow a complicated pathway [14]. Research has established a correlation between the
geometry of GNPs, including high specific surface area and aspect ratio, and their efficacy
as barriers [15].

In this study, physical and mechanical characterization through international standards
was performed in pristine and aged unmodified (neat) and GNP-reinforced GFRP post
environmental degradation in harsh environments of elevated moisture and temperature.
The GFRPs were produced in an industrial environment using filament winding, which
is deemed a sustainable manufacturing methodology for large structures such as wind
turbine blades. For better evaluation of the results, dynamic mechanical analysis was
performed to examine the effect of water ingress on the properties of the GFRP. This work
encompasses all evaluation methodologies, including industrial manufacturing, to prove
the viability of the nanomodification in the relevant industrial environment with the direct
transfer beneficial effect of the nanomodification on real structures.

2. Materials and Methods

2.1. Materials

XGNPs C-300 graphene nanoplatelets, provided by XGSciences, Lansing, MI, USA,
were used as the carbon nanofiller of choice for the improvement of the GFRP. The GNPs
had a thickness of a few nanometres, lateral size smaller than 2 μm, and 300 g/m2 surface
area with a Raman ID/IG ratio of 0.85 [16–18]. A commercial-grade epoxy resin, diglycidyl
ether of bisphenol A (DGEBA) Epikote 828, was provided by Hexion, Columbus, OH,
USA, along with complementary Epikure curing agent 866 and Epicure Catalyst 101 in a
10:8.3:0.15 mixing ratio. The epoxy viscosity at room temperature was 10.000 mPa s. E6-CR
386T by Jushi E-glass fibres designed for filament winding applications were applied for
the manufacturing of the GFRP structures.
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2.2. Dispersion and Manufacturing

High shear mixing was selected for dispersing the nanofillers in the polymer matrix.
The dispersion protocol was performed using a laboratory dissolver device (Dispermat
AE by Gentzman, Reichshof, Germany) supplied with a double wall vacuum container in
combination with a thermostatic bath by GRANT capable of temperature control within
±1 ◦C accuracy. The conditions of the dispersion protocols were rotary speed of 3000 rounds
per minute (rpm) and temperature of 25 ◦C. The selected nanofiller weight content was
selected in a previously unpublished work to be 1% wt. GNP. Introducing 1% wt. GNP in
the epoxy system showcased the optimum overall performance, including reduced water
absorption and increased mechanical properties, in lab-scale manufactured GFRP.

SEM spectroscopy was performed on a Phenom Pharos Desktop SEM by Thermo
Fisher Scientific, Waltham, MA, USA. Epoxy matrix specimens were tested to evaluate the
dispersion state. In Figure 1, two SEM images are presented: Figure 1a corresponds to the
GNP-enhanced matrix specimen post single-edged notched beam (SENB) testing, while
Figure 1b corresponds to the neat matrix post SENB. After examination, the dispersion of
GNPs in the matrix was homogonous, while the fracture mechanisms presented were in
line with the literature. GNPs introduced additional fracture mechanisms, increasing the
fracture surface roughness [19].

 

Figure 1. SEM images of (a) GNP-enhanced epoxy resin and (b) Neat epoxy resin post single-edged
notched beam testing.

B&T Composites in Florina, Greece, produced two sets of large-scale industrial GFRP
structures purely via filament winding (Figure 2), one set utilized a conventional resin,
while the other employed resin modified with 1% wt. GNPs. Each set consisted of three
composite variants with varying fibre orientations: 0◦, 90◦, and a biaxial orientation of
approximately ±45◦.

Coupons from the configurations above were collected and subjected to physical
characterization based on the ISO 1172:1996 [20] standard to assess fibre content (calcination
Method A) and ISO 1183-1:2004 [21] standard to determine coupon density (Method A,
immersion method). The coupons’ dimensions were defined according to the ASTM
D3039 [22] and ASTM D3518 [23] standards, used for the measurement of the tensile
and the in-plane shear properties, respectively. Both types of coupons were plane and
orthogonal, having length equal to 160 mm, width equal to 15.3 mm with coefficient of
variation (CoV) = 1.8% for the neat resin coupons and equal to 15.7 mm with CoV = 2.3%
for the modified resin ones, and thickness equal to 8.8 mm with CoV = 5.0% for the neat
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resin coupons and equal to 9.0 mm with CoV = 5.6% for the modified resin ones. Figure 3
depicts typical GFRP coupons. Both types of coupons were plane and orthogonal, having
length equal to 160 mm, width equal to 15.3 mm with coefficient of variation (CoV) = 1.8%
for the neat resin coupons and equal to 15.7 mm with CoV = 2.3% for the modified resin
ones, and thickness equal to 8.8 mm with CoV = 5.0% for the neat resin coupons and equal
to 9.0 mm with CoV = 5.6% for the modified resin ones.

 

Figure 2. Filament wound GFRP structures for material mechanical characterization (neat resin
above, modified resin below).

 

Figure 3. Typical GFRP coupons (neat resin above, modified resin below).

Subsequently, these coupons were categorized into six groups as outlined in Table 1:

Table 1. Nomenclature and physical properties of each group of coupons.

Name Resin Type
Fibre

Orientation (◦)
Fibre Content

(%)
Density (kg/m3)

N_0 Neat 0 72 1874
N_90 Neat 90 71 1793
N_45 Neat ±45 69 1787
MD_0 1% wt. GNP 0 64 1781
MD_90 1% wt. GNP 90 64 1774
MD_45 1% wt. GNP ±45 68 1820
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2.3. Mechanical Testing

Mechanical testing was carried out in a 250 kN capacity hydraulic testing machine. All
tests were displacement controlled with an imposed displacement rate equal to 2 mm/min
for the 0◦ coupons, 0.5 mm/min for the 90◦ coupons, and 1 mm/min for the ±45◦ ones.
Strains were measured with the aid of an extensometer in the case of the tensile tests of 0◦
and 90◦ coupons (gauge length equal to 50 mm), and with the aid of a 5 mm gauge length,
0/90 strain gauge rosette, in the case of the ±45◦ coupons for measuring in-plane shear
properties (Figure 4). The reaction force of the testing machine was also measured for each
test, which, by dividing it by the respective cross section area of each coupon, resulted in
the applied stress. Therefore, Young’s modulus and tensile strength were measured from
the 0◦ and 90◦ coupons and shear modulus and shear strength from the ±45◦ ones.

 
Figure 4. Tensile test of a 0◦ neat resin coupon (left) and of a 0◦ modified resin coupon (right).

2.4. Hydrothermal Aging

Hydrothermal exposure was performed on 5 coupons from each category of Table 1.
The specimens were exposed to 70 ◦C temperature and 85% relative humidity in an en-
vironmental chamber. For all configurations, the coupons were sealed with commercial
high-temperature-resistant silicon and aged for 90 days. The coupons were periodically
weighed to determine their water absorption. Post degradation mechanical evaluation
was performed.

2.5. Dynamic Mechanical Analysis

Dynamic mechanical analysis was performed in DMA Q850 (TA Instruments, New
Castle, DE, USA) in 3-point bending configuration. The coupons tested were extracted
from the 90◦ sample. The testing parameters were:

• Amplitude: 20.0 μm
• Frequency: 1.0 Hz
• Temperature scan: from 40 ◦C to 180 ◦C
• Heating rate: 3.0 ◦C/min
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The DMA results were used to calculate the molecular weight between crosslinks
according to the basic equation of rubber elasticity:

ER = 3 (d/Mc) RT (1)

where ER is the storage modulus at the rubbery plateau, d is the density of the composite,
R is the universal gas constant, and T is the temperature at the rubbery plateau. For this
research the T at the rubbery plateau was set as Tg + 30 ◦C [24].

3. Results and Discussion

3.1. Water Uptake

Before starting the moisture absorption tests, all coupons were dried in an oven at
60 ◦C until significant change in mass was not observed (0.1 mg). The water absorption
curves correspond to the average water uptake of the neat structures compared to the 1%
wt. GNP-enhanced structures (Figure 5). In all structures, despite the fibre orientation,
the GNP-enhanced composites outperformed the neat composites. All coupons exhibited
near-identical water uptake curves, with the fibre orientation that presented the highest
water absorption being the 90◦ coupons, despite the resin type, as presented in Table 2. The
detrimental effects of water absorption were less evident in the case of the GNP composites,
leading to higher retention of mechanical properties compared to their neat counterparts.

Figure 5. Average water uptake (%) per square root of time (s1/2) of neat and nano-modified (GNP)
coupons. (a) 0 oriented coupons, (b) 90 oriented coupons, (c) 45 oriented coupons.

Table 2. Water uptake of each group at day 90.

Water Uptake (%)

Orientation 0◦ 90◦ ±45◦

Neat 0.22 ± 0.01 0.28 ± 0.01 0.22 ± 0.02
GNP 0.16 ± 0.02 0.20 ± 0.01 0.17 ± 0.01

Due to the natural affinity of epoxies to absorb moisture, considerable research efforts
have been made to reduce that effect. Epoxies absorb water within the voids of their
polymeric network. Generally, two types of water can be identified when water is absorbed
by epoxies:

• Unbound free water (Type-I water), which occupies nano-voids within the epoxy
without inducing any significant swelling.

• Hydrogen-bonded water (Type-II water), which is responsible for causing swelling
in the epoxy due to the formation of multiple hydrogen bonds with unreacted epoxy
groups [25,26].

In the initial absorption stage, water ingress increases linearly with time until it
reaches a saturation point. This saturation point is linked to the free volume within the
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polymer. After reaching the saturation point, stage-2 absorption begins and the rate of
water ingress decreases. During this stage, Type-II water molecules form hydrogen bonds
with unreacted epoxy groups, leading to swelling of the polymer. This, in turn, results in
the degradation of the material’s performance [11]. In GFRP, water absorption can occur
with various mechanisms either at the locations of micro-cracks in the matrix or at the
interface between the fibres and the matrix. The latter mechanism involves the diffusion
of water into the surrounding polymer network through unreacted polymeric chains. In
highly cross-linked epoxy systems, the increased free volume tends to result in higher
absorption of Type-I water during the early stages of exposure [27]. Consequently, when
GNPs are effectively dispersed within the epoxy network, the reduction of available free
space within the material can lead to notable enhancements in both the sorption (absorption)
properties and the mechanical characteristics of the composite system. The sorption curves
for both groups followed the same trend. The GNP-enhanced GFRP had an aggregate
water absorption reduction of 12%, which is a significant improvement considering the
already low absorption of the neat coupons. As separate groups, the GNP modification of
the GFRP improved the water absorption by as much as 40% in the case of the 90◦ coupons.
The improvement is even higher if the difference in fibre content is considered due to glass
fibres’ higher hydrophobicity compared to the epoxy resin. In Figure 5 it is observed that
despite fibre orientation the water uptake curves have similar trends, with most of the
water intake taking place in the first sec1/2 of exposure. These trends can be attributed
to coupon similarities since the core materials are the same, manufactured with the same
method, and weighed on the same day during exposure in the hydrothermal chamber.
Their only difference is their edges, which were sealed with commercial silicon.

3.2. Physical and Mechanical Characterization

The coupons that incorporated nano-modifications with fibre orientation parallel to
the loading direction displayed an ultimate tensile strength that was 7% lower than that
of the unmodified coupons and near-identical Young’s modulus as seen in Figure 6. This
observed behaviour can be primarily attributed to the reduction in fibre content compared
to the unmodified GFRP. The tensile strength of 0 oriented composite materials is mostly
affected by the fibre content. The ultimate tensile strength of the fibres is significantly higher
than the tensile strength of the matrix and, as a result, the longitudinal tensile strength is
mostly affected by the volume of fibres in the system. In composite coupons oriented at
θ = 90◦, failure is primarily due to the occurrence of transverse matrix cracking. While
one might intuitively assume that in these coupons where the fibres are not under tensile
stress the material would exhibit the characteristics of a pure polymer, the presence of
transverse fibres has an adverse impact on the tensile strength of the coupons caused by
debonding between the fibre/matrix interface. This debonding phenomenon leads to a
reduction in tensile strength perpendicular to the orientation of the fibres [28]. Compared
to the neat coupons, nanomodified coupons showcased an increase in tensile strength
perpendicular to the fibre orientation of over 10%, while the modulus of elasticity was
relatively the same. An impressive increase due to the nano-modification of the resin
was exhibited by the coupons subjected to in-plane shear according to ASTM—D3518.
The nano-modified coupons exhibited ultimate shear strength over 200% compared to the
neat GFRP. Carbon nanofillers show an improvement in the shear strength of composites.
Pinto et al. observed an increase in shear strength of more than 50% with incorporation of
0.1 wt.% GNPs [25]. The effective reinforcement of the epoxy matrix can be attributed to
the 3D orientation of GNPs. GNPs introduce additional reinforcement mechanisms, such
as bridging effects, enhancing mechanical interactions between the fibres and the matrix
and, as a result, increasing shear strength [29].
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Figure 6. Pristine coupons (a) strength and (b) moduli. Ex and σx are the Young’s modulus and
ultimate strength of the 0◦ coupons; Ey and σy for the 90◦ coupons. Gxy and τxy are the in-plane
shear moduli and strengths of the ±45◦ coupons.

Environmental aging had a notable impact on the mechanical properties of GFRP
coupons as observed in Figure 7. In the case of coupons oriented at 0◦, both systems showed
an increase in their Young’s modulus. Neat GFRP exhibited a 3% increase in Young’s
modulus after aging, while GNP-GFRP exhibited a significant increase of 10%. However,
the neat coupons experienced a 20% drop in ultimate tensile strength (UTS), whereas
GNP-GFRP demonstrated better retention of mechanical properties with a 10% decrease,
showcasing higher UTS post environmental degradation despite the lower fibre content.

Figure 7. Moduli and strength comparison of pristine and aged (exposed) coupons. (a) Strength of
neat coupons, (b) moduli of neat coupons, (c) strength of GNP coupons, (d) moduli of GNP coupons.
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For the 90◦ coupons, neat coupons appeared to show an almost 70% increase in UTS.
This apparent increase can be attributed to curing reactions occurring during environmental
exposure, often referred to as “pseudo cross-linking”, which results in improved proper-
ties [29]. Despite the increase in UTS, the Young’s modulus decreased by 20%. Regarding
the GNP 90◦ coupons, both the Young’s modulus and the UTS presented a drop of 7% and
13%, respectively. For the ±45◦ coupons, the in-plane shear strength remained relatively
stable and did not exhibit significant changes.

3.3. Dynamic Mechanical Analysis

In pristine coupons (those without exposure to hydrothermal conditions), the incorpo-
ration of GNPs into the epoxy increased its storage modulus by nearly 10% compared to
the pure epoxy (Figure 8, Table 3). This enhancement can be attributed to the stiff nature of
GNPs, which restrict the movement of polymer chains, despite the smaller crosslink density
indicated by the molecular weight between crosslinks’ (Mc) values. Similarly, the inclusion
of GNPs led to an increase in the glass transition temperature (Tg) of the material. This rise
in Tg is due to the strong interaction between the stiff GNPs and the epoxy matrix, reducing
both the mobility of the polymeric chains and the free volume [30]. Despite the reduction
in the crosslink density of the material mentioned above, the GNP sample experiences
higher thermal stability compared to the neat resin, reaching the rubbery state at higher
temperatures [31]. As expected, the addition of GNPs in the material also led to a decrease
in the height of the tan (d) curve, indicating higher energy dissipation compared to its
internal losses. The tan (d) curve of the neat coupons peaked at 0.77 compared to the 0.71 of
the GNP coupons. The decrease in the half-width of the tan (d) curve is noticeable, which
can be interpreted as a decrease in the heterogeneity of the polymeric network and lower
distribution of the relaxation times of the polymer chains compared to the neat GFRP [32].

 

Figure 8. Storage modulus (MPa) and tan (d) of the measured pristine and environmentally aged
(exposed) coupons.
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Table 3. DMA values for pristine and aged composites.

Neat Pristine Neat Exposed GNP Pristine GNP Exposed

Tg (from tan(δ)
peak) 124 ± 0.55 113 ± 1.8 128 ± 0.05 121 ± 0.50

Mc (g/mol) 159 ± 70 146 ± 59 321 ± 30.5 112 ± 22.5
tan(δ)peak 0.77 ± 0.05 0.47 ± 0.01 0.71 ± 0.01 0.56 ± 0.01

Width tan(δ) at
half peak
maximum

22.7 ± 0.93 26.8 ± 3.05 19.0 ± 1.30 22.8 ± 1.05

When comparing the pristine coupons to those that have undergone hydrothermal
aging, a significant increase in the storage modulus is evident: both the pure epoxy and
GNP-enhanced resins showed an increase of more than 20%. The storage modulus of the
pure resin increased from 5564 MPa to 7522 MPa at 40 ◦C, while the GNP-enhanced resin
increased from 6074 MPa to 8222 MPa. During hydrothermal aging, different mechanisms
come into play. The prolonged exposure to elevated temperatures and moisture can lead to
secondary post-curing mechanisms, increasing the crosslink density of the coupons. It has
been reported that when epoxies are immersed in water, pseudo cross-linking phenomena
can occur. Water molecules, both in the free volume of the resin and the water bound to
the polymer chains, restrict the mobility of polymer chains, leading to increased stiffness
and binding with unreacted polymer chains [11]. This notion is supported by the lower Mc
values of the aged coupons, with the neat coupons’ Mc decreasing from 156 to 146 g/mol
and the GNP-enhanced coupons experiencing a massive decrease of 321 to 112 g/mol.

Hydrothermal aging also significantly affected the behaviour of the coupons. Both
types of GFRP showcased a lower tan(δ) peak, consistent with the increased stiffness
mentioned earlier. The pure resin, however, exhibited a deterioration in its tan(δ) profile,
with a broader peak, indicating increased network heterogeneity. Furthermore, the aged
pure resin displayed a distinct leftward shift in its tan(δ) curve and the appearance of a
double peak at 113 ◦C and 119 ◦C. This corresponds to a drop in Tg of 11 ◦C compared
to the GNP resin’s drop of 7 ◦C. The GNP coupon’s smaller change in its tan(δ) profile,
if connected with the results of the absorption curve, can be attributed to the reduced
hydrolytic degradation process in the polymer due to the lower amount of water absorbed
into the body of the resin [33]. The GNP-enhanced coupons showcased the lowest tan(δ)
peak between all groups due to their enhanced behaviour.

4. Conclusions

This study highlights the considerable potential of GNP modifications in reducing
moisture absorption and enhancing the mechanical and dynamic properties of composite
materials for large structures. The findings revealed that GNP-enhanced composites
consistently outperformed their neat counterparts in terms of moisture absorption. The
improvement was particularly significant, with up to a 40% reduction in water absorption
observed, in the 90◦ GNP-enhanced coupons.

Moving on to the physical and mechanical characterization of the composite materials,
this study revealed some intriguing insights. Coupons with GNP modifications and fibres
oriented parallel to the loading direction exhibited a slightly lower ultimate tensile strength
(UTS) compared to the neat composites, despite the 5% reduction in fibre content in the
GNP-modified coupons. In contrast, GNP-modified coupons displayed a remarkable
increase in shear strength, surpassing their neat counterparts by 200%. This study also
conducted dynamic mechanical analysis on the pristine and hydrothermally aged coupons,
revealing that the incorporation of GNPs into the epoxy resulted in an approximately
10% increase in storage modulus, indicating greater stiffness. Comparing pristine and
aged coupons, both the pure GFRP and GNP-enhanced GFRP demonstrated a significant
increase of more than 20% in storage modulus post environmental degradation. This
increase was attributed to the impact of prolonged exposure to elevated temperatures and
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moisture, leading to secondary post-curing mechanisms and an increased crosslink density.
As a result, the higher retention of mechanical properties and decreased water absorption,
with capabilities for mass production, can lead to improved GFRP composites for wind
turbine applications by increasing their lifetime with a marginal increase in their cost.
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Recurrence Analysis of Thin-Walled Elements Made of
Polymer Composites
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Department of Production Engineering, Faculty of Mechanical Engineering, Lublin University of Technology,
36 Nadbystrzycka, 20-618 Lublin, Poland; k.ciecielag@pollub.pl

Abstract: The milling of polymer composites is a process that ensures dimensional and shape accuracy
and appropriate surface quality. The shaping of thin-walled elements is a challenge owing to their
deformation. This article presents the results of milling polymer composites made of glass and carbon
fibers saturated with epoxy resin. The milling of each material was conducted using different tools
(tools with polycrystalline diamond inserts, physically coated carbide inserts with titanium nitride
and uncoated carbide inserts) to show differences in feed force and deformation after the machining
of individual thin-walled samples. In addition, the study used recurrence analysis to determine the
most appropriate quantifications sensitive to changes occurring in milling different materials with
the use of different tools. The study showed that the highest forces occurred in milling thin-walled
carbon-fiber-reinforced plastics using uncoated tools and the highest feeds per revolution and cutting
speeds. The use of a high feed per revolution (0.8 mm/rev) in carbon-fiber-reinforced plastics machining
by uncoated tools resulted in a maximum feed force of 1185 N. A cutting speed of 400 m/min resulted
in a force of 754 N. The largest permanent deformation occurred in the milling of glass-fiber-reinforced
composite samples with uncoated tools. The permanent deformation value of this material was 0.88 mm.
Low feed per revolution (0.1 mm/rev) resulted in permanent deformations of less than 0.30 mm for both
types of materials. A change in feed per revolution had the most significant effect on the deformations
of thin-walled polymer composites. The analysis of forces and deformation made it possible to conclude
that high feed per revolution were not recommended in composite milling. In addition to the analysis of
machining thin-walled composites, the novelty of this study was also the use of recurrence methods.
Recurrence methods were used to determine the most appropriate quantifications. Determinism,
averaged diagonal length and entropy have been shown to be suitable quantifications for determining
the type of machined material and the tools used.

Keywords: milling; glass-fiber-reinforced plastics; carbon-fiber-reinforced plastics; thin-walled
elements; feed force; deformation; recurrence method

1. Introduction

Composite materials that are an alternative to aluminum, titanium and magnesium al-
loys have been used for several decades, and their share in shaping processes is significantly
increasing compared to other materials [1–3]. The demand for polymer composites and
their processing is increasing due to their specific and beneficial properties. In particular,
the properties of low specific weight and high strength mean they are widely used in ele-
ments where material costs are not the main production criterion. In an early period of the
use of composite materials, the focus was on the needs of the space, defense and aviation
industries, which meant that the development of these materials was oriented at achieving
specified properties, and not reducing material costs. The relatively high price of composite
materials and their machining is balanced by their advantages, namely, in addition to low
specific weight and high strength, they have high corrosion resistance, vibration damping
ability, ease of forming any shape and good electroinsulation properties [1]. Unfortunately,
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composites also have a shortcoming, which is their temperature resistance. The long-term
use of composites at high temperatures is unfavorable for them. The upper approximate
continuous working temperature of composites depending on the type of matrix (which
is a factor determining the thermal properties of a composite) is 400 ◦C for the polymer
matrix, 580 ◦C for the metallic matrix and 1000 ◦C for the ceramic matrix [4].

Given a growing demand for understanding the phenomena related to composites,
many studies have been conducted on the machining of these materials in recent years.
These are mainly studies investigating the influence of cutting parameters, type of tool and
composite material on cutting forces, roughness parameters and surface topography.

A literature review shows that the technological parameters of milling polymer compos-
ites with glass and carbon fibers are within the following limits: depth of cut 0.1–4 mm [5,6],
cutting speed 20–250 m/min [7], and feed per tooth 0.01–0.5 mm/tooth [7–10]. According
to some studies, cutting speeds of up to 500 m/min are also used [11]. The ranges of
the parameters affect the effects of milling. By increasing the cutting speed in machining
glass-fiber-reinforced plastics (GFRP), tool wear is significantly increased [12], but at the
same time, surface roughness is improved [5,13]. In turn, an increase in feed causes the
deterioration of surface quality [5,14]. The machining of carbon-fiber-reinforced plastics
(CFRPs) is characterized by similar relationships to those observed in the machining of
glass-fiber-reinforced plastics. GFRP machining causes surface roughness to increase as
the cutting speed decreases while the feed speed increases [15,16]. An increase in feed also
has a negative effect on cutting forces, causing them to increase [17,18]. Researchers have
also shown that an increase in cutting speed, which is beneficial for surface quality, unfor-
tunately also causes damage in the form of delamination and leads to higher processing
temperature and cutting forces [19].

In addition to the technological parameters of milling, another important aspect is
the appropriate selection of tools. Among the tools used for milling polymer composites,
there are tools with a polycrystalline diamond (PCD) insert, tools with a chemically applied
thin coating (CVD), tools with a physically applied coating (PVD) and uncoated carbide
tools [1,20]. This selection depends on the type of composite material, expected machining
results and tool costs. In order to achieve a surface roughness characterized by low
parameters, tools with polycrystalline diamond inserts are most often used [21]. The cost of
the tools with polycrystalline diamond inserts is significantly higher than that of the tools
with a physically or chemically applied coating or even uncoated carbide tools. Due to
the high cost of PVD, CVD and uncoated tools are also successfully used with satisfactory
results [22].

Previous research works devoted to the milling of polymer composites also focus on
the type of composite material. Composites are materials with a heterogeneous structure,
in which the type and arrangement of fibers determine the properties and workability
of the entire material. The arrangement of fibers mainly affects the direction of the load
transfer. In terms of obtaining low roughness values, an arrangement of 0◦ to 30◦ to the
direction of machining is preferred. Exceeding the 30◦ angle causes the bending of the
fibers and, consequently, deterioration of the surface quality [20,23]. The machining process
conducted at an angle of 90◦ to the direction of the fiber arrangement additionally causes
their shear [20]. When cutting carbon fiber with a 90◦ fiber orientation, in addition to
shearing, the matrix breaks and the resin bond is damaged [20].

Due to the fact that composite materials have also been used as thin-walled elements,
this aspect is the subject of this research. They are a very good alternative to thin-walled
structures made of aluminum and titanium alloys [24,25], where it is necessary to ensure
high stiffness and strength with a relatively low specific weight. Previous simulations of
milling thin-walled composite structures based on FEM analysis enabled the analysis of
the milling process plan, taking into account the impact of machining parameters [26].
Numerical analyses and experimental studies were also conducted to investigate the load
capacity of thin-walled elements made of polymer composites. Based on their results, it
was possible to determine the critical load of the structure [27]. Numerical calculations are
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a tool that also allows you to determine the stability of thin-walled structures [28]. Research
has also been conducted on thin-walled structure machining, but it largely concerned the
machining of aluminum alloys. The research in this field focuses on the determination
of technological parameters of machining. The most significantly negative impact on
deformation and surface roughness was observed by an increase in feed [29], and the second
most important parameter was cutting speed. A significant influence of the machining
strategy and wall thickness of the processed material on its dimensional accuracy and
surface roughness was also found in [30,31]. The machining of thin-walled elements
made of aluminum alloys was also studied in [32], where deformation was determined.
Deformation is directly related to the resulting stresses generated during machining [33].
In terms of deformation research, it was also shown that even a two-fold reduction in
the thickness of a thin-walled element made of aluminum alloy could lead to a double
increase in deformation after machining [30]. For machining thin-walled elements made
of aluminum alloys, tools with polycrystalline diamond inserts or tools made of sintered
carbides are used [34].

In the analysis of economic, industrial and machining phenomena, recurrence plots
(RPs) and recurrence quantifications (RQA) are used as machining analysis methods in
research on various types of materials [35,36]. The recurrence plot is based on the method
of delayed coordinates and is created based on the analysis of the signal which can be a
force recorded during machining [37]. The reconstructed lag vector x obtained by the lag
method is described by Formula (1):

x = (xi, xi+d, xi+2d, . . . , xi+(m−1)d). (1)

Vector reconstruction involves selecting an embedding delay d, embedding dimension
m and threshold parameter ε. In the formula, xi denotes the i-th coordinate in a given time
course [38]. The reconstructed vector is used to create a recurrence plot. However, due to the
fact that the plots only provide qualitative information, recurrence quantifications have been
introduced [39–41]. They are an advanced tool for the analysis of non-linear signals [42].
Among the many recurrence quantifications, one can distinguish the recurrence rate (RR,
percentage of darkened points), determinism (DET, percentage of recurrence points which
create diagonal lines), laminarity (LAM, percentage rate of recurrence point which create
vertical lines), trapping time (TT, average length of the vertical lines), averaged diagonal
length (L, average length of the diagonal line), longest vertical line (Vmax, longest vertical
line of the recurrence structure), length of longest diagonal line (Lmax, longest diagonal line
of the recurrence structure), recurrence time 1st, 2nd (T1, T2, time distances of the recurrence
points in the vertical direction), entropy (ENTR, probability distribution of the diagonal
line lengths), recurrence period density entropy (RPDE, measure quantifying the extent
of recurrences) and clustering coefficient (CC, the probability that two recurrence states
are close) [41,43–45]. Recurrence quantifications can be analyzed using two main methods.
The first one is based on the assumption that the threshold parameter ε is constant. The
other method is that the recurrence rate (RR) is constant and that the threshold parameter ε
is changed to ensure a constant value of RR [39].

The use of recurrence methods is associated with recording a signal that serves for
further analyses. This method has been successfully employed in medicine [46–48] and
materials engineering research [49,50]. Recurrence methods have also been used to assess
rotor cracks [51] and to analyze engine operation [52]. In machining, recurrence methods
have also been applied. Studies have shown that the RQA technique has great potential
in detecting surface wear in cutters. RQA parameters such as entropy (ENTR), trapping
time (TT) and laminarity (LAM) can be used to detect insert wear in face milling [53]. In
terms of machining, recurrence methods have been used to detect defects during drilling
and milling of polymer composites. Studies [43,54–56] used cutting force as an input signal.
Recurrence analyses allowed us to demonstrate that there were recurrence quantifications
enabling the identification of defects. It was shown that the use of recurrence methods in
drilling and milling made it possible not only to detect a defect, but also to determine its
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size and location. Previous studies also showed that it was possible to determine recurrence
quantifications such as laminarity, entropy and recurrence time for detecting defects in
polymer composites [43,55,56]. Recurrence analysis was used to study the milling of thin-
walled structures made of aluminum alloys. The input signal for analysis was the cutting
force, thanks to which the dynamics of the milling process was determined [57].

This article presents the research on milling thin-walled composite structures, a prob-
lem which has not been widely studied and is still new. Two different thin-walled composite
materials consisting of glass- and carbon-reinforced fibers were used for the study, and
they were machined using three types of cutting tools. The novelty of this work is the use
of recurrence analysis to describe the cutting process of thin-walled polymer composites.
The aim of the research was to determine the recurrence quantification that would be the
most sensitive to the type of machined material and tool. In addition, the deformation
of composite thin-walled structures was examined depending on the composite material,
cutting tool and technological parameters of milling. Previous research on the use of
recurrence analysis for defect detection in machining produced satisfactory results.

2. Materials and Methods

The milling experiments were carried out on the AVIA-VMC 800 HS vertical machining
center. The center is controlled by Heidenhain iTNC 530. A 3D Kistler dynamometer (type
9257B) was placed in the working space of the machine tool. A vice was mounted at the
top of the dynamometer. Test samples were fixed in the jaws of the vice. Each sample
was clamped in the vice in the same way. The clamp of the vice for each of the samples
ensured a stable fixation. In order to ensure the accuracy and repeatability of the results,
the length and location of the milled horizontal surface relative to the mounting was
identical for each research. The signal measured with the dynamometer was the feed
force in accordance with the X axis of the working space and the dynamometer. The
signal was processed by the Kistler charge amplifier (type 5070), the data acquisition card
Dynoware (type 5697A) and the Dynoware software (type 2825A). A measuring probe was
used to measure deformations of thin-walled elements made of polymer composites after
milling. Measurements of the maximum feed force values and deformation were carried
out seven times. The measurement of deformation is a permanent change of the shape of
the workpiece expressed in mm. The deformation after milling marked on the chart is a
deviation from the “ideal” sample size. The study also involved using recurrence methods.
A research methodology scheme is shown in Figure 1.

The samples were rectangular plates with the dimensions of 10 mm × 10 mm × 100 mm.
The width of the 10 mm sample was selected to ensure reliable milling with the entire diameter
of the cutter, which was 12 mm. The thickness of the sample was selected in order to obtain
results from four trials of milling composites of different thicknesses, i.e., 10 mm, 8 mm, 6 mm
and 4 mm. The length of the sample of 100 mm resulted from the need to fully insert the
tool into the material (30 mm) and to ensure stable clamping in the vice. The samples were
made of glass and carbon-fiber-reinforced plastics saturated with epoxy resin. The first type of
material was a glass-fiber-reinforced plastics (GFRP) called HexPly 916G-7781. It consists of
42 layers of pre-impregnated fabrics with a thickness of 0.24 mm. The material consisting of
glass fibers and epoxy resin contains 47.68% carbon, 7.55% silicon, 3.89% nitrogen, 30.87%
oxygen, 4.19% aluminum and 4.36% calcium. Other amounts of elements do not exceed
1%. The other type of material was a carbon-fiber-reinforced plastics (CFRP) called HexPly
AG193PW-3501, consisting of 33 layers of pre-impregnated fabrics with a thickness of 0.3 mm.
The material consisting of carbon fibers and epoxy resin contains 81.85% carbon, 5.71% nitrogen,
10.52% oxygen and 1.23% sulfur. Other amounts of elements do not exceed 1%. In each material,
individual prepregs were arranged alternately (0–90◦ arrangement). After assembling and
placing them in a vacuum package, the samples were subjected to polymerization. This process
took place in an autoclave for 3 h, at a pressure of 0.6 MPa. The process was carried out at
120 ◦C for GFRP and at 180 ◦C for CFRP.
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Figure 1. General scheme of the research methodology (1—sample; 2—tool; 3—vice; 4—control panel;
5—dynamometer; 6—charge amplifier; 7—data acquisition card; 8—software).

The machining of thin-walled polymer composites was carried out at a constant depth
of 2 mm and variable feed per revolution and cutting speeds, the values of which are listed
in Table 1. Technological parameters of milling were selected on the basis of a literature
analysis. Each subsequent value of feed per revolution and cutting speed is twice as large
as the previous one. Milling was conducted on composite samples with a thickness of
10 mm, 8 mm, 6 mm and 4 mm, over a length of 30 mm.

Table 1. Machining parameters.

No.
Feed per Revolution

[mm/rev]
Cutting Speed vc [m/min] Depth of Cut ap [mm]

1 0.1 100 2
2 0.2 100 2
3 0.4 100 2
4 0.8 100 2
5 0.2 50 2
6 0.2 100 2
7 0.2 200 2
8 0.2 400 2

The milling process was carried out using three different cutting tools that are used
in the processing of polymer composites. Cutting tools are selected on the basis of a
literature analysis and own research. Diamond-coated tools, coated and uncoated car-
bide tools are used for the machining of polymer composites. The tools were folding
milling cutters with a diameter of 12 mm, equipped with a body of type R217.69-1212.0-
06-2AN on which were mounted two polycrystalline diamond inserts with the symbol
XOEX060204FR PCD05 (denoted by PCD), two physically coated carbide inserts with tita-
nium nitride TiN XOEX060204FR-E03 F40M (denoted by F40M) and two uncoated carbide
inserts XOEX060204FR-E03 H15 (denoted by H15). Detailed information about the cutting
tools is presented in Table 2.
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Table 2. Information about cutting tools (SECO).

Description
XOEX060204FR

PCD05
XOEX060204FR-E03

F40M
XOEX060204FR-E03

H15

Gradetype PCD Carbide PVD Carbide Uncoated
Clearance angle major 15◦ 15◦ 15◦

Corner radius 0.4 mm 0.4 mm 0.4 mm
Cutting edge

effective length 2.5 mm 6.0 mm 6.0 mm

Wiper edge length 1.1 mm 0.9 mm 0.9 mm
Insert thickness 2.45 mm 2.45 mm 2.45 mm

3. Results and Discussion

The research on the milling of thin-walled polymer composites made it possible to
measure the feed force in order to present its value depending on the variable technological
parameters, processed material and tool type. Standard deviations are marked in the plots
in Figures 2 and 3, Figures 4a,b and 5a,b. Small values of the standard deviation indicate that
the results are close to the average value. Figure 2 shows the effect of feed per revolution
on the maximum values of the feed force F in milling thin-walled polymer composites with
a thickness of 4 mm, made of glass-fiber-reinforced (GFRP) and carbon-fiber-reinforced
(CFRP) plastics, using three types of tools (PCD, F40M and H15).

Figure 2. Feed per revolution versus maximum feed force in milling thin-walled polymer composites.
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Figure 3. Cutting speed versus maximum feed force during milling of thin-walled polymer composites.

 
(a) (b)

Figure 4. Feed per revolution versus permanent deformation after milling (a) GFRP and (b) CFRP.

(a) (b)

Figure 5. Cutting speed versus permanent deformation after milling for (a) GFRP and (b) CFRP.
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The results presented in Figure 2 show that for each case of feed per revolution,
higher maximum feed forces were obtained in machining thin-walled CFRP composites.
At low feed per revolution values, the differences between the maximum force values for
individual materials using the same tools are small. For the smallest value of the tested feed
per revolution, maximum force values in the range of 260–390 N were obtained. Smaller
force values (260–265 N) refer to the milling of GFRP and CFRP using PCD tools, and
the largest (390 N) were obtained during the milling of CFRP using tools with uncoated
inserts. At higher feeds per revolution, the differences begin to increase when comparing
the maximum values of the feed force obtained for individual types of materials and tools.
The most noticeable change is when milling CFRP with uncoated tools. For a feed per
revolution of 0.2 mm/rev, a value of 685 N was obtained, and for a feed per revolution
of 0.4 mm/rev, this value has already increased to 769 N. The highest values of the feed
force were obtained as a result of machining thin-walled carbon-fiber-reinforced plastics
using the uncoated carbide tools at a feed per revolution of 0.8 mm/rev. For the CFRP
material, the use of uncoated tools has a negative effect on the force which reaches almost
1200 N. For comparison, the use of the PCD or F40M (PVD) tools at a feed per revolution of
0.8 mm/rev resulted in a reduction in the maximum feed force value by 20%. The increase
in feed per revolution is significant in machining thin-walled polymer composites because
for 0.8 mm/rev, when compared to 0.1 mm/rev, there was a three-fold increase in forces
when the machining process was conducted with the uncoated tools. To sum up, the use of
the highest feed per revolution value resulted in force values of 692 N, 711 N and 920 N,
respectively, during GFRP milling for PCD, F40M and H15 tools. During CFRP machining,
935 N (for PCD), 974 N (for F40M) and 1185N (for H15) were obtained. A moving tool with
a higher feed per revolution must remove the same amount of workpiece in less time. The
use of a higher feed per revolution causes an increase in the tool load, and thus an increase
in the maximum feed force values. Higher maximum feed force was created when milling
CFRP because it is a material with greater strength.

Milling was also performed with variable cutting speed. Figure 3 shows the impact
of cutting speed on the force values in milling glass- and carbon-fiber-reinforced plastics.
The milling process was conducted with three different tools on the sample with a
thickness of 4 mm.

An analysis of the cutting speeds showed that in the machining of thin-walled
polymer composites, the maximum values of the feed force increase. The clearest
increase was observed in the machining of carbon-fiber-reinforced plastics. Compared
to the cutting speed of 50 m/min, the use of a cutting speed above 100 m/min caused
a clear increase in the feed force in CFRP machining. The highest feed force values
were obtained when the machining of both types of materials was conducted with the
uncoated carbide tools. For the lowest cutting speed of 50 m/min, the maximum feed
force values of 280 N were obtained when milling GFRP using PCD and F40M tools.
The use of H15 tools, i.e., uncoated sintered carbides for GFRP machining, resulted in
an increase in force to 414 N. Low cutting speeds during CFRP machining resulted in
the values of 372 N (for PCD), 332 N (for F40M and 334 N (for H15). The increase in
cutting speed meant that in the case of CFRP machining, the values of the maximum
feed force increased significantly. For the cutting speed of 100 m/min, the use of PCD
tools for CFRP machining resulted in a force of 483 N, for F40M a force of 498 N, and for
H15 the force was already 682 N. A further increase in the cutting speed to 200 m/min
and 400 m/min caused the maximum values of the feed force to continue to increase.
At the highest cutting speed tested during CFRP machining, the forces obtained were
543 N (for PCD), 636 N (for F40M) and 754 N (for H15). The increase in the maximum
value of the feed force when machining thin-walled GFRP and CFRP materials with the
increase in cutting speed can be explained by the high resistance of the workpiece. One
explanation is that despite the increasing cutting speed, and thus the higher rotational
speed of the tool, composite materials are difficult to machine.
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In addition to cutting force, the deformation of thin-walled polymer composites was
also analyzed. Figure 4a,b show the influence of feed per revolution and tool type on the
maximum permanent deformation of the GFRP and CFRP samples with a thickness of
4 mm after milling.

Figure 4a shows the maximum deformation obtained with increasing feed per revolu-
tion in milling the GFRP samples. For the smallest feed per revolution of 0.1 mm/rev, the
deformation when machining GFRP with PCD tools is 0.14 mm, and for F40M and H15 tools,
the deformation is about 0.30 mm. An increase in feed per revolution causes an increase in
deformations, which for the highest feed per revolution value are 0.44 mm (for PCD), 0.58 mm
(for F40M) and 0.88 mm (for H15). The highest deformations occurred in milling with the
uncoated tools. A clear increase in deformations can be observed for a feed per revolution
value of 0.8 mm/rev. Figure 4b shows the effect of feed per revolution on permanent de-
formation after CFRP milling. In the case of deformation analysis after CFRP machining,
the values of 0.04 mm (for PCD), 0.10 mm (for F40M) and 0.25 mm (for H15) were obtained
for the smallest value of the tested feed per revolution. Increasing the feed per revolution
value caused further permanent deformations after CFRP machining and led to dimensional
changes of 0.31 mm (for PCD), 0.41 mm (for F40M) and 0.78 mm (for H15) for the highest
feed per revolution value. The results clearly show an increase in permanent deformation
with increasing feed per revolution, with the largest deformation observed for the machining
process conducted with the uncoated tools. A comparison of the two types of tested materials
shows that higher deformations occurred in the sample made of GFRP. The average value of
permanent deformation for the GFRP samples is 10–30% higher than that obtained for the
CFRP material under the same processing conditions. The feed per revolution parameter is
important when machining thin-walled polymer composites. Greater deformations during
milling of composite materials along with increasing the feed per revolution are caused by the
resistance that the tool must resist. As a result of increasing feed per revolution, the material
is partially bent, leaving a permanent deformation after machining.

The plots in Figure 5a,b show the effect of cutting speed and tool type on the maximum
permanent deformation of the GFRP and CFRP materials after milling. The thickness of the
sample was 4 mm, and the milling depth was 2 mm.

Based on the plots illustrating the impact of cutting speed on permanent deformation,
it can be concluded that cutting speed is a less important parameter than feed per revolution.
The use of the polycrystalline diamond insert tools and the tools with a physically applied
coating for different cutting parameters did not show any clear dependencies. For both
types of materials, the use of these tools did not cause significant differences in deformation.
Low cutting speed values caused GFRP deformation at the level of 0.02 mm for PCD and
about 0.40 mm for F40M and H15. For the lowest cutting speed tested, the permanent
deformation of CFRP was 0.02 mm (for PCD), 0.03 mm (for F40M) and 0.23 mm (for
H15). Only the use of the uncoated tools for the cutting speed of 400 m/min resulted in a
significant increase in deformation for both materials. Smaller values of the feed force and
greater deformations of GFRP can be explained by the fact that this material is characterized
by lower strength.

Another new aspect of the work is the introduction of recurrence analysis to the
study of thin-walled polymer composites. Figure 6a–k show the values of recurrence
quantifications depending on the tool type for the samples with a thickness of 4 mm, made
of glass and carbon-fiber-reinforced plastics. The analysis was carried out with constant
values of the milling parameters: f = 0.2 mm/rev and cutting speed vc = 100 m/min. The
recurrence analysis was carried out with a constant recurrence rate RR. To ensure a constant
RR value, the threshold parameter was set to ε = 0.1. In the analysis, the embedding
dimension was equal to 5 and the embedding delay was equal to 2.
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(a) (b)
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(g) (h)

Figure 6. Cont.
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(i) (j)

(k)

Figure 6. Type of tool and material versus recurrence quantifications: (a) DET, (b) L, (c) Lmax,
(d) ENTR, (e) LAM, (f) TT, (g) Vmax, (h) T1, (i) T2, (j) RPDE and (k) CC.

The recurrence quantifications such as DET, L, ENTR, LAM, TT, T1, T2 and CC can
be used to identify the type of material. The choice of these indicators is associated with a
clear difference between their values for a given type of used tool.

Based on the above recurrence quantifications plots, it can be concluded that the
indicators suitable for identifying the type of tool in GFRP milling are DET, L, ENTR, T1
and CC. This conclusion is supported by a clear change in the values of these quantifications
in the plots. For the CFRP machining analysis, DET, L, Lmax, ENTR, TT, T2 and RPDE can
be used to identify the tool type. DET, L and ENTR can be used to identify the type of tool
in machining two types of materials.

4. Conclusions

This study investigated the machinability of thin-walled polymer composites. The
milling of two types of composite materials reinforced with glass and carbon fibers was
conducted using three types of tools. These were as follows: milling cutters with poly-
crystalline diamond inserts, physically coated carbide inserts with titanium nitride and
uncoated carbide inserts. Machining was carried out with variable feed per revolution and
cutting speed parameters. The results showed that the use of high feeds per revolution and
high cutting speeds in machining thin-walled polymer composites had a negative effect on
the maximum values of the feed force. For each tool, the milling of CFRP produced higher
maximum cutting forces than those observed for GFRP. Due to the force values, the feed per
revolution had the greatest impact on the machining of thin-walled polymer composites.
A three-fold increase in the maximum feed force was obtained by comparing feeds per
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revolution of 0.8 mm/rev and 0.1 mm/rev. Changing the cutting speed also increased the
maximum feed force. However, the cutting speed was the second most important milling
parameter. The research results obtained in this article are consistent with the results of
the work of other researchers whose works were quoted in the introduction. The tendency
is confirmed that increasing the feed per revolution and cutting speed negatively affects
the cutting force. The analysis of deformations after milling showed that the feed per
revolution affected the machining effects for both types of materials and for each of the
tools used. An increase in feed per revolution caused deformations after milling. The
analysis of the impact of the cutting speed did not show significant dependencies, but
the use of the uncoated carbide tools was found to significantly increase deformations.
The research results for samples with a thickness of 10 mm, 8 mm, 6 mm and 4 mm are
analogous. This article shows the results for the smallest thickness of the tested sample.

The novelty of this study is that it used recurrence analysis to select appropriate
quantifications for the identification of the type of workpiece and tool. The recurrence
methods made it possible to determine that the most popular indicators of tool and material
identification were DET, L and ENTR. The plots generated for these indicators showed
a change in their values depending on the type of tool and workpiece. This change was
determined by comparing the maximum values of the feed force. An analysis of the
maximum feed force showed that the high values resulted from the use of the uncoated
tools for machining CFRP. This relationship can also be seen in the plots of recurrence
quantifications. The DET values increase with the use of a tool that causes higher maximum
feed force and large deformations. The DET quantification is characterized by higher values
when machining CFRP depending on the tool type. The L indicator also increases when
the inferior tools are used. However, in the machining of CFRP, these values were lower
than the values obtained for GFRP. A similar relationship to the L indicator can be seen
when analyzing changes in the ENTR indicator. The course of the indicators in the plots is
similar to the analysis of the maximum values of the feed force.

Future research will study the geometric structure of thin-walled composite material
structure after milling. Also, indicators dependent on technological parameters of milling
will be determined via recurrence analysis. The proposed methodology for the research of
thin-walled composite structures can be successfully used in an industrial environment.
Cutting force measurements require the use of a dynamometer whose placement in the
working space does not interfere with industrial conditions.
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3. Kuczmaszewski, J.; Zaleski, K.; Matuszak, J.; Mądry, J. Testing Geometric Precision and Surface Roughness of Titanium Alloy

Thin-Walled Elements Processed with Milling. In Advances in Manufacturing II; Diering, M., Wieczorowski, M., Brown, C.A., Eds.;
Springer International Publishing: Cham, Switzerland, 2019; pp. 95–106. ISBN 978-3-030-18681-4.

4. Papakonstantinou, C.G.; Balaguru, P.; Lyon, R.E. Comparative Study of High Temperature Composites. Compos. Part B Eng. 2001,
32, 637–649. [CrossRef]

103



Materials 2023, 16, 4825

5. Azmi, A.I.; Lin, R.J.T.; Bhattacharyya, D. Machinability Study of Glass Fibre-Reinforced Polymer Composites during end Milling.
Int. J. Adv. Manuf. Technol. 2013, 64, 247–261. [CrossRef]

6. Hintze, W.; Hartmann, D. Modeling of Delamination During Milling of Unidirectional CFRP. Procedia CIRP 2013, 8, 444–449.
[CrossRef]

7. Ghidossi, P.; El Mansori, M.; Pierron, F. Edge Machining Effects on the Failure of Polymer Matrix Composite Coupons. Compos.
Part A Appl. Sci. Manuf. 2004, 35, 989–999. [CrossRef]

8. Hosokawa, A.; Hirose, N.; Ueda, T.; Furumoto, T. High-Quality Machining of CFRP with High Helix end Mill. CIRP Ann. 2014,
63, 89–92. [CrossRef]

9. Karpat, Y.; Polat, N. Mechanistic Force Modeling for Milling of Carbon Fiber Reinforced Polymers with Double Helix Tools. CIRP
Ann. 2013, 62, 95–98. [CrossRef]

10. Yuanyushkin, A.S.; Rychkov, D.A.; Lobanov, D.V. Surface Quality of the Fiberglass Composite Material after Milling. Appl. Mech.
Mater. 2014, 682, 183–187. [CrossRef]

11. Teicher, U.; Rosenbaum, T.; Nestler, A.; Brosius, A. Characterization of the Surface Roughness of Milled Carbon Fiber Reinforced
Plastic Structures. Procedia CIRP 2017, 66, 199–203. [CrossRef]

12. Azmi, A.I.; Lin, R.J.T.; Bhattacharyya, D. Experimental Study of Machinability of GFRP Composites by end Milling. Mater. Manuf.
Process. 2012, 27, 1045–1050. [CrossRef]

13. Razfar, M.R.; Zadeh, M.R.Z. Optimum Damage and Surface Roughness Prediction in end Milling Glass Fibre-Reinforced Plastics,
Using Neural Network and Genetic Algorithm. Proc. Inst. Mech. Eng. Part B J. Eng. Manuf. 2009, 223, 653–664. [CrossRef]

14. Jenarthanan, M.P.; Karthikeyan, M.; Kumar, K.P. Experimental Investigation of Surface Roughness and Delamination Using
Artificial Intelligence. Antofagasta, Chile. 2023, p. 020014. Available online: https://pubs.aip.org/aip/acp/article-abstract/2715
/1/020014/2890547/Experimental-investigation-of-surface-roughness?redirectedFrom=fulltext (accessed on 4 June 2023).

15. Davim, J.P.; Reis, P. Damage and Dimensional Precision on Milling Carbon Fiber-Reinforced Plastics Using Design Experiments. J.
Mater. Process. Technol. 2005, 160, 160–167. [CrossRef]

16. Kiliçkap, E.; Yardimeden, A.; Çelik, Y.H. Investigation of Experimental Study of End Milling of CFRP Composite. Sci. Eng.
Compos. Mater. 2015, 22, 89–95. [CrossRef]

17. Rusinek, R. Cutting Process of Composite Materials: An Experimental Study. Int. J. Non-Linear Mech. 2010, 45, 458–462. [CrossRef]
18. Bayraktar, S.; Turgut, Y. Investigation of the Cutting Forces and Surface Roughness in Milling Carbon-Fiber-Reinforced Polymer

Composite Material. Mater. Tehnol. 2016, 50, 591–600. [CrossRef]
19. Chibane, H.; Serra, R.; Leroy, R. Optimal Milling Conditions of Aeronautical Composite Material under Temperature, Forces and

Vibration Parameters. J. Compos. Mater. 2017, 51, 3453–3463. [CrossRef]
20. Wei, Y.; An, Q.; Cai, X.; Chen, M.; Ming, W. Influence of Fiber Orientation on Single-Point Cutting Fracture Behavior of

Carbon-Fiber/Epoxy Prepreg Sheets. Materials 2015, 8, 6738–6751. [CrossRef]
21. Nurhaniza, M.; Ariffin, M.K.A.M.; Mustapha, F.; Baharudin, B.T.H.T. Analyzing the Effect of Machining Parameters Setting to

the Surface Roughness during end Milling of CFRP-Aluminium Composite Laminates. Int. J. Manuf. Eng. 2016, 2016, 4680380.
[CrossRef]

22. Saglam, H.; Unsacar, F.; Yaldiz, S. Investigation of the Effect of Rake Angle and Approaching Angle on Main Cutting Force and
Tool Tip Temperature. Int. J. Mach. Tools Manuf. 2006, 46, 132–141. [CrossRef]

23. Palanikumar, K.; Karunamoorthy, L.; Karthikeyan, R. Assessment of Factors Influencing Surface Roughness on the Machining of
Glass Fiber-Reinforced Polymer Composites. Mater. Des. 2006, 27, 862–871. [CrossRef]
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56. Ciecieląg, K.; Skoczylas, A.; Matuszak, J.; Zaleski, K.; Kęcik, K. Defect Detection and Localization in Polymer Composites Based
on Drilling Force Signal by Recurrence Analysis. Measurement 2021, 186, 110126. [CrossRef]

57. Rusinek, R.; Zaleski, K. Dynamics of Thin-Walled Element Milling Expressed by Recurrence Analysis. Meccanica 2016,
51, 1275–1286. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

105



Citation: Knápek, T.; Dvořáčková, Š.;
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Assembly and Engineering Metrology, Department of Machining, Faculty of Mechanical Engineering,
Technical University of Liberec, 461 17 Liberec, Czech Republic
* Correspondence: tomas.knapek@tul.cz

Abstract: This study aimed to investigate the effect of the clearance angle of the milling tool on
wear, cutting forces, machined edge roughness, and delamination during non-contiguous milling of
carbon-fiber-reinforced plastic (CFRP) composite panels with a twill weave and 90◦ fiber orientation.
To achieve the objective of the study, it was first necessary to design suitable tools (6 mm diameter
sintered carbide shank milling cutters) with a variety of clearance angles (8.4◦, 12.4◦, and 16.4◦)
and all the machinery and measuring equipment for the research to be carried out. Furthermore,
measurement and evaluation methods for cutting tool wear, cutting forces, machined edge roughness,
and delamination were developed. Last but not least, the results obtained during the research were
summarized and evaluated. From the experiments conducted in this study, it was found that the
tool clearance angle has a significant effect on tool wear, roughness of the machined surface, and
delamination of the carbon fiber composite board. The tool with a clearance angle of 8.4◦ wore faster
than the tool with a clearance angle of 16.4◦. The same trend was observed for cutting force, machined
surface roughness, and delamination. In this context, it was also shown that the cutting force increased
as the tool wear increased, which in turn increased surface roughness and delamination. These results
are of practical significance, not only in terms of the quality of the machined surface but also in terms
of time, cost, and energy savings when machining CFRP composite materials.

Keywords: milling; CFRP; tool wear; tool parameters; delamination

1. Introduction

The machining of composite materials is highly desirable due to their widespread
use in various industries. However, machining these composite materials poses several
difficulties due to their properties, which differ significantly from those of traditional
metallic materials [1,2].

Key parameters that affect the cutting process include cutting conditions, such as axial
and radial depth of cut, engagement angle, feed, and feed rate profile. These parameters,
along with their variations along the tool path, have a direct impact on cutting speed, tool
wear, and cutting force [3–5].

The damage forms and failure modes of carbon-fiber-reinforced plastic (CFRP) mate-
rials are strongly influenced by changes in their microstructures and interface properties.
These properties include fiber orientation, fiber and matrix volume fraction, as well as
the presence of voids and cracks. Since CFRP composites consist of a reinforced phase
(carbon fiber) and a continuous phase (epoxy resin), the machining process for CFRP is
more complex compared to that of homogeneous materials [6,7].

When machining CFRP, it is recommended not to exceed the glass transition tem-
perature (Tg) of the material matrix. The cutting temperature significantly influences the
subsurface damage of the hole wall, thereby influencing the tensile performance of the
material [8,9].
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The direction of the CFRP fiber has a significant effect on the quality of the machined
layer and the wear of the cutting tool. The mechanical interaction between CFRP and the
cutter is primarily influenced by the anisotropy of the material and the angle of the cutter.
In CFRP, the fibers bear the load while the resin facilitates force transfer between the fibers.
Therefore, the failure modes of the material can be analyzed primarily based on the stresses
experienced by the fibers [10,11].

During milling in a direction parallel to the fiber direction (0◦), the tool moves at a
specific speed, and the main cutting force is generated by the interaction between the tool
face and the material. This cutting force can be divided into components that are parallel
and perpendicular to the fiber direction. The perpendicular force generates compressive
stress on the fibers, causing them to be pushed and bent (buckling stress). Cracks formed
in the fibers at the points of tensile stress lead to fiber breakage. The brittle polymer
matrix surrounding the fibers is also subjected to compression, resulting in cracks and
fragmentation. The direction of deformation caused by buckling and the location of cracks
are primarily influenced by the tool angle [12–14].

Figure 1 illustrates the material removal mechanism for carbon-fiber-reinforced poly-
mer composites machined in a direction parallel to the fiber direction (0◦).

 

Figure 1. CFRP material removal mechanism at 0◦ fiber direction [12].

When machined in the direction of the fibers at 90◦, the primary cutting force acts
perpendicular to the fiber axis and can be divided into cutting forces within the fiber plane
and those perpendicular to it. The fibers experience compressive stress at the point of
contact with the tool, which can lead to crack formation. On the opposite side of the
fiber, tensile stress occurs, which causes fiber breakage. The polymer matrix undergoes
compressive stress in front of the cutter, resulting in crack formation and fragmentation of
the brittle matrix into small particles [12,15–17].

Figure 2 illustrates the material removal mechanism of CFRP when machining at a
fiber angle of 90◦.

 

Figure 2. CFRP material removal mechanism at 90◦ fiber direction [1].
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The completely different mechanical parameters of the reinforcing fibers and the matrix
used are reflected in the machining in terms of the quality of the machined surface by the
so-called delamination. Delamination, which is the most problematic, occurs because it
exceeds the forces that hold the composite layers together. Therefore, it is determined by the
cohesion of the individual layers of the composite applied, and also by the strength of the
bond between the fibers and their binder. According to the literature [18–20], delamination
can be described as follows.

During machining, the tool penetrates the composite material. Under pressure, the
reinforcing fibers bend, leading to the formation of tensile cracks at the top of the fibers.
The resulting cracks initiate the breakage of the fibers. On the bottom side, the fibers are
pushed into the resin. The resin beneath the fibers is compressed and crushed. As the fibers
in the upper layer of the machined specimen break, they become dislodged when the tool
penetrates the material. Consequently, the upper layer of the material lacks fibers. This
type of delamination is commonly referred to as type I delamination. Type I delamination
is frequently observed when machining in the direction of the fibers at 45◦ and 90◦ [21].

The tool applies pressure to the reinforcing fibers, and the fibers bend or bend away
from the path of the moving tool. The bending or avoidance of the fibers causes them
to be uncut, which then return to their original position in the composite material. This
results in protruding fibers on the machined surface. This is type II delamination. Type II
delamination occurs most commonly when machining in the direction of the fibers at an
angle of 135◦ [22,23].

Type III delamination describes loose fibers that partially adhere to the machined
surface and lie parallel to the tool feed direction. Both Type I and Type III delaminations
generate loose fibers “attached” to the machined surface and cause a poor quality “unsharp”
machined surface very reminiscent of the burrs known from machining metallic materials.
The types of delamination are shown in Figure 3 [24].

Figure 3. Types of delamination during milling [8].

In recent years, numerous studies have been conducted to address the issue of delami-
nation in machining composite materials, with the aim of developing phenomenological
and empirical models to predict its occurrence and emergence. These models serve as
valuable tools for implementing delamination as a process monitoring criterion.

Hintze et al. [25] studied the occurrence and propagation of delamination and fiber
protrusion during circumferential milling of unidirectional carbon fiber composite mate-
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rial (hereafter referred to as CFRP) and reported that delamination is closely related to
the cutting edge (blade) wear and fiber orientation of the upper layer of the composite
material. The occurrence of delamination was found to be more frequent in cutting tools
with large tooltip radii and when machining composite materials with 90◦ and 180◦ fiber
orientation. Subsequently, an analytical model was later derived to predict the length of
protruding filaments [21]. A model for the analysis of the protrusions was developed by
Hosokawa et al. [26], who investigated the effect of the helix angle of a shank cutter on tool
wear and delamination during edge trimming of a multidirectional CFRP laminate. It was
shown that machining with a large helix angle tool resulted in a smoother surface and less
tool edge wear. In addition, tool wear and delamination were reduced when the milling
direction was tilted so that the direction of the resultant force was parallel to the feed direc-
tion. This was subsequently confirmed by Qingliang et al. [19], who showed that minimal
delamination damage was achieved when the tilt angle was equal to the helix angle of the
cutter. They also showed that the type of delamination and its frequency of occurrence
depended on the inclination angle and fiber orientation. When the inclination angle of the
fibers was large, type I/II was the prominent type of delamination. At a low inclination
angle, type I delamination occurred more frequently at 45◦ and 90◦ fiber orientations, and
type II delamination occurred more frequently at 135◦ fiber orientation [27,28].

Despite the widespread use of composite materials reinforced with more than just
carbon fiber, very few studies have attempted to systematically characterize the size and
amount of burrs in CFRP machining to determine tool life, mainly due to the complexity of
the geometry.

Therefore, the present study focuses on tool wear as a function of tool geometry and
fiber orientation, and the analysis of the effect of tool wear on the resulting delamination in
CFRP milling.

2. Materials and Methods

A laminated 3K CFRP board with a thickness of 4.3 mm was chosen as the machined
material. The board was manufactured using the vacuum infusion method. An LG 120
epoxy resin (GRM Systems, Olomouc, Czech Republic) with an HG 356 hardener (GRM
Systems, Olomouc, Czech Republic) was used as the matrix. For reinforcement, a CCH600
fabric (Kordkarbon, Strážnice, Czech Republic) with a weight of 600 g/cm2 and a twill
weave of 2 × 2 cm was used. The surface of the laminate consisted of a thin layer of pure
resin with a thickness of 10–15 μm. The properties of the machined materials are shown
in Table 1.

Table 1. Properties of the machined materials.

Resin Type Epoxy

Fiber Hyosung Tansome 12K H2550
Weave Twill 2/2

Areal weight 600 g/m2 ± 3%
Number of filaments per roving 3K

Ply thickness in laminate 4.3 mm

The plates used in this study had dimensions of 600 × 250. The choice of 250 mm
width dimension was based on the design of a fixture that was specifically designed to
accommodate a maximum plate width of 250 mm (see Figure 4). To effectively extract the
resulting chips in the form of dust, a powerful NEDERMAN extraction system (Nederman
Holding AB, Helsingborg, Sweden) was used, along with a specially designed nozzle
created via 3D printing. These methods were selected based on scientific articles [27,28].
The most common form of machining of CFRP materials is contour cutting of laminated
parts; therefore, this study focused on the problems that arise in this method of machining.
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Figure 4. Clamping fixture with a suction device.

For the research, a specific type of monolithic 6 mm diameter uncoated sintered
carbide cutter manufactured by UniCut s.r.o (Holoubkov, Czech Republic) was utilized.
This cutter was specifically designed for the contour cutting of composite materials. The
tool was securely clamped in a thermal chuck, which is known for its strong clamping
force and low runout value of 0.003 mm (see Figure 5). The influence of the clearance
angle on the observed accompanying and subsequent phenomena was investigated for the
cutters. Three different clearance angles were chosen (8.4◦, 12.4◦, and 16.4◦), and the rest of
the tool geometry remained unchanged. The manufacturer of these tools was consulted,
who recommended the clearance angle values. The clearance angle plays a significant role
in machining composite materials. A larger clearance angle makes it more challenging
for delaminated fibers to rub against the tool back and cause tool abrasion. However, a
larger clearance angle also results in a lower blade angle, which reduces the stability of
the blade. During the milling process, the generated forces and the following phenomena
were monitored: tool wear, surface roughness of the milled edge of the workpiece, and
delamination on the edge of the workpiece.

 
Figure 5. Clamped tool.

Cutting conditions for milling were chosen according to the tool manufacturer’s
recommendations, as shown in Table 2.
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Table 2. Cutting conditions.

Parameter Value

Diameter of the tool 6
Cutting speed vc 220 m/min

Feed rate vf 1167 mm/min
Sidestep ae 1 mm

Machining was performed on a three-axis milling center DMG MORI CMX 600 (DMG
Mori Seiki, Nagoya, Japan) with a spindle power of 13 kW and a maximum speed of
12,000 rpm. Non-contiguous machining was selected to suppress delamination.

All selected parameters were measured after a certain time, as shown in Table 3.

Table 3. Effect of tool wear on milling time.

Tool

 
8.4◦

 
12.4◦

 
16.4◦

time t [min] wear VB [μm] ± measurement uncertainty U [μm]

10 75.77 ± 0.89 73.43 ± 0.88 64.57 ± 0.99
20 118.09 ± 0.88 106.01 ± 0.87 90.91 ± 0.95
35 197.83 ± 0.95 157.09 ± 0.89 124.8 ± 0.98
50 - - 165.88 ± 0.99

The displacement component of the cutting force Fy was measured using a KISTLER
9265 B piezoelectric dynamometer (Kistler Instrument Corp, Amherst, NY, USA). The
surface roughness of the machined edge of the material was measured using a MITU-
TOYO SV-2000N2 SURFTEST touch profile profilometer (Mitutoyo, Kanagawa, Japan), the
evaluation of the measured profile was performed using Surfpak software (v.12.2, 2004,
Mitutoyo, Kanagawa, Japan), and the evaluation was performed only for the parameter
Ra, which is the most telling for machining composites. The wear, tooling, and size of
the delaminated material fibers were investigated using a KEYENCE VK-X1100 3D laser
confocal microscope (Keyence, Itasca, IL, USA). The microscope was used to evaluate the
amount of wear on the back of the VB tool, and the size and type of the delaminated fibers
were examined.

Statistical data processing involves calculating the arithmetic mean, denoted as ‘x’,
from the measured data. Afterward, the measurement uncertainty was calculated.

The measurement uncertainty was calculated according to the valid document Guide
to the Expression of Uncertainty in Measurement (document EA 4/02). First, the A-type
uncertainty was determined, and then the B-type uncertainty, the combined standard un-
certainty u(s), and the resulting expanded measurement uncertainty U were calculated. In
this case, the standard uncertainties were the sample standard deviation of the mean based
on the calculation. The procedure for determining the type B standard uncertainty was
based on determining the uncertainty by means other than the statistical analysis of a series
of observations. In this specific case, the standard uncertainty determination involved
several factors. First, it relied on the information obtained from the calibration sheet of the
measuring instrument. Additionally, the uncertainties associated with various influences
acting on the measurement process were taken into account. These influences included,
among others, the temperature coefficient of the length expansion of the cutting tool, tem-
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perature variations in the measuring room, and the influence of the operator handling the
measuring instrument. The combined standard uncertainty was calculated as the geometric
sum of the A-type uncertainty and the B-type uncertainty. This expanded uncertainty of
measurement U was multiplied by the standard uncertainty u(y) of the estimate of the
output quantity y by the expansion factor k: U = k × u(y). For the calculation, the normal
(Gaussian) distribution of the measurand was determined (the standard uncertainty of
the estimate of the output quantity was determined with sufficient reliability); therefore,
the standard expansion coefficient k = 2 was used. The resulting expanded uncertainty
corresponded to a coverage probability of approximately 95%.

3. Results

To obtain the necessary results, it was necessary to evaluate the magnitudes of the
cutting forces, tool wear, the surface roughness of the machined material, and the size of
the delaminated layer on the edge of the machined material.

3.1. Tool Wear Assessment

Wear measurements were taken at five selected locations around the circumference
of the tool. At each selected location, the wear on the tool back was measured five times
for each type of tool. The critical life of the VBkrit tool was determined according to the
recommendations provided by the tool manufacturer. The dependence between the tool
wear and milling time was investigated. Based on the measured results shown in Table 3
and graphically presented in Figure 6, the following conclusions can be drawn:

(1) Tool wear increased with increasing milling time.
(2) Tool wear increased with a lower tool clearance angle.

 

Figure 6. Effect of clearance angle value on tool wear VB [μm].

The VB wear [μm] of all three tools with different clearance angles (8.4◦; 12.4◦; 16.4◦)
increased with increasing milling time. The tool with a clearance angle of 8.4◦ showed
faster back wear (the critical tool life of VBkrit = 200 μm was reached within t = 35 min)
than the tool with a clearance angle of 16.4◦, where the increase was rather gradual, and
the critical tool life of VBkrit = 200 μm was not even reached in 50 min of milling. The
wear on all three instruments increased with decreasing (smaller) clearance angle. The tool
with a clearance angle of 8.4◦ had the highest wear (VB = 197.83 μm at the observed time
t = 35 min), whereas the tool with the highest clearance angle of 16.4◦ had the lowest wear
(VB = 124.80 μm at the observed time).
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3.2. Roughness Evaluation of the Machined Edge/Surface

The dependence between the roughness of the machined edge and the tool wear was
investigated. Ra [μm] was selected as the parameter for the study of this dependence. The
surface roughness was measured using a MITUTOYO SV-2000 contact profilometer with a
5 μm radius diamond tip. The measured profile was evaluated according to the applicable
standard, ČSN ISO 21920 [29]. The measured results are presented in Figure 7.

 

Figure 7. Effect of the machined edge roughness Ra [μm] on tool wear VB [μm].

From the measured results graphically presented in Figure 7, the following conclusions
can be drawn:

(1) Tool wear VB [μm] affected the surface roughness for all three tools with different
clearance angles (8.4◦; 12.4◦; 16.4◦). The roughness Ra of the machined edge increased
with increasing tool wear.

(2) The roughness of the machined edge and the tool wear did not increase or decrease
significantly with a greater or lesser angle of the tool back.

3.3. Cutting Force Rating

Furthermore, the relationship between the cutting force (sliding cutting force Fy) and
the tool wear was investigated. The measured results are shown in Figure 8.

 

Figure 8. Effect of cutting force Fy [N] on tool wear VB [μm].
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From the measured results graphically presented in Figure 8, the following conclusions
can be drawn:

(1) The cutting force (sliding) Fy [N] increased with increasing tool wear for all three tools
with different clearance angles (8.4◦; 12.4◦; 16.4◦).

(2) The cutting force for all three instruments increased with a lower clearance angle.

The relationship between the cutting force (sliding cutting force Fy) and the roughness
of the machined edge was also investigated. The measured results are shown in Figure 9.

 

Figure 9. Effect of cutting force F [N] on the roughness of the machined edge Ra [μm].

3.4. Evaluation of Delamination

The dependence of the clearance angle and tool wear on the size of delamination was
investigated. The measured results are graphically presented in Figures 10 and 11. The
clearance angle influences the formation and length of the delaminated fibers. A larger
clearance angle resulted in a smaller size of delaminated fibers. Additionally, the size of the
delaminated fibers increased with increasing wear. Furthermore, the radius of curvature
of the blade increased with more wear on the tool back (unworn blade, Figure 12a; worn
blade, Figure 12b). This indicates that the blade became blunted and lost its ability to cut
the individual carbon fibers of the top layer of the CFRP material.

 

Figure 10. Effect of delamination [μm] on the top edge of the machined surface on tool wear VB [μm].
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Figure 11. Effect of delamination [μm] on the bottom edge of the machined surface on tool wear
VB [μm].

  
(a) (b) 

Figure 12. Detail of the tool edge: (a) new blade; (b) worn blade.

(1) Delamination [μm] increased with increasing tool wear for all three tools with different
clearance angles (8.4◦; 12.4◦; 16.4◦).

(2) Delamination and tool wear for all three tools increased with a lower clearance angle.

The delamination [μm] increased with increasing tool wear for all three tools with
different clearance angles (8.4◦; 12.4◦; 16.4◦).

Within the conducted measurements, attention was also given to the type of delamina-
tion that primarily occurred on the upper side of the machined CFRP edge.

Two types of delaminations were observed as follows: type I/II and type III. The
delamination of type I/II was most noticeable at the lower machined edge and was charac-
terized by a significant presence of uncut fibers that protruded and were either bent by the
advancing tool in the cutting direction or only slightly trimmed (see Figure 13a–c). The
poorest quality machined edge, indicated by uncut protruding fibers, was observed after
a machining time of t = 35 min, demonstrating the significant influence of tool wear on
delamination (Figure 13g–l). It was observed that a sharp tool resulted in clean fiber cuts
with no delamination, whereas a tool with average wear already showed visible uncut
protruding fibers. As the wear increased, pronounced delamination occurred, including
uncut protruding fibers and fiber breakage within the individual layers of the milled CFRP
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edge. Additionally, clusters of crushed epoxy resin were observed on the surface of the
machined edge, forming a fine crust on the uncut fibers and along the machined edge.

Figure 13. Delamination after milling time (a,b) 8.4◦ (10 min), top edge of the machined surface;
(c,d) 12.4◦ (10 min), top edge of the machined surface; (e,f) 16.4◦ (10 min), top edge of the machined
surface; (g,h) 8.4◦ (35 min), bottom edge of the machined surface; (i,j) 12.4◦ (35 min), bottom edge of
the machined surface; (k,l) 16.4◦ (35 min), bottom edge of the machined surface.

Occasionally, type III delamination was also observed. Type III delamination was
presented as loose fibers that partially adhered to the machined surface and were ori-
ented parallel to the tool feed direction. These loose fibers resulted in a poor quality
‘unsharp’ machined surface, reminiscent of the burrs commonly encountered in machining
metallic materials. This type of delamination primarily occurred at the upper edge of the
machined surface.

4. Discussion

This study investigated the effect of the clearance angle of a milling tool on the wear,
forces, roughness of the machined edge, and delamination of a non-consistently milled
CFRP board with a twill weave and 90◦ fiber orientation.

Tool wear VB [μm] increased with increasing milling time for all three tools with
different clearance angles (8.4◦; 12.4◦; 16.4◦). Furthermore, tool wear increased with a lower
clearance angle (8.4◦).

It was also observed that the smooth and shiny surface in the tool wear area indicated
the presence of abrasion wear. This abrasion wear was caused by the high abrasiveness
of the carbon fibers. The chips that rubbed against the tool’s back during the machining
process acted as a polishing mechanism, resulting in a shiny and polished area in the tool
wear zone. However, unlike the wave-like wear observed in [27,28], the chips did not
produce wave-shaped wear patterns. This difference could be attributed to the distinct
geometry of the examined tools, which featured numerous small teeth with opposite helix
angle orientations.
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The overall measurements show that the tool geometry, or the clearance angle, signifi-
cantly influenced the tool wear during the milling process. The larger the tool clearance
angle (16.4◦), the less the wear; conversely, the smaller the tool clearance angle (8.4◦), the
greater the wear.

Ra [μm] was chosen as a parameter for the dependence study. The roughness of
the machined edge increased with increasing tool wear for all three tools with different
clearance angles (8.4◦; 12.4◦; 16.4◦). Further, the roughness of the machined edge and tool
wear did not increase or decrease significantly with smaller or larger tool clearance angles.
The observed effect was not demonstrated in any way. Also, in [30], changing the clearance
angle did not affect the amount of surface roughness.

The overall measurements showed that the tool geometry, or the clearance angle, did
not significantly affect the worn tool’s effect on the machined edge’s roughness.

The cutting force Fy [N] increased with increasing tool wear for all three tools with
different clearance angles (8.4◦; 12.4◦; 16.4◦). Further, the cutting force and tool wear
increased with a lower tool clearance angle (8.4◦).

The overall measurement subsequently showed that the cutting (sliding) force in-
creased significantly with increasing wear. Both the cutting force and tool wear decreased
with increasing tool clearance angle. With a low tool clearance angle (8.4◦), both the cutting
force and tool wear increased. A low cutting force prevented tool wear.

The small magnitude of the cutting forces resulted in low tool wear, and thus low
energy consumption.

The cutting force Fy [N] for all three tools with different clearance angles (8.4◦; 12.4◦;
16.4◦) increased with increasing roughness of the machined edge. Furthermore, the cutting
force and roughness of the machined edge increased with a lower tool clearance angle (8.4◦).

The overall measurements showed that the cutting (sliding) force increased signifi-
cantly with increasing surface roughness of the machined edge. Both the cutting force and
surface roughness decreased with increasing tool clearance angle (16.4◦). With a low tool
clearance angle (8.4◦), both the cutting force and surface roughness increased. The overall
low cutting force helped to reduce surface roughness and prevent tool wear.

Delamination [μm] increased with increasing roughness of the machined edge, both on
the upper and lower sides of the edge, for all three tools with different clearance angles (8.4◦;
12.4◦; 16.4◦). Furthermore, the delamination and roughness of the machined edge increased
with a lower tool clearance angle (8.4◦). The resulting delamination, in the form of fibers
protruding beyond the edge of the material, was the main type of delamination observed,
in contrast to [6], where the delamination was mainly in the form of deep abrasion of the
overlying material

The overall measurements subsequently showed that delamination increased sig-
nificantly with an increase in the surface roughness of the machined edge. Both the
delamination and surface roughness decreased with increasing tool clearance angle (16.4◦).
With a low tool clearance angle (8.4◦), both delamination and surface roughness increased.

It was observed that delamination always occurred at the point of initial contact
between the tool and the CFRP board fiber where the initial cutting occurred. The fibers
were under compressive stress at the point of contact with the tool, and cracks started to
form, with tension and subsequent fracture of the fibers on the opposite side. The polymer
matrix was stressed by the pressure in front of the tool, cracks formed, and the brittle matrix
was crushed into small particles.

Delamination [μm] increased with increasing tool wear for all three tools with different
clearance angles (8.4◦; 12.4◦; 16.4◦), both on the upper and lower sides of the machined
edge. Furthermore, delamination and tool wear increased with a lower tool clearance
angle (8.4◦).

The above results show that delamination increased with increasing tool wear. Both
delamination and tool wear decreased with increasing tool clearance angle (16.4◦). With a
low tool clearance angle (8.4◦), both delamination and tool wear increased.
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Delamination [μm] increased with increasing cutting force for all three tools with differ-
ent clearance angles (8.4◦; 12.4◦; 16.4◦), both on the upper and lower sides of the machined
edge. Increasing the cutting force increased the degree of delamination. Furthermore,
delamination and cutting force increased with a lower tool clearance angle (8.4◦).

The above results show that delamination increased with increasing cutting force.
Both delamination and cutting force decreased with increasing tool clearance angle (16.4◦).
With a low clearance angle (8.4◦) of the tool, both delamination and cutting force increased.
The formation of delamination is consistent with the data in [31].

5. Conclusions

Tool geometry has a significant influence when machining CFRP materials. This
study focused on the investigation of the effect of the tool clearance angle on wear, cutting
forces, machined edge roughness, and delamination in the non-contiguous milling of
CFRP laminates.

The following conclusions were drawn from the measurements:

• The angle of the tool back has a significant effect on tool wear, the roughness of the
machined edge, and the delamination of CFRP.

• The tool with a clearance angle of 8.4◦ wore out faster than the tool with a clearance
angle of 16,4◦. The same was true for the cutting force, the observed roughness of
the machined edge, and delamination. In this context, it was shown that the cutting
force increased with increasing tool wear, which in turn increased surface roughness
and delamination.

• From the tool surface topography images, it was observed that abrasion wear occurred
within the tool wear.

• Type I/II and III delaminations were observed in the machined upper and lower edges.
Type I/II delamination was the most pronounced and increased with increasing tool
wear, especially on the lower machined edge.

The results of this research hold significant practical importance, not only in terms of
the quality of the machined surface but also in relation to time, financial costs, and energy
savings when machining CFRP composite materials. Another possible direction for future
research could be to investigate other aspects of tool geometry, such as face angle, helix
pitch angle, etc., and their influence on the parameters investigated in the present research.
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Scientific and Didactic Laboratory of Nanotechnology and Material Technologies, Faculty of Mechanical
Engineering, Silesian University of Technology, Konarskiego 18a St., 44-100 Gliwice, Poland;
blazej.tomiczek@polsl.pl
* Correspondence: grzegorz.matula@polsl.pl

Abstract: This paper describes the combination of surface engineering and powder metallurgy
to create a coating with improved corrosion resistance and wear properties. A new method has
been developed to manufacture corrosion-resistant surface layers on steel substrate with additional
carbide reinforcement by employing a polymer-powder slurry forming and sintering. The proposed
technology is an innovative alternative to anti-corrosion coatings applied by galvanic, welding
or thermal spraying techniques. Two different stainless-steel powders were used in the research.
Austenitic 316 L and 430 L ferritic steel powders were selected for comparison. In addition, to
improve resistance to abrasive wear, coatings containing an additional mixture of tetra carbides (WC,
TaC, TiC, NbC) were applied. The study investigates the effects of using multicomponent polymeric
binders, sintering temperature, and atmosphere in the sintering process, as well as the presence of
reinforcing precipitation, microstructure and selected surface layer properties. Various techniques
such as SEM, EDS, hardness and tensile tests and corrosion resistance analysis are employed to
evaluate the characteristics of the developed materials. It has been proven that residual carbon
content and nitrogen atmosphere cause the release of hard precipitations and thus affect the higher
mechanical properties of the obtained coatings. The tensile test shows that both steels have higher
strength after sintering in a nitrogen-rich atmosphere. Nitrogen contributes over 50% more to the
tensile strength than an argon-containing atmosphere.

Keywords: powder metallurgy; pressureless forming; stainless steel; protective coatings; composite

1. Introduction

The development of modern engineering materials is dependent on and closely related
to the technology of forming and sintering powders [1–3]. The high requirements set by
consumers regarding high properties and low costs make it necessary to look for new
technological solutions. Steel is still the best material solution for corrosion-resistant
elements and relatively high mechanical loads. Unfortunately, alloying additives that
determine high corrosion resistance are expensive [4]. Technologies using anti-corrosion
protection, based mainly on zinc and paint coatings, are widely used to coat structural
steels. Unfortunately, the influence of zinc galvanization on the hardness of covered
steels is significant. For example, many types of steel suffer from a considerable decrease
in hardness, particularly high-strength steel [5]. In the analyzed zinc-coated steels, the
reduction in hardness ranged from about 28% to as much as 55%.

To obtain a material that is resistant to corrosion and, at the same time, has high
mechanical properties, stainless steels with a high chromium and nickel content should be
used. Unfortunately, a dynamic increase in nickel prices has been caused by its increasing
use. This element’s average annual price growth rate is 7.29% [6]. The demand for nickel
also results from its unique chemical properties that make it useful for various applications,
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like catalysts in methanation [7] or solid oxide fuel cells [8]. Due to the low-temperature
coefficient of resistance, nickel-chromium alloys are used in devices operating at high
temperatures [9]. It should therefore be expected that the costs of austenitic steels will
increase even more. The price of high-nickel steels is four to six times higher than unalloyed
steels and twice as high as high-alloy tool steels [4]. Therefore, searching for new materials
and technological solutions is important to reduce the share of costly elements such as
nickel in steel.

Duplex steels with a ferritic-austenitic structure are undoubtedly an interesting solu-
tion. Due to their optimal variety of mechanical properties and high corrosion resistance,
duplex steels have more applications. Obtaining high properties is possible from the
balance in dual-phase composition and the steel production method, the parameters of
individual processes and the insertion of alloying additives. Only the selection and strict
control of each listed aspect make it possible to obtain duplex steel that meets the ap-
plication requirements. Powder metallurgy is widely used in duplex steel production
methods [10–14]. Austenitic-ferritic steel powder can be obtained using conventional base
powder mixing, compaction and sintering. A powder with a precise chemical composition
can be prepared by atomization [15], or base powders with different chemical compositions
can be mixed to obtain the correct ratio. In [10], a mixture of austenitic and martensitic
corrosion-resistant steel powders was used, and in [11], a combination of austenitic and
ferritic powders was used. Various forming techniques are also used. The metal injection
molding technique produced small orthodontic components with complex shapes from
duplex steel [12]. Often, during the sintering of duplex steel, the chemical composition is
equalized during diffusion at high temperatures, and the share of the ferritic phase con-
cerning the austenitic phase increases, as proved in [16]. Duplex steel can also be produced
by additive manufacturing. An example of this is a multilayer steel structure made of
austenitic and martensitic stainless-steel wires using wire and arc additive manufacturing
equipment based on plasma arc welding [17]. An interesting solution may be using powder
metallurgy methods for the manufacturing of corrosion-resistant surface layers by coating
non-alloy steels. Previous studies [18] have shown that it is possible to produce a layered
material with high mechanical strength using polymer-powder slurry.

The main goal of the undertaken research is the development of layered materials
resulting from the combination of surface engineering and powder metallurgy. Materials
with a layered structure consisting of a stainless surface layer on steel intended for thermal
improvement, with high mechanical properties, were developed using polymer-powder
slurry and sintering. In addition, hard carbide particles were introduced to the surface
layer’s structure to increase the mechanical properties, particularly hardness and resistance
to abrasive wear, while maintaining strong corrosion resistance. Particularly noteworthy
is the innovative approach to stainless steel, especially 316 L austenitic steel, where it is
essential to maintain a low carbon concentration. To prevent intergranular corrosion, it is
important to block the precipitation of chromium carbides and the drop in electrochemical
potential at the grain boundaries. Because carbon lowers the solidus temperature and
initiates the sintering process, which ensures a surface layer’s diffusion connection with
the non-alloy steel substrate, a local increase in carbon concentration is required. The
proposed technology is an innovative alternative to anti-corrosion coatings applied by
galvanic, welding or thermal spraying techniques [19,20]. It is worth emphasizing that the
developed method of forming layers resistant to corrosion and wear on steel is innovative
and is a unique invention of the authors. So far, there have not been any reports in the
literature on using similar solutions.

Surface layers based on ferritic 430 L or austenitic 316 L steel developed as part of
this research can be used to cover the screws of extruders and injection molding machines
for processing plastics. The increasing use of recyclates with a higher viscosity than pure
polymers, which may additionally be contaminated with solid particles, causes an increase
in the wear of the surfaces of cylinders and screws. Their regeneration by surfacing with
alloys with a high proportion of Co and Ni is associated with high costs. Using the
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presented technology may reduce these costs and maintain comparable tool properties.
This technology is expected to be used primarily in producing new components exposed to
wear and corrosion. However, using these layers to regenerate or repair worn steel surfaces
may also be technologically and economically justified.

2. Materials and Methods

To produce corrosion-resistant surface layers on carbon steels, the powders of austenitic
steel 316 L and ferritic steel 430 L marked according to ASTM and manufactured by Sandvik
Osprey Ltd. were used. The powders employed had spherical particles typically created
by atomizing inert gas [21]. The morphology and particle size distribution are shown in
Figure 1. The particle size distribution analysis of the selected powders was performed
using the laser particle size analyzer Analysette 22 MicroTec Plus, Fritsch Gmbh, and the
results are gathered in Table 1.

Table 1. Characteristics of base powders.

Powder 316 L 430 L Tetra Carbides

Density, g·cm−3 7.94 7.70 11.82

D10, μm 3.78 3.19 0.80

D50, μm 9.88 8.16 2.70

D90, μm 19.99 16.83 9.48

Sw 3.53 3.54 2.74

(a) 

 

 
 

(b) 

 

 

Figure 1. Cont.
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(c) 

 

 

Figure 1. SEM morphology, particle size distribution and EDS chemical composition of (a) 316 L steel
powder, (b) 430 steel powder (c) tetra carbides powder. Particle size distribution curve is blue and
cumulative curve is red.

The scanning microscope SUPRA 35 by Zeiss (Oberkochen, Germany) was used to
determine the powders’ morphology and study the sinters’ structure. ASTM 4140 steel
was used as the substrate. Steels used for the surface layer, especially 316 L steel with
an austenitic structure, have low hardness, so to increase it, and in particular to increase
resistance to abrasive wear, the steel was reinforced by a mixture of carbides known by
the name “Tetra Carbides” and produced by Treibacher Industrie AG, containing 47% WC,
14% TiC, 33% TaC and 6% NbC in volume. The Tetra Carbides powder is referred to as
TC. The morphology of these carbides and the particle size distribution are also shown in
Figure 1. Their volume fraction concerning steel was 5%. The applied powders of stainless
steels, atomized by gas, are generally used for the production of feedstock for powder
injection molding. A total of 90% of the 316 L and 430 L steel particles are smaller than
approximately 19 and 16 μm. Moreover, the particles are spherical, which improves surface
wettability with polymers. A total of 90% of the carbide TC particles used to reinforce
the stainless steel were smaller than 9 μm. The size distribution of carbide particles is
bimodal, which is caused by the strong aggregation of fine carbide particles, and this can be
observed in the structure of the sintered samples. To determine the mechanical properties
of the surface layers in the form of steel and carbide steels produced on carbon steels,
it was necessary to prepare samples of these materials for which the powder injection
molding technology was used. The powders of the used stainless steels are suitable for this
technology not only due to their spherical shape and size below 20 μm, but also due to
their particle size distribution, which is evidenced by the particle size distribution slope
parameter Sw. This parameter is the slope of the log-normal cumulative distribution and
can be calculated using Formula (1) [22]. The particle distribution is narrower the higher
the value of Sw. A broad particle size distribution (Sw of 2–4) indicates easy-to-mold,
low-viscosity material, but a narrow particle size distribution (Sw of 4–7) of powder often
results in high feedstock viscosity. This ensures high surface quality and sinter edges and,
in particular, low surface roughness. Considering the powder parameters (Table 1) and the
values of the Sw coefficient calculated on this basis, it can be concluded that all the powders
used can be used in the powder injection molding technology because the particle size
distributions are relatively wide.

Sw =
2.56

log D90
D10

(1)

As part of the preliminary research, various powder-forming techniques were used.
As a result of these analyses, the non-pressure forming method was selected as the best
due to the properties of the finished element. The technology of forming polymer-powder
slips on solid steel surfaces allows for a local increase in the share of carbon initiating the
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powder sintering process, as well as the surface layer and substrate, which guarantees a
good connection of the layer with the diffusion substrate. Figure 2 shows a diagram of this
process.

(a) 

 

(b) 

 

Figure 2. Scheme of (a) thermal debinding process of polymer-powder coatings applied on a solid
steel substrate and (b) manufactured coating with stainless steel sintered layer.

Due to the direction of degradation of the polymer binder from the surface into the
layer, the largest share of residual carbon will be found in the area directly above the
surface of the substrate. A high proportion of carbon lowers the sintering temperature [23],
which reduces the properties of the steel but guarantees good adhesion of the coating to the
substrate. An essential issue in this method is the uniform thickness of the layer applied
from the polymer-powder slurry. Therefore, it is necessary to introduce automation and
control of the coating application process. For example, in the case of components with a
circular cross-section, it is possible to dispense the slurry with the simultaneous rotation of
the coated bar, which guarantees even distribution of the polymer-powder slurry, as shown
in Figure 3.

Figure 3. Scheme of the automation process of applying polymer-powder coatings.

To perform comparative tests of the mechanical properties of steels and carbide steels,
polymer-powder slurries based on a binder containing PP and PW were prepared. A
Zamak-Mercator MP-30 mixer was used to homogenize the polymer-powder mixtures.
The rotational speed of the mixer screws was 20 rpm, the homogenization temperature
was 170 ◦C, and the time was 30 min. The carbides were pre-mixed with the binder by
adding stearic acid as a surfactant, which increases the wettability of the carbide powder
surface [24]. Using homogenized slurries, samples for testing were produced using Zamak
Mercator equipment. A mini-piston injection molding machine with a cylinder capacity
of 15 cm3 from the same company was used for injection molding. The actual injection
pressure is much higher, but unfortunately, the device cannot measure it. It is only possible
to adjust the pressure of the air supplied to the actuator. The injection conditions depended
on the shape of the sample. For the beam intended for bending, the conditions were as
follows: cylinder temperature 170 ◦C, die temperature 40 ◦C, injection time 5 s, pressure
5 bar. In the case of samples with more complex shapes, such as dog bones intended for
tensile testing, the viscosity of the slurry should be lower; hence, the temperature of the
cylinder and die were 180 ◦C and 50 ◦C, respectively, and the other parameters remained
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the same. A series of samples, such as tensile paddles and beams for the three-point
bending test, were thus prepared.

Regardless of the powder-forming method, the produced samples are characterized
by a smooth surface. Figure 4a shows a sample in the form of a dog bone injection molded
from 316 L steel. The samples are characterized by high quality and a lack of defects in
the form of distortions and external and internal bubbles. Figure 4b shows samples of
steel 4140, which were covered with a polymer-powder slip and sintered. Samples were
made with holes in the centre to test the ability to cover the surface of the inner holes. The
drawing shows a clean steel substrate, slip-coated steel, and the finished sinter.

(a) (b) 

Figure 4. View of (a) a 316 L steel sample after powder injection molding and (b) pre-coating,
post-coating and post-sintering samples with holes.

The injection molded samples were then subjected to binder degradation and sintering.
The degradation was carried out in two stages. Initially, solvent degradation in heptane
was used for max. 24 h, at a temperature of 25 ◦C. The first step of the degradation allowed
paraffin removal. Then, the samples were placed in a tube furnace, in which thermal
degradation of the binder and direct sintering was performed at temperatures between
1150 and 1350 ◦C, with steps of 50 ◦C. Solvent degradation generally facilitates thermal
degradation, the cycle of which has been selected experimentally. Both thermal degradation
and sintering were performed in a Czylok tube furnace in an atmosphere of a flowing gas
mixture comprised of N2-10% H2 and Ar-10% H2. The maximum heating rate did not
exceed 5 ◦C/min, and during heating, the thermal degradation temperature was much
lower and did not exceed 1 ◦C/min. Due to the high viscosity of the slurries used for
injection and significant technological problems with their low-pressure application on the
surface of unalloyed steel, a mixture was prepared in which only paraffin was used as a
polymer binder. The proportion of steel to carbide powders was comparable. However, in
the case of steel powder and steel-carbide powder, the volume fraction of the paraffin binder
was raised by 10% and 15%, respectively, to ensure the low viscosity of the slurry. The use
of carbides requires a higher proportion of binders due to their small size, irregular shape
and the resulting greater specific surface area that needs to be wetted. Table 2 presents the
composition of powders and binder slurries intended for injection molding solid samples
and forming surface layers on stainless steel. The coated samples were only subjected to
thermal degradation at 200 ◦C for 1 h and then heated directly to the sintering temperature.
The sintering time of injection molded and low-pressure samples was 30 min. Injection
molded sinters were subjected to shrinkage and density analysis using the hydrostatic
method. The microhardness measurement was carried out in the Vickers Future-Tech FM-
700 hardness tester with a load of 100 g. The tensile strength and three-point bending tests
were performed using appropriate attachments in the Zwick/Roell Z020 testing machine.
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Table 2. Compositions of injected and pressureless formed samples.

Molding
Methods

Designation
Powder Volume Fraction, % Binder Volume Fraction, % Density of

Slurry, g·cm−3316 L 430 L Tetra Carbides PW SA PP

Powder
Injection
Molding
PIM

PIM316 60 - - 20 - 20 5.12

PIM430 - 60 - 20 - 20 4.98

PIM316TC 54 - 6 19.8 0.4 19.8 5.35

PIM430TC - 54 6 19.8 0.4 19.8 5.22

Pressureless
forming of
powder
PLF

PLF316 50 - - 50 - - 4.42

PLF430 50 - - 50 - - 4.3

PLF316TC 40.5 - 4.5 55 - - 4.27

PLF430TC - 40.5 4.5 55 - - 4.17

Observations of the structure of the produced materials were made in a scanning
electron microscope (SEM) ZEISS SUPRA 35, using the detection of secondary electrons and
backscattered electrons at an accelerating voltage of 20 kV and a maximum magnification
of 50,000×. The corrosion resistance test was conducted on a precise Atlas-Sollich 0531 EU
potentiostat according to the PN ISO 17475:2010 standard [25]. In addition to the corrosion
tests of sinters, reference samples in commercial steel 316 L and 4140 were also tested. The
following parameters were tested: open circuit potential EOCP, corrosion resistance (Ecorr)
or breakdown potential (Eb), polarization resistance (Rp), and corrosion current density
(icorr). The tribological tests were carried out using equipment for the “ball-on-disc” test,
which was performed on a Tribometer CSM. The wear tracks were measured using a
Sutronic 25 profilometer from Taylor Hobson and observed on an SEM microscope. A
replaceable pin in the form of a small ball with a diameter of 6 mm made from Al2O3,
loaded with 30 N force, was slid on the flat surface of the sample tested. It must be
emphasized here that the ball surface wear was negligibly low.

3. Results

The solvent degradation of injection molded materials allowed the removal of 98%
of the paraffin and facilitated thermal degradation at a later stage. The lack of solvent
degradation often causes the formation of gas bubbles on the surface of the sinters. Removal
of one of the polymer components, paraffin, allows for the partial opening of the pores in
the entire volume of injection molded fittings. In the case of low-pressure molded surface
layers, it is necessary to use only thermal degradation of the binder. The test results of
injection molded materials show that the shrinkage value after sintering increases with
the increase in sintering temperature. In addition, the shrinkage depends on the sintering
atmosphere used; in particular, it is more significant for samples sintered in the N2-10% H2
atmosphere and increases in the case of sinters with additional carbides (Table 3). After
sintering at 1250 ◦C in an Ar-10% H2 atmosphere, the shrinkage of 316 L and 430 L steels
was 7.5 and 10.3%, respectively, and 9.34 and 11.26% in the N2-10% H2 atmosphere. Thus,
it can be seen that the shrinkage depends on the atmosphere and the type of material. The
density of these steels sintered in the Ar-10% H2 atmosphere is comparable and amounts
to 87.5 and 86.8% for steel 316 L and 430 L, respectively. Using an atmosphere of N2-
10% H2 causes an increase in the density of steel by only about 1.5% in both cases. The
results of hardness tests confirm that adding carbides significantly increased the hardness
of the tested sinters, but the change in atmosphere did not increase hardness in the case
of 316 L steel. In particular, the hardness of 316 L steel after sintering at 1250 ◦C under
Ar-10%H2 atmosphere was 198 HV0.1, and was comparable when sintered in N2-10%H2
atmosphere amounting to 196 HV0.1. The hardness of this sintered steel was increased to
327 HV0.1 by adding carbides at the same temperature and N2-10%H2 atmosphere. In the
case of 430 L steel, the change in the sintering atmosphere had a much greater effect on
hardness. After sintering in an argon-rich atmosphere, the hardness was 172 HV0.1 and
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412 HV0.1 when using a nitrogen-rich atmosphere. Adding carbides to this steel increased
the hardness to 302 and 546 HV0.1 after sintering in the atmosphere of Ar-10%H2 and
N2-10%H2, respectively. Therefore, in the case of 430 L steel, the sintering atmosphere is
quite essential. Tensile testing has shown that a nitrogen-rich atmosphere increases the
strength of 316 L and 430 L steels. In the case of 316 L steel, the change in atmosphere
from Ar-10% H2 to N2-10% H2 during sintering at 1250 ◦C caused an increase in tensile
strength from 410 to 643 MPa and a decrease in elongation from 32 to 6.6% (Figure 5). An
atmosphere rich in nitrogen undoubtedly strengthens the structure of this steel. It should
be noted that the maximum tensile strength of this steel is 652 MPa and can be achieved
by adding carbides and sintering in a nitrogen-rich atmosphere. A similar trend can be
observed in the case of 430 L steel. Detailed test results are presented in Table 3.

Table 3. Properties of obtained materials sintered at 1250 ◦C under different atmospheres.

Material 316 L 316 L/TC 430 L 430 L/TC

Atmosphere Ar-10%H2 N2-10%H2 Ar-10%H2 N2-10%H2 Ar-10%H2 N2-10%H2 Ar-10%H2 N2-10%H2

Density 6.92 7.03 6.98 7.027 6.693 6.79 7.68 7.825

Shrinkage 7.54 9.34 9.24 10.05 10.32 11.26 11.12 11.28

Hardness, HV0.1 198 196 217 327 172 412 302 546

Tensile strength, MPa 410 643 559 652 432 668 658 679

Figure 5. Measured stress–strain curves for 316 L steel sintered under Ar-10%H2 and N2-10%H2.

The scanning microscope tests showed that the increase in the tensile strength of the
steel is due to the release of carbonitrides after sintering in the N2-10%H2 atmosphere.
In the case of both steels, they are rich in Cr and Fe, which was revealed by scanning
microscopy and EDS analysis, as shown in Figures 6 and 7. Determining whether Mo and
Ni are also part of these precipitates in 316 L steel is difficult because the phases are less
than 1 μm. Similar phases precipitate in 430 L steel sintered in a nitrogen-rich atmosphere.
The structure of both steel grades resembles a pearlitic structure due to the presence of fine
precipitates of nitrides. Tribology studies (Figure 8) have shown that 316 L stainless steel
sintered in an N2-rich atmosphere achieves significantly higher abrasion resistance than
steel sintered in an Ar-rich atmosphere. This is undoubtedly the effect of the precipitated
nitrides. The width of the trace of abrasion of the sample sintered in a mixture of Ar-10%H2
gases is 1739μm, and the depth is 62.4 μm. For the material sintered in the atmosphere
of N2-10%H2, these values are 564 and 11.8 μm, respectively. The depth of the abrasion
trace of steel sintered in a nitrogen atmosphere is more than five times lower, which is a
surprising result for the authors. Table 4 shows the calculated volume of material removed
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in the ball-on-disc test. Both materials sintered in a nitrogen-rich atmosphere had lower
wear compared to steels sintered in an argon-rich atmosphere.

  
Figure 6. Structure of 316 L steel sintered under N2-10%H2 at a temperature of 1250 ◦C and chemical
composition of (marked with red dot) precipitation of investigated materials observed in SEM.

  

Figure 7. Structure of 430 L steel sintered under N2-10%H2 at a temperature of 1250 ◦C and chemical
composition of (marked with red dot) precipitation of investigated materials observed in SEM.

Figure 9 shows carbide steels 316 L/TC and 430 L/TC produced by injection molding
powders and sintered at 1250 ◦C. Comparing the structure of both materials, it can be seen
that similar phases are separated in both materials. Grey carbides rich mainly in Cr, Fe
and W are marked in both carbon steels as No. 2. Light carbides are rich mainly in W but
also in Fe and Cr labelled as No. 3. There are also fine dark precipitates rich in nitrogen,
carbon, and oxygen and titanium in these materials. Due to the small particle size, the Cr
and Fe content may partly come from the matrix. The chromium concentration in the 430
L/TC carbide matrix is lower than that in the 430 L steel powder, and its mass fraction
is 13.9 and 16.5%, respectively. Similarly, in 316 L/TC carbide, chromium concentration
in the matrix decreases from 17.3 to 15.2%. This results from the precipitation of carbides
rich in this element and the depletion of the matrix, which is a typical effect in stainless
steels with a high concentration of carbon. Corrosion tests were also performed on injection
molded samples because their surface is flatter and regular. The results of corrosion tests
(Table 5) have shown that sintering in a nitrogen-rich atmosphere and adding carbides
increases sinters’ corrosion resistance. This effect is quite surprising, but it is most likely
due to the lower porosity of these materials. In general, residual carbon, a nitrogen-rich
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atmosphere and other carbides should have the opposite effect, i.e., corrosion resistance
should be lower. The residual carbon and nitrogen from the sintering atmosphere give
off phases rich in chromium, which are responsible for corrosion resistance. However, it
should be noted that both residual carbon and nitrogen cause sinter densification.

(a) (b) 

  
(c) 

(d) 

Figure 8. Wear track of the 316 L steel sintered under (a) Ar-10%H2, (b) N2-10%H2 and its depth
profiles (c,d), respectively.

Table 4. Influence of sintering atmosphere of stainless steel on its wear after ball-on-disc test.

Material
316 L

Ar-10%H2

316 L
N2-10%H2

430 L
Ar-10%H2

430 L
N2-10%H2

Volume of wear
material, μm2 1.86 0.106 1.48 0.52
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(a) (b) 

  

 

Number of 

precipitation 

Element Wt. % At. % 

1—center of 

grey matrix 

grain 

C 1.5 5.9 

Si 2.4 4.4 

Cr 15.2 15.2 

Mn 1.4 1.4 

Fe 67.6 63.0 

Ni 10.5 9.3 

Mo 1.4 0.8 

2—grey 

carbides in 

border 

between grey 

matrix grain 

C 3.1 13.8 

Cr 38.2 39.8 

Mn 0.7 0.7 

Fe 37.9 36.7 

Ni 3.6 3.4 

Mo 2.9 1.6 

W 13.6 4.0 

3—bright 

carbides 

C 2.6 16.2 

O 1.9 9.0 

Cr 10.3 14.6 

Mn 0.7 1.0 

Fe 22.1 29.2 

Ni 2.7 3.4 

Mo 7.2 5.5 

W 52.3 21.0 

4—dark 

precipitation 

C 1.6 5.8 

O 6.6 18.0 

N 2.2 6.9 

Ti 19.9 18.3 

Cr 13.7 11.6 

Mn 4.2 3.4 

Fe 35.4 27.9 

Ni 4.9 3.7 

Mo 1.2 0.5 

W 9.1 2.2 

Number of 

precipitation 

Element Wt, % At, % 

1—center of 

grey matrix 

grain 

C 1.7 7.1 

Si 2.5 4.6 

Cr 11.4 11.2 

Mn 0.7 0.7 

Fe 83.7 76.4 

2—grey 

carbides in 

border 

between grey 

matrix grain 

C 3.5 17 

Cr 33.7 37.2 

Mn 0.5 0.5 

Fe 35.8 36.9 

Mo 0.4 0.2 

W 26.1 8.2 

3—bright 

carbides 

C 2.6 18.2 

Cr 8.6 13.7 

Mn 0.2 0.3 

Fe 27.1 40.2 

W 61.5 27.7 

4—dark 

precipitation 

C 2.0 7.1 

O 10.3 27.9 

Ti 0.7 0.6 

Cr 25.1 20.9 

Mn 1.5 1.2 

Fe 49.4 38.4 

Ni 0.4 0.3 

Mo 0.3 0.1 

W 9.8 2.3 
 

Figure 9. Structure of carbide steel sintered at 1250 ◦C and chemical composition of precipitation of
investigated materials observed in SEM, (a) 316 L/TC/N2-10%H2, (b) 430 L/TC/N2-10%H2.
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Table 5. Corrosion test results for investigated materials.

Eocp, mV Ekor, mV Eb, mV Jkor, μA/cm2 Rpol, kΩ × cm2

316 L comparative material −132 −160 344 0.09 171

316 L/Ar-10%H2 −286 −294 25 0.54 46

316 L/N2-10%H2 −303 −310 −196 18.1 1

316 L/TC/Ar-10%H2 −506 −511 −420 56 0.5

316 L/TC/N2-10%H2 −349 −370 −118 5 4.4

430 L/Ar-10%H2 −469 −434 −157 6.1 3.8

430 L/N2-10%H2 −300 −425 −256 6.6 2.9

430 L/TC/Ar-10%H2 −423 −429 −265 5.2 3.7

430 L/TC/N2-10%H2 −363 −369 −149 3.3 5.8

4140 substrate −602 −590 −517 25 0.8

The mixture of carbides used has a regular crystalline structure, which is stable at
high temperatures. Only WC carbide crystallizes in a hexagonal lattice. It dissolves at high
temperatures in the matrix of 316 L or 430 L stainless steel and, unfortunately, forms new
carbides often rich in Cr, which was revealed in the tests performed in SEM and using EDS.
Adding carbides to 316 L steel sintered in an argon-rich atmosphere makes parameters
such as Eocp, Ekor, and Eb better than 4140 steel, but the corrosion current density is more
than twice as high. The best anti-corrosion properties were found in the sinters produced
for 316 L steel at the same sintering atmosphere without adding carbons.

Analyzing the individual parameters, the free potential of the Eocp material and the
corrosion resistance of the Ecorr material is better for 430 L steel with the addition of
carbides and a nitrogen-rich atmosphere. At the same time, Eb is worse except for the
430 L/TC/N2-10%H2 material. The tests of injection molded samples and their results
confirmed the reasonableness of producing surface layers of these materials on a non-alloy
steel substrate. The drawings presented below result from a microscopic examination of
selected examples of surface layers. Figures 10 and 11 are particularly noteworthy, proving
that a good connection with the diffusive substrate should characterize these layers.

Figure 11 shows an enlargement of the area of the surface layer-substrate boundary
with a clear diffusion zone in which there are no carbides but an apparent increase in the
concentration of chromium and nickel. It is a layer with a thickness of approx. 15 mm,
which separates the substrate from the layer of 316 L steel. The structure of the layer in
this figure is rich in carbides, which confirms the thesis that the concentration of residual
carbon in this area should be high, which initiates the sintering process of the surface
layer with the substrate. Observing the structure of the surface layer on the surface of
the sample, it can be seen that it is more porous. Therefore, paraffin degradation in this
area is more accessible, and the proportion of residual carbon is lower or absent. Also, the
share of carbides in this area is smaller, as evidenced by the Cr concentration distribution
presented in the linear distribution of elements. Unfortunately, the porous structure may
reduce corrosion resistance. However, it is still higher than the substrate, as confirmed by
Figures 12 and 13 which show the surface layer observed under a light microscope before
and after etching with Nital. The base structure in 4140 steel is less resistant to Nital.
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Figure 10. The structure of the surface layer of 316 L steel, manufactured by slurry pressureless
forming on the 4140 substrate and sintered at 1250 ◦C in an atmosphere of N2-10%H2 and the
distribution of elements in the area marked with a line.

 

Figure 11. The structure of the surface layer made of 316 L steel, manufactured by slurry pressureless
forming on the 4140 substrate and sintered at 1250 ◦C in an atmosphere of N2-10%H2 and the
distribution of elements in the area marked with a line—higher magnification of boundary area.
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Figure 12. Structure of the surface layer made of 316 L steel, manufactured by slurry pressureless
forming on the 4140 substrate and sintered at 1250 ◦C in N2-10%H2 atmosphere—light microscope.

 

Figure 13. The structure of the material shown in Figure 12 etched with Nital.

Tests of surface layers reinforced with carbides showed that their structure is dense,
with few pores that can be observed just below the surface of the layer. Figure 14 shows
the 430 L/TC layer sintered at 1250 ◦C in an N2-10% H2 atmosphere. Comparing PIM and
PLF, it can be seen that a heterogeneous structure with numerous carbide agglomerates
characterizes the produced surface layers enriched with carbides. This results from the
manual preparation of the slurry in a mortar. The injection molded material is more homo-
geneous because although local agglomerates can also be seen, they are not as numerous as
in the low-pressure molding method. Undoubtedly, the mixture prepared in the crusher
is more homogeneous. Agglomerated carbides are also seen in the bimodal particle size
distribution (Figure 1). To continue this research, attention should be paid to homogenizing
the structure.

 

Figure 14. Layer structure of 430 L/TC steel, manufactured by slurry pressureless forming on
unalloyed steel and sintered at 1250 ◦C in Ar-10%H2 atmosphere.
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4. Discussion

A newly created technique has been developed that uses polymer-powder slurry
forming and sintering to create corrosion-resistant surface layers on steel substrates with
additional carbide reinforcement. The materials fabricated this way are characterized
by high quality and a lack of defects like distortions and bubbles inside and outside.
Injection molded materials’ solvent degradation enabled almost all paraffin removal and
later promoted heat degradation. A lack of solvent degradation often causes the formation
of gas bubbles on the surface of the sinters. This results from accumulating gaseous thermal
degradation products formed during pyrolysis [26,27]. The pores in the total volume
of injection molded samples can be partially opened by removing one of the polymer
components, i.e., paraffin. However, the low-thickness surface layers require only the
binder’s thermal decomposition [18].

According to geometry measurement results of samples produced through injection
molding, the shrinkage value grows with increasing sintering temperature. Even though no
quantitative porosity test was performed, the shrinkage results can be considered indirect
information about the compaction of the material during sintering. Unfortunately, the
decrease in porosity is not entirely dependent on the increase in the tested density. As a
result of sintering in an atmosphere rich in nitrogen, this gas diffuses into the sample, and
fine precipitations are in the form of nitrides. The precipitation process affects the com-
paction kinetics and thus affects the density of the material. Of course, the sintered sample
density also increases due to the addition of carbide phases. Generally, 316 L austenitic
steel is characterized by lower shrinkage than 430 L ferritic steel and correspondingly
higher porosity, which is consistent with the results of other authors [28]. According to a
comparison of the shrinkage and density of sintered materials in various atmospheres, the
gas used has little influence on the degree of densification of the structure of the produced
materials. In both instances, using an atmosphere of N2-10% H2 only results in a 1.5%
increase in steel density.

The results of hardness tests have shown that materials sintered at 1250 ◦C are charac-
terized by higher hardness than commercial steels [29]. Hardness investigations show that
adding carbides greatly increased the hardness of the studied samples, but 316 L steel’s
hardness was not affected by changes in the gas atmosphere. The difference in sintering
atmosphere had a substantially more significant impact on hardness in the case of 430 L
steel. Of course, adding carbides increases the hardness to a maximum value of 546 HV0.1
for the 430 L/TC coating sintered in a nitrogen-rich atmosphere.

However, the observations are different regarding the influence of the atmosphere
on strength properties. The tensile strength of 316 L steels sintered in the Ar-10% H2
atmosphere was below the strength of commercial steels and had a similar elongation value.
According to tensile tests, a nitrogen-rich atmosphere improves the strength of 316 L and
430 L steels. In contrast, the use of N2-10%H2 atmosphere caused an increase in strength
properties to a value exceeding commercial 316 L steel, i.e., 643 MPa and, unfortunately,
a decreasing elongation by nearly five times. This effect corresponds with other authors’
investigations [30]. Without a doubt, the nitrogen-rich atmosphere strengthens the struc-
ture of stainless steel, which has already been well documented in the literature [31–33].
Unfortunately, all sinters produced are characterized by lower corrosion resistance than
commercial steel 316 L, and in the case of 316 L/TC material sintered in an Ar-10% H2
atmosphere, resistance was even worse than the support material. Analyzing the influence
of the atmosphere and the share of carbides, a general conclusion can be drawn that the
corrosion resistance of these materials depends mainly on porosity.

Furthermore, according to tribology experiments, 316 L stainless steel sintered in an
N2-rich atmosphere exhibits significantly better abrasion resistance than steel sintered
in an Ar-rich atmosphere. Beyond any uncertainties, this results from the precipitated
nitrides, mainly Cr2N [30]. The wear track of the 316 L sample sintered in an argon-rich
atmosphere showed a combination of adhesion, abrasion, and plastic deformation. Small
metallic fragments appeared shortly after the test began, unlike the samples sintered in
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nitrogen gas, where friction produced barely any tiny particles. Visible changes in the
friction force suggested that the steel and ball were sticking together and causing adhesive
wear. On the sample sintered in Ar+10%H2 gas, severe adhesive and abrasive wear was
observed, whereas the specimens sintered in N2+10%H2 revealed only very mild abrasive
wear and some plastic deformation as the layer was pressed into the substrate at higher
loads. Differences in the behavior of nitrogen-enriched stainless-steel samples are consistent
with reports in [34].

Corrosion studies have demonstrated that sintering in an atmosphere rich in nitrogen
and adding carbides improved the corrosion resistance of sintered samples. The fact that
tests were conducted on the surface of sintered samples that had not been ground or given
any other kind of treatment suggests that this impact, however unexpected, is caused by
the lower porosity of these materials. The corrosion resistance should generally be reduced
in the presence of residual carbon, a nitrogen-rich atmosphere, and other carbides [35].
Chromium-rich phases are produced by the excess carbon and nitrogen from the sintering
atmosphere, which prevents corrosion. However, it should be emphasized that sinter
densification is brought on by both residual carbon and nitrogen. Nitrogen contributes
indirectly to the compaction of the sinter by forming nitrides or carbonitrides, which causes
the released non-carbide-forming carbon to initiate the sintering process [36]. Undoubtedly,
the lower porosity of sinters increases corrosion resistance, which is confirmed by the
results of other authors [37]. The legitimacy of using nitrogen in austenitic stainless steels
is indisputable. It can replace expensive nickel. Nitrogen stabilizes the austenitic structure
and improves mechanical and anti-corrosion properties, but unfortunately, it reduces
plasticity [38–45]. Due to the low solubility of nitrogen in Fe in conventional steels, it is
introduced during their melting under high pressure. Some alloy additions also improve
the solubility of nitrogen in steel [39]. Sintering these steels in a nitrogen-rich atmosphere
is a better solution. Unfortunately, Cr nitrides are released during sintering, which has
been confirmed by test results and data in the literature [46]. Similar phases can be seen
in Co-Cr-Mo alloys sintered in a nitrogen-rich atmosphere [47]. The latest research results
confirm the separation of these phases and, additionally, a decrease in the sinterability of
steel, which increases porosity, which in turn decreases mechanical properties and corrosion
resistance [32]. Interpretation of some test results is quite difficult. For example, a nitrogen-
rich sintering atmosphere for 316 L steel increases tensile strength and wear resistance
while maintaining the hardness at the level of steel sintered in an Ar-rich atmosphere. This
requires further research of these materials, mainly using higher sintering temperatures,
which will increase the density and mechanical properties of the sinters and, most likely,
increase corrosion resistance.

The pressureless forming technology enabled the application of polymer-powder
slurries containing stainless steels and their mixtures with carbides on the base of unalloyed
steels. The structure of the surface layers is similar to the previously produced sinters. A
diffusion layer can be observed in the boundary zone with the substrate, which is rich in
alloy additions typical of stainless steels, such as Cr and Ni, which diffuse into the substrate
made of unalloyed steel. This area is characterized by low porosity. Many carbides can
also be observed in this zone, although they were not added to the polymer-powder slurry.
This is the effect of an increase in the concentration of carbon, which initiates the sintering
process but simultaneously causes the precipitation of Cr-rich carbides. The surface of the
produced top layer is characterized by much greater porosity. It can be lowered by adding a
mixture of tetra carbides to the slurry, thus increasing the hardness. Irrespective of the type
of low-pressure polymer-powder slurry, the sintering surface layers are characterized by
an excellent diffusive connection with the substrate and do not show discontinuities in the
form of cracks and decohesion. Automating the process of applying the polymer-powder
slurry onto elements with a round cross-section or an extended surface is possible. The
materials produced this way are also characterized by a continuous surface layer but with
a different thickness and structure. Therefore, further research should be conducted to
automate the process of forming anti-corrosion or anti-wear surface layers.
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5. Conclusions

The aim of the research was to develop layered materials using polymer-powder slurry
molding and sintering, which resulted in the creation of steel with a durable, corrosion-
resistant surface layer. Several conclusions can be made considering all of the observed
results:

1. Sinters such as steels 316 L, 430 L and carbide steels with a matrix of stainless steels,
produced by injection molding of powders, are characterized by relatively low poros-
ity, depending mainly on the sintering temperature.

2. The results of hardness tests have shown that materials sintered at 1250 ◦C are charac-
terized by higher hardness than commercial steels, regardless of the atmosphere used
and the addition of carbides.

3. The higher mechanical properties of the obtained stainless-steel coating were influ-
enced by the increase in carbon concentration resulting from residual carbon and
nitrogen in the sintering atmosphere, which caused the release of carbonitrides, re-
gardless of the steel grade.

4. Tensile testing shows that 316 L and 430 L steels have higher strength after sintering
in nitrogen-rich atmospheres. The atmosphere changes from Ar-10% H2 to N2-10%
H2 during sintering improved tensile strength by more than 50% and decreased
elongation by almost five times. Nitride precipitations undoubtedly strengthen the
stainless steel’s structure.
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Abstract: This article considers the prospects of the application of building structures made of
polymer concrete composites on the basis of strength analysis. The issues of application and structure
of polymer-concrete mixtures are considered. Features of the stress-strain state of normal sections of
polymer concrete beams are revealed. The dependence between the stresses and relative deformations
of rubber polymer concretes and beams containing reinforcement frame and fiber reinforcement has
been determined. The main direction of the study was the choice of ways to increase the strength
characteristics of concrete with the addition of a polymer base and to increase the reliability of
structures in general. The paper presents the results of experimental and mathematical studies of
the stress-strain state and strength, as well as deflections of reinforced rubber-polymer beams. The
peculiarities of fracture of reinforced rubber-polymer beams along their sections have been revealed
according to the results of the experiment. The peculiarities of fracture formation of reinforced
rubber-polymer beams have also been revealed. The conducted work has shown that the share of
longitudinal reinforcement and the height of the fibrous reinforcement zone are the main factors.
These reasons determine the characteristics of the strength of the beams and their resistance to
destructive influences. The importance and scientific novelty of the work are the identified features of
the stress-strain state of normal sections of rubber-concrete beams, namely, it has been established that
the ultimate strength in axial compression and tension, deformations corresponding to the ultimate
strength for rubber concrete exceed similar parameters for cement concrete 2.5–6.5 times. In the case
of the addition of fiber reinforcement, this increase becomes, respectively, 3.0–7.5 times.

Keywords: geopolymer concrete; rubber polymer concretes; composite materials; concrete structures;
strength analysis

1. Introduction

Sustainable economic development of the countries in the world has become one of
the main global environmental problems in many countries, and in the last decade, it has
been paid much attention. There is an urgent need to develop appropriate strategies for the
disposal of various types of waste such as plastic, tires, rubber, and glass. It is estimated
that around 1.5 billion rubber tires are disposed of worldwide every year. The materials
used in the production of tires are made up of complex mixtures. As a result, the share of
discarded recycled tires is relatively low, with over 50% remaining unused.

Rubber industry waste and used tire rubber (UTR) is a non-degradable material
that is not properly recycled. UTR also takes a significant amount of time to naturally
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degrade due to the cross-linked structure of the polymer material and additives such as
stabilizers. Burning UTR releases toxic gases. Landfills and waste disposal cause serious
environmental pollution of soil, water, and air. It pollutes the soil by killing beneficial
bacteria and releasing toxic gases. Waste can be considered a potential resource and
valuable material. A logical way to reduce the negative impact of rubber waste and its cost
is to use it in construction and industry. Natural aggregates are more valuable than waste.
When looking for economically viable deposits to extract non-metallic materials, factors
such as transportation costs, the quality of the aggregate suitable for mining, government
regulation, and the cost of operating and maintaining vehicles are taken into account.
At the same time, transport costs for aggregates are very high. In addition, the energy
required to crush the rock into aggregates is proportional to the area of the new surface,
and therefore it constitutes a significant part of the energy consumed in the production of
aggregates [1]. UTR easily absorb energy and have excellent sound and heat insulation
properties, making them suitable for use in a variety of applications screens, and asphalt
concrete mixtures [1,2]. Over the past 20 years, researchers have studied the possibility
of using UTR as an aggregate in polymer concrete mixes. The use of rubber additives in
concrete structures provides concrete products with new properties, including strength,
reliability, and resistance to aggressive environments.

Polymer concretes are widely used in the construction industry and other industries.
To date, a large amount of experimental data on the study of their structure and proper-
ties has been accumulated [1]. At the same time, despite a sufficiently large number of
already conducted studies, there are difficulties in selecting optimal compositions for man-
ufacturing the structures. Insufficient elaboration and studying the law of the structure’s
formation and properties of polymer concrete create complexities in their application [2].
The establishment of such regularities is an extremely difficult task.

Polymer concretes are a type of polymer composite material. The main area of applica-
tion of such composites is construction. In modern representation, polymer composites
are a rather complex hierarchical system formed as a result of physical and chemical in-
teractions between its structural components [3]. The main feature of composites is their
ability to form specific structures responsible for the acquisition of non-additive, some-
times unique properties of the composite. Such structures may include fractal, cluster,
and lattice structures, the analysis of which is paid more and more attention in modern
construction material science [4]. Properties of polymer concrete at the microstructure level
are determined by the phenomena occurring during the contact of liquid and solid phases,
i.e., they depend on the amount of filler, its dispersity, and physical and chemical activity.
There is no universal optimal filler content for composites. Depending on the conditions of
application of polymer concretes, this value can take different values. Usually, the optimal
content of the filler provides the highest performance indicators of polymer concretes [5].
In this regard, the use of fillers having discontinuous granulometry, i.e., having different
geometric fractions, is effective. The study of the influence of aggregates and their role
in the structure formation of polymer concretes is an important problem considered in
this article.

In this paper, the most promising polystructural theory of construction composites is
taken as the basis. It is based on the concept that consists of the representation of construc-
tion composites as polystructured. They are composed of many structures, passing one
into another according to the “structure-in-structure” principle, in which there are fractions
of additional composite materials of several sizes (powder and granules) [6]. There is an
organic connection between the structures of different levels and sublevels. The formation
of structures of a higher scale level occurs under the influence of structures of a lower level.
At the same time, the higher-level structures may determine the substructure formation
conditions by the feedback principle. At present, based on the results of numerous practical
and theoretical studies, ideas about the optimal structure of construction composites as a
matrix medium with dispersed particles evenly distributed in it are being revised [7]. The
practical unattainability of such an “ideal” structural situation has been established. On the
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contrary, during the technological processes of preparation and the curing of construction
composites, the structural components of composites tend to combine various kinds of
heterogeneities, differently affecting the properties of composites. It is possible to change
the structure of construction composites by changing the formulation and technological
factors. New structural heterogeneities can be introduced, or existing structural hetero-
geneities can be changed at various structural levels. The formation of boundary transition
layers of the polymer matrix in polymer concretes has a direct impact on their performance
properties (flexibility, elastic deformations, cracking resistance). Therefore, the analysis
of their formation requires a more detailed consideration. The recommended methods
of selecting the particle size distribution of aggregates are difficult to implement and do
not guarantee to obtain the smallest intergranular hollowness, since they do not consider
the properties of individual fractions of aggregates and their mutual distribution. The
properties of polymer concretes depend not only on the quality of the initial components
and their mutual arrangement but also on the nature of the interaction between them [8].
To create high-quality polymer concretes, it is necessary to have a strong, chemically and
thermally, stable bond between the surface of aggregates and the polymer matrix. The
considered modern methods of predicting the properties and calculation of compositions
of polymer concretes are almost all based on the selection of the mineral mixture with the
lowest hollowness by the method used for cement concrete. Recently, the methods for
predicting the properties and calculating compositions of composite materials of reduced
polymer capacity, provided that there is a given set of properties based on the models of
different types obtained as a result of research, have become widely used. This depends
not only on the material properties, but also on the technology of its production and, most
importantly, on the purpose and application of polymer concrete structures [9].

To ensure a reliable efficient operation of elements made of new types of concrete, it
is necessary to study the stress-strain state arising under the action of forces of various
kinds, in particular, a bending moment. In this connection, the study of resistance to
the bending moment action of normal sections of beams made of reinforced polymer
concrete (ACRP) (beams containing a reinforcement frame and fiber reinforcement located
at different heights of the section relative to the bottom edge) is of scientific interest and a
practical important research task.

The conducted research analysis of force resistance of polymer concrete and reinforced
concrete bendable elements has shown that the application of polymer concretes and struc-
tures on their basis is actually because of their inherent high operational characteristics. It is
important to study the degree of influence of dispersed reinforcement on the performance
characteristics of polymer concrete structures. The main methods existing today for poly-
mer concrete structures’ calculation are quite limited in terms of the used materials. Their
main scope is structures made of furfural acetone concrete, polyester, and epoxy concrete.
This is due to the existing wide experimental base containing these materials and a large
number of obtained empirical dependences [10].

In this regard, to improve the strength of polymer concretes and the reliability of
structures, as well as to predict the properties of the material and products made of it, the
following tasks were set in this article:

• to carry out an analysis of force-resistance studies of polymer concrete and reinforced
concrete beams;

• to evaluate the physical conditions of polymer concrete structures based on rubber
additives;

• to conduct experimental studies of the stress-strain state and strength and deflections
of ACRP beams;

• to reveal the peculiarities of failure of ACRP beams by their cross-sections;
• to reveal the peculiarities of the formation of the failure of ACRP beams;
• to reveal the peculiarities of the development of deflections of ACRP beams.
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2. Methods and Materials

There is a sufficiently large production and waste volume of synthetic rubber and
rubber products in modern industry [2,3]. Their use as a binder in the production of
polymer concrete is therefore of practical interest. They have a low cost in comparison
with that of used polymer resins. It is also possible to use liquid rubbers having specified
properties. However, in this work, rubber was chosen as a binder. It is important to note
that the production of polymer concretes based on rubbers due to the high filling of the
mixture can reduce the cost of the composite [11,12].

2.1. Rationale for the Material Choice

Based on previous studies, the optimum ratios of hardening group components con-
taining a binder, aggregate, and filler were determined [13]. It was found that the introduc-
tion of fly ash, which is a hard-to-dispose waste, into the composition of rubber polymer
concrete (RPC), has a positive effect on its strength and chemical properties. Moreover, in
these works, studies were conducted to study the chemical resistance of polymer concrete
and it was found that polymer concrete has almost universal chemical resistance to various
inherently aggressive environments.

Based on the analysis of literary sources and in the course of experimental studies,
the authors obtained a comparative table (Table 1) of polymer concretes based on rubbers,
which have the potential to be used for the manufacture of structures [2,3,6,7,12]. The main
characteristics of rubber concrete used in the work are presented in Table 1.

Table 1. Main characteristics of used rubber polymer concrete.

Properties

Indicators for Rubber Concrete Based on Rubber Grades

Nitrile Butadiene Rubber (NBR)
Cis-Butadiene Low Molecular Weight
Rubber (CBLMW-R)

Compressive strength, MPa 60–110 76.9–100.3

Tensile strength, MPa 8–20.0 13–18

Modulus of elasticity, MPa (2.0–3.5) ×104 (1.5–1.8) × 104

Compression duration factor 0.77–0.78 0.72–0.76

Poisson’s ratio 0.18–0.35 0.2–0.3

Heat resistance, ◦C 90–100 100–110

Freeze resistance, many cycles of a
thawing and freezing process 500 500

Abrasibility, g/cm2 0.15–0.30 0.25–0.79

Water suction, wt. % 0.05 0.05

Reduction, mm/m 0.17–0.21 -

In practice, the property that determines the scope of polymer concrete is heat resis-
tance at 80–150 ◦C. At the same time, when the operating temperature of polymer concrete
increases, its strength, and modulus of elasticity decrease. Having low heat resistance,
polymer concretes nevertheless belong to the class of non-combustible materials, since
the content of organic matter in them is low as compared to the proportion of inorganic
components.

Since a promising direction in the study of polymer concretes is to reinforce them
with dispersed reinforcement, additional reinforcement was used in the fabrication of
specimens [14]. As a result, the beam specimens were made of reinforced rubber fiber
reinforced concrete (ACPBF). The dispersion reinforcement fiber was made from tire
industry waste metal cord. A chaotic orientation of fibers along the volume of the element
was used. It allows perceiving and redistributing efforts of different orientations, appearing
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in the sample, thereby preventing the appearance and development of cracks. It should
also be noted that, for a tensile element, the failure of specimens occurs either during fibers
rupture or when violating their adhesion to the RPC [15].

2.2. Calculation of Polymer Concrete Structures

The basis of the methodology for calculating polymer concrete structures is set out
in [16]. The strength calculation methodology is based on:

1. normal stresses, corresponding in shape to the diagram of mechanical tests for axial
compression and tension of polymer concrete;

2. the hypothesis of planar sections [16].
3. Three equations were made by the authors to obtain calculation formulas:
4. moments of forces equilibrium;
5. projections of forces on the neutral plane equilibrium;
6. equations of a ratio of boundary deformations or heights of compressed and stretched

zones of the element cross-section. The scheme of forces and the stress diagram in
the cross-section normal to the longitudinal axis of the bendable polymer concrete
element, when calculating its strength, is shown in Figure 1.

Figure 1. The scheme of forces and the stress diagram in the section normal to the longitudinal axis
of the bendable polymer concrete element, when calculating its strength.

First of all, let us write an equation for the moments of forces equilibrium.
When reinforcing the tensile and compressed zones of the bendable polymer concrete

element (Figure 1), the calculation formula is as follows:

M ≤ σs·As(h0 − 0.375·x) + Rs·A′
s(0.375·x − a′) (1)

where a′ represents the distance between an adjacent compression-deformed fiber and the
axis of the compression reinforcement;

a is a tension region height;
x is the height of the compressed zone, determined by the formula:
M is a bending of the beam during tests;
Rs is a design resistance of the longitudinal bar;
As is an area of reinforcement in the tension region;
A’s is an area of reinforcement in the compression region;
ξ is a relative height of the compression region of the cross-section determined by the

formula [17]:

ξ =
x
h0

= 1.5
Rs

Rcompr
(μ − μ′). (2)

where μ is a reinforcement ratio in the tension region;
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μ’ is a reinforcement ratio in the compression region;
Rcompr is a design resistance in the compression region.
The calculation procedure [17] for the formation of cracks normal to the longitudinal

axis of the element is based on a rectangular stress diagram in the tensile zone and a
triangular diagram in the compressed zone at the height of the tensile zone a, equal to:

a = h0 − x. (3)

Let us express x based on Formula (3) and use it in Formula (2). Let us also express
(μ − μ′) using the same formula, transferring the values 1.5 Rs

Rcompr
to the opposite part of the

formula. Then, the difference in reinforcement coefficients in the tensile and compressed
zones (μ − μ′) is determined by the formula:

(μ − μ′) =
0.67 Rcompr

Rs

1 + E
Es
· Rs

Rcompr

. (4)

According to [18], the stresses in the longitudinal reinforcement (σs) do not reach
the yield strength. Let us substitute expression 3 for expression 1 and convert decimals
to natural fractions. When converting, the following facts must be considered. To use
polymer concrete most completely, it is advisable to provide a clearly defined curved shape
of the stress epure in the compression cross-section region, which requires a rather high
percentage of reinforcement of about 15% or more. In the case of lower reinforcement
percentages, the triangular shape of the epure is to be used. Therefore, the calculation of
crack formation is based on a rectangular stress epure in the tension region and a triangular
one in the compression region at the height of the tension region. Proceeding from this fact,
the bending moment before the formation of cracks is determined by the formula:

M ≤ σs·As(h0 − x
3
) + Rs·b 3·h + x

6
(h − x). (5)

Stresses in the longitudinal reinforcement (σs) are found owing to the deformation of
the reinforcement (εs) and polymer concrete at the reinforcement level of:

σs = εs·Es. (6)

The reinforcement deformations are equal to:

(εs) = εbt
h0 − x
h − x

, (7)

where εbt is the deformation of the lower tensile edge of the bendable polymer concrete
element. It follows from the hypothesis of flat sections that:

εb
x

=
σb

Eb·x =
εs

h0 − x
=

εbt
h − x

, (8)

where εb is the deformation of the upper compressed face of the bendable polymer concrete
element;

σb is stresses in the upper compressed face of the bendable polymer concrete element.
Based on this, we determine the β′ as the height of the compressed zone:

β′ = εs

εb
=

εs·Eb
σb

. (9)

In the first case, the height of the compressed zone is expressed through the deforma-
tion of the reinforcement:

β′ = εs

εb
=

εs·Eb
σb

. (10)

145



Materials 2023, 16, 3494

On the other hand, it is possible to make through the deformation of the outermost
stretched fiber, that is, through the ultimate tensile strength:

β =
εbt
εb

=
εbt·Eb

σb
. (11)

By projecting the forces onto the neutral plane, we obtain:

σs·As + Rbt·b(h − x) = 0.5·σb·b·x. (12)

The reinforcement factor is determined by the formula:

μ =
As

b·h0
=

0.5·x − Rbt(h − x)
σs·h0

. (13)

The compressive edge stresses (σb) are set from the calculation so that they do not go
beyond the linear section of the diagram, i.e., “σ − ε”σb < 0.75R [19]. Let us substitute the
obtained Formula (6) into expression 5. Let us also consider the fact that the calculation
formula for the bending moment, when reinforcing the compression region of the beams
before the formation of cracks, will receive an additional summand. The formula for
determining the moment will take the following form:

M = εs·Es·AS(h0 − x
3
) + Rs·b 3·h + x

6
(h − x) + σ′

s·A′
s(

x
3
− a′), (14)

where σ′
s is stress in the compressed reinforcement, determined by the formula:

σ′
s = σb

Es

Eb
· x − a′

x
. (15)

2.3. Experimental Design and Research Program

BHP has a high tensile strength [19], as well as a higher ultimate tensile strength,
compared to cement concrete. These properties can be effectively used to increase the crack
resistance of bendable elements. In addition, if the fiber is added to the bent element in
this way, the dispersion increases in the height of the cross-section (partial or full). An
element or a two-layer structure having a fibrous reinforcement in the stretching zone is
obtained, whose function will increase even more [20]. To achieve this goal, we decided to
determine the normal cross-section of the ACPBF bending element, having the performance
characteristics of dispersed steel bars over the entire height of the cross-section, and to
obtain data on its tensile strength, resistance to cracking, and deformability [21].

The testing of beams made of rubber concrete involved test specimens-beams of all
series made having a section size of 6 × 12 cm and a total length of 140 cm. The beams were
manufactured according to the Central Asian standards, GOST 948-2016 (ICS 91.080.40), the
Interstate Standard of Reinforced-Concrete, and Polymer-Concrete Lintels. The determining
parameters of the beams are the following: the length (L) is from 1030 (mm) to 5950 (mm);
the width (B) is from 120 (mm) to 250 (mm); the height (H) is from 60 (mm) to 585 (mm).
The beams are tested by means of two symmetrically applied forces in the thirds of the
span (pure bending test procedure). In this way, the samples of the beam were made of
reinforced rubber fiber concrete. The dispersion reinforcing fiber was made of waste metal
cord from the tire industry. Various parameters are assigned in the experiment:

• the percentage of the longitudinal gain that has the greatest effect on the resistance of
the normal part bending element;

• the height of the dispersion reinforcement zone (measured from the bottom edge) with
the same percentage of fiber reinforcement over the volume of the reinforced part
(μv = 1%, according to composition optimization [22]).
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The response function is the strength; they combine the crack resistance of an element
of the normal cross-section, as well as their good deformability. The boundary conditions
of the area of variation of the experimental parameters are established on the basis of the
analysis of the literature [23]. The procedure for testing beams complies with the Central
Asian Standards GOST 10180-2012 and ICS 91.100.30, Methods for Strength Determination
Using Reference Specimens. The percentage of longitudinal reinforcement gradually
increases from 0% (no longitudinal reinforcement) to 8.4% (compression zone failure). The
height of the dispersed reinforcement zone is determined based on the testing of AKPBF
samples, which are reinforced along the entire length. To determine the physical and
mechanical properties of the material used for the manufacture of the test beam, together
with the beam, a control sample of a 4 cm × 4 cm × 16 cm prism is made and tested for
compression, and a control 8 cm × 4 cm × 40 cm sample is tested for tension.

The test procedure complies with GOST 10180-2012 and ICS 91.100.30, Methods for
Strength Determination Using Reference Specifications. In the laboratory, before testing
the samples, the temperature is maintained at 20 ± 5 ◦C and the relative humidity of the
air is at least 55%. Under these conditions, the samples were in the dismantle form before
the test for at least 24 h. The control samples were tested on the day of testing the beam.
The beams were loaded with two equal concentrated loads, applied vertically in the thirds
of the span. In the case of this type of load application, the value of the bending moment,
arising in the beam, increases from zero on the support to the maximum value under the
point of load application. Between the points of load application, the transverse force is
zero, and the value of the bending moment is constant and equal to the maximum value
(the pure bending zone). A general view of testing the samples of rubber concrete beams is
shown in Figure 2.

 

Figure 2. General view of the bending test of rubber concrete beams.

The beam samples were tested using a laboratory press “INSTRON 600KN” (60 tons),
certified and meeting the requirements of GOST 10180-2012 and ICS 91.100.30 “Methods
for Strength Determination Using Reference Specifications”. The load on the sample was
fed at a constant rate until destruction.

2.4. Materials

The following materials were used in the work:

• Cis-polybutadiene low molecular weight CBLMW-R rubber (ISO 6743/4). CBLMW-R
rubber has a density of 910 kg/m3 and a dynamic viscosity of up to 12 Pa × s;
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• fine-dispersed filler being ash of a specific surface of 2500...2700 cm2/g, having the
following composition by mass in %: Al O23—16.5–22.5; CaO was 5.5–5.5; Fe O23
was 13.5–15.5; SiO2 was 47–55; MgO was 2–3; K2 O was 1–2; Na2 O was 1; S O23 was
0.4–0.3; others were 6–15;

• vulcanization activator was zinc oxide ZnO (ISO 10262-2016) white powder having a
density of 5600–5700 kg/m3;

• vulcanization gas pedal was tetramethyl thiuram disulfide (Tiuram-D) (ISO 4097 2013)
being powder of gray-white color and density of 1300–1400 kg/m3;

• calcium oxide CaO was a white powder having a density of 2500–2900 kg/m3;
• Portland cement. It consists of the following ingredients: clinker (calcium silicates);

gypsum; plasticizing, hydrophobic, acid-resistant additives; domain fee. The chemical
composition of cement: 21.55% silicon oxide and 65.91% calcium oxide. Portland
cement is the most durable and high quality, therefore it is widely distributed on the
market. It is a cement that is capable of showing an average compressive strength of
about 500 kg/m3 after 28 days of preparation. The mixture can be without additives
or with various substances introduced into the composition in a certain proportion.
The compressive load is 2500 kg/cm. Frost resistance is more than 100 cycles. The
bulk density is 1100–1600 kg/m. True density kg/m3 3100. The setting speed is from
45 min to 10 h. The average weight of Portland cement is 3 tons/m3;

• sulfur technical (ISO 3704-76) is a bright yellow powder with a concentration of
2070 kg/m3, having a melting point of 114 ◦C;

• metal fibers made from scraps of metal cord by sawing. The fibers obtained in this
way are wave-shaped fibers at a ratio of a length to a wire diameter of 1/100;

• sand and crushed granite [24] are selected in accordance with the relevant requirements
of GOST 26633-2015. Concrete is heavy and fine-grained. Specifications and ISS
91.100.30. The physical properties of gravel and sand are given in Table 2.

• reinforcing steel bars having a diameter of 8, 10, 12, 14, 16, and 18 mm and a steel wire
of a diameter of 5 mm.

Table 2. Physical properties of sand and crushed stone.

Filler
Size of Fractions,

mm
Bulk Density,

g/cm3
Raft

Density, g/cm3
Specific Surface

Area, cm/g2 Hollowness, %

Granite rubble 5.00–10.00 1.50 2.67 5.4 41.4

Quartz sand

1.25–2.50

1.61 2.65 33.0 39.10.63–1.25

0.32–0.63

2.5. Mechanical Tests

Determination of the actual physical and mechanical characteristics of steel rein-
forcement was carried out using the Instron 1500HDX testing system. Measuring the
longitudinal parameter with 270 uses a base of a 20-mm strain gauge for deformation.
A set of equipment was used to control the stress-strain state (VAR) stage, namely, de-
formation 2 MG plus design and CATMAN-AP software [25]. The control specimens
(3 pieces of twin specimens) were tested for tensile strength before rupture according to the
requirements [26].

The component composition of rubber concrete (as a percentage of the element weight)
supplemented with dispersed reinforcement, which provides the best strength character-
istics and chemical resistance, is shown in Table 3. These compositions were obtained as
a result of optimizing the component composition of PBC [27] and are pleasant for the
basic ones.
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Table 3. Composition of rubber fiber-polymer concrete.

Name Component Content, wt. %

Quartz sand 24.2
CBLMW-R low molecular weight rubber 8.2
Ashes 7.8
Sulfur technical 4.0
Zinc oxide 1.2
Tiuram-D 0.4
Metal cord fibers (fiber) 2.5
Calcium oxide 0.4
Granite rubble The rest (51.3)

To manufacture concrete specimens without the filler, the concrete of a composition
having a similar modulus of elasticity to that of rubber concretes was chosen. The compo-
sition of the cement concrete used for making experimental specimens without the filler
(mass per 1 m3 in tons) [28] was as follows: sand—0.692; water—0.19; cement—0.364;
crushed stone—0.121.

2.6. Sample Production Technology

The production of the elements made of fiber-reinforced polymer concrete (FRPP)
with the arrangement of fibers along the entire section height (chaotically) was carried out
in one stage.

Based on [29], the preparation of the FCPB mixture included the following operations:

• washing the fine and coarse aggregate;
• preparation of curing group components and fibers;
• dosage of ingredients;
• drying of the components;
• mixing of the components.

Dosing of sand and gravel was carried out on the scales VPS-40 M having an accuracy
of 5 g. The dosing of other components was carried out on the electronic scales CAS ER
JR-15CB having an accuracy of 1 g due to their smaller weight [30].

The components were mixed in a high-speed propeller-type mixer. The polymeric
binder was prepared by combining CBLMW-R rubber with hardening group components
and the fine filler with fly ash. The mixing time of the binder was 80 s at 1000 rpm. Then fine
aggregate and fibers mixed with the coarse aggregate were introduced into the prepared
mixture. The resulting polymer concrete mixture was prepared in the same mixer at a
speed of 180 rpm for 200 s.

Before laying the FCPB mixture in the form, the surface is smeared with waste oil to
facilitate removal later from the formwork. The prepared mixture was placed in the molds
and compacted on the vibrating table with a vibration duration of 100 ± 30 s. An indication
of sufficient compaction of the polymer concrete mixture is the release of the binder on the
surface and the cessation of the intensive formation of air bubbles [31].

After performing the above operations, the mold with the mixture was placed in a dry
heating chamber (dryer), where FKPB was cured at 115 ± 5 ◦C for 12 h (taking into account
the heating time of 17 h). Unpacking was performed after the complete polymerization
and cooling of the samples.

Fabrication of FKPB elements with the fiber arrangement in the tensile zone (chaoti-
cally) was carried out in two similar stages according to the works [32].

The fabrication of FCPB elements took place in one step using metal cord fibers.
The reinforcement of all series of experimental beams was a welded frame, shown in

Figure 3.
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Figure 3. The reinforcement frame of the experimental beams. Dimensions are in mm.

Figure 2 shows longitudinal rods are reinforcement, transverse is the wire (a diameter
of 4.5–5.5 mm), and the step of transverse bars is 50 mm in order to prevent fracture in the
sloping sections of the experimental beams.

2.7. Test Methods, Basic Instruments and Equipment

The test procedure corresponds to the methods outlined in the regulatory litera-
ture [33].

The test of the manufactured beams was carried out using concentrated loads. The
load was applied vertically and distributed in the third part of the beams’ span. In the
case of a loading scheme for beams, the bending moment arising in the beams is 0 on
the support. Already under the point of application of the load, the moment increases
to a maximum value. Between the points to which the load is applied, the value of the
transverse force is zero. The bending moment at the same point has a constant value equal
to the maximum value. A diagram of the load distribution on the test specimens is shown
in Figure 3.

The beam samples were tested on the laboratory presses of INSTRON800KN (80 tons),
certified, and they met the requirements [34]. The load was applied to the sample at a
constant rate until it was destroyed (Figure 4).

Figure 4. Load diagram and geometric dimensions of beams (unit: mm).

The maximum value of the pressing force was the value of the breaking load during
beam testing. It was determined by a force sensor. At this value, the yield strength of the
reinforcement was reached. Glued strain gauges made it possible to measure longitudinal
deformations. Deformation measurements were carried out in a normal section. The strain
gauge base was 2 cm. A linear displacement transducer, a plunger, with an accuracy class
of 0.2%, was used to measure the vertical displacements of the beams.
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During the given tests, the crack opening width and height were measured. The crack
opening width was measured with a micrometer; a duplicate measurement was made with
a caliper.

Before testing, the specimens were inspected and measured. Roughness and burrs on
the surface of the beam material were removed with an angle grinder. The side surfaces of
the beams were ground to facilitate visual observation of the appearance and distribution
of cracks due to the dark surface of the material. Before attaching the load cells, the surface
of the beam was ground with an angle grinder and degreased with acetone. After that, the
load cells were pressed to the surface of the structure with glue.

With each polymer-concrete beam, control samples-prisms (4 cm × 4 cm × 16 cm) and
specimens-eights with the size of a working area of 3 cm × 4 cm and a total length of 40 cm
were made. To control the deformation-strength characteristics, control samples-cubes
(10 cm × 10 cm × 10 cm) and prisms (4 cm × 4 cm × 16 cm) were made with each concrete
beam. Three control samples were produced. Studies of prisms and cubes were carried out
under central compression and octagonal samples were tested under central tension.

Compression tests of beams, concrete prisms, and concrete cubes were performed
according to the requirements [35] on an INSTRON Satec 1200 press (Instron Corporation,
New-York, NY, USA) certified and meeting the requirements [36]. Strain gauges were
installed on the specimens-prisms on the opposite faces to measure the longitudinal relative
deformations arising in the specimen at a constant rate of 60 MPa/min when a short-term
compressive load was applied. Before testing, the surface of the specimens was prepared
and checked for the absence of defects (cracks, cavities, etc.), and the ends of the specimens
were checked to be perpendicular to the longitudinal axis.

Tensile tests of fiber-reinforced polymer concrete (FRPB) specimens were carried out
taking into account the requirements of ISO 1920-1:2004 and recommendations on testing
methods for polymer concretes [37] on a tensile testing machine INSTRON 5982 (Instron
Corporation, New-York, NY, USA), being certified and meeting the requirements [38]. Strain
gauges were installed on the eight specimens on the opposite faces to take longitudinal
relative deformations. Before testing, the specimens were also carefully prepared and
checked for defects. The load was applied uniformly, continuously at a constant rate of
0.15 MPa/s.

3. Discussion

3.1. Results of Experimental Studies of Intensity (Construction of a Material Deformation
Diagram “σ-ε”)

In order to determine the relationship between stress and relative deformation occur-
ring in FCPB, required for a comprehensive study of the cross-section of the deflection of
a curved element, a control sample being a prism and a sample, eight were made from
each experimental beam. Test methods of specimens, their geometrical parameters, and
schemes of measuring instruments arrangement are given in Section 2.6. On the basis of
the compression tests of prism specimens and tension specimens of octahedrons, graphs
between the stresses and relative deformations of compression and tension for FKPB were
obtained, these graphs are shown in Figures 5 and 6, respectively.

Based on the diagram shown in Figures 5 and 6, equations describing the relationship
between stresses and relative strains were derived for the FCPB.

The relationship between compressive stresses and relative strains is shown below.
Based on the analysis of Figures 5 and 6, equations describing the relationship between

stresses and relative strains were derived for FKPB products.
The dependencies in the analytical form between compressive stresses and relative

deformations of FKPB products are presented in Figure 6. The dependences between the
tensile stresses and relative deformations of the FCPB products are shown in Figure 6.

151



Materials 2023, 16, 3494

Figure 5. Diagram of the relationship between compressive stresses and relative deformations of
FKPB products: red curve—y = −9 × 106 x2 + 34,327 x (R2 = 1), blue curve—y = 6 × 1010 x4 − 6 ×
108 x3 − 2 × 106 x2 + 32,199 x (R2 = 0.9996).

 
Figure 6. Diagram of the relationship between tensile stresses and relative deformations of FKPB
products: red curve—y = 1012 x3 + 2 × 108 x2 − 8314.4 x (R2 = 1), blue curve—y = 8 × 1013 x4 + 9 ×
103 x3 – 4 × 106 x2 − 40,448 x (R2 = 0.9997).

3.2. Strength of Normal Sections

Experimental studies have shown that the percentage of longitudinal reinforcement
and the height of the diffuse reinforcement zone are the main factors affecting the normal
cross-sectional strength of the ACPB bending element. The parameters and test procedures
of the test sample in the study of strength in normal cross-section are given in Sections 2.5
and 2.6. The destructive bending moment (in case of fracture in the tensile zone) is
referred to the moment when the stress in the steel rod reaches the yield point, which also
corresponds to a stronger increase in the deformation in the steel rod (Figures 7 and 8).
The destructive bending moment (in case of destruction of the compression zone) is the
moment when the compression zone collapses, which corresponds to a sharp increase in
deformation. In this case, the curve corresponding to the probe deformations has a kink,
and the deformations begin to decrease, which indicates the buckling in this area.
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Figure 7. Relative tensile strains in the reinforcement of the FPB beam as a function of bending
moments.

 

Figure 8. Relative deformations of the compressed zone of FPB as a function of bending moments.
Nos. 1–3 is load cell numbers.

As a result of the experimental studies, the values of the breaking bending moments
depending on the percentage of longitudinal reinforcement and the height of the fiber
reinforcement zone were obtained. These are presented in Appendix A. Based on the data
in Table A1 (Appendix A.1), the dependence of the bending moment on each varying factor
is plotted graphically (Figures 9 and 10). Figure 10 shows a graph of the dependence of the
destructive bending moment occurring in beams with the same rebar content on the height
of the fiber reinforcement layer.
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Figure 9. Diagram of the dependence of the value of destructive bending moments on the percentage
of longitudinal reinforcement.

 

Figure 10. Dependence plot of fracture bending moments on the fiber reinforcement zone height.

The study of the composition in Figures 9 and 10 shows that the proportion of the fill-
ing of the longitudinal reinforcement has a significant effect. The reinforcement percentage
affects the value of the breaking load more strongly than other factors do. The next parame-
ter in terms of influence is the height of the fiber reinforcement zone. The height’s influence
on the fiber reinforcement zone is significantly less than the reinforcement percentage
influence.
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The study of the composition of Figures 9 and 10 confirms that the proportion of the
longitudinal reinforcement content has a significant effect. The second varying parameter
in the form of the height of the fiber reinforcement zone has an effect on the bearing capacity,
but its influence is much smaller than that of the reinforcement longitudinal percentage.

In the range of longitudinal reinforcement percentage values of 0.6–6.5%, the depen-
dence in Figure 9 is linear. An increase in the proportion of the presence of the longitudinal
reinforcement in ACPBF beams leads to their destruction in the compression zone. How-
ever, in this case, there is no increase in strength characteristics for normalized sections.

The linear dependence between the parameters of the percentage of longitudinal
reinforcement and the bending moment is maintained over a sufficiently large segment.
This is a segment of the values of the percentage of longitudinal reinforcement equal to
0.8–6.3%. A further increase in the percentage of longitudinal reinforcement leads to a
change in the nature of the destruction. The destruction of ACPBF beams occurs already in
the compressed zone. The strength of the sections almost does not change in the presence
of such destruction. It is important to note that the failure of ACPBF beams having a
percentage of longitudinal reinforcement equal to 0.8–6.3% began in the stretched zone, i.e.,
when the reinforcement reached its yield strength. In the over-reinforced beams (μ = 8.4%)
the failure is brittle, i.e., it occurs in the compressed zone [39].

The failure of ACPBF beams having a percentage of longitudinal reinforcement equal
to 0.78–6.3% began in the tensile zone, i.e., when the reinforcement reached its yield strength.
In addition, in the over-reinforced beams (μ = 8.4%) the failure is brittle, i.e., it occurred
in the compressed zone. That is, the failure of ACPBF beams is similar to that of ACPBF
beams with the addition of fibers. In the tested beams (having a percentage of longitudinal
reinforcement of 6.3%), relative strains in the outermost compressed fibers of the rubber
and reinforcement reach the limit values almost simultaneously [40].

The failure of ACPBF beams having the zone reinforcement, i.e., possessing 3/4 of the
cross-sectional height and longitudinal reinforcement in the range of 0.8–4.95% occurred
when the reinforcement reached its yield strength, i.e., in the tensile zone. In the over-
reinforced beams (μ = 6.4%) the failure is brittle in nature, i.e., it occurred in the compressed
zone. Consequently, to increase the bearing capacity of ACPBF beams having 3/4 of the
cross-sectional height with a percentage of longitudinal reinforcement greater than 4.95%,
it is necessary to reinforce the compressed zone. The earlier destruction of the ACPBF
elements with zone reinforcement in the compressed zone is conditioned by the fact that
the strength of the stretched zone corresponds to the solid ACPBF elements. At the same
time, the strength of the compressed zone is lower than that of ACPBF elements, because
the ultimate strength of non-dispersion reinforced ACPBF in compression is lower than
that of ACPBF with the fiber. This leads to the fact that due to the higher tensile strength of
ACPBF, the crack height develops and, consequently, the position of the neutral axis shifts
towards the outermost compressed fiber, and the compressed zone is fractured (Figure 11).

 

Figure 11. Fracture along the compression zone of the CPS beam.

The magnitude of the destructive bending moment during destruction along the
compressed zone changes insignificantly. Due to the fact that the deformation of the
reinforcing bar does not reach the yield strength compared to the previous series of beams,
it, as a result, leads to the curvature of the graph “Mu-μ”. It is worth noting that the increase
in the difference of bending moment values for CPB and ACPB beams with fiberglass,
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with μ = 6.3% is due to the fact that in CPB beams the beginning of reinforcement flow
almost coincided with the material reaching its yield strength in the compressed zone, but
occurred slightly earlier [41].

To compare the load-carrying capacity of ACPB bending elements with longitudinal
reinforcement having the load-carrying capacity of reinforced concrete elements, beams
containing the B25 class concrete with different reinforcement contents were tested [42].

The results of the pure bending test of reinforced concrete beams are summarized in
Table 4.

Table 4. Test results of reinforced concrete bendable elements.

Girder Sample Code
Percentage of Longitudinal

Reinforcement μ, %
Destruction

Zone
Breaking Bending
Moment Mu, kNm

PC 001 0.80 Stretched 2.23
PC 002 1.25 Stretched 3.55
PC 003 1.80 Stretched 4.99
PC 004 3.55 Compressed 5.65

It is worth noting that ACPB beams (having a 3.55% longitudinal reinforcement) failed
in the tensile zone. Reinforced concrete beams with the same content as the longitudinal
reinforcement failed in the compressed zone [43].

As a result of the experiments, we can say the following:
1. The normal sections of ACPBF bending elements strength exceeds the strength of

reinforced concrete elements having μ = 0.8% by 70.56%, μ = 1.25% by 44.8%, μ = 1.8% by
36.8% and by 98.9% (for beams with μ = 3.55%).

2. The normal sections of the durability of the ACPB bending elements is higher than
the durability of reinforced concrete elements having μ = 0.8% by 33.7%, μ = 1.25% by
21.5%, μ = 1.8% by 17.2% and by 91.2% (for beams having μ = 3.55%). The strength of
normal sections of FRCP bending elements having a zone reinforcement is higher than the
strength of reinforced concrete elements having μ = 0.8% by 64.6%, μ = 1.8% by 27.3%, and
by 93.4% (for beams possessing μ = 3.55%).

Figure 11 for ACPB beams shows the dependence of the strength of the normal
section on the fiber-height reinforcement zone. The dependence of the figure shows
that the normal section strength increases along with an increase in the height in the
fiber reinforcement zone. It should be considered that the influence of the percentage of
longitudinal reinforcement is more significant than the influence of this factor. The fracture
along the stretched zone most fully shows the increase in the strength of the normal sections
of the CPB. The percent change in longitudinal reinforcement varies with the effect of the
fiber reinforcement zone on strength. An increase in the height for the fiber reinforcement
zone of the CPB from zero to 120 mm gives a strength increase in the elements by 28%
(percentage of longitudinal reinforcement of μ = 0.8%) and 14% (bent elements of μ = 8.4%).
In this case, the strength of the normal sections practically does not change.

The bearing capacity of the bending elements with fiber reinforcement in the tensile
zone and with fiber reinforcement throughout the cross-section height is higher than that of
similar ACPB (without dispersion reinforcement) bending elements [44]. This is due to the
fact that the magnitude of reinforcement anchorage in FKPB is higher than that in CPB (i.e.,
more reliable joint work). This prevents a sharper development of plastic deformations
in reinforcement. In addition, disperse reinforcement increases the duration of joint work
of reinforcement and polymer concrete of the stretched zone, thereby “postponing” the
moment of redistribution of stresses arising in the stretched zone to the reinforcement bar,
even in the sections with cracks formed. That is, this happens in the places where there
are no cracks, i.e., in the places where the polymer concrete itself is absent, the metal cord
fibers continue to resist tension [45].

The bearing capacity of polymer concrete bendable elements is higher than that of
similar concrete elements with longitudinal reinforcement. It is related to a number of
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factors: a part of polymer concrete of the stretched zone above the formed crack participates
in the work of normal sections; high adhesion of reinforcement and structural material
(CPB, FCPB) prevents sudden development of plastic deformations in reinforcement; higher
strength of the compressed zone material. We cannot exclude the fact that the material of
the structure in the gap between the cracks takes part in the work of the element as a whole.

It should be noted that CPB is a more plastic material, which is confirmed by the
deformation diagrams in Figures 6 and 7 than heavy concrete is. It allows it to work better
in tension, and therefore increases the duration of joint work of longitudinal reinforcement
bars with polymer concrete before the crack formation, the introduction of steel cord fibers
in the mixture further increases these figures, which can also be observed in the deformation
diagrams shown in Figures 6 and 7.

3.3. Finite Element Model of Beams Made of Polymer Concrete on a Rubber Binder Implemented in
the Ansys Environment

In order to verify the theoretical conclusions and evaluate the results of the experiment
of polymer concrete beams, finite element modeling was implemented in the Ansys soft-
ware package (PC), taking into account the nonlinear properties of materials. Articulated
boundary conditions are set on the right support of the beam, prohibiting only vertical
movements, but allowing all rotations. Hinged-fixed boundary conditions are set on the left
support. The span between the centers of the supports is 1.2 m. The length of the support
zone was 60 mm, and the length of the beam overhangs was 70 mm. Two concentrated
forces act on the beam, mirrored in the same way as the test scheme (Figure 12).

 
(a) 

 
(b) 

  

Figure 12. Calculation scheme of the element under study (a) and Finite element model of the element
under study (b).

In the Ansys environment, as an element simulating the concrete body of the sam-
ple, an eight-node finite element Solid 65 was chosen, which has the ability to simulate
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plastic deformations, cracks, and destruction. This finite element implements the Willam-
Warnke concrete deformation model. This dependence is an ellipse equation describing the
deviatoric section.

When specified in a PC, the model includes the following parameters: stress-strain
diagram for compression, modulus of elasticity, ultimate compressive and tensile strength,
Poisson’s ratio, and shear force transfer coefficient for closed and open cracks.

For modeling longitudinal and transverse reinforcement, the Beam 188 finite element
was used, which is a rod, spatial finite element.

Based on the results of the calculation, the values of the destructive bending mo-
ments were obtained. The results of numerical studies of armocouton beams in the Ansys
environment are graphically presented in Figure 13.

(a) 

(b) 

Figure 13. Normal stresses in reinforcement along the abscissa axis in the FE model of a beam (a) and
inelastic deformations in the simulation model of the ACPBF beam during destruction (reinforcement
percentage of 6.3) (b).

Simulation of the state of the beam before its destruction shows the general logic of the
destruction of bending elements. This logic is consistent with the standard model, which
observes the cracks’ appearance and their subsequent development.
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The study results of concrete strength control (CSC) of bendable elements are summa-
rized in Appendix A.2.

The dependence of the ultimate bending moment on the percentage of longitudinal
reinforcement for CPB-reinforced beams is shown in Figure 14; Figure 15 shows CPB-
reinforced beams having fibers.

 

Figure 14. Dependence of the ultimate bending moment on the percentage of reinforcement in ACPB
beams.

 

Figure 15. Dependence of the ultimate bending moment on the percentage of reinforcement in ACPBF
beams.

The Willam Warnke strength theory developed for composite materials (implemented
in this work with the help of Ansys) allows the calculation of ACPB beams. The performed
calculations and their comparison with experimental data showed that the maximum
discrepancy for the strength values obtained by empirical and calculated methods was 14%
(in the series of BPC beams). In addition, a similar deviation of 7.4% for BPC-8 beams was
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already obtained. The greatest discrepancy between the results was achieved for ACPB
BPC beams and amounted to 18.0%.

That in turn will allow the conducted experimental studies to replace the numerical
ones, but in conditions of non-compliance with the design requirements or deviation from
the norms in the tests, these features should be additionally taken into account in the
modeling.

4. Conclusions

1. The features of the stress-strain state of normal sections of ACPB beams are revealed.
It has been established that the tensile strength in axial compression and tension, deforma-
tions corresponding to the tensile strength for CPB, exceed the similar parameters for the
used cement concrete 2.5–6.5 times. According to the results of the work, it was found that
the addition of fiber reinforcement increased the tensile strength of the BPS 3.0–7.5 times.

2. The percentage of longitudinal reinforcement and the height of the fiber reinforce-
ment zone are the main factors influencing the strength and crack resistance of normal
sections of the ACPB bending elements. The destruction of ACPB and ACPBF bending
elements with a percentage of longitudinal reinforcement of less than 6.3% occurs in the
tension zone, and with a percentage of longitudinal reinforcement of more than 6.3%, the
destruction occurs in the compressed zone.

3. Increasing the height of the fiber reinforcement zone of the CPB from 0 mm to
120 mm, the strength of normal sections of bending elements with a percentage of longitu-
dinal reinforcement μ = 0.8% increases by 28%. The strength of normal sections of elements
with μ = 6.3% increases by 14%, for elements having μ = 8.4% the strength of normal
sections practically does not increase. It has been established that fiber reinforcement
increases the moment of formation of cracks in structures up to 1.5 times, and the bearing
capacity of structures as a whole increase up to 1.3 times.

4. It has been experimentally determined that the addition of fiber over the entire
height of the element section with the same percentage of longitudinal reinforcement
increases the moment of cracking of the ACPBF of the bent elements compared to the
elements from the CPB (without dispersed reinforcement) up to 1.5 times. It can be
compared to the ACPBF elements with zone reinforcement (with fiber reinforcement at 3/4
of the section height) of up to 1.08 times.

5. Ultimate deflections of ACPB bending elements are less than deflections of ACPBF
bending elements with zone reinforcement of up to 18.5%. Deflections of ACPB beams
with a percentage of longitudinal reinforcement μ ≤ 1.8% are similar to reinforced concrete
bending elements made of heavy cement concrete.
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Appendix A. Results of Experimental Investigations for Breaking Bending Moments

of Beam Samples

Appendix A.1. Results of Experimental Investigations for Breaking Bending Moments of Beam
Samples

This appendix updates the results of experiments obtained for the breaking bending
moment of beam specimens as a function of the proportion of longitudinal type reinforce-
ment and the height of the fiber reinforcement area, which are presented in Table A1.

Table A1. Values of breaking bending moments obtained from the experiment.

Girder Type
Percentage of
Longitudinal

of Reinforcement μ, %

Fibre Layer Height
Reinforcement

hf, mm
Destruction Zone

Destructive Bending
Mu Moment, kNm

FPC 001 0.00 125 Stretched 2.4
FPC 002 0.80 125 Stretched 3.67
FPC 003 1.25 125 Stretched 5.21
FPC 004 1.60 125 Stretched 6.28
FPC 005 1.80 125 Stretched 6.68
FPC 006 2.5 125 Stretched 8.75
FPC 007 3.55 125 Stretched 11.31
FPC 008 4.95 125 Stretched 15.09
FPC 009 6.3 125 Stretched 17.48
FPC 010 8.4 125 Compressed 16.69
FPC 011 0.00 95 Stretched 2.28
FPC 012 0.80 95 Stretched 3.71
FPC 013 1.80 95 Stretched 6.29
FPC 014 3.55 95 Stretched 10.92
FPC 015 4.95 95 Stretched 14.78
FPC 016 6.4 95 Compressed 16.39
PC 001 0.00 0 Stretched 1.88
PC 002 0.80 0 Stretched 3.02
PC 003 1.25 0 Stretched 4.31
PC 004 1.80 0 Stretched 5.92
PC 005 2.5 0 Stretched 7.91
PC 006 3.55 0 Stretched 10.29
PC 007 4.95 0 Stretched 14.11
PC 008 6.3 0 Stretched 15.41
PC 009 8.4 0 Compressed 15.91

Appendix A.2. Experimental Results for Breaking Bending Moments of Beam Samples

This section provides data on the bending moments of beam specimens leading to
failure. Based on these data, a beam failure model was formed. Thus, the model shows the
appearance and development of more areas of inelastic deformation (cracks). The results of
the theoretical experimental and numerical studies of concrete strength control (CBC) of
bending members are summarized in Table A2.
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Table A2. Results of the studies conducted.

Girder
Code

μ, % Mut, KnM
Mue,
KnM

Mum,
KnM

ΔMum, % ΔMut, %

PC 001 0.8 2.51 2.96 2.6 −14.0 −18.0
PC 002 1.25 4.02 4.28 4.2 −1.9 −6.5
PC 003 1.8 5.82 5.8 6.0 3.3 0.3
PC 004 2.5 7.92 7.82 8.0 2.3 1.3
PC 005 3.6 10.86 10.3 11.2 8.0 5.2
PC 006 4.95 14.47 14.0 15.2 7.9 3.2
PC 007 6.3 14.96 15.32 16.8 8.8 −2.4
FPC 001 0.8 4.00 3.78 3.52 −7.4 5.5
FPC 002 1.25 5.52 5.10 5.16 1.2 7.6
FPC 003 1.8 7.39 6.77 6.8 0.4 8.4
FPC 004 2.5 9.85 8.77 8.8 0.3 10.9
FPC 005 3.6 12.63 11.28 12.0 6.0 10.7
FPC 006 4.95 16.64 15.10 15.4 1.9 9.3
FPC 007 6.3 17.49 17.52 17.72 1.1 −0.2

Note: Mut—destructive bending moment according to the results of calculation by the proposed method; Mue—
destructive bending moment according to the test results; Mum—destructive bending moment according to the
results of calculation in PC “Ansys”; ΔMum—deviation of calculation results according to the proposed method
from experimental values; ΔMut—deviation of calculation results in PC “Ansys” from experimental values.
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Abstract: To maximize the capabilities of nano- and micro-class satellites, which are limited by their
size, weight, and power, advancements in deployable mechanisms with a high deployable surface
area to packaging volume ratio are necessary. Without progress in understanding the mechanics
of high-strain materials and structures, the development of compact deployable mechanisms for
this class of satellites would be difficult. This paper presents fabrication, experimental testing, and
progressive failure modeling to study the deformation of an ultra-thin composite beam. The research
study examines the deformation modes of a post-deployed boom under repetitive pure bending loads
using a four-point bending setup and bending collapse failure under eccentric buckling. The material
and fabrication challenges for ultra-thin, high-stiffness (UTHS) composite boom are discussed in
detail. The continuum damage mechanics (CDM) model for the beam is calibrated using experimental
coupon testing and was used for a finite element explicit analysis of the boom. It is shown that
UTHS can sustain a bending radius of 14 mm without significant fiber and matrix damage. The finite
element model accurately predicts the localized transverse fiber damage under eccentric buckling
and buckling stiffness of 15.6 N/mm. The results of the bending simulation were found to closely
match the experimental results, indicating that the simulation accurately shows deformation stages
and predicts damage to the material. The findings of this research provide a better understanding of
the structure characteristics with the progressive damage model of the UTHS boom, which can be
used for designing a complex deployable payload for nano-micro-class satellites.

Keywords: composite boom; bending characterization; buckling; continuum damage mechanics

1. Introduction

Composites were used as a building block of the traditional satellite that debuted in the
early 1970s. It was used on the Apollo capsule as an Avcoat ablative heat shield, fiberglass
honeycomb structure [1], etc. Since then, advanced composites have been the choice of
various space programs such as reusable launch vehicles, observation satellites, and the
International Space Station (ISS) [2]. Fast-forward to today where advanced composites
still play a significant role in the advancement of space programs. Emerging small satellite
technology also cannot escape the use of composites. Composite materials are used in
various avenues of small satellite technology like solar structure panels [3], high gain
antenna [3], momentum/reaction wheel [4], deorbiting [5], etc. These composite structures
are typically used in rigid structural elements, while novel nano- and micro-class satellites,
which are constrained by size, weight, and power, require a new class of high-strain
composite structures. The small satellite technology demands a high post-deployment
surface area to packaging volume as well as compact deployable mechanisms, which
require further advancement in the high-strain composite structures.

The early development of the boom started with simpler deployable structures with a
tape spring [6] cross-section made of Carbon Fiber-Reinforced Polymer (CFRP). Composites
enabled adaptive performance, a coefficient of thermal expansion, and reduced mass.
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Furthermore, various cross-section booms were attempted in order to improve the structure
performance of the boom, considering increasing the (stored) packaging volume. Tubular
Extendible Member (STEM) booms [7] and tape springs [6] are characterized under a single-
shell storable boom and Triangular Rollable and Collapsible (TRAC) booms [8], lenticular
shearless booms, and Collapsible Tubular Mast (CTM) boom [9] are characterized as double-
shell storable booms. The selection of the boom is highly subjective to the loading conditions
for the payload. A parametric analysis [10] was conducted to identify the optimal boom
geometries that maximize stiffness for various cross-sections of boom. Results indicated
that the CTM provides a structural advantage with a maximum second moment of inertia
in all three axes when compared among the various double-shell booms.

NASA has been investigating the performance of CTM for the Advanced Composite
Solar Sail System (ACS3) [11] technology demonstration mission. To develop high-strain
composite structures with improved packaging efficiency and deployed structural perfor-
mance, accurate prediction of strain-stress states and failure modes of flexural members
composed of thin composite laminates is necessary. To explore this potential benefit, vari-
ous test setups [12–14] have been conducted on flat coupons of woven-ply CFRP materials
subjected to pure moments. In typical flat coupon bending, the high-strain composite mate-
rial exhibits fiber tensile stiffening and compression softening, with a net effect that leads
to a gradual decrease in bending stiffness as strain increases. The advantage of using this
method was its simplified experimental setup; however, under high deformation structure
bending of UTHS/CTM composite, the material experiences a bi-directional strain that was
not accurately captured by the current test setup.

In contrast to flat coupon bending, an experimentally intensive technique [15] can
be used to formulate a stress-based failure criterion in terms of failure parameters. This
approach considers a repeating unit cell of a symmetric two-ply plain weave laminate and
the stress resultants from a homogenized plate model. Five sets of tests were conducted to
estimate the failure parameters, and five additional combined loading test configurations
were tested for validation. This approach has the advantage of finding a failure locus
for a two-ply plain weave laminate in terms of force and moment resultants, making a
six-dimensional loading space with an experimental intensive approach.

It is essential to find the bending characteristics of the deployable composite boom to
create an effective design. A simple and precise approach needs to be taken to bridge this
gap. Few studies, such as [16], observed contradictory modeling results from the experi-
mental results due to an inappropriate methodology to determine the flexural modulus of
the material for boom flattening lengths in the range of 40–100 mm. For higher flattening
lengths of 250–500 mm with a material thickness range of 0.2–0.4, the material remains in
the elastic region under large deformation structure bending. It was important to under-
stand the relation between the size factor of UTHS/CTM composite boom and stress in
the material. Another study [17] conducted a flattening test for the deployable composite
boom of a flattening length (approx.) 280 mm, where nonlinearity was observed mostly
due to geometry rather than to material nonlinearity itself, which can include plasticity and
localized damage. Gaining a precise knowledge of strain behavior and non-linear effects
under large deformation loads will allow for the design of the deployable structures more
effectively, preventing potential failure.

This paper presents analysis, design, and fabrication approach of UTHS/CTM struc-
ture for small satellite applications and validates its performance. The boom structure is
a basic building block for in-space assembly and Lunar exploration missions. They offer
structural support and stability for post-deployment payload assembly in low packaging
volume for in-space assembly of telescope or antenna [18]. Similarly, in lunar exploration,
booms are used as deployable towers for critical instruments/equipment for power, com-
munication, and weather research [19]. It is important to understand structural failure
behavior post-deployment and determine safety factors for such deployable payloads.
Hence, it is essential to develop predictive modeling tools that can consider the mechanical
behavior under bending and buckling of thin booms in the post-deployed configuration.
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The first section discusses the composite material and design of the lenticular cross-
section boom (CTM), as well as elaborates on the fabrication process and challenges that
were addressed to develop a consistent deployable structure. The structural level testing
of the boom was investigated for the large deformation behavior of the composite boom
using four-point bending tests and coupled bending-buckling behavior through an eccentric
compression test. The large deformation behavior was used to evaluate damage progression
during pure bending and to determine the critical bending radius. This analysis was crucial
for understanding the folding deformation and the associated damage that occurs during
rolling. Moreover, complex deployable mechanisms [3] often subject UTHS booms to
intricate loading conditions, leading to localized bending failure. Therefore, it becomes
crucial to comprehend the deformation behavior under short spans to simulate localized
pure bending.

Additionally, another mechanical test was conducted where the coupled bending and
compression behavior was assessed using an eccentric buckling setup. This test allowed for
determining global structural failure during post-deployment loading conditions, where
the deployed UTHS boom underwent compressive loading with pure bending deformation.
In the second section, an experimental approach for calibrating finite element analysis (FEA)
Continuum Damage Mechanics (CDM) model is discussed, which used 0◦ and 45◦ coupon
tensile testing of the weave. The validation of FEA CDM of the boom was performed
using both four-point bending and eccentric buckling by comparing with the experimental
results. Modeling results of four-point bending tests and eccentric buckling of ultra-thin
composites agreed closely with the mechanical test data. FE analysis revealed that during
the snapping of the boom, no significant damage was induced in the material, allowing
for a reliable UTHS boom deployment. In the case of eccentric buckling, FEA accurately
captured the global buckling with transverse fiber damage. The proposed material and
structural testing, along with modeling methodology, can be adopted to the UTHS boom
for the various deployable payloads used in small-class satellites and in space structures.

2. Material and Fabrication for Mechanical Test

2.1. Materials

To create high-deformation structures, it was necessary to select a material that was
both lightweight and able to withstand large non-linear deformation of UTHS boom.
Carbon fiber was chosen as the material in this case due to its excellent strength-to-weight
ratio. However, in contrast to glass fiber, carbon fiber provides better strength but at a
lower strain, which opposes the high-strain material requirement.

Therefore, thin laminates of only one or two plies were of particular interest in our
study to meet the material requirement. To maximize the laminate surface strain and axial
modulus (E1) of the laminate, a single-ply twill-weave was selected. Twill weave at a 45◦
weave orientation provides high shear strain and better formability during manufacturing,
especially on curved surfaces. To simplify the handling of the material during manufactur-
ing, high-quality carbon fiber prepreg 3 K (200 gsm), 2 × 2 twill weave was procured from
Fibreglast, Brookville, OH, USA.

Coupon testing was carried out for both single-ply weave and two-ply weave before
deciding to use the single-ply weave, as presented later in the paper. Uniaxial tension
tests of a 0◦ weave laminate and 45◦ weave laminate were prepared from weave laminate
panels. These tensile specimens were cut into dogbone specimens of 20 mm width and
200 mm long (including tabs) using a ProtoMAX waterjet system by Omax, Kent, WA,
USA. These specimens were tested in an MTS Alliance RF/300 machine with a load cell
of 300 kN capacity by MTS System, Eden Prairie, MN, USA. Testing was conducted with
a crosshead displacement of 1 mm/min. The test was recorded using a GOM 3D Digital
Image Correlation (DIC) system to accurately capture the strain distribution during testing.
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2.2. Composite Boom Fabrication

The cross-section of the specimen can be parametrized into six independent parame-
ters, as shown in Figure 1a. Here, in order to reduce the inconsistency of in-plane strain
along the cross-section during flattening and wrapping:

1. α1 and α2 were selected as same value (α1 = α2 = α).
2. r1 and r2 were selected as same value (r1 = r2 = r).

 
 

(a) Quarter of boom cross-section (b) Flattened and deployed boom 
Figure 1. Design parameters of the UTHS/CTM deployable structure.

The design of the specimen has been simplified to three parameters—α, r, and t. These
parameters determine the structural properties of the composite boom. The selection of
these three parameters was primarily determined by the bending radius of the composite
structure (boom), flattening height, and second moment of area, which were obtained from
the mission requirements. The design of the optimal boom must consider the stability of its
structure under post-deployment loading conditions and its ability to fit within the volume
constraints specified by the mission requirements. In this study, Old Dominion University’s
3U CubeSat constraints were considered [20]. The final selected design parameters are
shown in Figure 1a. With these parameters, the structure has a second moment of inertia of
2.78 × 104 mm4, with a flattened height of 62 mm, shown in Figure 1b.

This lenticular cross-section was achieved by joining a flat end (web) of two halves
(omega-shaped) made of carbon fiber prepreg twill weave. In the literature [9,11], a rigid
aluminum or rubber internal mold was employed for the fabrication of the boom, alongside
two split molds. However, this approach requires additional tooling to support the internal
surface of the boom. Hence, we decided to examine the co-cured boom structure using
internal vacuum bagging with two split molds. Multipurpose 6061 Aluminum order from
McMaster-Carr, Elmhurst, Illinois, USA was used to fabricate 400 mm long mold as shown
in Figure 2a. Low tolerance was provided in the mold assembly for the alignment of
two halves when closed. One of the key requirements for the deployable structures is
the ability to withstand the high bending strain of the boom structure, which does not
produce large non-linear deformation in the composite material, similar to Von Karman
non-linear beam model [21] and Carrera Unified Formulation (CUF) [22]. A single layer
was selected for this study, as it can provide the necessary bending strain and stiffness
demanded by the structure. A 45◦ angle woven orientation was selected to improve the
structure’s bending flexibility, as well as to provide additional benefits in terms of torsional
stiffness and in-plane shear stiffness.
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(a) Fabrication mold (b) Local matrix squeezed out (c) Imperfection in top ply 

Figure 2. Fabrication of composite boom.

A single cure cycle is recommended by the manufacturer at 155 ◦C (310 ◦F) at a ramp
at 5 ◦C/min with a hold stage for 120 min and subsequent cool down. During the early
iterations of the process, a simplified manufacturing process was first conducted without
vacuum bagging. The layup prepreg sheets were laid down on the two-half mold and
compressed against the mold using the hand roller to obtain the desired lenticular shape.
Then, the mold was carefully closed and placed in an autoclave for a single-stage cure
cycle at 80 Psi pressure. However, this process resulted in a significant deviation from the
desired geometry due to the absence of internal support for the top woven ply. As the
temperature increased, the viscosity of the epoxy resin reduced, resulting in the peeling of
the unsupported ply from the mold surface. This caused the deformed lenticular shape as
shown in Figure 2c where the upper ply was in a deformed shape (in red) in comparison
to the bottom ply. This issue was resolved by providing internal support to the top ply
during the curing process by using internal support provided by the vacuum bag film,
which was used as a sleeve and was inserted into the hollow space of the lenticular shape.
This process provided the desired lenticular shape but was not able to achieve uniform
thickness near the bond line of two halves of the boom. Upon close observation of the
sample, an accumulation of epoxy resin was found near the web as shown in Figure 2b.
As the two ends of the lenticular shape were joined with the help of mold pressure, the
matrix tended to squeeze out [23,24] at elevated temperatures. This accumulated epoxy
resin near the web resulted in a local increase in thickness, which upon bending resulted in
cracks. To solve the issue of non-uniform thickness, a co-curing cycle was adopted. The
initial cure cycle allowed for the matrix to partially cure by reaching the gelation point.
Therefore, during the co-cure stage, when the mold was closed, matrix squeezing was
prevented. As a result, a uniform thickness joint was achieved between the two halves of
the boom. In summary, the proposed two-stage co-curing process with an inner vacuum
bag offered an alternative fabrication method with simplified tooling by eliminating the
need for an internal mold. This approach provided uniform pressure on the inner surface
of the lenticular shape and prevented matrix squeezing near the web, which was observed
when two-piece mold was used (Figure 2b).

2.3. Mechanical Testing

The damage in the material is mainly by bi-directional strains during localized boom
bending. It was crucial to quantify the damage to the composite boom caused by large
deformation bending, which can cause the matrix and the fiber damage due to the complex
local state of stress. To evaluate the large deformation capability of the boom structure,
four-point bending testing was conducted on the boom with a 160 mm span. A load–
displacement plot was chosen for analyzing bending performance to avoid the need for
calculating varying moments of inertia or centroid shift. This approach also simplifies the
comparative analysis of experimental data with reaction force versus displacement plots in
FEA simulations.

To understand the potential of local damage in the material during the rolling of the
boom, two loading cycles were performed during four-point bending. Upon bending for
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two successive cycles, any damage that was caused by the first bending will be revealed in
the load vs. deformation plot as reduced bending stiffness and potential reduction in the
critical load.

The fixed bottom roller span was 124 mm of four-point bending setup (as shown in
Figure 3a). To experimentally test the effect of varying critical radius of curvature upon local
bending, the UTHS boom specimens were evaluated under with varying top roller span
lengths: 20, 30, and 50 mm using a 10 kN MTS test machine by MTS System, Eden Prairie,
MN, USA. (as shown in Figure 3b). The different spans were considered to understand any
damage with varying bending curvature would in the boom. A preload was applied to the
boom to avoid boom to roll over and capture the large deformation of the boom without
slipping and provided a constant moment at the center of the boom. To demonstrate
localized high-strain deformation of the boom, a crosshead was displaced to induce a strain
of 2% in the structure when subjected to bending.

 

 

(a) Flatting 

 
(b) Pre-snap 

 
(c) Post-snap (d) Eccentric buckling setup 

Figure 3. (a–c) Four-point bending test setup and deformation modes. (d) Custom 3D printed end
attachment for eccentric buckling.

The UTHS boom was also tested under coupled buckling (Fc) and bending (Mc = Fc × ec)
conditions to simulate post-deployment global bending scenarios through an eccentric
buckling test. A custom 3D printed end attachment was designed to feature fixed end con-
dition at the UTHS boom and bearing-supported load-cell adapter, eccentrically positioned
at ec = 36.5 mm from the center of the boom. A displacement-controlled eccentric load was
applied until failure at a rate of 1 mm/min on a 330 mm long boom.

3. Modeling of Ultra-Thin Composite Beam

To develop and test a design strategy for ultra-thin composite booms, CDM mate-
rial model was validated and used for non-linear analysis of the UTHS boom bending
simulation. The FEA modeling was validated using experimental results on the coupon
scale and using composite boom geometry. The CDM material model of composite boom
allowed to capture the non-linear material behavior during large deformation experienced
in four-point bending.
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3.1. Material Model Calibration

A progressive damage analysis (PDA) was performed using a finite element model
discussed in the following section to determine potential failure modes in composite
material during the boom bending. The CDM model discussed in [25] was used for fabric-
reinforced composites with a non-linear response to matrix shear, assuming orthogonal
fiber directions and using orthotropic damaged elasticity for in-plane stress-strain relations
shown in Equation (1). This analysis used CDM to model damage in warp and weft
directions, as well as matrix damage. Within this framework, the damage variables d1 and
d2 were utilized to represent fiber damage in the warp and weft directions, respectively.
These variables effectively capture the extent of damage resulting from both tensile and
compressive loading. The analysis also incorporated matrix shear plasticity by introducing
the matrix damage variable d12. This variable accounts for the extent of damage in the
matrix material due to shear forces.⎡⎢⎢⎢⎢⎢⎣

1
(1 − d1)E1

−v12
E1

0

−v21

E2

1
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0 0
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σ22
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⎤⎦ =

⎡⎣ ε11
ε22
εel

12

⎤⎦ (1)

The CDM material model was accessed by creating material with suffix ABQ_PLY_FABRIC,
an embedded user subroutine (VUMAT) in Abaqus/Explicit 2021 was used to model woven
ply. The stress component of FEM elements is transferred onto the fiber failure criteria,
which updates the damage threshold to determine the fiber damage activation function.
The damage threshold satisfies the Kuhn–Tucker complementary conditions, ensuring its
monotonically increasing behavior [25]. By utilizing the damage threshold and fracture
energy, the fiber damage variable is determined. Figure 4 presents the test results obtained
from the uniaxial tension test of coupons used to calibrate the CDM model. A difference in
modulus and strength was observed between single-ply and double-ply laminates for both
0◦ weave laminate and 45◦ weave laminate.

  

(a) 0° weave coupon testing (b) 45° weave coupon testing 

Figure 4. Experimental testing results of uniaxial tension test.

The double-ply laminate shows minimal to no pinholes (voids), leading to increased
modulus and strength. On the contrary, the single-ply laminate had detected pinholes,
affecting its properties. A micromechanical model [26] with pinholes demonstrates a similar
increase in effective mechanical properties as the number of ply increases. However, for
this study, a single layer was chosen based on high-deformation structure requirements,
hence, despite the presence of pinholes, single-ply laminate’s equivalent properties were
used to calibrate the material model.
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The elastic modulus (E1) and strength (X1) of the CDM material model were calibrated
using a uniaxial tension test of a 0◦ weave laminate, resulting in values of 36.9 GPa and
240 MPa, respectively, as shown in Figure 4a. These effective properties are relatively
low compared to the properties of carbon fiber warp/weft tows, and can be attributed
to the twill weave architecture. Notably, the effective mechanical properties obtained
from the micromechanical model [26] align well with the properties determined through
tensile experiment.

Shear modulus (G12) was calculated using Equation (2), resulting in values of 1.56 GPa,
where Ex is elastic modulus and vxy is Poisson’s ratio, determined from the stress-strain
curve of 45◦ weave coupon (shown in Figure 4b). Shear damage threshold (S) and initial
effective shear yield stress (σ0

y ) are calculated using Equation (3), resulting in values of
15 MPa and 25 MPa, where σe is the elastic limit and σy is the yield strength of the 45◦
weave coupon.

G12 =
Ex

2
(
1 + vxy

) (2)

S =
σe

2
, σ0

y =
σy

2
(3)

The shear hardening behavior of the material is characterized by two parameters: the
coefficient of plastic hardening (C) and the power term of plastic hardening (p). These
parameters were calibrated using uniaxial tension tests on 45◦ weave coupons to curve fit
data with the shear hardening function [25]. The fracture toughness properties needed for
the CDM material model in FEA were established based on Refs. [27,28], and are presented
in Table 1.

Table 1. CFRP twill weave fabric mechanical properties.

Symbol Material Constants (Units) Magnitude

Elastic properties

E1 Warp Young’s modulus (GPa) 36.90
E2 Weft traction Young’s modulus (GPa) 32.60

V12 Poisson coefficient 0.053
G12 Shear modulus (GPa) 1.560

Strength properties (damage initiation coefficients)

X1 Warp strength (MPa) 240
X2 Weft strength (MPa) 234
S In-plane shear damage threshold (MPa) 15

Fracture toughness (damage evolution coefficients)

Gf 1+
f Energy rate per unit area warp tension (mJ/mm2) 20

Gf 1−
f Energy rate per unit area warp compression (mJ/mm2) 40

Gf 2+
f Energy rate per unit area weft tension (mJ/mm2) 10

Gf 2−
f Energy rate per unit area weft compression (mJ/mm2) 20

Shear damage and hardening parameters (shear plasticity coefficients)

α12 Parameter for in-plane shear damage 0.316
αmax

12 Maximum in-plane shear damage 1
σ0

y Initial effective shear yield stress (MPa) 25
C Coefficient in the hardening equation 500
P Power term in the hardening equation 0.42

To validate the calibrated material model, a virtual coupon was simulated using
FEA. Figure 4 also presents the simulation results for the 0◦ and 45◦ weave coupons,
demonstrating fiber and shear failure, respectively, in agreement with the results of the
tensile test. Figure 4a shows that the simulation data for the 0◦ weave coupon match the
experimental data, while the 45◦ weave coupon exhibits a slight offset in the shear plastic

171



Materials 2024, 17, 796

zone despite a good match in initial modulus. Given that the applied strain for bending is
limited to 2%, this calibration remains satisfactory for further analysis.

3.2. Boom Finite Element Simulation

This section presents a bending simulation of a composite boom under high defor-
mation, using both linear elastic model and the CDM material model. The linear elastic
analysis was used to determine the (reaction) force–displacement plot in the composite
boom, while the PDA was used to evaluate the damage caused by the matrix and fiber
components of the boom.

3.2.1. Boom Bending Simulation

Firstly, to capture quasi-static linear elastic bending, the FEM model was developed
in Abaqus/Implicit for the four-point bending setup as described in Section 2.3, using
linear–elastic material properties (shown in Table 1). The model consisted of 18,560 linear
quadrilateral shell elements (S4R), representing ply thickness with 1 mm mesh size. The
choice of mesh size was determined through a mesh convergence approach. Since the boom
was modeled using shell elements, a two-ply laminate was assigned to the flat region and
a single-ply laminate to the remaining region. Surface–surface contact was activated for
interactions between the rigid roller and the boom, and self-contact was assigned within
the area of the lenticular section. The bottom set of rollers was fixed, while the top set
provided displacement to apply 2% strain on the UTHS boom.

The modeling of PDA was developed to predict the damage initiation and evolution
behavior of the UTHS boom under bending. An explicit modeling approach was chosen to
capture the snapping behavior during bending. The calibrated CDM material model was
implemented in the 3D (solid) model of the UTHS boom using Abaqus/Explicit. The entire
model was defined with a single-ply weave orientation, with thickness being incorporated
into the 3D solid model. Cohesive elements were not employed at the flat interface of plies,
as no signs of delamination were observed based on experimental testing. Therefore, it was
assumed that the inter-adhesion of the ply exhibited linear elastic behavior. The model
consisted of 24,780 continuum shell (SC8R) elements, with a mesh size of 1 mm. For a
quasi-static bending using dynamic explicit analysis, time, mass scaling parameters, and
mesh size were selected to keep the kinetic energy a smaller fraction (5%) of the external
work. A displacement rate was assigned to the top pair of rollers to apply 2% strain to the
UTHS boom within the given step time. The bottom set of rollers were fixed, similar to the
implicit analysis. As shown in Figure 5, major deformation occurred in the region between
the top two rollers during high deformation bending. A damage process zone measuring
20 mm in length and 62 mm in width (comprising 2480 elements and 19,842 nodes) was
selected to analyze the distribution of damage of the UTHS boom under bending.

3.2.2. Boom Buckling Simulation

The same Abaqus/Explicit model used bending was employed for the simulation
of boom eccentric buckling with SC8R elements and 1 mm mesh size. The rationale for
choosing this modelling approach was to account for high-order geometric non-linearity,
which involves capturing the true experimental scale lenticular cross-section (as depicted in
Figure 1a) and boom length (as shown in Figure 3d) without any simplification. We believe
by adopting this approach, the explicit solver effectively considers the P-delta effect [29,30]
in eccentric buckling. Additionally, the approach addresses structural non-linearity using
of a dynamic explicit solver to accurately determine changes in cross-section and structural
deformation. Material non-linearity using CDM material model was also incorporated to
FEM simulation accuracy. To replicate the end boundary condition of eccentric buckling, a
flat rigid shell element was fixed to the boom ends, simulating a fixed boundary with zero
slope. The upper flat shell was assigned rotating degrees of freedom along the X-axis (as
depicted in Figure 3d) and a downward displacement of 8 mm along the Z-axis. Meanwhile,
the lower flat shell had fixed displacement and rotation, excluding rotation along the X-axis.
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For quasi-static bending, mass scaling was employed, and the step time was adjusted to
ensure kinetic energy constituted a smaller fraction (5%) of the external work.

4. Analysis of Pure Bending Deformation Modes and Eccentric Buckling Collapse in
Composite Boom

The linear–elastic model used in implicit simulation was able to accurately capture all
deformation features observed during the test (shown in Figure 5). The load–displacement
plot of the implicit analysis shows various deformation modes of the UTHS boom during
pure bending. The bending of the UTHS boom began with pre-flattening stage, where
the structure undergoes bending with indentation. The phenomenon of bending with
indentation was also observed in the three-point bending of a thin-walled rectangular
beam [31], as the ratio of top roller distance to beam height ranged between 3 and 7.
Compared to the flattening stage, the pre-flattening stage exhibited a stiffer behavior (as
shown by the slope (K1 = 2.96 N/mm, K2 = 1.64 N/mm) in the load–displacement plot
depicted in Figure 5). During flattening, the lenticular cross-section of the boom was
narrowed down until it reached a point of pre-snap, at which the load–displacement curve
exhibited a plateau. The boom behaved linearly, with an increase in load until the pre-snap
phase, at which point the boom achieved its maximum load. At the snap, a rapid decrease
in load was observed, and the sample transformed into a folded shape, where the top
and bottom surfaces of the boom between the top rollers were pressed together. As the
applied displacement increased in the post-snap phase, the folded boom region expanded
outwards from the top rollers into the span direction. During this mode of deformation,
the load displacement showed plateau-like behavior with the initial stiffening (up until
28 mm) followed by minor softening.

Figure 5. Load–displacement plot of a large deformation structure under pure bending (colors
represent vertical displacement).

Figure 6 also presents a comparison between the experimental and implicit simulation
results in a load vs. deformation plot. During the experimentation, an 11 N preload was
applied to ensure proper alignment of the sample and prevent the boom from rolling
before the displacement of the top roller commenced. Consequently, the initial slope (K1) in
the load–displacement curve observed in the FEM simulation, attributed to bending with
indentation, was not accounted for in the experimental load–displacement plot. To rectify
this, the preload was subtracted from the load–displacement curve obtained through the
FEM simulation.

The slope of the flattening stage of the simulation (K2 = 1.76 N/mm) was observed to
be consistent with the experimental results (K2 = 1.64 N/mm); however, FEA overestimated
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the pre-snap load for the 20 mm span sample and underestimated for the 40 mm span
sample. This overestimation/underestimation of pre-snap load can be attributed to the
imperfections of the geometry, as snapping is a stability phenomenon that was not accu-
rately capturing it in an implicit FEM simulation. When comparing the load–displacement
behavior of FEM simulations for different l1 (shown in Figure 6), minimal increases in the
peak pre-snap load were observed for an increase in top roller span: 30.84 N for 20 mm
span and 32.54 N for 40 mm span. Additionally, an increase in the top roller span resulted
in a delay of the snap-stage location. Analyzing the effect of increases in the roller span for
experimental results revealed similar trends in the peak pre-snap load but at significantly
higher factors: 28 N for 20 mm and 38.41 N for 40 mm. As shown in Figure 6, it is evident
from the experimental load–displacement plot that the pre-snap load increases with an
increase in roller span, l1. Moreover, a clear delay in the snapping stage was observed for
increases in the span.

The experimental test involved two consecutive loadings for the four-point bending
setup, and the load displacement of the second loading cycle is also shown in Figure 6.
Upon analyzing the second loading cycle with the first loading cycle, minimal degradation
of the UTHS boom was observed: the load–displacement slope of remained unaffected,
while peak snapping load only reduced by 4.16 N for l1 = 40 mm. This reduction in the
second loading cycle was caused by high deformation bending in the previous cycle. The
post snap plateau showed an overall increase with the top span length l1. To gain a more
comprehensive understanding of the qualitative and quantitative nature of the damage
modes, PDA was used.

Figure 6. Load–displacement plots for experimental and FEM simulated results for varying effective
span lengths.

The damage analysis of different span lengths was performed on a UTHS boom using
explicit analysis. Quantitative analysis of fiber damage and matrix damage at the damage
process zone for the top and bottom ply was performed. The FEM simulation results show
that the boom damage process zone undergoes high-strain deformation under snapping,
leading to damage initiation and propagation (Figure 7a). The spread of fiber and matrix
damage in the damage process zone is presented in Figure 7c,d. The deformation profile of
the edge of the lenticular boom is presented in Figure 7b. The deformation profile is shown
from pre-snap at roller displacement, δb = 18 mm to post-snap δb = 42 mm. The post-snap
deformed shape was used to calculate the maximum bending radius (rc) = 13.86 mm at
δb = 42 mm. The damage was initiated at the snapping-stage and progressed during
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the post-snap deformation. The concentration of fiber damage distribution (shown in
Figures 7c and 8) in the top-ply was observed at the center, while minor damage was
found in the bottom ply. The difference in damage distribution between the top and
bottom ply was due to the top ply being under compression and the bottom ply being
under tensile loads. The top and bottom plies only connected through the contact region;
therefore, any crack initiated in the top ply due to compression did not propagate into the
bottom ply, as the crack was arrested at the free surface of the top ply. Figure 7c displays
a visual distribution of fiber damage, while Figure 8 shows the mean fiber damage, d f ,
across the boom width and corresponding standard deviation for the top and bottom ply.
Similarly, more matrix damage was observed in the top ply and less damage developed in
the bottom ply during snapping: Figure 7d shows a visual matrix distribution of the top
and bottom ply.

The analyses of damage for various span lengths were conducted by determining the
relative damage frequency and cumulative relative frequency of fiber and matrix damage
variables in the damage process zone. The results are presented in Figures 8 and 9, which
display the damage variable for different span lengths of the UTHS boom. In Figure 8, it
was observed that the mean and standard deviation (damage variation) of fiber damage
distributions were higher for the 20 mm span when compared to the 40 mm span. A
higher damage was observed because the damages were more concentrated over for a
shorter span.

  
(a) Damage process zone (c) Fiber damage 

 
 

(b) Post-snap bend radius (d) Matrix damage 

Figure 7. Damage analysis for 30 mm span length.

The cumulative relative frequency plots of the matrix and fiber damage in top and
bottom plies is shown in Figure 9. Booms with the l1 = 40 mm span in comparison to
l1 = 20 mm span (Figure 9a) indicated a slightly higher number of elements with fiber
damage: 10% vs. 8%. Specifically, there were more damaged elements with low fiber
damage variable (between 0.1–0.3). This result explains the marginal reduction in the peak
load of the boom after the first loading cycle (Figure 6) for l1 = 40 mm span, which can
be attributed to the fact that for shorter spans, the damage was highly concentrated and
less dispersed. Overall results indicate that the damage in the boom was not significantly
changed for span lengths ranging from 20 mm to 40 mm for both fiber and matrix.
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Figure 8. Fiber damage distribution across the boom width in DPZ.

(a) Fiber damage distribution 

 

(b) Matrix damage distribution 

Figure 9. FEA results of fiber and matrix damage comparative analysis for different span lengths.

The PDA model was further utilized to analyze the damage in the UTHS boom
under eccentric buckling load. The eccentric buckling performance was assessed based
on force (Fc)–displacement (δc) plot. As depicted in Figure 10, the experimental results
revealed an initial buckling stiffness of 18.9 N/mm, which momentarily increased and
progressively decreased to 11.9 N/mm until failure. The FEM simulation accurately
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captured this behavior, initiating with a stiffness of 18.8 N/mm and steadily declining to
10.7 N/mm until failure. In terms of strength, the FEM simulation slightly outperformed
the experimental results, at 118 N compared to 109 N.

A bending collapse with non-linear behavior (as depicted in Figure 11a) was observed,
indicating a transverse crack due to fiber damage. Upon visual inspection, fiber failure was
observed in the post-mortem local dimple region; thus, the overall structure underwent
global buckling. The PDA model aligned with the visual inspection, revealing fiber failure
in the two center regions of the boom, as illustrated in Figure 11b. The major fiber failure
occurred on the compressive side of the boom, indicating similar behavior to four-point
bending results, which also showed the majority of damage on the compressive side of the
flattened boom (Figure 7).

Figure 10. Force–displacement plot from the eccentric buckling test.

  
(a) (b) 

Figure 11. (a) Bending collapse comparison: experiment vs. finite element simulation, (b) fiber
damage distribution in three views under eccentric buckling.
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5. Conclusions

In conclusion, the fabrication process, structure characterization, and PDM of the
UTHS composite boom with a lenticular cross-section was presented for small satellite
payloads. The study employs a scalable lenticular boom fabrication process to achieve
uniform thickness and presents the challenges encountered during the development of this
process. The structure characterization was performed to investigate:

I. Large deformation analysis during localized pure bending to determined critical
bending radius, crucial for understanding folding deformation and damage during
rolling.

II. The eccentric buckling test assessed coupled bending and compression behavior,
revealing global structural bending under post-deployment loading conditions.

The four-point bending test revealed four stages—flattening, pre-snap, snap, and post-
snap—which were effectively captured by the FEA’s modelling approach. The two con-
secutive bending cycles with different top roller spans revealed sub-critical damage, as
validated by the PDA model for a critical bending radius (rc) of 13.86 mm. The PDA
revealed differences in damage distribution between the top and bottom plies due to com-
pression and tension. The FEA model was also able to capture the bending collapse under
eccentric buckling load with clear resemblances of the transverse crack fiber damage in
the boom. Upon correlating these mechanical tests, the bending capability under pure
bending was found to be 0.78 Nm, while under coupled bending and buckling load (Mc),
it measured 3.98 Nm. The validated PFA model was able to predict the non-linear global
buckling of the boom under eccentric loading, while capturing the complex failure behavior.
These mechanical tests facilitated the characterization of the UTHS boom to determine
load-bearing capacity for conditions both pre-deployment and post-deployment.

The study’s results have practical implications for the design and manufacturing of
ultra-thin composite booms for small satellite applications. The post-snap bend radius
during the four-point bending test provides a valuable metric for determining the wrapping
radius that can be achieved without significant mechanical degradation, which can be used
in achieving a high payload packaging efficiency of composite booms in small satellite
systems. The coupled bending-compressive deformation showed the global buckling,
which resulted in transverse fiber cracking on the compressive side of the boom. Therefore,
the modeling of boom PDM can serve the purpose of structural dynamic analysis for
complex deployments and post deployment, aiding in the assessment of fiber and matrix
damage. The progressive damage modeling is crucial for designing booms for intricate
loading conditions applied in the different new-age deployment of payloads for small
satellites and space structures.
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Abstract: Specimens made of various materials with different geometric features were investigated
to predict the failure loads using the recently proposed criterion comprised of both stress and stress
gradient conditions. The notch types were cracks and holes, and the materials were brittle, ductile,
isotropic, orthotropic, or fibrous composites. The predicted failure stresses or loads were compared
to experimental results, and both experimental and theoretically predicted results agreed well for all
the different cases. This suggests that the stress and stress-gradient-based failure criterion is both
versatile and accurate in predicting the failure of various materials and geometric features.

Keywords: failure criterion; notch; crack; brittle; ductile; composite

1. Introduction

Structural members are designed to avoid unexpected failure during their service life.
To achieve this, these members are tested experimentally or analyzed using proper model-
ing and simulation techniques. Extensive physical testing is time-consuming and costly,
so computational modeling and simulation are frequently used to replace or minimize
unnecessary testing. In order to have confidence in the accuracy of the results, however,
computational modeling should be reliable. To this end, many failure theories have been de-
veloped to predict failure loads based on material type, including isotropic and anisotropic
ones, subjected to a variety of loading conditions, including static and cyclic scenarios [1].

Important data in designing load-carrying structural members include the maximum
load that they can carry without failure. Hence, failure criteria are necessary to predict
the maximum failure load, but the load also depends on the geometry and material of the
structure. If the structures have notches such as holes or cracks, their load-carrying capacity
is significantly limited.

In the past, different failure theories were used to predict failure loads of structural
members depending on the state of notches they contained. For example, many different
failure criteria were proposed for structural members without any notches and subjected to
combined loading (i.e., multiaxial loading) [1–8]. Those criteria were to apply the failure
strength obtained from uniaxial testing to the prediction of failure under combined loading.
However, if a structural member has a notch, those failure criteria are not reliable.

A structural member with a crack has stress singularity at the crack tip if the material
behaves linearly elastically. Thus, fracture mechanics was also developed for structural
members with cracks [9–16]. On the other hand, if structural members have holes, an
entirely different set of failure criteria was used because fracture mechanics is suitable
for holes. The critical distance failure criteria, for example, is often applied for structural
members containing holes [17–25]. Some used the stress at the critical distance, while
others used the average value up to the critical distance from the notch tip to predict failure
at the notch tip.

The cohesive zone model was also developed to predict failure loads better [26–33].
The model considers a localized zone around the potential failure location, which is called
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the cohesive zone. A traction–separation relationship is applied to the cohesive zone
and is used to predict failure. For the cohesive zone model to be accepted as a failure
theory, the same traction–separation relationship must be applicable to structural members
independent of the notch shape, like a crack or a hole, as well as its size.

Recently, a unified failure criterion was proposed by the authors’ team [34–37]. The
unified failure criterion can be applied to structural members regardless of the existence
of notches, as well as their shapes and sizes. This failure criterion was validated against
different experimental data on brittle specimens with cutouts, including holes and slits.
The objective of this study is to validate the unified failure criterion further to determine
whether the theory can apply to various cases, which include ductile or brittle materials;
isotropic materials, 3D-printed orthotropic materials, or laminated fibrous composites; and
holes, long slits, or cracks. The next section describes the new unified failure criterion, and
it is followed by various sections that discuss the failures of different cases with subsequent
conclusions.

2. Failure Criterion Based on Stress and Stress Gradient

The recently proposed failure criterion uses both stress and stress gradient to deter-
mine failure. Both stress and stress gradient conditions must be satisfied for failure to
occur [34–37]. First, the stress condition must be checked. This condition states that the
effective stress at any material point should not be less than the failure strength of the
material, which is stated below:

σe ≥ σf (1)

where σe and σf are the effective stress and failure strength, respectively. The effective stress
is different depending on the material behavior. The maximum normal stress is usually
used for the effective stress for an isotropic brittle or quasi-brittle material. On the other
hand, the maximum shear or the octahedral shear stress is selected as the effective stress
for an isotropic ductile material. If a material is anisotropic, multiple effective stresses are
considered depending on the directions of the material properties and the loading.

Once the stress condition is satisfied, the stress gradient condition must also be checked.
This condition is expressed as

σe ≥
(

2EY
(

dσe

ds

))1/3
(2)

where E is the modulus; Y is a material failure value, which is discussed below; and s is the
failure path. For a brittle material, the failure path is normal to the maximum principal axis
at the failure location. When both stress and stress gradient conditions are satisfied at any
point in the sample in question, failure is deemed to have occurred. In other words, even
if the effective stress is greater than the failure strength, failure does not occur unless the
stress gradient condition is also satisfied.

To investigate the material failure value Y, which is different from σf , we consider a
crack under the first mode of fracture. The stress field very near a crack is expressed as

σe =
K√

s
(3)

in which s is along the crack orientation measured from the crack tip, which is perpendicular
to the loading direction. Equation (3) and its derivative are substituted into Equation (2),
which, at the onset of failure, results in the following:

Y =
K2

E
(4)

Thus, the material failure value Y is equivalent to the critical energy release rate in
fracture mechanics.
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3. Ductile Aluminum Alloy with Notches

3.1. Description of Specimens

All test specimens were 140 mm long, 24 mm wide, and 1 mm thick. The grip-to-grip
distance was 100 mm, meaning that each specimen was captured over 20 mm on each end.
Any notch was introduced at the center of every specimen, as sketched in Figure 1. The size
of the circular hole varied from 1 to 18 mm in diameter incrementally. All the holes were
located at the center of the specimens. There were six specimens for every size of the hole.
All the specimens were tested under tensile loading using INSTRON 5982 (Norwood, MA,
USA). In addition, six dog-bone shapes of specimens were also tested, without any notch,
to determine the stress–strain curves of the 5000 series aluminum alloy. Strain gauges were
attached to the dog-bone shape of specimens to measure both longitudinal and transverse
strains. Figure 2 shows the stress–strain curve of the aluminum alloy. The graph shows the
very ductile nature of the material with a low tangential modulus for strain hardening.

Figure 1. Aluminum specimen with a center hole.

Figure 2. Stress–strain curve of 5000 series aluminum alloy.

The next set of specimens had the same dimensions as before, but a slit was introduced
at the center instead of a circular hole, as sketched in Figure 3. The slit length was either
4 mm or 6 mm. The 6 mm slit had four different orientations with respect to the width
direction of the specimens. The orientation angles were 0◦, 15◦, 30◦ and 45◦, respectively.
Each type of specimen with a slit was called Lx/y◦, where x is the crack length in mm and
y is the orientation angle in degrees. Six of every specimen type were prepared for testing.
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Figure 3. Aluminum specimen with a center slit.

3.2. Results

Tensile tests of the dog-bone-shaped specimens, as well as the specimens with variable
diameters of center holes, were conducted to determine their failure loads. Then, the
applied failure stresses were computed from the failure loads divided by the cross-sections
at the grips, which do not consider the hole. The applied failure stresses are plotted in
Figure 4 for different hole sizes. The plot shows that the applied failure stresses decrease
almost linearly as a function of the hole diameter, and the standard deviations of the notched
specimens were very small as compared to that of the dog-bone-shaped specimens. In
addition, the specimens with a hole of a 1 mm diameter had applied failure stresses almost
the same as that of the dog-bone specimens, even though the dog-bone-shaped specimens
had a larger standard deviation than the perforated specimens. The dog-bone-shaped
specimen data were included in the figure if the failure occurred at the mid-section of the
specimens. Otherwise, the data were excluded. Figure 4 confirms that a very small hole, as
compared to the specimen width, does not have a noticeable effect on the load-carrying
capacity, and the load-carrying ability decreases as the hole size further increases.

Figure 4. Applied failure stress of aluminum specimens with different hole sizes.

The data in Figure 4 were re-calculated such that the applied failure stress was replaced
by the nominal failure stress at the minimum cross-section across each hole. The nominal
failure stress is the average stress across the minimum cross-section at the onset of failure.
Table 1 shows the results. It is reasonable to state that the nominal failure stress was almost
constant, independent of the hole size. This suggests that for this geometry, the stress
failure condition dominates the failure of the aluminum test specimen. Therefore, the stress
gradient condition was easily satisfied because the failure value from the stress gradient
condition is much smaller than that from the stress condition. In order to demonstrate
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this, the stress gradient was computed at the edge of the hole of different sizes using finite
element analysis to investigate the stress gradient condition.

Table 1. Nominal failure stress of aluminum specimens with different sizes of holes.

Hole Size (mm) 0 1 2 3 6 9 12 15 18

Average Failure Stress (MPa) 228 237 236 228 236 219 227 228 230

Standard Deviation (MPa) 5.5 1.6 1.3 3.2 3.7 4.8 0.94 1.8 0.96

Specimens of 100 mm × 24 mm with a center hole were modeled for the plane stress
condition using four-node quadrilateral elements in Ansys [38]. The elastic–plastic analysis
was conducted using the stress–strain curve obtained from the dog-bone-shaped specimen.
Because the tangential modulus during the plastic deformation is quite small compared to
the elastic modulus, the stress gradient at the edge of the hole becomes smaller, along with
more plastic deformation around the edge of the hole. As a result, the stress gradient with
the ductile aluminum alloy becomes much smaller than that of any elastic analysis of brittle
materials. That is, the stress gradient of the former was at least an order of magnitude less
than that of the latter. Thus, the stress gradient condition was already satisfied at the edge
of the holes. This indicates that the failure of the ductile aluminum specimens with a low
tangential modulus of plastic deformation was also governed by the stress condition rather
than the stress-gradient condition, even though they contain a circular hole.

The aluminum specimens containing slits were also plotted in Figure 5 for the applied
failure stress. This stress was calculated by dividing the failure load divided by the cross-
sectional area without considering the slit. The results show an increase in the failure stress
along with the slit angle. Then, the nominal failure stresses were computed across the
minimum cross-section of the specimen. This minimum cross-section is defined in Figure 6
for slits with nonzero orientation angles. The nominal failure stresses were also almost
constant for different slit lengths and orientations, as seen in Figure 7. This also indicates
that the failure of the specimens with slits was predicted exclusively by the stress failure
condition instead of the stress gradient failure condition, as explained for the aluminum
specimens with circular holes. In other words, the stress gradients were so small that the
failure stress resulting from the stress gradient condition was smaller than the failure stress
from the stress condition. Thus, the failure stress from the stress condition is the failure
strength of the specimen.

Figure 5. Plot of applied failure stress vs. the slit angle of slit size of 6 mm.
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Figure 6. Minimum cross-section for a slit with an orientational angle.

Figure 7. Nominal failure stress of aluminum specimens with different slit lengths and angles.

4. Hardened Cement Pastes with Cracks

4.1. Description of Specimens

The next set of specimens was hardened cement paste with cracks, which were studied
experimentally in Ref. [39]. All the specimens are 3-dimensional blocks of L mm × H
mm × W mm, where L is the length, H is the height, and W is the width of the specimen.
Each specimen has a crack of the depth ‘a’ in the middle of the length and at the bottom
side. The crack is through the width of every specimen, which was tested under the three-
point bending setup. Figure 8 shows half of the hardened cement paste model because
of symmetry.

Figure 8. Half of the hardened cement paste model.

All the specimens made of the hardened cement paste had the width W = 100 mm,
and the length to the depth ratio remained as L/H = 4 while the depth was varied with
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different ratios of the crack to specimen depth a/H. The hardened cement paste behaved in
a brittle manner with an elastic modulus of 20.8 GPa.

4.2. Modeling

First, half of the specimen, as sketched in Figure 8, was modeled using 3D solid
elements. The mesh was uniform, with the element length around 0.3 mm. The supporting
and symmetric boundary conditions were applied to the model, as well as the applied load
across the width of the specimen. Figure 9 shows the 3D finite element mesh of the model
with boundary and loading conditions. The right face had a symmetric boundary condition
except for the crack face at the bottom side.

 

Figure 9. Three-dimensional three-point bending model of hardened cement paste.

After linear elastic analysis, the stress profiles were examined along the crack line
across the width of the specimen. The results showed that the stress variation from the
edge of the crack to the vertical direction was very close across the specimen width. This
suggests that 2D analysis would be acceptable to save computational time. Therefore, 2D
analyses of three-point bending were conducted using four-node quadrilateral elements to
predict the failure loads of the specimens made of the hardened cement paste. After some
mesh sensitivity study, the final mesh was around 10,000 elements.

4.3. Results

The failure loads were predicted for the hardened cement paste specimens with initial
cracks from the 2D FEA, as discussed in the previous section. Because of the crack with
stress singularity, the stress gradient condition is used for the prediction of the failure loads.
In other words, the stress condition is already satisfied at the crack tip.

Since the failure value Y, which is related to the critical energy release rate, is not
known for the given material, one of the test results in Ref. [39] was used to extract the
value. Then, the same failure value Y was used for the remainder of the specimens to
predict the failure loads. The stress intensity factor K was obtained from 2D finite element
analyses. Because conventional FEA, in general, does not provide accurate stresses very
near the crack tip, a curve fit was conducted using Equation (3) to determine the stress
intensity factor K for a given applied load. Figure 10 shows an example of the curve fit to
the FEA solution. Then, the failure loads are determined using Equation (4).
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Figure 10. Curve fit of the FEA solution to determine the stress intensity factor.

Figure 11 shows the comparison between the predicted failure loads and the experi-
mentally measured values. Because the specimen with a crack-to-depth ratio of 0.1 and the
specimen height of 100 mm was used to determine the failure value Y, both theoretical and
experimental values agreed exactly for the specimen in this case. All other specimens show
close agreement between the two results except for one specimen with a crack ratio of 0.3
with a specimen height of 100 mm. Because the authors do not have additional information
on that test specimen, no further study could be conducted to understand the difference
between the two results. Overall, the results confirmed the applicability of the present
failure criterion to predict the failure of cracked specimens.

Figure 11. Comparison of failure loads of hardened cement paste specimens with cracks.

5. Three-Dimensional Printed PLA with Holes

5.1. Description of Specimens and Experiments

PLA specimens were printed by a 3D printer using the fused filament fabrication
technique. The printing conditions influence the material properties of the 3D-printed PLA
specimens. For example, the printing temperatures affected the strength of the printed
specimens. In other words, the strength in the printing direction was much greater than that
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in its transverse direction, such that the 3D printed specimens behaved like an orthotropic
material, such as a unidirectional fibrous composite.

The printing conditions for the present PLA specimens are provided in Table 2. First,
rectangular shapes of specimens were printed in 0◦, 90◦, and ±45◦ with a length of 140
mm, a width of 24 mm, and a thickness of 2 mm. The printing angle is with respect to the
length direction of the specimens, which is also the loading direction. This means that the
0◦ specimens were printed along the loading direction, and those specimens were stronger
than other specimens. For uniaxial testing, tabs of 20 mm × 24 mm were attached to both
sides of every specimen on both ends. That is, each specimen had four tabs so as not to fail
at the grip section during the tests. This made the gauge length of every specimen 100 mm.

Table 2. Printing conditions for PLA specimens.

Print temperature 185 ◦C

Bed temperature 55 ◦C

Print speed 45 mm/s

Line thickness 0.2 mm

Line width 0.35 mm

The stiffness and strength were determined from the tensile tests of the rectangular
shapes of specimens with tabs. Figure 12 shows the typical stress–strain curves of the PLA
specimens printed in different orientations relative to the loading direction. The test results
indicate a larger difference in strength than in stiffness. Those graphs provided the material
properties of the PLA specimen. To determine Poisson’s ratio, strain gauges were also
attached to the specimens in both longitudinal and transverse directions. The details are
given in Ref. [37].

Figure 12. Stressstrain curves of rectangular PLA specimens.

In the previous study [37], rectangular specimens with the same geometry were tested
with different sizes of holes and different printing angles relative to the loading direction.
Then, the experimental results were compared to the predicted failure loads. The agreement
was very good. In this paper, much larger sizes of dog-bone-shaped specimens were printed
using PLA. Those specimens were tested to investigate the effect of the hole size relative
to the specimen width on the failure load. Figure 13 shows the dog-bone shape of a
PLA specimen.
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Figure 13. Dog-bone shape PLA specimens.

All the dog-bone shapes of PLA specimens were printed along the loading direction,
i.e., at a 0◦ angle. All specimens had a test section of 80 mm wide and 1 mm thick. The
top and bottom portions of the specimen were 3 mm thick, while the thickness gradually
decreased to 1 mm in the test section of the specimen. This is to prevent failure around
the grip sections of the specimens because the testing equipment could hold only a small
portion of the end sections, as sketched in Figure 13. In other words, there was no grip
available for the testing, which was wide enough to hold the whole width of the specimen.
The hole was drilled at the center of every specimen, and the hole size was 3 mm, 4 mm,
5 mm, or 6 mm, respectively. At the minimum, three specimens were tested for the same
size of the hole.

All the dog-bone shapes of PLA specimens were subjected to tensile loading until
failure. The maximum forces were obtained as the failure loads from which the applied
stresses at failure were computed. Furthermore, a high-speed video was used to capture
the locations of the initial failures of the specimens. The video was set to 50,000 frames per
second. The observed failure locations were later compared to the predicted failure location.

5.2. Results

The dog-bone specimens were modeled using 2D quadrilateral elements only for a
quarter of their geometry because of double symmetries. To emulate the physical test
condition, uniform displacements were applied to the FEA model at the grip section of
each specimen, as shown in Figure 13. The applied displacement was increased gradually
until both stress and stress-gradient failure conditions were satisfied at any material point
that would be the location of the initial failure. The analyses were conducted for specimens
with different hole sizes.

Figures 14–16 show both the analytical predictions of failure locations for the 3, 4, and
6 mm holes, respectively. Each figure has three graphs. The first graph is the failure strength
from the stress failure condition, the second graph is the failure strength from the stress-
gradient condition, and the third graph is the induced effective stress from the applied
loading. All the graphs were normalized with respect to the failure strength from the stress
condition. The failure strength from the stress condition is constant, independent of the
location in the specimen. However, failure strength from the stress-gradient condition, as
well as the induced equivalent stress, varies across the specimen from the hole.
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Figure 14. Analytical failure prediction of a PLA dog bone with a 3 mm diameter center hole.

Figure 15. Analytical failure prediction of a PLA dog bone with a 4 mm diameter center hole.

Figure 16. Analytical failure prediction of a PLA dog bone with a 6mm diameter center hole.
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The FEA analysis gave the failure strength computed from the stress-gradient condi-
tion at every node or element starting from the edge of the hole. The stress-gradient-based
failure strength varies at different locations because the stress gradients change from point
to point. Those varying failure stresses from the stress-gradient condition are plotted in the
figures along the minimum cross-section of the specimen from the edge of each hole.

The equivalent stress is the maximum normal stress along the same minimal sections of
the specimens. The equivalent stress increases as the applied displacement to the specimen
models increases. For the failure to initiate, the equivalent stress at one location must be
equal to or greater than both failure stresses from the stress and stress-gradient failure
conditions. Figures 14–16 show the plots of the equivalent stresses that just meet both
failure conditions at the initial failure locations for different sizes of the center holes from
3 mm to 6 mm.

Figure 14 is for the 3 mm hole, which shows that the equivalent stress meets both
failure strengths from the stress and stress-gradient conditions, respectively, at a distance
away from the edge of the hole. Before that failure location, the stress-gradient condition is
not satisfied, and after the location, the stress condition is not satisfied. Thus, the initial
failure does not occur at the edge of the 3 mm hole but rather some distance away from
it. Hence, the stress concentration at the hole edge did not influence the failure, and the
failure load was not affected by such a small hole in the specimen.

When the hole size was increased to 4 mm, Figure 15 shows there are two potential
failure locations: one at the edge of the hole and the other at a distance away from it. That
is, both stress and stress-gradient conditions could be satisfied at both locations almost
simultaneously. This suggests that the failure would occur at one site, immediately followed
by the other site. On the other hand, failure occurs at the edge of the hole when the hole
size grows to 6 mm, as shown in Figure 16.

Experiments were conducted using PLA specimens with different hole sizes. As the
tensile load was applied to each specimen until failure, a high-speed video was used
to capture the moments of initial failures. Figure 17 shows the video clip of the failure
progression of the specimen with a 3 mm hole just after the initial failure. The experiment
agrees with the theory showing the failure initiation away from the edge of the 3 mm hole.

 

Figure 17. Progression of initial failure of the specimen with a 3 mm hole.

For the 4 mm hole size, some specimens showed initial failure starting from the edge
of the hole, and others showed it at a distance away from the edge. Figure 18 shows the
first failure at the edge of the hole, which was followed immediately at a distance away
from the 4 mm diameter hole. On the other hand, the specimen containing a 6 mm central
hole showed failure initiation from the edge of the hole, as seen in Figure 19. Because of
uncontrollable asymmetry, the initial failure occurred on one side of the hole, and then
failure also followed on the other side of the hole. Thus, the experimental results confirmed
the theoretical predictions based on both stress and stress-gradient failure criteria.
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Figure 18. Progression of initial failure of the specimen with a 4 mm hole.

 

Figure 19. Initial failure of the specimen with a 6 mm hole.

The applied failure stresses of the PLA specimens at the onset of failure were also com-
pared between the theory and the experimental results. Figure 20 shows this comparison.
Both results agreed well with each other.

Figure 20. Comparison of theoretical and experimental failure stresses of PLA specimens with
different hole sizes.

6. Laminated Glass Fiber Composites with Holes

6.1. Description of Specimens

Test specimens were cut out of a quasi-isotopically laminated glass fiber composite
(GFC) plate, which has the following layer angles: 0◦/45◦/−45◦/90◦/90◦/−45◦/45◦/0◦.
Here, 0◦ denotes that fibers are orientated along the loading direction. The overall di-
mensions of the GFC specimens were identical to the previously tested aluminum alloy
specimens. The GFC specimens had 3 mm, 6 mm, and 9 mm diameter holes at their centers.
Three specimens were prepared for the same hole size, and all the GFC specimens were
tested under tensile loading until failure.
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6.2. Multiscale Failure Modeling

Failure of laminated composite structures was modeled using a multiscale approach,
which links the microscale and the macroscale of the composite materials and structures.
The microscale indicates the fiber and matrix materials, while the macroscale is the smeared
or homogenized composite material. The multiscale approach is sketched in Figure 21, and
it consists of two processes bridging the microscale and macroscale. The first process is to
transfer the information at the microscale to that at the macroscale. This process, called
the upscaling or stiffness process, computes the effective composite material properties
from the material properties of the fiber and matrix and their volume fractions. The second
process occurs in the opposite direction and transfers information from the macroscale
down to the microscale. This is called the downscaling process or the strength process. This
second process determines the stresses and strains in the fiber and matrix materials from
those at the composite material level. The main reason for this is to apply failure criteria at
the fiber and matrix material level. The three different failure modes at the microscale are
fiber failure, matrix failure, and fiber/matrix interface failure; for example, interlaminar
delamination is described as matrix failure and/or fiber/matrix interface failure.

 

Figure 21. Multiscale approach.

The overall analysis occurs in the following manner.

1. First, the composite material properties are computed from virgin fiber and matrix
materials using the upscaling process.

2. The composite material properties are used for the analysis of the given composite
structure with an applied loading. Because the structural analysis is complex, FEA is
mostly used for the structural analysis, which provides the stresses and strains in the
composite structure.

3. Then, the composite level stresses and strains are decomposed into the stresses and
strains at the fiber and matrix materials using the downscaling process.

4. The unified failure criteria are applied to the stresses and strains of the fiber and
matrix materials.

5. If there is a failure, then the corresponding material properties are degraded based
on the specific failure, and the degraded material properties are used for the next
upscaling process.

6. The analysis cycle repeats as failure progresses locally or the applied load increases.

Because both upscaling and downscaling processes are used iteratively, the computa-
tional cost of the multiscale analysis may be quite high. To overcome this, both upscaling
and downscaling processes use analytical solutions without any additional numerical
model. The derivations of the analytical solutions are based on a unit cell model as de-
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scribed in Refs. [40,41]. The unit cell consists of subcells. Some of the subcells represent the
embedded fibers, and the remaining subcells represent the surrounding matrix material.
Stresses and strains were assumed constant with every subcell for mathematical simplicity.
Then, stress equilibrium and deformation compatibility are applied to the subcells to derive
the equations necessary for the upscaling and downscaling processes. The details of the
analytical derivations for the up and downscaling processes are omitted here. In summary,
the upscaling process has the following analytical expression:

Ec
ijkl = f

(
E f

ijkl , Em
ijkl , ν f , νm

)
(5)

where Eijkl is the material property tensor; ν is the volume fraction; and superscripts ‘c’, ‘f ’,
and ‘m’ denote the homogenized composite, fiber, and matrix materials, respectively. This
equation computes t homogenized composite material properties directly from the fiber
and matrix material properties.

The analytical expression used for the downscaling process is expressed as below:

ε
f
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ij

)
and εm

ij = g2

(
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ij

)
(6)

in which εij is the strain tensor, and the same superscripts as before were used. Once the
strains at the fiber and matrix materials are determined from Equation (6), the stresses at
the fiber and matrix materials are computed as below:

σ
f or m
ij = E f or m

ijkl ε
f or m
ij (7)

where σij is the stress tensor.
The failure criteria at the microscale level are given for the fiber breakage/buckling,

matrix cracking, and fiber/matrix interface debonding. Fiber failure is the major catas-
trophic failure of fibrous composites because fibers are the major load-carrying elements.
The effective stress for the fiber failure is expressed as

σ
f
e =

√√√√√(
σ

f
11

)2
+

(
E f

11

G f
12

)2[(
σ

f
12

)2
+
(

σ
f
13

)2
]

(8)

This effective stress is applied to the failure criterion based on the stress and stress
gradient as given in Equations (1) and (2). In Equation (8), ‘1’ is the fiber orientation, and ‘2’
is the transverse direction normal to the fiber orientation. In addition, E and G are elastic
and shear moduli. All the components in Equation (8) are for the fiber material.

The matrix material used in this study is an isotropic brittle material, so as a result, the
maximum normal stress in the matrix material is used for the effective stress. Finally, the
effective stress to check the fiber/matrix interface failure is given below:
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+

〈
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(9)

where τint
fail and σint

fail are the tangential and normal failure strength of the interface. In
addition, <. . .> in Equation (9) is the Macaulay function. Hence, this function is used to
indicate that only the tensile but not compressive normal stress at the fiber/matrix interface
contributes to the interface failure.

6.3. Results

The GFC specimens behaved like quasi-brittle material. In order to view the failure
surfaces closely, GFC specimens were sputter-coated with approximately 15 nm of Pt/Pd.
Because GFC is non-conductive, it must be coated with a conductive metal to achieve
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high-quality images using scanning electron microscopy. Additionally, sputter coating the
GFC samples prevents the GFC from absorbing the energy, which could result in deforming
the samples.

Figure 22 shows that the GFC samples, regardless of hole size, had fiber fractures in the
0◦ layers at the edge of the hole with minimal cross-section. The fiber fracture initiated in
the perpendicular direction to the applied loading, and then it propagated at approximately
45◦. On the other hand, the ±45◦ layers showed no fiber fracture but indicated that fiber
pull-out had occurred, as shown in Figure 23. The failure of the ±45◦ layers occurred after
the failure of the 0◦ layer. Thus, the applied failure stresses of the GFC specimens were
obtained at the onset of the initial fiber fracture of the 0◦ layers.

 

Figure 22. Left side edge of fracture of the GFC specimen with a hole.

 

Figure 23. Fiber pull-out failure of ±45◦ fibers of the GFC specimen with a hole.

The multiscale analysis, as described in the previous section, was conducted for the
GFC specimens with holes. As the applied load increased incrementally, failure criteria at
the fiber and matrix material levels were checked, respectively, using the effective stress
and the stress gradient condition. Then, when the 0◦ layers initiated the fiber fracture at
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the edge of each hole, it was the onset of the main failure. The applied failure stress was
then determined at that applied load.

Figure 24 shows the comparison between the experimental and predicted failure
stresses, which were computed from the applied load divided by the specimen cross-
section at the grip locations, i.e., the section without holes. Because the fiber failure
value Y for the stress-gradient condition was obtained from the 6 mm hole specimens,
the theoretical prediction is exactly on top of the mean experimental failure stress. Using
the same failure value, failure stresses were predicted for the specimens with a 3 mm or
9 mm hole. As shown in Figure 24, the theoretically predicted failure stresses agreed well
with the experimental stresses, which also suggests that the unified failure criterion in
association with the multiscale approach is useful for predicting the failure of the quasi-
brittle laminated composites.

Figure 24. Comparison of experimental and theoretical failure stresses of GRP specimens with
center holes.

7. Summary and Conclusions

A new unified failure criterion was proposed to predict the failure loads of structural
members. The criterion uses both stress and stress gradient to determine failure. For
failure to occur, both stress and stress gradient conditions must be satisfied simultaneously.
Various scenarios were examined to validate the new failure criterion. The cases included
brittle or quasi-brittle materials and a ductile aluminum alloy. The former materials were
isotropic hardened cement pastes, orthotropic PLA, and laminated glass fiber composites.
Different geometric features were also tested, including a crack, a long slit, and a circular
hole of different sizes. The new failure criterion predicted the failure loads satisfactorily
for all the cases examined in this study as compared to their corresponding experimental
results. The failure criterion showed that the failure load was ultimately determined
by either the stress condition or stress-gradient condition depending on the material or
geometric conditions of the tested specimens, even though both conditions were satisfied
simultaneously for all the specimens.
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Abstract: This paper presents an efficient and reliable approach to study the low-velocity impact
response of woven composite shells using 3D finite element models that account for the physical
intralaminar and interlaminar progressive damage. The authors’ previous work on the experimental
assessment of the effect of thickness on the impact response of semicylindrical composite laminated
shells served as the basis for this paper. Therefore, the finite element models were put to the test in
comparison to the experimental findings. A good agreement was obtained between the numerical
predictions and experimental data for the load and energy histories as well as for the maximum
impact load, maximum displacement, and contact time. The use of the mass-scaling technique
was successfully implemented, reducing considerably the computing cost of the solutions. The
maximum load, maximum displacement, and contact time are negligibly affected by the choice of
finite element mesh discretization. However, it has an impact on the initiation and progression of
interlaminar damage. Therefore, to accurately compute delamination, its correct definition is of
upmost importance. The validation of these finite element models opens the possibility for further
numerical studies on of woven composite shells and enables shortening the time and expenses
associated with the experimental testing.

Keywords: low-velocity impact; finite element method (FEM); woven-fabric composites

1. Introduction

Due to its distinctive combination of high strength, low weight, and exceptional
fatigue resistance, composite materials have grown in popularity. Nevertheless, low-
velocity impacts that may happen during handling, transit, maintenance, and service might
harm them. These collisions may result in localized structural damage, which may diminish
the composite material’s strength, stiffness, and durability. To ensure the dependability
and safety of composite structures, it is crucial to comprehend the behavior of composite
materials under low-velocity impacts.

In a low-velocity impact event, composite materials undergo various stages of damage.
Firstly, when the impactor contacts with the material, a sudden increase in stress and
strains is experienced in a very localized region. Secondly, microcracks start to develop
in the material matrix, which then propagate through the material and spread to the
adjacent laminas and neighboring interface regions. At this stage, the damage progression
causes the separation of the adjacent laminas of the composite material, which is known
as delamination. This damage mechanism, alongside with matrix cracking, fiber failure
and perforation, can significantly reduce the strength and stiffness of the material. The
extent and severity of damage depends on the properties of the composite material, the
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impactor’s properties, and the impact energy. The development of reliable models capable
of predicting these damage stages is of highest importance for the analysis and design of
composite structures that are resistant to low-velocity impacts.

In this context, the behavior of composite structures has been extensively studied using
finite element (FE) models in a variety of industries, including the marine, automotive, and
aerospace sectors [1–5]. The impact response of composite flat plates has been extensively
studied using numerical models to examine the impacts of various parameters such as
material characteristics, impact energy, and geometry. Yet, there are relatively few numerical
studies that analyze the impact dynamics on cylindrical shells, particularly when it comes
to composites made of woven fabric. The most relevant numerical studies that were
conducted on cylindrical shells include the work developed by Kim et al. [6] in which they
observed that the contact force increases with the curvature of shell-shaped composite
laminates, while the deflection and contact time decrease. It was also observed that the
impactor’s velocity has a greater influence on the contact force than the impactor’s mass,
which is similar to the impact response of composite plates [6–8]. This is justified by the
fact that the kinetic energy of the impactor increases linearly with the increase in mass
and quadratically with velocity. The contact force and deflection histories for composite
laminated cylindrical shells with convex and concave shapes were analyzed by Choi [9].
The author found the same contact force and central deflection histories for both shapes.
Kistler and Wass [10] performed a numerical study on unidirectional (UD) laminated
cylindrical shells and identified scaling relationships between impact energy, momentum,
mass, and velocity, while Zhao and Cho [11] investigated the impact-induced damage
initiation and propagation of UD composite shells and found that the damage propagates
differently from composite flat plates. Another study was performed by Kumar et al. [12]
to study the impact response and impact-induced damages of cylindrical UD composite
laminate shells using a 3D finite element formulation. Recently, Khalili et al. [13] used FE
analysis to investigate the impact response of UD composite laminate plates and shells
structures under low-velocity impact loads and optimize the procedure for future work.
Albayrak et al. [14] conducted an experimental and numerical investigation to study the
geometrical effect on low-velocity impact behavior for curved composites with a rubber
interlayer. They found that the curved surface geometry affects the absorbed energy and
that increasing the width of the laminate while keeping the height constant results in higher
impact energy absorption.

Overall, these studies provide valuable insights into the behavior of composite lami-
nate structures under low-velocity impacts and can inform about the design and optimiza-
tion of such structures for various applications. Nevertheless, none of these numerical
studies was dedicated to the development of FE models capable of analyzing the low-
velocity impact response of semicylindrical woven fabric composite shells. Therefore, the
main goal of this paper is to develop reliable and efficient FE models capable of predicting
the impact behavior of these materials. For this purpose, constitutive modes that consider
the intralaminar and interlaminar progressive damage were implemented in the explicit
finite element approach using ABAQUS/Explicit [15]. The validation of the FE models
was carried out using the authors’ previous work on the experimental assessment of the
effect of thickness on the multi-impact response of semicylindrical composite laminated
shells [16]. To facilitate the understanding, the nomenclature used in this paper is listed in
the Nomenclature.

2. Material and Experimental Procedure

Composite semicylindrical shells were produced using a matrix based on an AROPOL
FS 1962 polyester resin and a MEKP-50 hardener (both supplied by SF Composites, Mau-
guio, France). A bi-directional E-glass woven fabric (taffeta with 210 g/m2) was used as
reinforcement, and the composite was produced by hand lay-up with 9 woven fabric layers
(corresponding to 1.6 mm of final thickness). In order to ensure a constant fiber volume
fraction and uniform thickness, as well as to eliminate any air bubbles, the laminates
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were placed inside a vacuum bag immediately after impregnation. The manufacturing
process culminated with curing at 40 ◦C for 24 h. More details about the materials and
manufacturing process can be found in [16–18]. Figure 1 shows the specimens’ dimensions
and the schematic view of the test conditions.

  

(a) (b) 

 
(c) 

Figure 1. (a) Manufacturing process; (b) Geometry and dimensions of the specimens (in mm);
(c) Schematic view of the test conditions.

Finally, low-velocity impact tests were performed on a drop weight testing machine
IMATEK-IM10 (Old Knebworth, UK), which is described in detail in [19]. These tests
were carried out according to ASTM D7136 standard, at room temperature, and using an
impactor diameter of 10 mm with a mass of 2.826 kg. The energy of 5 J was used to promote
visible damage but without full perforation. More details about these tests can be found
in [16].

3. Damage Models

Two constitutive models were used in this study to simulate the material damage
caused by low-velocity impact loads in semicylindrical composite laminate shells: (i) a
continuum damage model (CDM) at the lamina level to account for intralaminar damage;
and (ii) a surface-based cohesive damage model (S-BCM) at the lamina interface to account
for interlaminar damage.

The built-in constitutive model for fabric-reinforced composites available in
Abaqus/Explicit [15], developed by Johnson [20] and based on Ladeveze and Ledantec
work [21], was used to evaluate the complex damage progression at the intralaminar level.
When the user-defined material is named with the string “ABQ PLY FABRIC”, this model
can be used as a built-in VUMAT user subroutine [22].

The maximum stress criterion determines the damage initiation, and the fracture
energies serve as the basis for the damage evolution model, which regulates the decline in
stiffness. In this way, the following damage activation functions, Fα and F12, are used to
compute the elastic domain at any given time,

Fα =
σ̃α

Xα
− rα ≤ 0 with α = 1±, 2± (1)

F12 =
σ̃12

S12
− r12 ≤ 0 (2)
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where σ̃α and σ̃12 are the effective normal and shear stresses, respectively, Xα is the ten-
sile/compressive strength, S12 is the shear strength, and rα and r12 are the corresponding
damage thresholds, which are initially set to 1. Once damage is predicted, the elastic–stress–
strain relations are given by,

ε =

⎡⎢⎣
1

(1−d1)E1
− ν12

E1
0

− ν12
E2

1
(1−d2)E2

0
0 0 1

(1−d12)2G12

⎤⎥⎦ σ (3)

where d1 and d2 are the damage variables associated with fiber fracture along directions 1
and 2, respectively, and d12 is the damage variable associated with the matrix microcracking
due to shear deformation. These variables are determined with Equations (4) and (5),

dα = 1 − 1
rα

e−Aα(rα−1) with Aα =
2gα

0 Le

Gα
f − g1,2

0 Le
and gα

0 =
X2

α

2Eα
(4)

d12 = min[α12 ln(r12), dmax
12 ] (5)

where rα and r12 stand for the damage thresholds for axial and shear loads, respectively,
Gα

f stands for the fracture energies, gα
0 to the elastic energy density, Le stands for the

characteristic length of the element, and α12 stands for the shear damage parameter.
The non-linear behavior of the matrix, due to microcracking, dominates the shear

damage response at the intralaminar level and includes both stiffness reduction and
plasticity. The latter is defined with the following yield and hardening functions; see
Equations (6) and (7), respectively.

Fpl = |σ̃12| − σ̃0

(
εpl

)
≤ 0 (6)

σ̃0

(
εpl

)
= σ̃y0 + C

(
εpl

)p
(7)

where σ̃y0 and σ̃0 are the initial effective shear stress and shear yield stress, εpl is the plastic
strain due to shear deformation, and C and the superscript p correspond to the coefficient
and power term in the hardening function, respectively.

Using the two-step homogenization methodology described by Liu et al. [23], the
stiffness properties of the woven fabric composite laminas were estimated from the con-
stituents’ properties of the tested specimens in order to validate the numerical model based
on the experimental evidence presented in [16]. The values of the remaining intralaminar
material properties were taken from the literature. In this way, the fracture toughness
values, the damage evolution parameters, α12 and dmax

12 , and the shear plasticity parameters,
σ̃y0, C and p, were taken from impact studies on E-glass laminates [24–26], whereas the
strength properties were taken from impact studies on woven E-glass/polyester composite
laminates [27–29]. The intralaminar material parameters needed to specify the material
model in the VUMAT subroutine are shown in Table 1. It is noteworthy to mention that
a preliminary parametric study was performed using a coarser FE mesh to assess how a
reasonable variation of the shear plasticity parameters could impact the results. It was
found that they have a negligible effect on the numerical solutions. Regarding the strength
properties, the data found in the literature vary substantially, depending on the manufactur-
ing process, type e-glass fiber, volume fraction, etc. Taking this fact into consideration, the
values employed are based on averaged values and again, a preliminary parametric study
was performed with a coarser FE mesh to assess which values best fit the experimental
evidence. Finally, to account for the interlaminar damage, the bond between the laminas of
the composite laminate was modeled using cohesive surfaces. This approach is primarily
intended for negligible small interface thicknesses and offers very similar capabilities to
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cohesive elements. The cohesive behavior is defined as a surface interaction property, and
identically to the cohesive elements, it is governed by a traction–separation constitutive
model. The properties employed in the surfaced-based cohesive model shown in Table 2
were extracted from the literature [30–38].

Table 1. Intralaminar properties.

Property Symbol Units Value

Density ρ kg/m3 1900

Stiffness properties

E1+ = E1− GPa 21.9
E2+ = E2− GPa 21.9

E3 GPa 8.6
G12 GPa 3.4
G13 GPa 2.4
ν12 - 0.14

Strength properties
X1+ = X2+ MPa 250
X1− = X2− MPa 200

S MPa 40

Fracture toughness Gα
f N/mm 4500

Shear plasticity

dmax
12 - 1
σ̃y0 MPa 25
C - 800
p - 0.552

Table 2. Interlaminar properties.

Property Symbol Units Value

Stiffness properties kn = ks = kt N/mm3 106

Strength properties τ0
n MPa 15

τ0
s = τ0

t MPa 30

Fracture toughness
GIc N/mm 0.3

GIIc = GIIIc N/mm 0.6
η - 1.45

The cohesive stiffness in this study is set at 106 N/mm3, as suggested by Camanho
et al. [30]. In addition, it is considered that its value is the same for all directions, that
is, kn = ks = kt, as used in [31–33] with satisfactory results. It is noteworthy to mention
that considering high values for the cohesive stiffness potentially results in convergence
problems. On the other hand, the use of low values may affect the global stiffness and thus
compromise the validation of the FE model [32]. A value of η = 1.45 was considered for
the interaction parameter in the definition of the cohesive model [34–38]. Identically to
the intralaminar properties, there is a wide range in the data for the interlaminar strength
parameters and fracture toughness. Given this information, the values used are averages,
and preliminary parametric analysis using a coarser FE mesh was completed to determine
which values the best-matched experimental data.

4. Finite Element Model

The FE model was created using the ABAQUS/Explicit FE code [15] taking into
account the dimensions of the nine-layer laminate specimens evaluated in [16]. The tested
specimens had a semicircular internal radius of 50 mm, a length of 100 mm and an average
thickness of 1.6 mm (Figure 2).
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Figure 2. FE model with geometric parameters and boundary conditions.

To replicate the experiments, two fixed rigid body supports (a lateral and a bottom
support) were included in the FE model. Only one-fourth of the semicylindrical composite
laminate was generated, taking use of the geometric symmetry of the model to reduce
the computing cost of the numerical simulations. The yz-plane face

(
Ux = Ry = Rz = 0

)
and one of the xy-plane faces

(
Uz = Rx = Ry = 0

)
were therefore added to the symmetry

boundary conditions. The impactor was modeled with a lumped mass fixed on a reference
point at its center of mass equivalent to the experiments and with a hemispherical head
with a diameter of 10 mm. Only the displacements in the y-direction were permitted
(Ux = Uz = 0), and all the rotations of the impactor were constrained

(
Rx,y,z = 0

)
.

Each lamina was discretized with SC8R continuum shell elements (eight-node hexahe-
dron) with reduced integration and stiffness hourglass formulation. The orientations of
the materials along the semicircular cross-section were taken into account when defining
the local coordinate system of the laminas. R3D4 discrete rigid elements were used to
model the impactor. The lamina was modeled with cohesive surfaces; thus, no element
specification was required.

The surface-to-surface contacts between the composite laminate, the metal impactor,
and the metal supports were simulated using the penalty enforcement contact method from
Abaqus/Explicit [15]. In the interface of the composite laminas, which experience friction
after being entirely delaminated, this contact formulation was also defined. The friction
coefficient values, μ, used in this work for fully damaged interfaces and metal–composite
contacts were taken from [39,40]. A value of μ = 0.3 was specified for the contact between
the metal hemispherical head of the impactor and the upper surface of the composite
laminate, and a value of μ = 0.7 was specified for the contact between the metal surfaces of
the supports and the composite laminate surfaces. For the interfaces, a value of μ = 0.5
was considered.

5. Numerical Results

Several numerical simulations were performed to determine the influence of the FE
mesh discretization and mass scaling on the efficiency and reliability of the FE model. To
be able to analyze how these parameters affect the numerical predictions, the most relevant
load and energy histories are presented, as well as the maximum force, displacement, and
contact time.

The use of cohesive surfaces implies that its elements’ characteristic length matches
the characteristic length of the continuum shell elements defined for the laminas. Given
that the interlaminar damage surface-based cohesive damage model implementation yields
mesh-dependent results, the FE mesh discretization of the laminas needs to be defined
based on the characteristic length of the cohesive surface elements. In other words, the FE
mesh size of the interface defines the size of the FE mesh employed in the whole model.
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To find a balance between the computational cost of the solution and the accurate
computation of the fracture toughness in the interlaminar damage model, which results in
delamination, a parametric study was conducted to optimize the characteristic length of
the elements of the FE mesh. Based on the work of Hilleborg et al. [41], Turon et al. [31]
purposed using Equations (8) and (9) to calculate the characteristic length of the element
in the direction of the crack propagation for fracture modes I, II, and III in orthotropic
composite materials,

le,I =
ME3GIc

Ne
(
τ0

n
)2 (8)

le,I I = le,I I I =
MG13GIIc

Ne
(
τ0

s
)2 (9)

where M is a parameter that depends on the cohesive zone model, and Ne is the num-
ber of elements in the cohesive zone. The lowest value derived from the equations is
le,I I = 0.31 mm, with the assumptions that M = 1, as suggested in [23,33,35], Ne = 5 to
properly establish the cohesive zone [42–44], and the baseline properties of the laminas and
of the cohesive zone. Consequently, the baseline FE mesh was generated with le = 0.3 mm,
which corresponds to an aspect ratio of 1.6. Notice that this value is in good agreement
with that used by Lopes et al. in [35].

This baseline FE model contains approximately half a million elements and one
million nodes. Therefore, to shorten the computing time for the solutions, a semi-automatic
mass scaling was uniformly applied to the entire model with a target time increment of
1 × 10−7. Notice that mass scaling artificially increases the mass of the structure to reduce
the frequency of the dynamic response and allows the time step of the simulation to be
increased. In this study, a mass increase of 1.8% was obtained for the baseline FE model,
resulting in a reduction in the computational cost of the solutions of about 51%. To assess
the impact of mass scaling on the load and energy history curves, the results obtained
with the baseline FE model are shown in Figure 3 (force–time), Figure 4 (energy–time) and
Figure 5 (force–displacement).

Figure 3. Effect of mass scaling on the force–time impact curves.
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Figure 4. Effect of mass scaling on the energy–time impact curves.

Figure 5. Effect of mass scaling on the force–displacement impact curves.

It is possible to observe that these curves include oscillations brought on by the elastic
wave and produced by the models’ vibrations [45,46]. The numerical predictions for
the numerical maximum load, maximum displacement, and contact time are compared
in Table 3.
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Table 3. Effect of mass scaling on the numerical predictions of maximum load, maximum displace-
ment, and contact time.

Max. Load
(N)

Dif. 1

(%)

Max.
Displacement

(mm)

Dif. 1

(%)
Contact Time

(ms)
Dif. 1

(%)

With mass scaling 797 - 11.5 - 23 -

Without mass scaling 730 8.8 11.5 0 22.6 1.8
1 Dif. = Difference.

It can be observed that the impact response of the curves is similar with and without
mass scaling. Its application has a negligible effect on the contact time and no impact on the
maximum displacement. Only for the maximum force do the numerical predictions differ
by 8.8%; its value is higher when mass scaling is employed. Overall, the results indicate
that the defined semi-automatic mass-scaling parameters have an acceptable impact on the
numerical predictions and significantly lower the computational cost of the solutions.

To determine if a coarser FE mesh discretization would produce a good trade-off be-
tween the accuracy of the solution and computing cost, a parametric study was performed
using increasingly coarser FE meshes, ranging from le = 0.3 mm to le = 2 mm. The FE
models employed to analyze the effect of the FE mesh discretization are shown in Figure 6.

Figure 6. FE models used to study the effect of the FE mesh discretization.

The numerically predicted force–time and energy–time results are shown in Figures 7
and 8, respectively, and the force–displacement results are shown in Figure 9. The results
show that the use of coarser FE meshes (le = 1 mm and le = 2 mm) induces higher
oscillations on the force–time and force–displacement curves. Nonetheless, the maximum
force, maximum displacement, and contact time values are barely affected. This can be
observed in Table 4, where the values and percentage difference between le = 0.3 mm and
the remaining element lengths are presented.

Therefore, it is clear that the FE mesh discretization, within the studied range, has a
negligible impact on the load history maximum values. However, it is important to assess
its effect on the interlaminar damage predictions. For this purpose, the output identifier
CSQUADSCRT was used to measure the damage initiation in the cohesive surfaces. This
variable indicates if the quadratic contact stress damage initiation criterion presented in
Equation (9) has been satisfied. When its value reaches 1, damage in the cohesive surface is
predicted to initiate. The scalar stiffness degradation for cohesive surfaces, output identifier
CSDMG, was used to measure delamination after damage initiation. When it reaches the
value of 1, the interface can be considered as fully delaminated (complete debonding).
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Figure 7. Effect of the FE mesh discretization on the low-velocity impact response of the force–time
impact curves.

Figure 8. Effect of the FE mesh discretization on the low-velocity impact response of the energy–time
impact curves.

The effect of the FE mesh discretization and mass scaling on the delamination initiation
and progression is shown in Figure 10. The results are expressed in terms of the percentage
of nodes of the 3D FE mesh for which the CSQUADSCRT is equal to 1 and for those where
the CSDMG is higher than 0.6. It can be appreciated that the percentage of nodes where
interlaminar damage initiation is predicted decreases for finer FE mesh discretization. If
mass scaling is employed, this behavior will be especially obvious. The results indicate
different behavior for the fraction of delaminated nodes with and without mass scaling.
With mass scaling, the percentage of delaminated nodes slightly increases with the FE mesh
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refinement but reduces without it. However, for the baseline FE mesh discretization, that
is, le = 0.3 mm, the percentage of delaminated nodes is comparable: 2.8% and 3.22% with
mass scaling and without mass scaling, respectively.

Figure 9. Effect of the FE mesh size on the low-velocity impact response of the force–displacement
impact curves.

Table 4. Effect of FE mesh discretization on the numerical predictions of maximum load, displacement,
and contact time.

Mesh Size
(mm)

Max. Load (N)
Difference

(%)

Max.
Displacement

(mm)

Difference
(%)

Contact Time
(ms)

Difference
(%)

0.3 797 - 11.5 - 23 -
0.5 818 2.6 11.5 0 23 0
1 828 3.8 11.5 0 23.5 2.2
2 806 1.1 11.5 0 23.1 0.4

Data suggest that the choice of the FE mesh size does not have a significant impact
on the maximum load, maximum displacement, or contact time. However, it affects the
interlaminar damage initiation and progression. Consequently, it is recommended to apply
the equations suggested by Turon et al. [31] to compute the FE mesh size in order to
assure accurate numerical predictions of delamination. The results indicate that the defined
semi-automatic mass scaling parameters have no significant impact on the numerical
predictions. In addition, taking into consideration the fact that using mass scaling reduces
the computational cost of the solutions by around 51%, its application is recommended.
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Figure 10. Effect of FE mesh size and mass scaling on the interlaminar damage.

6. Numerical–Experimental Correlation

The numerical results obtained with the nine-layer composite laminates FE model with
mass scaling and with the different FE mesh sizes are compared with the experimental data
presented in [16]. Notice that a higher post-processing by the drop-tower is responsible for
the experimental curves’ higher smoothness. The numerical predictions and experimental
results are summarized in Table 5 (maximum force, maximum displacement, contact
time). It can be observed that the maximum load is slightly overestimated by all the
numerical models, presenting errors ranging from 5% to 8.6%, among which the FE model
with le = 0.3 mm was the closest to the experimental averaged value. The maximum
displacement is not affected by the FE mesh. Its value is correctly predicted with an error
of 2.7% for all FE models. This is due to the fact that the displacement is controlled by
the same experimental velocity–time curve that was incorporated to the FE models. The
contact time is negligibly affected by the FE mesh size. The numerical predictions are
slightly overestimated, presenting an error ranging from 10.4% to 12.3%. Although all
FE models present comparable values, the one that best fits the experimental evidence is
obtained with le = 0.3 mm. Moreover, taking also into consideration the results presented
in Figure 10, in which it was observed that the FE mesh size considerably affects the
interlaminar damage initiation and progression, the use of le = 0.3 mm, calculated using
the equations of Turon et al. [31], is recommended.

Table 5. Numerical and experimental comparison.

Mesh Size
(mm)

Maximum Load
(N)

Maximum Displacement
(mm)

Contact Time
(ms)

Num. Exp. Error (%) Num. Exp. Error (%) Num. Exp. Error (%)

0.3 797

757

5.0 11.5

11.2

2.7 23

20.6

10.4
0.5 818 7.5 11.5 2.7 23 10.4
1 828 8.6 11.5 2.7 23.5 12.3
2 806 6.1 11.5 2.7 23.1 10.8

The numerical and experimental results with le = 0.3 mm are compared graphically
in Figure 11 (force–time), Figure 12 (energy–time) and Figure 13 (force–displacement). The
numerical and experimental curves, during the loading and unloading stages, show a very
satisfactory agreement.
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Figure 11. Numerical and experimental force-time results.

Figure 12. Numerical and experimental energy-time results.

Figure 13. Numerical and experimental force-displacement results.
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7. Conclusions

Finite element models were generated to study the low-velocity impact response
of semicylindrical woven composite laminate shells using ABAQUS/Explicit. These FE
models represent a nine-layer laminate with a thickness of 1.6 mm. A continuum damage
model at the lamina level to account for intralaminar damage and a surface-based cohesive
damage model at the laminas’ interface to account for interlaminar damage were used as
the two constitutive models to simulate the material damage brought on by low-velocity
impact load. The premise for this study was the authors’ previous work on the experimen-
tal evaluation of the effect of thickness on the impact response of semicylindrical composite
laminated shells. As a result, the FE models were tested against the experimental findings
for validation purposes. In this way, the stiffness properties of the woven fabric composite
laminas were estimated from the constituents’ properties of the tested specimens using a
homogenization process, while the reaming properties were obtained in the literature. The
developed FE models require a fine FE mesh discretization to properly define the inter-
laminar damage behavior, making them computational expensive. Therefore, numerical
simulations were carried out to find an acceptable trade-off between the accuracy of the
predictions and the computational cost of the solutions. An efficient approach is employed
taking advantage of the model symmetries, continuum shell elements, which have lower
computing costs than solid elements, and cohesive surfaces, which do not require element
definition. Moreover, the FE mesh discretization and mass-scaling technique were also
examined to ascertain how they affect the effectiveness and reliability of the FE model.

The results obtained indicate that the low-velocity impact response of semicylindrical
woven composite laminate shells can be reliably predicted using the aforementioned FE
models. Furthermore, the mass-scaling technique is successfully used to increase the
stable time increment without compromising the accuracy of the dynamic response. Its
implementation reduced the computing cost of the solutions by about 51%. The maximum
load, maximum displacement, and contact time do not appear to be significantly affected
by the choice of FE mesh size. Yet, it has an impact on the initiation and development of
interlaminar damage. In order to ensure accurate numerical predictions of delamination,
it is advised to use the formula proposed by the literature to compute the characteristic
length of the elements of the FE mesh.

The load and energy histories were put to the test in comparison to the experimen-
tal findings from low-velocity impacts on specimens with identical elastic properties.
A satisfactory correlation between the numerical outcomes and the experimental data
was observed. The results show that the maximum load and contact time are slightly
overestimated by the FE model, while the maximum displacement is correctly predicted.
Nevertheless, all the numerical predictions are comparable with the experimental data.

The numerical simulations complement the previous experimental work, and the
developed FE models can be used for further studies, for example, to analyze the response
to multi-impacts, the effect of boundary condition or how the geometric parameters of the
shells, such as thickness, length, or curvature, affect the impact response of woven fabric
composite laminate shells.
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Nomenclature

Symbol Description Symbol Description

ρ Density σ̃0 Shear hardening function
E1 Young’s modulus along fiber direction 1 rα Axial damage thresholds
E2 Young’s modulus along fiber direction 2 r12 Shear damage threshold
E2 Though-thickness Young’s modulus Xα Tensile/compressive strength along the fiber directions
G12 In-plane shear modulus d1 Tensile/compressive damage variable along direction 1
G13 Out of plane shear modulus d2 Tensile/compressive damage variable along direction 2
ν12 In-plane Poisson’s ratio d12 Shear damage variable
X1+ Tensile strength along direction 1 gα

0 Elastic energy density
X1− Compressive strength along direction 1 Le Characteristic length of the element
X2+ Tensile strength along direction 2 εpl Plastic strain due to shear deformation
X2− Compressive strength along direction 2 kn Elastic normal interlaminar stiffness
S12 In-plane shear strength ks Elastic shear interlaminar stiffness
Gα

f Intralaminar fracture toughness along direction 1 and 2 kt Elastic tangential interlaminar stiffness
α12 Parameter in the equation of shear damage τ0

n Maximum normal contact stress
dmax

12 Maximum shear damage τ0
s Maximum 1st shear contact stress

C Coefficient in hardening equation τ0
t Maximum 2nd shear contact stress

lp Power term in hardening equation GIc Interlaminar normal fracture toughness
Fα Axial damage activation function GIIc Interlaminar 1st shear fracture toughness
F12 Shear damage activation function GIIIc Interlaminar 2nd shear fracture toughness
Fpl Plasticity activation function η Benzeggagh–Kenane exponent
σ̃α Effective tensile/compressive stress μ Friction coefficient
σ̃y0 Initial effective shear yield stress M Parameter defined for the cohesive zone model
σ̃12 Effective shear stress Ne Number of elements in the cohesive zone
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Abstract: Studying multiple properties of a material concurrently is essential for obtaining a compre-
hensive understanding of its behavior and performance. However, this approach presents certain
challenges. For instance, simultaneous examination of various properties often necessitates extensive
experimental resources, thereby increasing the overall cost and time required for research. Fur-
thermore, the pursuit of desirable properties for one application may conflict with those needed
for another, leading to trade-off scenarios. In this study, we focused on investigating adhesive
joint strength and elastic modulus, both crucial properties directly impacting adhesive behavior.
To determine elastic modulus, we employed a non-destructive indentation method for converting
hardness measurements. Additionally, we introduced a specimen apparatus preparation method
to ensure the fabrication of smooth surfaces and homogeneous polymeric specimens, free from
voids and bubbles. Our experiments utilized a commercially available bisphenol A-based epoxy
resin in combination with a Poly(propylene glycol) curing agent. We generated an initial dataset
comprising experimental results from 32 conditions, which served as input for training a machine
learning model. Subsequently, we used this model to predict outcomes for a total of 256 conditions.
To address the high deviation in prediction results, we implemented active learning approaches,
achieving a 50% reduction in deviation while maintaining model accuracy. Through our analysis,
we observed a trade-off boundary (Pareto frontier line) between adhesive joint strength and elastic
modulus. Leveraging Bayesian optimization, we successfully identified experimental conditions that
surpassed this boundary, yielding an adhesive joint strength of 25.2 MPa and an elastic modulus of
182.5 MPa.

Keywords: epoxy; adhesive; elastic modulus; machine learning; active learning; experimental testing;
multi-objective optimization; sandwich-structured material

1. Introduction

In the realm of materials science and engineering, the study of adhesive materials
plays a pivotal role in advancing technologies across diverse industries [1], for example, au-
tomotive [2], aerospace [3] and construction materials [4]. The adhesive joint strength, rep-
resenting the force required to break or deform a bonded interface, and the elastic modulus,
signifying a material’s resistance to deformation under applied stress, are two fundamental
properties that have important influence on the performance and reliability of adhesive
systems. The adhesive joint strength serves as a crucial metric in assessing the integrity of
bonded structures. A robust and durable bond is often synonymous with high adhesive
joint strength, ensuring the stability of assemblies in various environments and under
different loading conditions [5]. However, this strength is not isolated from the elastic
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modulus of the adhesive material. The elastic modulus, or stiffness, defines how the ma-
terial responds to external forces [6], influencing the distribution of stresses within the
adhesive joint. As such, the interplay between adhesive joint strength and elastic modulus
becomes a critical factor in determining the overall performance and longevity of bonded
structures [7]. Understanding the trade-offs and synergies between adhesive joint strength
and elastic modulus is imperative for optimizing material selection based on specific appli-
cation requirements. The relationship between adhesive joint strength and elastic modulus
is often complex. Several studies have reported that high-elastic-modulus materials have a
higher adhesive joint strength [8,9]. However, lower-modulus adhesives can provide the
ability to absorb external forces, and this ability is an important factor in adhesive materials
used in bonding parts that are easily broken or damaged [7]. In architectural applications
like structural glazing systems, low elastic adhesives are used to bond glass panels to the
structural framework. These low modulus adhesives can handle high stress gradients at
glass interfaces [10].

Achieving an optimal balance between these properties is a multifaceted challenge,
as conventional optimization approaches often focus on a singular property, potentially
neglecting the complex interdependencies that exist. Multi-objective optimization presents
a paradigm shift by simultaneously addressing the enhancement of many properties. Re-
cently, high productivity of heat-resistant epoxy matrix systems was successfully achieved
using multi-objective optimization along with machine learning. This accomplishment has
never been achieved, even though the conventional trial-and-error experiment has been
attempted up to three hundred times [11]. Furthermore, because the required properties
frequently conflict with one another in nature, multi-objective optimization can be a can-
didate method from the material design point of view. The maximum molecular weight
and the maximum of number average degree of branching of polymers were achieved in
the polymerization process with the assistance of a multi-objective optimization approach.
This can reduce unnecessary costs and time consumption in the experimental stage [12].
Moreover, the multi-objective optimization approach was applied in optimizing material
removal rate and taper during electrochemical discharge machining of the silicon carbide-
reinforced epoxy composites, and it was reported that there was a 15% improvement in
taper reduction, together with the material removal rate decreasing by 0.91%. In addition,
utilizing multi-objective optimization is able to address the trade-off problem [13]. This
approach not only extends the edge of discovery but also accelerates the study process
for humankind.

The adhesive joint strength has been measured previously by using single-lap shear
joints [14]. On the other hand, indentation hardness measurements were used to evaluate
the elastic modulus of the same adhesives, owing to the significant convenience in sample
preparation and measurements compared to the widely used tensile test. The relation-
ship between hardness and elastic modulus has been thoroughly studied, and several
methods for calculating elastic modulus from hardness measurements have been reported
previously [15]. Nevertheless, before measuring the hardness of polymeric specimens, it
is important to prepare appropriate samples to ensure accurate and reliable results. The
polymeric specimens have to be prepared in standardized shapes and sizes suitable for the
specific hardness testing method being used. Additionally, the surface of the specimens
must be prepared to ensure flatness and smoothness, as irregularities or rough surfaces can
directly affect hardness measurements. Moreover, voids and bubbles lead to inaccurate
results; thus, homogeneity of the polymer material is one of the important factors.

The adhesive joint strength and elastic modulus are key mechanical properties that di-
rectly influence the adhesion performance of adhesive materials. However, simultaneously
studying multiple properties can be time-consuming and costly. In this work, we propose
to investigate the adhesive joint strength and elastic modulus of epoxy adhesives using a
multi-objective optimization approach. A metal mold is designed and introduced to pre-
pare the polymeric specimens according to the French standard NFT 76-142 [16] to eliminate
porosity. The elastic modulus of the polymeric specimens is calculated according to Shore
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hardness which is measured by two types of durometers referring to ASTM-D2240 [17].
The experimental conditions are designed and conducted to obtain a small initial dataset of
the first 32 conditions. The machine learning model is trained and validated for optimizing
accuracy. Then, prediction of the extended 256 conditions is carried out together with the
active learning method. Active learning is a strategy that can be employed to improve
model accuracy and reduce deviations in predicted results. Active learning is a machine
learning approach that involves selecting the most informative data points for labeling or
further training, with the goal of enhancing the model performance while minimizing the
amount of labeled data needed. After that, the trade-off boundary is obtained after the
improved prediction of the 256 conditions. Finally, Bayesian optimization is employed to
identify experimental conditions with predicted results that can overcome the trade-off
boundary. The results are confirmed by checking the actual experiments. Adhesive epoxies
with desired adhesive joint strength and elastic modulus properties can be fabricated with
the provided conditions from the proposed multi-objective optimization approaches.

2. Materials and Methods

2.1. Experiments
2.1.1. Materials

In this study, a commercial epoxy resin, Diglycidyl ether of bisphenol A-based epoxy
resin (DGEBA) from Mitsubishi Chemical Corporation, Tokyo, Japan, with 4 different
molecular weights, and a commercial diamine curing agent (Jeffamine™), Poly(propylene
glycol) bis(2-aminopropyl ether) from Sigma-Aldrich, Tokyo, Japan, with 4 different
molecular weights, were used. The molecular weights of DGEBA and Jeffamine™ are
MwE = {370, 1650, 2900 and 3800} g/mol and MwC = {230, 400, 2000 and 4000} g/mol, re-
spectively. The appearance of DGEBA with MwE of 230 g/mol is in liquid phase; in contrast,
it is in solid phase for MwE of 1650, 2900 and 3800 g/mol. Additionally, the appearance
of Jeffamine™ with MwC of 230 and 400 g/mol is viscous liquid; on the other hand, it is
a highly viscous liquid for 2000 and 4000 g/mol. All chemicals were used as received
without further purification or pretreatment. Generally, the stoichiometric mixing ratio
of epoxy resin is two moles of epoxy resin per one mole of curing agent. The chemical
structures and reactions of DGEBA and Jeffamine™ are illustrated in Figure 1.

 

Figure 1. Chemical structures of DGEBA, Jeffamine™ and cured epoxy.
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2.1.2. Preparation of Specimens

A metal mold was designed and fabricated specifically for this study according to the
French standard NFT76-142 [16]; the illustration is shown in Figure S1 (Supplementary
Materials). In principle, the objective of using this mold is not only to produce cured
adhesive specimens with a flat and smooth surface according to the standard but also to
remove the voids and bubbles entrapped inside the specimens as much as possible. This
metal mold consists of a metal lid and a metal base, and the adhesive specimen is fitted into
a 6 mm thick silicon rubber frame (obtained from Axel 4-1371-08) at the center of the mold.
This silicon rubber is bordered by a metal box which contains 4 small gaps on the topside of
each edge; these gaps allow the adhesive mixture to overflow during high-pressure curing
conditions. An overflow of adhesive mixture is potentially able to remove gas bubbles
entrapped in the specimens [18]. This mold created a square-shaped specimen with a
dimension of 40 × 40 × 6 mm3 according to the standard test method for rubber property
ASTM-D2240 [17]; the illustration is shown in Figure S1. Teflon tape (obtained from Axel
3-5579-09) was pasted onto the metal lid and metal base on the contact side of the adhesive
specimen in order to reduce the difficulty in removing the cured adhesive specimens from
the mold.

DGEBA and Jeffamine™ were separately preheated in the oven at 190 ◦C for 30 min;
this process is to ensure that solid epoxy is melted into liquid prior to the mixing step.
After that, it was rapidly mixed together in the disposal bottle glass for a couple seconds
until the mixture achieved a homogenous phase, and then, the mixture was poured into a
metal mold. In total, four specific amine-to-epoxide ratios were investigated in this study:
r = {0.75, 1.00, 1.25 and 1.50}. For example, r = 1 represents the stoichiometric mixing ratio
of the epoxy with the curing agent: r = 0.75 represents 25% less amine curing agent than
that used in the stoichiometric mixing ratio; on the other hand, r = 1.25 represents 25%
excess amine curing agent over epoxy resin. After pouring the mixture into the mold, a
metal lid was placed on top, and the assembled mold was put into hot-press machine with
applying force of 2 MPa to the mold. The curing time for every condition was set to 60 min.
In addition, the effect of curing temperature was investigated. The mixture was cured at
different specific curing temperatures of TC = {90, 130, 170 and 210} ◦C. The mold was then
kept under applying force until it cooled down to room temperature prior to taking out the
specimens for further measurement. The total variable parameters in this study followed
our previous work [14] and are summarized in Table 1. For the conditions of liquid DGEBA,
the weight of the cured epoxies was set to be sufficient for the metal mold at 16 g, whereas
the weight of the cured epoxies with the conditions of solid DGEBA was set at 24 g.

Table 1. Summary of variable parameters for experiments [14].

Epoxy Resin Curing Agent Amine to
Epoxide Ratio

(r)

TC (◦C)
MwE (g/mol) Appearance MwC (g/mol) Appearance

370 Liquid 230 Viscous 0.75 90
1650 Solid 400 Viscous 1.00 130
2900 Solid 2000 Highly viscous 1.25 170
3800 Solid 4000 Highly viscous 1.50 230

The single-lap shear specimens were prepared and tested for adhesive joint strength
using the same procedure as described in our previous work. The epoxy resin and curing
agent were preheated and then hand-mixed for a few seconds until achieving a homo-
geneous phase. Subsequently, the mixture was poured and spread onto an aluminum
substrate (A6061P-T6, dimensions: 100 × 25 × 2 mm) over an area of 25 × 12.5 mm. The
adhesive thickness was controlled by adding 0.1 parts per hundred resin of spherical glass
beads (Fujiseisakujo, Tokyo, Japan). A second aluminum substrate was then placed on
top of the adhesive overlapping the first substrate, creating a sandwich specimen. The
specimens were clamped and subjected to the specific curing temperature in an oven for
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60 min. Adhesive joint strength testing was conducted using a 10-kN AG-X plus series
universal tensile testing machine (Shimadzu, Kyoto, Japan). To ensure data reliability, at
least two specimens were fabricated for each measurement. The results are reported as the
average value along with the standard deviation [14].

2.1.3. Modulus Testing Technique

Shore hardness measurements of the specimens were performed using durometer
hardness testing tools. After pressing the indentation on top of the specimen surface, the
indenter of the durometer pierced the specimens, and then, the hardness values were
observed by the gauge of the durometer. There are 2 types of durometer hardness testing
tools: Shore A and Shore D, which were performed in this study. Shore A is appropriate
for the soft materials that are in the range between 20A and 80A; on the other hand, Shore
D is suitable for the hard materials that are in the range of 80A to 85D. After measuring
hardness values, it was converted into S by the following Equation (1). Then, the elastic
modulus was calculated by the relationship between hardness and elastic modulus via
Equation (2) as follows [15]:

S =

{
Shore A 20A < S < 80A

Shore D + 50 80A < S < 85D
(1)

logE0 = 0.0235S − 0.6403 (2)

The specimens were placed on the rigid surface prior to measuring the hardness
at five points on the topside of the specimens in an effort to minimize variation. Every
measurement point was at least 6.0 mm away from the other measuring points and at least
12.0 mm away from any edge of the specimens as illustrated in Figure S1b [17]. Areas of
the specimens with trapped gas bubbles must be avoided when measuring the hardness.
The elastic modulus of each point was independently calculated, and then, the average
value with standard deviation was reported for each specimen.

2.2. Multi-Objective Optimization Approaches
2.2.1. Dataset Preparation

The total number of possible conditions in this study was 256, which consisted of
4 MwE times 4 MwC times 4 amine-to-epoxide ratios times 4 curing temperatures (Table 1).
However, the initial dataset for machine learning model training was 32 conditions ac-
cording to our previous work [14]. According to our previous study, these 32 condi-
tions of the initial dataset were selected by applying experimental techniques using four-
by-four Graeco–Latin square design in order to uniformly distribute the experimental
conditions [19,20]. There were two properties studied for each condition, which consisted
of adhesive joint strength and elastic modulus. Datasets of adhesive joint strength were
obtained from our previous work; on the other hand, datasets of elastic modulus were
obtained by conducting experiments with the same conditions.

2.2.2. Cross-Validation Technique

Machine learning modeling was carried out using the Python programming language.
Several Python packages were applied in this work from the scikit-learn library, for example,
data splitting, cross-validation, and machine learning model training and testing. An initial
dataset of 32 conditions, each consisting of four variable parameters with two properties,
was split into a training set and a testing set in order to train the machine learning model
and evaluate its accuracy. In order to uniformly utilize all 32 conditions in the initial dataset
as a training set and testing set, the K-fold cross-validation technique was introduced to
split these initial datasets. K-fold cross-validation is a technique used for evaluating the
performance of a model by dividing the dataset into multiple smaller folds. This method
helps to reduce overfitting and provides a more accurate estimate of a model’s performance
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on unseen data. The initial dataset was randomly split into K equal-sized folds. In this
study, the initial dataset was divided into K = 32 folds. Then, the machine learning model
was trained on the data from the remaining K − 1 = 31 folds and evaluated for accuracy
of models on the data from the remaining fold. This process was repeated K times, with
each fold being used as the validation set only once. After that, the accuracy score of the
machine learning models for each K times was calculated and then averaged to obtain
the accuracy score of that model. The model with the highest accuracy score was chosen
for further use. K-fold cross-validation is able to reduce the possibility of overfitting by
training and evaluating the model on different folds of the data. This technique provides a
more reliable estimate of the model’s performance on unseen data, as it reduces the impact
of any single-fold peculiarities on the overall performance score [21].

2.2.3. Modeling and Prediction

Seven machine learning algorithms were investigated in order to find the best model
in this study. The Ridge regression algorithm is generally used to deal with a problem
called multicollinearity. This problem occurs when the predictor variables—variables that
are used to predict the outcome variable—in a regression model are highly correlated with
each other. As a result, this can be difficult to estimate the effects of each predictor variable
on the outcome variable accurately. The Ridge regression solves this problem by adding a
small number to the diagonal of the matrix of predictor variables. By adding this number,
the Ridge regression shrinks the estimates of the coefficients towards zero, which reduces
their impact on the outcome variable. Thus, the Ridge regression algorithm is a technique
that helps to improve the accuracy and reliability of estimates in regression models when
there is multicollinearity among predictor variables [22]. Likewise, the Lasso regression
algorithm is commonly used to prevent overfitting in linear regression models. However,
the main difference between the Lasso and Ridge regression is the method used to prevent
overfitting. Unlike the Ridge algorithm, the Lasso shrinks some of the coefficients to exactly
0, effectively performing variable selection and making the model simpler [23]. The Elastic
net algorithm combines the strengths of both the Ridge and Lasso methods, while the
Ridge regression does not perform variable selection and the Lasso can struggle with highly
correlated predictors, to provide an improved approach for regularization and variable
selection [24]. A new K-nearest neighbor (k-NN) algorithm utilizes the neighborhood
points in the training sample. For each new data point, the algorithm finds the K nearest
neighbors based on Euclidean distance. Then, the output variable for a new data point
is predicted as the average of the output variables of its K nearest neighbors. This k-NN
regression algorithm is a simple and intuitive algorithm that can work well for small
datasets [25]. In cases of complex nonlinear relationships between the input and output
variables, the Decision Tree Regression (DTR) algorithm can handle these cases efficiently.
The DTR algorithm creates a tree-like structure where each internal node represents a
decision based on a feature and threshold value, and each leaf node represents a prediction
for the output variable. Then, the DTR algorithm selects the feature and threshold value
that best split the data into two subsets that are as homogeneous as possible with respect
to the output variable [26]. In order to improve the accuracy of the model, the Random
Forest algorithm was introduced as an extension of the DTR algorithm. The principle of the
Random Forest is to construct multiple decision trees at the training step and combine their
predictions to make a final output variable prediction. Each tree is built using a random
subset of the features and data points, which helps to reduce the correlation between the
trees and improve the diversity of the forest. By combining the predictions of multiple trees,
the Random Forest can capture more of the underlying patterns in the data and make more
accurate predictions [27]. Lastly, the Gradient boosting algorithm was one of the candidate
algorithms in this study. This algorithm works by iteratively adding decision trees to the
model, with each tree attempting to correct the errors of the previous tree. The algorithm
uses gradient descent optimization to minimize the loss function, which measures the
difference between the predicted values and the actual values [28].
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All seven machine learning algorithms were trained independently by using the initial
dataset with the K-fold cross-validation technique. The accuracy of each algorithm was
evaluated by the calculation of three tools: the coefficient of determination (R2 score), the
mean absolute error (MAE) and the root-mean-square error (RMSE). The algorithms with
a R2 score close to 1 show higher accuracy. On the other hand, the algorithms with a
lower value of MAE and RMSE show higher accuracy. The calculation of these three tools
utilized the prediction results from the testing dataset and the measured results from the
experiment. Moreover, the predictions of both adhesive joint strength and elastic modulus
were carried out simultaneously in this step.

The model with the highest accuracy was selected to perform further prediction of the
total 256 conditions. Furthermore, the K-fold cross-validation technique was also applied
in this step in order to average the prediction results of each fold in each condition. Hence,
the relationship between adhesive joint strength and elastic modulus for each condition
was observed. In addition, the standard deviation of each prediction result was obtained.

Three predicted results with high deviations from three regions: low adhesive joint
strength with low elastic modulus, low adhesive joint strength with high elastic modulus
and high adhesive joint strength with high elastic modulus. These were selected to perform
an active learning approach. The experimental conditions at these three selected points
were conducted for the experiment. Then, the additional dataset (mi = 3) of the measured
adhesive joint strength and elastic modulus was added to the initial dataset (ni = 32) to
make a new dataset (n = ni + mi = 32 + 3 = 35) for the second active learning cycle, and
so on. The overall process started with machine learning model training once again in
order to improve the model accuracy as well as the standard deviation of the predicted
results; this process is called the active learning approach. This active learning approach
was repeated until the average values of the prediction errors (the standard deviation of
predicted results) were comparable to the experimental errors; then, the active learning
loop was terminated.

After termination of the active learning loop, machine learning model accuracy and
the standard deviation of the predicted results were collected. In addition, the correlation
between adhesive joint strength and elastic modulus properties was observed by plotting
the predicted 256 conditions from the last active learning cycle. Moreover, the trade-off line
of these two properties, represented by the Pareto frontier line, was drawn by connecting
the boundary points. These data were kept for investigation in the next step.

2.2.4. Bayesian Optimization

In this study, Bayesian optimization was performed using PHYSBO [29], a Python
library for Bayesian optimization, in order to search for extended conditions outside the
Pareto frontier line. In this step, the variable parameters of amine-to-epoxide ratios together
with curing temperatures were studied as a continuous value. The amine-to-epoxide
ratios ranged from 0.75 to 1.50 with 0.01 increment steps. On the other hand, the curing
temperatures ranged from 90 ◦C to 210 ◦C with an increment step of 1 ◦C. Nevertheless, the
MwE and MwC parameters were maintained as discrete values because of the limitations in
the supply of these commercially available materials. The summary of variable parameters
for Bayesian optimization is shown in Table 2. All of measured data was utilized as an input
dataset (n) in the PHYSBO with the adjusted settings for a multi-objective optimization
case with two objective numbers. Additionally, the Thompson sampling method [30] was
selected to search for conditions beyond the Pareto frontier line from the active learning
stage. In the end, the conditions proposed by PHYSBO were conducted the experiments to
confirm the results. The pipeline of the overall workflow is illustrated in Figure 2.
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Table 2. Summary of variable parameters for Bayesian optimization.

Parameters Values Step Type

MwE (g/mol) 370 1650 2900 3800 - Discrete
MwC (g/mol) 230 400 2000 4000 - Discrete

r 0.75–1.50 0.01 Continuous
TC (◦C) 90–120 1 Continuous

 

Figure 2. Illustration of the overall workflow, consisting of three stages: (i) experimental design,
(ii) active learning cycle and (iii) Bayesian optimization, where n refers to the total number of datasets,
i refers to the first cycle and m refers to the number of additional datasets.

3. Results

3.1. Experiments

The polymeric specimens were fabricated successfully, ensuring smooth surfaces and
uniformity. Eye inspection revealed the absence of voids and bubbles within the specimens.
The example of specimens is illustrated in the Figure S2. The specimens were then measured
for the hardness. The elastic modulus was calculated after measuring the hardness of each
specimen. The highest elastic modulus was observed at 363.9 MPa, whereas the lowest
elastic modulus was observed at 0 MPa because of the incompletely cured specimen. All of
the experimental results with variable parameters are listed in Table S1 (Supplementary
Materials). The distribution of elastic modulus was plotted as the percentage of the total
32 specimens within specific ranges of elastic modulus values to examine the distribution
of the dataset. For example, 22% indicates that 7 out of 32 specimens have elastic modulus
values in the range of 0 to 46 MPa. This distribution demonstrated a well-spread dataset,
as illustrated in Figure 3a. Together with the adhesive joint strength results from previous
work [14], these two properties were observed as the characteristics in Figure 3b.

  
(a) (b) 

Figure 3. Experimental results of adhesive joint strength (MPa) and elastic modulus (MPa);
(a) distribution chart of elastic modulus from 32 conditions of the initial dataset, (b) characteris-
tics of adhesive joint strength (MPa) and elastic modulus (MPa) properties on 32 conditions.
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3.2. Multi-Objective Optimization
3.2.1. Machine Learning Model Selection and Model Training

The accuracy of seven machine learning algorithms was evaluated by applying the
32 initial datasets as a training and testing set along with the K-fold cross-validation tech-
nique. Three evaluation tools, R2 score, MAE and RMSE, were used to check for accuracy,
and the results are reported in Table 3. The Ridge, Lasso and Elastic net algorithms
manifested a similar level of accuracy. As a result, the fundamental structure of these
three algorithms is a linear regression model; thus, they assumed a linear relationship
between the input features and the target variables. Even though the regularization tech-
niques of these three models are different, the accuracies are close to each other. Therefore,
the initial dataset showed a non-linear relationship. The k-NN algorithm provided a slightly
lower accuracy compared to the linear regression models because the k-NN model makes
predictions based on the similarity of data points in the input space without assuming
a specific functional form for the underlying relationship. Therefore, these four models
were not selected for the reason that they are inappropriate algorithms for the dataset and
provide low accuracy. The DTR model reported the most obvious lowest accuracy among
the others; for this reason, it was discarded. The Random Forest and Gradient boosting
models showed high accuracy on both adhesive joint strength and elastic modulus proper-
ties; however, the Gradient boosting model could achieve higher accuracy in adhesive joint
strength properties. Although the Random Forest and Gradient boosting algorithm are
both ensemble learning techniques, their approaches to building and combining individual
models are different. Random Forest creates diverse and independent trees in parallel,
while Gradient boosting builds trees sequentially, focusing on correcting errors made by the
ensemble. Considering its better performance, the Gradient boosting model was nominated
for further prediction.

Table 3. Comparison of the accuracy of seven machine learning models represented by R2 score,
MAE and RMSE.

Ridge Lasso Elastic Net k-NN DTR
Random

Forest
Gradient
Boosting

Adhesive
joint

strength

R2 score 0.42 0.43 0.42 0.40 0.18 0.51 0.60
MAE 5.7 5.6 5.7 5.4 5.7 4.7 4.3
RMSE 7.2 7.1 7.2 7.3 8.5 6.6 6.0

Elastic
modulus

R2 score 0.57 0.58 0.58 0.54 0.76 0.82 0.82
MAE 70.5 69.3 70.8 70.8 43.9 41.9 40.0
RMSE 91.7 91.3 91.5 95.3 68.5 60.2 59.5

3.2.2. Machine Learning Prediction and Proposals for Experiments

The Gradient boosting model was trained by using an initial dataset of 32 conditions
as well as applying the K-fold cross-validation technique. Firstly, the averaged prediction
on both adhesive joint strength and elastic modulus of a testing dataset from each fold was
reported by comparing it with measured results from the experiment as plotted in Figure S3.
The diagonal dash line refers to the same value between the prediction and experimental
results. Secondly, the averaged prediction results of adhesive joint strength and elastic
modulus for the 256 possible conditions, consisting of four values of the four variable
parameters as shown in Table 1, were conducted and reported together with the initial
dataset as shown in Figure 4(a1–c1). Lastly, the standard deviation of predicted adhesive
joint strength and elastic modulus at each prediction point was averaged to be reported as
a representative of deviation value, and it is shown in the color scale in Figure 4(a2–c2).
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(a1) (a2) 

  
(b1) (b2) 

  
(c1) (c2) 

Figure 4. Prediction of the adhesive joint strength (MPa) and elastic modulus (MPa) on 256 conditions
compared with initial datasets after (a1) active learning cycle 1; ni = 32, (b1) cycle 2; n = 35, and
(c1) cycle 3; n = 38, as well as the averaged standard deviation of each predicted result (a2) cycle 1,
(b2) cycle 2 and (c2) cycle 3.
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In the first cycle (Figure S3a), the prediction of the testing dataset showed a high
deviation at the high adhesive joint strength of above 10 MPa; on the other hand, a
high deviation could be observed at the middle range of elastic modulus from 100 to
350 MPa. In addition, the prediction of a total of 256 possible conditions on both adhesive
joint strength and elastic modulus was successfully carried out as shown in Figure 4(a1).
The prediction results showed good distribution along with the initial dataset (ni = 32);
however, prediction could not be observed in the area of high adhesive joint strength
with low elastic modulus (top-left zone). The missing data indicate the possibility of a
trade-off characteristic between these two properties. In the Figure 4(a2), the standard
deviation of prediction results from the first active learning cycle showed the highest
deviation at 15.5 MPa. Moreover, regarding the percentage of high-deviated prediction
results, higher than half of the highest deviation, was observed at 9%. After that, the
high-deviation conditions from three regions—low–low, low–high and high–high adhesive
joint strength and elastic modulus, respectively—were selected for further experiments as
listed in Table 4 for condition numbers 33, 34 and 35. The experimental results from the
proposed conditions indicated almost similar results to the predictions except for the elastic
modulus of condition number 35. This is because high deviation leads to low accuracy in
the prediction.

Table 4. Prediction of adhesive joint strength (MPa) and elastic modulus (MPa) of the proposed
conditions and the experimental results.

From
Cycle

No.

Variable Parameters Predicted
Adhesive Joint
Strength (MPa)

Predicted Elastic
Modulus (MPa)

Measured
Adhesive Joint
Strength (MPa)

Measured
Elastic Modulus

(MPa)

MwE

(g/mol)
MwC

(g/mol)
r TC

(◦C)

1
33 370 230 1.00 130 28.1 ± 2.5 335.8 ± 8.5 25.2 ± 2.3 361.5 ± 5.2
34 1650 400 1.25 90 6.8 ± 0.7 314.4 ± 8.0 6.1 ± 1.8 322.7 ± 8.8
35 2900 2000 1.50 170 6.4 ± 0.8 95.3 ± 24.4 5.3 ± 2.7 312.3 ± 14.9

2
36 370 400 0.75 130 18.4 ± 1.3 253.7 ± 18.0 12.1 ± 1.8 162.8 ± 11.8
37 2900 2000 1.50 210 7.5 ± 0.8 291.9 ± 36.0 10.3 ± 2.9 279.7 ± 20.1
38 3800 2000 1.50 90 6.4 ± 1.2 108.3 ± 25.0 6.5 ± 2.1 303.8 ± 18.3

The measured results of both adhesive joint strength and elastic modulus from the
experiment according to conditions 33, 34 and 35 were added to the initial dataset for the
second cycle of active learning. These new initial datasets (n = 32 + 3 = 35) were utilized
to train the machine learning model of Gradient boosting once again. Accompanying the
K-fold cross-validation technique, the predictions of a testing set were compared to the
measured testing set itself, and they were plotted as shown in Figure S3b. The predicted
adhesive joint strength still performed with a high deviation at the high predicted values
which were the same as those of the first cycle. In contrast, the model accuracy could
be improved by observing a better R2 score, MAE and RMSE after applying this active
learning approach. On the other hand, the elastic modulus properties not only showed
high-deviation prediction results in the middle range but also obtained lower accuracy
on the R2 score, MAE and RMSE. In Figure 4(b1), the prediction of 256 conditions was
reported together with a new initial dataset (n = 35) in this second cycle. The absence of
the predicted results could still be discovered in the area of low elastic modulus with high
adhesive joint strength. However, the predictions were very well distributed along with
the initial dataset. In the deviation point of view, the averaged standard deviation between
adhesive joint strength and elastic modulus at 18.1 MPa was observed to have the highest
values as shown in Figure 4(b2). Moreover, the predicted results at the area of high elastic
modulus performed with an outstandingly low deviation according to the prediction of the
testing dataset from Figure S3b. Nevertheless, comparing the percentage of high-deviation
prediction results between the first cycle and the second cycle, it could be found that there
was a 2% improvement in decreasing the high-deviation prediction results as shown in
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Figure 5. After that, a new set of three conditions with high deviation, as listed in Table 4
for the conditions 36, 37 and 38, were chosen again in order to conduct an experiment for a
further active learning cycle. Additionally, the measured results from the experiment are
reported in Table 4. The experimental results indicated an improvement in the deviation
compared to the predictions. Subsequently, these three results were appended to the initial
dataset for the third active learning cycle.

Figure 5. Distribution of averaged deviation from active learning cycle 1, cycle 2 and cycle 3.

The total 38 conditions (n = 35 + 3 = 38) were utilized as an initial dataset in this third
active learning loop. The process was repeated by training the Gradient boosting model
along with applying the K-fold cross-validation technique, then predicting the testing set
and evaluating the model accuracy. The third cycle prediction of the testing set is reported
in Figure S3c together with the model accuracies of both adhesive joint strength and elastic
modulus. The model accuracy of the adhesive joint strength slightly decreased from the
second cycle; however, it could exhibit better performance compared to the first cycle. On
the other hand, the accuracy of the elastic modulus kept decreasing from the first cycle. In
spite of that, it is obvious that the prediction of a testing set deviated from the diagonal
dash line much less compared to that of the first and second cycles. Then, the prediction of
256 conditions was carried out and reported together with an initial dataset of 38 conditions
as shown in Figure 4(c1). The same tendency as seen in the previous cycle was observed:
the predictions could not be found in the area of high adhesive joint strength with low
elastic modulus. Therefore, this could imply a trade-off between these two properties
after three cycles of the active learning loop. Additionally, the Pareto frontier line was
drawn to represent a trade-off boundary connecting all of the results at the top-left edge. In
Figure 4(c2), the maximum deviation of these two properties is 21.0 MPa, and the extremely
high-deviation results show less than 10 conditions. Moreover, the deviation of the overall
predicted results improved because of the clearly seen shift in color scale from yellow in the
first cycle to light blue in this cycle. Furthermore, a significant enhancement in prediction
accuracy was observed, with a 50% reduction in high-deviation outcomes from the first
to the third cycle, as illustrated in Figure 5. The active learning cycle terminated once the
average standard deviation of predictions closely matched that of experimental results for
both adhesive joint strength and elastic modulus. Thus, the errors in the predictions were
acceptable according to the errors from the experiments. In conclusion, the active learning
approach was able to balance machine learning model accuracy and the deviation of each
single predicted result. Consequently, the Pareto frontier line could be obtained from
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the predictions of 256 conditions (Figure 4(c1)), and it was highly reliable after achieving
three cycles of the active learning loop.

The influence of each variable parameter on the prediction of both properties is illus-
trated in Figure S4. It was observed that the molecular weight of the epoxy resin (MwE)
exhibited minimal impact on both properties as indicated by its ability to perform con-
sistently across a wide range of predicted adhesive joint strength and elastic modulus
(Figure S4a). However, the epoxy resin with molecular weight of 370 g/mol offers signifi-
cant advantages in processability due to its liquid phase state. In contrast, the molecular
weight of the curing agent (MwC) demonstrated a significant impact on the predicted
properties. Lower-viscosity curing agents with MwC values of 230 and 400 g/mol re-
sulted in a prediction of high adhesive joint strength and elastic modulus. Conversely,
higher-viscosity curing agents with MwC values of 2000 and 4000 g/mol only achieved
a maximum adhesive joint strength of 11.8 MPa. Regarding elastic modulus, predictions
with a modulus below 300 MPa were challenging to obtain using curing agents with an
MwC of 230 g/mol, suggesting the necessity for higher molecular weight curing agents for
low modulus adhesives. Moreover, the control of predicted adhesive joint strength and
elastic modulus properties is more readily achieved through the molecular weight of the
curing agent (Figure S4b). The impact of the amine-to-epoxide ratio is shown in Figure S4c,
indicating its uniform distribution across the range of predicted properties. Higher ratios
notably enhanced adhesive joint strength, particularly surpassing 16 MPa, while elastic
modulus values between 100 and 200 MPa were predominantly attained with a ratio of
0.75. Additionally, it was observed that curing temperatures at 90 ◦C resulted in predicted
adhesive joint strengths below 12 MPa. Conversely, curing temperatures exceeding 90 ◦C
facilitated a more favorable distribution for both predicted adhesive joint strength and
elastic modulus properties, as illustrated in Figure S4d.

3.2.3. Bayesian Optimization

According to the trade-off behavior proposed in the previous section (Figure 4(c1)), ad-
hesive epoxy materials exhibiting high adhesive joint strength but low elastic modulus have
yet to be developed through the machine learning approach. However, such a formulation,
which shows high adhesive joint strength and low elastic modulus, could offer considerable
advantages, particularly in applications requiring efficient force absorption in adhesive
materials. To address this, a new initial dataset comprising 38 conditions was utilized for
further investigation, employing Bayesian optimization to identify conditions conducive to
achieving an adhesive epoxy with the desired properties. In this stage, PHYSBO which is a
Python library for Bayesian optimization studies focusing on the physics, chemistry and ma-
terials science fields was performed to optimize this multi-objective problem. Four variable
parameters with discrete and continuous types, as summarized in Table 2, were studied.
The proposed conditions from Bayesian optimization were separately reported in four
figures, as shown in Figures S5–S8. The predicted adhesive joint strength and elastic
modulus from Bayesian optimization were plotted individually by varying the continuous
parameters of amine-to-epoxide ratio and curing temperature; however, the predictions by
varying discrete parameters of MwE and MwC were plotted one by one in separate charts.
The predicted adhesive joint strength and elastic modulus were mainly changed by varying
MwE and MwC. Particularly, changing the MwC along its four values could obtain a variety
of predicted adhesive joint strength and elastic modulus results. This was confirmed by
the influence of MwC on prediction of both properties after the final active learning cycle
(Figure S4). On the other hand, the influence of amine-to-epoxide ratio and curing tempera-
ture exhibited a notable influence on the predicted results, particularly noticeable at lower
values of MwE and MwC. Afterward, the conditions proposed by Bayesian optimization,
where the predicted results exceeded the trade-off boundary, were selected to overcome
the Pareto frontier line. Considering the discussion from the previous section regarding
the influence of each variable parameter, three conditions with predicted results beyond
the Pareto frontier line were selected as listed in Table 5. Additionally, the experimental
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results corresponding to these conditions were reported in Table 5 and plotted alongside
the Pareto frontier line in Figure 6. Notably, conditions 39 and 40 exhibited adhesive joint
strengths of 10.2 MPa and 25.2 MPa, respectively, along with elastic modulus of 74.2 MPa
and 182.5 MPa, positioning them further from the trade-off limit. Furthermore, a speci-
men with desirable properties as of high adhesive joint strength together with low elastic
modulus was successfully fabricated as polymeric specimen number 40. A comparison
of the appearance between specimen number 40 and the specimen with high adhesive
joint strength and elastic modulus (number 26) was conducted to confirm the difference,
as reported in Figure S9. Significantly, specimen number 40 displayed superior ductile
characteristics compared to specimen number 26, despite both exhibiting the same level
of adhesive joint strength values. Additionally, elasticity behavior was demonstrated, as
illustrated in Figure S10. Specimen number 26, with a higher elastic modulus, retained its
shape when subjected to a 100 g load, whereas specimen number 40, with a lower elastic
modulus, exhibited deformation under the same load. Therefore, not only was the trade-off
between adhesive joint strength and elastic modulus optimized, but also, a specimen with
the desired properties was successfully fabricated by adhering to the suggested conditions
derived from the Bayesian optimization approach.

Table 5. Proposed conditions from the Bayesian optimization step, and the experimental results
according to the conditions.

No.

Variable Parameters Predicted
Adhesive Joint
Strength (MPa)

Predicted Elastic
Modulus (MPa)

Measured
Adhesive Joint
Strength (MPa)

Measured Elastic
Modulus (MPa)MwE

(g/mol)
MwC

(g/mol)
r TC

(◦C)

39 370 2000 1.46 129 11.5 21.5 10.2 ± 0.6 74.2 ± 3.3
40 370 400 0.75 168 17.4 177.5 25.2 ± 1.3 182.5 ± 7.9
41 370 230 1.13 160 32.3 346.8 30.3 ± 0.9 319.5 ± 17.4

 
Figure 6. The experimental results and proposed conditions for adhesive joint strength (MPa) and
elastic modulus (MPa) from multi-objective optimization using PHYSBO along with the predictions
from active learning and a Pareto frontier line.
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4. Conclusions

Multi-objective optimization was employed to analyze the adhesive joint strength and
elastic modulus properties of commercially available epoxy resin (DGEBA) with an amine-
terminated curing agent (Jeffaime™). Four variable parameters, consisting of molecular
weight of DGEBA (MwE), molecular weight of Jeffamine™ (MwC), amine-to-epoxide ratio
(r) and curing temperature (TC), were investigated. In this study, the elastic modulus was
measured using a specially designed metal mold apparatus. The polymeric specimens
were fabricated with smooth surfaces and homogeneity. The elastic modulus values were
derived from hardness measurements of each specimen. Subsequently, these values, along
with the adhesive joint strength values from a previous study, constituted the initial dataset
of 32 conditions to train the machine learning model. Among the seven machine learning
algorithms evaluated, the Gradient Boosting model exhibited the highest accuracy and
was selected for further analysis. The initial dataset was then utilized in an active learning
approach to train the Gradient Boosting model and make predictions, resulting in a 50%
reduction in deviation of predicted results and improved balance in predictive accuracy
across adhesive joint strength and elastic modulus properties after the third cycle of the
active learning approach. Consequently, the Pareto frontier line showing the trade-off
boundary between these two properties was able to be reliably presented. The missing
prediction area at high adhesive joint strength with low elastic modulus was observed as the
trade-off area. The influence of each variable parameter on both adhesive joint strength and
elastic modulus properties was examined. The results indicated that an epoxy resin with
MwE of 370 g/mol offered optimal processability because of its liquid phase state, the MwC
of the Jeffamine™ curing agent played a crucial role in controlling properties to achieve
specimens with high adhesive joint strength and low elastic modulus, an amine-to-epoxide
ratio (r) of 0.75 was suitable for fabricating adhesive epoxy with lower elastic modulus, and
a curing temperature (TC) above 90 ◦C was necessary to maintain adhesive ability.

Bayesian optimization was employed to address the trade-off challenges. Utilizing
a dataset of n = 38 (initial 32 datasets plus an additional 6), PHYSBO was employed to
optimize the adhesive joint strength and elastic modulus properties of the adhesive epoxy
system. Molecular weights of DGEBA (MwE) and Jeffamine™ (MwC) were treated as dis-
crete variables, while amine-to-epoxide ratio (r) and curing temperature (TC) were explored
as continuous variables. The PHYSBO approach effectively predicted and suggested prop-
erties for this adhesive epoxy system across a vast array of conditions, up to 147,136 in total.
Upon experimentation, the optimized conditions were validated, successfully transcending
the trade-off boundary (Pareto frontier line) with adhesive joint strength reaching 25.2 MPa
and elastic modulus at 182.5 MPa, respectively. The fabricated specimen exhibited superior
elastic behavior. This multi-objective optimization strategy provides valuable insights
into the curing conditions for the studied adhesive epoxy system, elucidating the impact
of each variable parameter on mechanical properties. Moreover, Bayesian optimization
demonstrates its capability to efficiently suggest conditions for desired properties, acceler-
ating the overall process, reducing costs, and time consumption, while also enabling the
breakthrough of trade-off constraints in the adhesive epoxy system.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/ma17122866/s1, Figure S1: An illustration of (a) a metal mold according
to French standard NFT76-142, (b) dimension of the specimens and the measuring points according
to ASTM-D2240; Figure S2: An example of the specimen’s appearance with conditions 26 and 31;
Figure S3: The averaged prediction of adhesive joint strength and elastic modulus from 32-fold cross-
validation compared to its measured results from experiments as well as the accuracies of each active
learning cycle; (a) 1st cycle, (b) 2nd cycle and (c) 3rd cycle; Figure S4: The influence of each variable
parameter on the prediction of 256 conditions from the 3rd active learning cycle: (a) molecular weight
of epoxy resin, (b) molecular weight of curing agent, (c) amine to epoxide ratio and (d) curing tempera-
ture; Figure S5: The proposed conditions from Bayesian optimization for adhesive joint strength (MPa) and
elastic modulus (MPa) by varying three variable parameters—molecular weight of Jeffamine™ (g/mol),
amine-to-epoxide ratio and curing temperature (◦C)—with the molecular weight of DGEBA at 370 g/mol;
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Figure S6: The proposed conditions from Bayesian optimization for adhesive joint strength (MPa) and elas-
tic modulus (MPa) by varying three variable parameters—molecular weight of Jeffamine™ (g/mol), amine-
to-epoxide ratio and curing temperature (◦C)—with the molecular weight of DGEBA at 1650 g/mol;
Figure S7: The proposed conditions from Bayesian optimization for adhesive joint strength (MPa)
and elastic modulus (MPa) by varying three variable parameters—molecular weight of Jeffamine™
(g/mol), amine-to-epoxide ratio and curing temperature (◦C)—with the molecular weight of DGEBA
at 2900 g/mol; Figure S8: The proposed conditions from Bayesian optimization for adhesive joint
strength (MPa) and elastic modulus (MPa) by varying three variable parameters—molecular weight
of Jeffamine™ (g/mol), amine-to-epoxide ratio and curing temperature (◦C)—with the molecular
weight of DGEBA at 3800 g/mol; Figure S9: The appearance of specimens after tearing by tensile
force of the specimen with condition number 26 (high elastic modulus) shows less ductile behavior
compared to the specimen with condition number 40 (less elastic modulus); Figure S10: Demonstra-
tion of the elasticity behavior of the specimens: (a) high elastic modulus specimen no. 26 before
adding load, (b) after adding 100 g load, (c) low elastic modulus specimen no. 40 before adding load
and (d) after adding 100 g load; Figure S11: A picture of actual metal mold consisting of a metal lid,
Teflon tape, metal box, silicon rubber frame and adhesive epoxy specimen; Table S1: Experimental
results of adhesive joint strength (MPa) and elastic modulus (MPa) of each condition consist of four
variable parameters: molecular weight of DGEBA MwE (g/mol), molecular weight of Jeffaime™
curing agent MwC (g/mol), amine-to-epoxide ratio; r, and curing temperature TC (◦C). Initial dataset
size ni = 32 samples. Refs [14,17] are cited in the supplementary materials.
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Abstract: Carbon fiber-reinforced thermoplastics (CFRTPs) have attracted attention in aerospace
because of their superior specific strength and stiffness. It can be assembled by adhesive bonding;
however, the existing evaluation of bonding strength is inadequate. For example, in a single-lap
shear test, the weld zone fails in a combined stress state because of the bending moment. Therefore,
the strength obtained experimentally is only the apparent strength. The true bonding strength was
obtained via numerical analysis by outputting the local stress state at the initiation point of failure. In
this study, the apparent and true bonding strengths were compared with respect to three types of
strength evaluation tests to comprehensively evaluate bonding strength. Consequently, the single-
lap shear test underestimates the apparent bonding strength by less than 14% of the true bonding
strength. This indicates that care should be taken when determining the adhesion properties for use
in numerical analyses based on experimental results. We also discussed the thickness dependence of
the adhesive on the stress state and found that the developed shear test by compression reduced the
discrepancy between apparent and true strength compared with the single-lap shear test and reduced
the thickness dependence compared with the flatwise tensile test.

Keywords: numerical simulation; bond strength test; interfacial strength; CFRP ultrasonic welding

1. Introduction

Carbon fiber-reinforced plastics (CFRPs) have attracted attention in the automotive
and aerospace industries because of their superior specific strength and stiffness [1–3]. For
example, its light weight and high strength improve the fuel efficiency of automobiles and
aircraft, thereby reducing their environmental impact. Among CFRPs, those whose resin
portion is made of thermoplastic resin are called carbon fiber-reinforced thermoplastics
(CFRTPs). CFRTP has advantages over CFRP, which is made of thermoplastic resin, includ-
ing easier molding and recycling. In addition, CFRTPs can be assembled by welded joints
because they melt when heated. In contrast to fastening with bolts, welding eliminates the
need for bolt drilling, resulting in weight reduction and improving mechanical properties
by reducing stress concentrations [4–6].

Once the weld joining of CFRTPs is completed, the strength of these joints needs to
be verified to evaluate the strength of the joints and design the structure using numerical
simulations. For example, the single-lap shear (SLS) and flatwise tensile (FW) tests are known
strength evaluation methods for bonded materials [7,8]. SLS evaluates the strength of a joint
by applying shear stress to bonded surfaces, whereas FW evaluates the strength of a joint by
applying tensile stress to bonded surfaces. Both are often used in bond strength tests. However,
they have the following problems. The stress state at the bonded interface depends on the
specimen size [9–14]. The bond fails under the combined stress state [15–19]. The fracture
stress obtained by dividing the experimental reaction force at failure by the bonded area is the
average apparent strength, and if this apparent strength is used as the strength of the interface
in the numerical analysis as it is, the experiment cannot be reproduced correctly [20,21]. The
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size of the specimens must be large to comply with test standards such as ISO and ASTM,
and the joints are prone to combined stresses and expensive to test.

To address these problems, we must use numerical analysis to investigate the stress
state at the initiation point of failure in strength evaluation tests and perform a compre-
hensive evaluation to identify the apparent strength obtained experimentally and to what
extent it reproduces the true strength. The stresses applied to the interface during the
strength evaluation testing are distributed isotropically, and it is difficult to apply pure
shear or normal stress to bonded CFRTP [22–29]. However, the nominal stress, which
is obtained by dividing the breaking load by the bonded area, assumes that the stress
distribution is uniform. Therefore, the obtained fracture stress is a weaker estimate than the
strength of the interface for pure shear or normal stress. The apparent strength is referred
to as the stress at failure, which is the experimental reaction force at failure divided by
the weld area, and the localized failure stress at the initiation point of failure is referred
to as the true strength. In a previous study, DeVries et al. discussed the stress state in
SLS from a material-mechanics perspective [30]. Villegas et al. demonstrated that in SLS,
the bond strength at the edge of the bonded surface directly affects the strength of the
entire interface [31]. Redmann et al. proposed a block shear test method to reduce these
effects [32].

The following is the background of our research: We have been conducting a combined
experimental and analytical study on the ultrasonic welding of CFRTP and investigated the
effects of temperature increase and adhesive shape during welding [33]. Ultrasonic welding is
a method of welding materials by bringing a metal transducer into contact with overlapping
adherends and propagating ultrasonic vibrations of around 20 kHz while applying pressure.
The ultrasonic vibration is a longitudinal vibration perpendicular to the welding surface, and
the frictional heat generated by the vibration between materials and molecules raises the
temperature and melts the thermoplastic resin. Welding can be performed only by applying
ultrasonic vibration for a short period of time of 5 s or less under ambient temperature
and pressure, making it a highly efficient and low-energy joining method. Generally, when
ultrasonic welding is used, a thermoplastic resin called an energy director is placed between
the adherends as an adhesive to serve as the starting point for melting, thereby enabling
stable welding. In ultrasonic welding, rapid temperature changes occur in a short period
of time, so various parameters, such as ultrasonic frequency, welding time, and welding
pressure, are complicated and affect the welding conditions [34–39]. Therefore, it is important
to select these parameters appropriately. Hence, specimens after ultrasonic welding need to be
carefully evaluated. In addressing this issue, we noticed that the existing strength evaluation
test methods did not adequately evaluate the adhesive strength. Thus, we embarked on a
comprehensive evaluation of bond strength using numerical simulation aiming to predict the
local true joint strength from the experimentally obtained apparent strength of ultrasonically
welded CFRTP.

In this study, by comparing the true joint interface strength with the apparent strength,
we suggest the dangers of existing strength evaluation tests and provide guidelines for a
comprehensive interface strength evaluation method. We studied the relationship between
the apparent strength in bond strength tests of welded specimens that failed at the adhesive–
adherend bonding interface, and the true strength at the fracture initiation point was
investigated using a numerical simulation of the stress state at the fracture initiation point.
Based on these results, a fracture envelope was drawn to comprehensively evaluate the
bond strength. In addition, we propose a novel shear test by compression that reduces
the discrepancy between the apparent strength and true strength and is less dependent
on the thickness of the adhesive. Through comparison of the apparent strength in this
shear test by compression with that in the SLS and FW tests, respectively, the percentage of
underestimation of apparent strength, the stress state at the actual fracture initiation point,
and the effect of adhesive thickness on apparent strength were discussed.
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2. Methods

2.1. Determination of Interfacial Strength between Adhesive and Adherend

In order to investigate the stress state at the bond interface at the onset of failure in
various bond strength tests by numerical simulation, the value of the interfacial strength
between the adhesive and the adherend was first determined. This interfacial strength was
determined on an experimental basis, as reasonable values were used.

2.1.1. Specimen Welding and Shear Test by Compression

We developed a shear test using compression (SC) to conduct bond strength tests
using small specimens. SC is a test method in which a bonded specimen is fractured by
applying displacement in the shear direction to the bonded surface. This is similar to
SLS; however, because SC applies a compressive load, whereas SLS applies a tensile load,
the adherend does not require a certain length to hold the tensile jig in place. The use of
smaller specimens reduces the bending moments and lowers the cost of the experiment. A
schematic of the jig used for the SC, as shown in Figure 1, fixes one side of the adherend
and compresses the other test piece from above.

Figure 1. Illustration of the fixture developed for the shear test by compression. One side of the
specimen is fixed with a fixed part, and the other side is compressed from the top of the specimen
with a compression part to shear failure at the adhesive interface.

In the welding experiment, quasi-isotropic polyether ether ketone reinforced with
carbon fiber (CF/PEEK) (IMS/PEEK, Teijin, Osaka, Japan) with a thickness of 2 mm and
a length of 30 × 30 cm per side was used as the adherend, and three layers of PEEK
mesh (#25, Clever Co., Ltd., Toyohashi, Japan) were sandwiched between the adherends
as an adhesive. The specimens were heated by applying 19.5 kHz ultrasonic waves for
3 s under a pressure of 0.1 MPa using an ultrasonic welding machine (JP80s, SEIDENSHA
ELECTRONICS Co., LTD, Tokyo, Japan). A circular horn with a diameter of 10 mm was
used as a transducer. After the ultrasonic vibration was unloaded, adhesion was performed
by maintaining a holding load of 0.1 MPa for 5 s. Then, to confirm that the welding was
completed, the condition of the adhesive in the welded area was observed by obtaining CT
scan imaging of the welded specimen using a nondestructive inspection device (inspeXio
MX-225CTS, SHIMADZU, Kyoto, Japan). A jig for SC was set up on a universal testing
machine (Model 8802, INSTRON, Kawasaki, Japan) to evaluate the bond strengths of the
welded specimens. SC was performed to obtain the reaction forces at failure, and the
fracture surfaces of the specimens were observed using a Digital Microscope (VHX-6000,
KEYENCE, Osaka, Japan).
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2.1.2. Numerical Analysis to Fit Cohesive Properties to Experimental Results

In numerical simulations, a parabolic criterion can be used as the failure criterion
for the interface, as expressed in Equation (1) proposed by Ogihara et al. [40], where Yn
is the pure normal strength of the interface, Ys is the pure shear strength of the interface,
and tn and ts are the normal and shear stress at the interface, respectively. Here, normal
stress indicates the vertical stress to the interface. When the value on the left-hand side
reached one, the interface began to fail. Furthermore, Koyanagi et al. proved that the
interfacial strength can be expressed by Equation (2) as the ratio of shear strength to normal
strength [41].

tn

Yn
+

{
ts

Ys

}2
= 1 (1)

√
2Yn = Ys (2)

Therefore, appropriate, cohesive properties can be obtained by numerically simulating
the SC and fitting the interfacial strength at which the reaction force is equal to the experi-
mental value. SC, like other bond strength tests, fails at the interface in a combined stress
state, but by reproducing the experiment with a numerical model, the pure shear strength
at the interface and normal strength can be predicted. The stress at debonding in the mate-
rial properties of this cohesive element represents the true interfacial strength. We used
Abaqus2020, a numerical analysis software, to simulate the model with the same dimen-
sions as in the experiment, with cohesive elements introduced at the adhesive–adherend
interface. Here the cohesive element is a sufficiently stiff offset element with a thickness of
0 mm. It represents the separation behavior of the interface depending on the stress state.
The interface strength can be determined by specifying Yn, the pure vertical strength, and
Ys, the pure shear strength. The properties of the materials are listed in Table 1. However,
the cohesive property in this model is a fitting parameter. Here, for the material property
anisotropy of CF/PEEK, E1 and E2 are assigned to the in-plane direction of the material
and E3 to the material thickness direction. The area of the welded part was obtained
through CT scanning of the welded specimen using a nondestructive inspection device
(inspeXio SMX-225CTS, SHIMADZU, Kyoto, Japan) before the test. The cohesive properties
were fitted such that the reaction force at the edge of the model at the onset of failure was
equal to the experimental value according to the shear strength–normal strength ratio in
Equation (2). In this analytical model, we focused only on the fracture initiation point
and hypothesized that interface separation would be introduced, but no material damage
would occur.

Table 1. Material properties of CF/PEEK adherend, PEEK adhesive, and interface bonding cohesive.

CF/PEEK [41]

Young modulus (MPa) Poisson’s ratio

E1 E2 E3 G12 G13 G23 Nu12 Nu13 Nu23

56,800 56,800 8210 43,600 3000 3000 0.25 0.35 0.35

PEEK
Young modulus (MPa) Poisson’s ratio

3000 0.37

Cohesive

Interfacial strength (MPa)

Yn Ys

48.0126 67.9

2.2. Numerical Analysis to Derive True and Apparent Bond Strength

Numerical simulations of CS, SLS, and FW were performed to investigate changes in
the relationship between true interfacial strength and apparent strength across different test
methods, with the adhesive thickness being consistent in each test. In addition, we investigated
changes in the apparent strength in each test when the adhesive thickness varied.
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2.2.1. Comparison of Underestimation of Apparent Strength in Three Different Bond
Strength Tests

Numerical simulations were performed for the three types of bond strength tests u
sing the cohesive properties determined in the previous section, as shown in Figure 2. We
modeled three types of tests: the ISO standard (ISO 4587:2003) [42] SLS, SC, and FW, which
is a test with a different stress state at failure as a reference. The models were constructed
using the cohesive elements introduced at the adhesive–adherend interface. As shown in
Figure 3, the adhesive and adherend thicknesses were 0.2 mm and 2.0 mm, respectively,
for all models. As for the mesh size dependence, the mesh-dependent effect due to stress
concentration was reduced by filleting the edge of the welded area. Displacement in the
shear direction to the adhesive surface was applied to the edge of the adherend in SLS
and SC, and displacement in the normal direction in FW. Then, the stress state at the point
of failure initiation and the apparent strength, obtained by dividing the reaction force at
the start of fracture at the specimen end under displacement by the initial adhesive area,
were calculated. A parabolic criterion was adopted as the destruction criterion. In these
models, moreover, we focused only on the cases where the interface was the initiation point
of fracture; thus, material fracture was not introduced. The properties of the materials are
listed in Table 1.

Figure 2. Schematic of the three types of bond strength tests discussed in this study. (a) Single-lap
shear test and (b) shear test by compression apply load in shear direction to the interface, and
(c) flatwise tensile test applies load vertically to the interface.

Figure 3. Dimensions and geometry of the simulation model. (a) Single-lap shear test was performed
according to ISO standards (ISO 4587:2003). (b) Shear tests by compression and flatwise tensile tests
gave different displacements for the same model.
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2.2.2. Effect of Adhesive Thickness on Stress State at Adhesive Interface in Three Different
Bond Strength Tests

To discuss the dependence of the stress state in the bond strength test on the adhesive
thickness, numerical simulations were used to compare thinner and thicker adhesive thicknesses,
which were set at 0.2 mm in the last section. The apparent strengths of the three models (SLS,
CS, and FW) were investigated when the adhesive thicknesses were changed to 0.1, 0.2, and
0.3 mm, respectively. Other dimensions were the same as the models in the previous chapter, as
shown in Figure 3. The parabolic criterion adopted as the failure criterion was also the same as
that adopted for the previous model, so the true interface strength is the same for all models.
The properties of the materials are listed in Table 1.

3. Results and Discussion

3.1. Determination of Interfacial Strength between Adhesive and Adherend

The CT scan of the welded specimen showed that the resin melted evenly in a circular
pattern, with a welded area of approximately 50 mm2, and that the welding was complete.
The reaction force at failure of the SC was obtained as 1.34 kN. Thus, the apparent strength
was 26.8 MPa. The images of the fracture surface of the specimen taken with a digital
microscope are shown in Figure 4, which shows that the adhesive and adherend showed
little damage and that the specimen failed at the interface between the adhesive and the
adherend. Therefore, it can be assumed that material failure of the adhesive does not occur
when welded under the present welding conditions, and the fracture envelope can be
drawn by focusing only on the interface between the adhesive and adherend. Based on the
apparent strength obtained from the experimental results, the interface strength was fitted
using a numerical simulation, and the cohesive properties listed in Table 1 were obtained.
Yn and Ys were 48.0 and 67.9, respectively. The parabolic criterion was determined as the
fracture envelope of Figure 5 according to this result and Equations (1) and (2).

Figure 4. Digital microscope image of fracture surface after shear test using compression. There was
little damage to (a) the adherend or (b) the adhesive, indicating that failure occurred at the interface
between the adherend and the adhesive.
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Figure 5. Local stress state at the fracture initiation point, which is the true interface strength. The
average apparent strength is obtained through numerical simulations of SLS (single-lap shear test),
SC (shear test using compression), and FW (flatwise tensile test), and the CFRP-polymer bonding
interface strength (parabolic criterion) are plotted.

3.2. Numerical Analysis to Derive True and Apparent Bond Strength
3.2.1. Comparison of Underestimation of Apparent Strength in Three Different Bond
Strength Tests

The results of the numerical simulation outputting S33, S13, and S23 for the CS of
the cohesive elements are shown in Figure 6. In this model, S33 represents the vertical
stress against the adhesive–adherend interface, while S13 and S23 represent the shear
stress. This indicates that not only shear stress but also tensile and compressive stresses
are applied to the adhesive interface, indicating that tensile stresses contribute to the
fracture at the fracture initiation point marked by the arrows in Figure 6. Numerical
simulations of SLS, CS, and FW were performed, and the stress state at the failure
initiation point is shown in Figure 5, with the shear stress on the vertical axis and the
normal stress on the horizontal axis. The apparent strengths are also shown in Figure 5.
The true interfacial strength was expressed using a parabolic criterion. Because the
model is three-dimensional, only S33 is the normal stress for the cohesive elements,
whereas transverse shear stress S13 and longitudinal shear stress S23 are the output of
the shear stress. In this case,

√
S132 + S232 was treated as the shear stress because the

shear stress about the interface is expressed along one axis by coordinate transformation.
The stress state at the fracture initiation point in the three tests lies in the line of the
parabolic criterion used in this study, and it is clear from these plots in Figure 5 that the
fracture is due to combined stresses. Focusing on the percentage of the combined stress
state at the fracture initiation point for each bond strength test, we found that the tn/ts
percentage ratio for the SLS was approximately 54/46%. As SLS and CS are intended
to fail only under shear stress, their respective apparent strengths

(
YApp

n , YApp
s

)
are

plotted at (0, 9.39) and (0, 17.90) on the shear strength axis in Figure 5. A comparison
of the true interface strength to the apparent strength shows that SLS underestimates
by 13.8%, and SC underestimates by 26.4%. This underestimation occurs because the
SLS and SC are subjected to a bending moment in addition to shear stress against the
bonded surface, resulting in normal stress [43]. SC tends to have higher shear stresses at
the interface than SLS because of the shorter longitudinal direction of the specimen in
SLS, which suppresses rotation. The tn/ts percentage ratio for FW was approximately
62/38%. As FW is intended for tensile failure, the apparent strength

(
YApp

n , YApp
s

)
was

plotted at (20.4, 0) on the normal strength axis. The apparent strength underestimates the
true interfacial strength by 42.4%, owing to the shear stress caused by the difference in
Poisson’s ratio between the adhesive and the adherend. The apparent strength obtained
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using FW is closer to the local interface strength than the other two types of shear tests
but still shows that the apparent strength does not account for the combined stress state.

Figure 6. Numerical simulation results of cohesive elements in shear test by compression. (a) vertical
stress S33, (b) transverse shear stress S13, and (c) longitudinal shear stress S23 are the output, and
the break initiation point is indicated using arrows. There is a distribution of stress over the entire
welded surface, indicating that tensile stress, in addition to shear stress, contributes to fracture.

3.2.2. Effect of Adhesive Thickness on Stress State at Adhesive Interface in Three Different
Bond Strength Tests

The local stress state and apparent strength change at the fracture initiation point for
the three types of bond strength tests in relation to the thickness of the adhesive are listed
in Table 2. Figure 7 shows a graph comparing the simulation results of the three different
tests with YApp

s /Ys on the vertical axis and the adhesive thickness on the horizontal axis.
The closer the value on the vertical axis is to 1, the smaller the degree of underestimation of
apparent strength. Because the reaction force in FW is in the tensile direction toward the
adhesive interface, the value on the vertical axis is the ratio of the apparent shear strength
to the true shear strength, as predicted by Equation (2). The normal apparent strength of
CS and SLS in Table 2 was also determined in the same way outlined in Equation (2).

Table 2. Local stress state and apparent strength variation at fracture initiation point with adhesive
thickness in three bond strength tests: SLS (single-lap shear test), SC (shear test using compression),
and FW (flatwise tensile test).

Types of Bond
Strength Tests

Thickness of
Adhesive

[mm]
tn [MPa] ts [MPa] Yn

App [MPa] Ys
App [MPa]

SLS
0.1 36.05 33.90 6.12 8.65
0.2 37.28 32.11 6.64 9.39
0.3 38.55 30.14 6.37 9.01

CS
0.1 35.25 35.01 12.08 17.08
0.2 36.69 32.98 12.66 17.90
0.3 38.48 30.25 11.85 16.76

FW
0.1 44.23 19.06 6.02 8.52
0.2 41.18 25.62 20.36 28.80
0.3 40.20 27.39 34.22 48.39
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Figure 7. Dependence on weld thickness of the ratio of the apparent pure shear strength to the
pure shear strength at the fracture initiation point for three different adhesive thicknesses (0.1, 0.2,
and 0.3 mm). The thickness dependence is small in the single-lap shear test and the Shear test by
compression, but the thickness of the adhesive (thickness-to-welded area ratio) has a significant effect
on the apparent strength in the flatwise tensile test.

Focusing on the variation in the YApp
s /Ys ratio due to the adhesive thickness, the

standard deviations for SLS, SC, and FW were 4.4 × 10−3, 7.1 × 10−3, and 2.4 × 10−1,
respectively. SLS and CS are less thickness-dependent but, on average, underestimate the
apparent strength to approximately 13.3% and 25.4% of the true strength, respectively. SC
is inferior to FW but reduces the discrepancy between the apparent and true strengths more
than SLS. FW underestimates the apparent strength by an average of 42.1% of the true bond
strength, and the apparent strength reproduces the true bond strength by approximately
71.3% at an adhesive thickness of 0.3 mm. When the adhesive is thin, the rate of shear stress
is particularly high and should be used with caution.

4. Conclusions

This study proposed a comprehensive method for evaluating the strength of the
adhesive–adherend interface of ultrasonically welded specimens by drawing a fracture
envelope based on a numerical simulation of the stress state at the fracture initiation point.
We have clarified the following points:

1. SLS underestimates the apparent strength to less than 14% of the true strength.
2. FW provides an apparent strength of approximately 42% of the true adhesive strength

and has a lower degree of underestimation than the other two shear tests; however,
care should be taken because the accuracy of the apparent strength evaluation depends
on the adhesive thickness and can vary significantly.

3. A new test method, the shear test using compression (SC), is developed and proves
comparable to SLS in terms of adhesive thickness dependence. Although the apparent
strength is still underestimated, it is improved to approximately 26% of the true
interfacial strength, allowing the test to be performed on smaller specimens.

4. The SC we proposed has the advantages of being able to conduct experiments with
small specimens, which makes it easy to apply shear stress to the interface, and
of being able to conduct experiments at low cost. However, the amount of data is
limited because the fixture is currently in the development stage, and a combination
of numerical analyses is still necessary.

5. This paper clarifies the inadequacy of conventional methods for evaluating interface
strength in bond strength tests and provides a method for obtaining true interface
strength and guidelines for predicting true interface strength from experimental
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results. This enables accurate numerical simulation of interfacial strength and reliable
structural design.

Future considerations include drawing a fracture envelope that accounts for the
fracture of the adhesive itself, in addition to the adhesive strength of the adhesive–adherend
interface. Under different welding conditions, failure can initiate from material failure
rather than from the bonding interface. This approach allows us to determine whether the
interface or adhesive will fracture first under specific stress conditions.
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Abstract: Honeycomb sandwich panels are utilized in many industrial applications due to their high
bending resistance relative to their weight. Defects between the core and the facesheet compromise
their integrity and efficiency due to the inability to transfer loads. The material system studied
in the present paper is a unidirectional carbon fiber composite facesheet with a honeycomb core
with a variety of defects at the interface between the two material systems. Current nondestructive
techniques focus on defect detectability, whereas the presented method uses high-frequency ultra-
sound testing (UT) to detect and quantify the defect geometry and defect type. Testing is performed
using two approaches, a laboratory scale immersion tank and a novel portable UT system, both
of which utilize only single-side access to the part. Coupons are presented with defects spanning
from 5 to 40 mm in diameter, whereas defects in the range of 15–25 mm and smaller are considered
below the detectability limits of existing inspection methods. Defect types studied include missing
adhesive, unintentional foreign objects that occur during the manufacturing process, damaged core,
and removed core sections. An algorithm is presented to quantify the defect perimeter. The provided
results demonstrate successful defect detection, with an average defect diameter error of 0.6 mm
across all coupons studied in the immersion system and 1.1 mm for the portable system. The best
accuracy comes from the missing adhesive coupons, with an average error of 0.3 mm. Conversely,
the worst results come from the missing or damaged honeycomb coupons, with an error average of
0.7 mm, well below the standard detectability levels of 15–25 mm.

Keywords: nondestructive testing; honeycomb core composite; defect identification; defect quantification;
carbon fiber composite

1. Introduction

Honeycomb sandwich panels represent an integral component of structures in var-
ious industries, including aerospace, automotive, naval, sporting, and construction (see,
e.g., [1,2]), owing to a variety of factors, such as their exceptional strength-to-weight ratio,
insulation capabilities, and structural versatility. Comprising two thin, high-strength face
sheets bonded to a lightweight core material, such as aluminum or Nomex honeycomb,
these panels offer significant advantages. However, their susceptibility to defects during
manufacturing or in-service poses challenges to their structural integrity and operational
efficiency. One example of note was the failure of the X-33 sandwich composite liquid
hydrogen tank [3]. Defects in honeycomb sandwich panels arise from various sources,
including material imperfections, manufacturing process variability, environmental factors,
and mechanical damage (see, e.g., [4,5]). These defects may manifest as voids, delamina-
tions, disbonds, cracks, water ingress, or core crushes, often degrading the mechanical
properties and durability of the panels (see, e.g., [6–9]). Detecting and characterizing these
defects are essential for ensuring the safety, reliability, and cost-effectiveness of structures
incorporating honeycomb sandwich panels.

Multiple nondestructive testing techniques exist for inspecting defects in honeycomb
structures, such as eddy current testing (ECT) [10–14], ultrasonic testing (UT), phased array
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inspection (PA) [15], thermography testing [9,16–20], acoustic emission testing Shearogra-
phy [21], and X-ray computed tomography (XCT) [22–25]. However, these methods often
have limitations in terms of sensitivity, accuracy, and efficiency, particularly when dealing
with hidden or subsurface defects, complex geometries, and different defect materials.
As a result, there is a growing demand for advanced nondestructive evaluation (NDE)
techniques capable of detecting and characterizing defects in honeycomb sandwich panels
with higher sensitivity and resolution.

Many interesting studies have been conducted on debonding and defect detection in
honeycomb sandwich composites using the eddy current testing method. Hagemaier [10]
used eddy current conductivity testing to detect core defects in an aluminum-brazed
titanium honeycomb structure. He et al. [11] employed eddy current testing to identify
defects intentionally embedded between the facesheet and core, simulating delamination.
However, their detection was only qualitative rather than quantitative. The study by
Underhill et al. [12] investigated the use of eddy current arrays for detecting damage,
including disbonding and core defects in sandwich panels with carbon fiber-reinforced
polymer (CFRP) facesheets. While they successfully detected core crush or indentation in
the honeycomb core, they were unable to quantify these defects. Notably, the effectiveness
of defect detection relies on the probe size; where larger probes often result in blurry
C-scans of defects. T. Rellinger et al. [13] presented a method combining eddy current,
thermography, and 3D laser scanning for inspecting sandwich panel low-velocity impacts
to simulate different types of defects. They were only able to detect and measure crushed
core defects using eddy current testing without success in identifying other types of defects,
such as disbonds and delaminations. Recently, Ren et al. [14] utilized eddy current testing
on an aluminum honeycomb sandwich structure with CFRP panels to detect and identify
core defects, including wall fractures and core wrinkles. Impact damage detection was
also conducted, revealing that as impact energy increased, the affected area in the C-scan
image became more blurred and the minimal signal decreased, although the area of damage
did not always correspondingly increase. The eddy current method’s limited penetration
depth restricts its effectiveness for detecting defects deep within materials. Additionally,
it is primarily suitable for conductive materials, posing challenges for inspecting non-
conductive or low-conductivity materials [26].

There are also studies focused on finding defects in honeycomb sandwich panels by
thermography. Qin and Bao [16] used thermography to detect defects in a honeycomb
sandwich panel with an aluminum core. Their detection focused on identifying defects
in the honeycomb cells near the panel’s edges. Ibarra-Castanedo et al. [17] utilized three
different types of thermography to investigate honeycomb sandwich structure. They
concluded that pulse thermography yielded the fastest results but yielded inconsistent
results due to nonuniform heating and environmental reflections. Usamentiaga et al. [18]
studied holes in a reinforced honeycomb sandwich panel using active thermography. They
detected the holes’ presence and were able to estimate the distance from the holes to the
reinforced region. Zhao et al. [19] utilized lock-in thermography for disbond detection in
titanium alloy honeycomb sandwich panels. They simulated a disbond using a cylindrical
air gap with an 18 mm diameter. Hu et al. [20] detected and classified different types of
defects in honeycomb sandwich panels, specifically 15 mm and 30 mm diameter flaws. Their
model sensitivity was around 90% for water and oil ingress and around 70% for debonding
and adhesive pooling defects. The effectiveness of defect detection in thermography is
compromised by issues like uneven heating and coil shielding. Moreover, the rapid decay
of the temperature signals with increased detection depth limits the range and quantitative
accuracy for internal defects in structures, presenting challenges in detecting micro-defects
critical for health monitoring [27].

Shearography nondestructive testing (NDT) is finding considerable interest in the
detection of flaws within honeycomb sandwich panels. For example, Guo et al. [21] showed
that using Shearography, they could detect circular and rectangular defects, with the size of
detectability being strongly correlated to the depth at which the defect occurs. In addition,
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Lobanov et al. [28] showed that Shearography with a combined vacuum load is a reliable
method to detect different sizes of defects in titanium honeycomb panels. Revel et al. [29]
employed a Wavelet Transform algorithm to quantitatively estimate the delamination size
through Shearography inspection. They tested a damaged sandwich panel consisting of a
24 mm honeycomb core and a 1.5 mm thick fiberglass skin. Their coupon featured a set of
circular defects with a nominal diameter of 24 mm. The algorithm accurately assessed the
defect size, yielding a result of 24.3 mm. Shearography has several drawbacks, including
challenges in inspecting deep or small defects and accurately characterizing the type of
defect and its impact on material integrity [30].

Ultrasound testing (UT) is often used for various defect identifications. Specifically,
air-coupled ultrasound has found an increasing interest in the inspection of honeycomb
sandwich structures due to the ability to inspect a part without the need for a water couplant.
Zhang et al. [31] utilized this method to detect defects in a honeycomb panel interface. They
could detect 30 mm and 35 mm disbonds in the interface and measure them via the K-mean
clustering method. Hsu [32] utilized air-coupled ultrasound to detect various defects at
the interface within a sandwich structure but did not seek to quantify them geometrically.
Zhou et al. [33] investigated CFRP honeycomb sandwich panels with an aluminum core
via air-coupled ultrasound. Due to the large acoustic impedance between the air–solid
interface, they were presented with a poor signal-to-noise ratio (SNR). Therefore, they
introduced a hybrid method using a combination of wavelength filtering and phase-coded
compression to improve the SNR.

Another interesting NDT method is the immersion-type UT scanning system. Several
studies have utilized this method; however, none have specifically examined honeycomb
structure panels with the objective of quantifying the defect dimensions. Blanford and
Jack [34] used high-frequency ultrasonic to quantify the three-dimensional damage zone
in a carbon fiber laminated composite from low-velocity impacts using immersion tank
inspection. Blackman et al. introduced a novel pulse–echo ultrasound technique for sizing
foreign objects in carbon fiber laminates [35], and recently, a study by Pisharody et al. [36]
used immersion tank inspections to perform ultrasonic scanning to assess the damage zone
around an adhesive joint.

In light of the critical role that honeycomb sandwich panels play in diverse industries
and the challenges posed by defects in their structural integrity, this study aims to inves-
tigate the effectiveness of single-side access, point-focused, ultrasonic NDT methods for
defect detection and characterization. Specifically, the study is performed using spherically
focused acoustic transducers in an immersion tank, as well as in a novel portable sys-
tem [37] that provides the accuracy of an immersion tank without the need for submerging
a component in water. This research seeks to enhance the understanding of defect iden-
tification in honeycomb panels and contribute to the development of reliable inspection
techniques. This paper begins by outlining the manufacturing method employed for this
study, followed by a concise overview of the inspection methods used for defect detection
in honeycomb sandwich panels. Subsequently, the scanning setup is elucidated to provide
insight into the experimental process. The next phase involves the analysis of the data
captured in the preceding steps. Finally, the paper concludes by summarizing the key
findings and implications drawn from the research. In this study, sizes of defects range from
5 to 40 mm and include missing adhesive, crushed core, removed core, embedded Kapton
film, and embedded Polytetrafluoroethylene (PTFE, commonly termed Teflon) film. These
defects are particularly challenging to detect, yet they were successfully identified and,
more importantly, quantified, with an average error of only 0.6 mm over all coupons inves-
tigated, thus opening new possibilities in design and manufacturing, allowing for tighter
tolerance manufacturing and better control over the required factor of safety margins.
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2. Materials and Methods

2.1. Manufacturing Method

Honeycomb sandwich panels (HSP) consist of three components: two facesheets and
one honeycomb core, as illustrated in Figure 1. Facesheets can be constructed from various
materials such as CFRP, fiberglass reinforced polymers (FGRP), or aluminum, while the
core may be composed of Nomex or aluminum. In the present study, the fabrication of HSP
is made of a CFRP facesheet composed of unidirectional 250 F pre-preg composed of Toray
T700 fibers supplied by Rockwest Composites (West Jordan, UT, USA) and a Nomex core
that is 25 mm in thickness and a nominal cell wall thickness between 0.2 mm and 0.4 mm.
The process involves two main steps: preparing two facesheets within a Carver Laboratory
programmable hot press (Wabash, IN, USA) following the manufacturer’s recommended
cure cycle. Each facesheet is adhered to the honeycomb core using a 150 g pre-preg adhesive
film from Easy Composites (Stoke-on-Trent, UK), again using the hot press to provide a
controlled temperature and holding pressure. Various materials and methods are employed
intentionally to simulate delamination between the facesheet and core. The unidirectional
facesheets are manufactured with a layup of [0, 45,−45, 90]s, where the subscript s stands
for symmetric, yielding a total of 8 laminae for each facesheet with a nominal manufactured
thickness of 1.2 mm. Prior to adhering the facesheets to the core, intentional defects are
added, specifically those shown in Figure 2, including missing adhesive, a foreign object
between the adhesive and the core, a partially damaged core, and a section of removed core.
The partially damaged core is crushed with a flat bottom cylinder to one-half of the overall
part thickness. These defects are selected due to their prevalence in the manufacturing
process, as well as to highlight the ability to differentiate between defect types with the
presented inspection method. The summary of the various defects for the 15 coupons, along
with their dimensions, is provided in Table 1. The missing adhesive is created by physically
removing a circular section from the adhesive film, simulating either an improper transfer
of adhesive to the layup from the adhesive backing material or an air bubble preventing an
adhesive from adhering to the facesheet. The foreign objects are made from either PTFE
or Kapton; both materials are found within a standard manufacturing process [35]. The
damaged core material is made by crushing the top surface of the core with a circular
weight, simulating damage caused by improper handling during manufacturing. The final
defect, the removed section of the core, simulates a purposeful removal of material as
might be called out during manufacturing. The final planar dimensions of the coupon are
nominally 75 mm × 75 mm, but the actual inspection area is typically much smaller, as will
be noted in the following sections. Each of the defects was measured during manufacturing
and prior to final assembly using a Keyence VR-3200 (Itasca, IL, USA) optical microscope
to confirm proper manufacturing, record the defect for quality assurance, and capture any
subtle dimension variations from the designed defect size. The dimensions for the various
defects are provided in Table 1.

Figure 1. Representative schematic of honeycomb core material with carbon fiber facesheets.
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Figure 2. Representative schematic of defects placed within the manufactured coupon, (a) foreign
object debris, (b) crushed honeycomb, (c) missing adhesive, and (d) removed honeycomb core.

Table 1. Test matrix of defect types and their associated planar dimensions.

Coupon Identifier Defect Type
Diameter (mm)

from Microscopy

1 Missing Adhesive 7.9
2 Missing Adhesive 19.0
3 Missing Adhesive 40.8
4 Kapton Film 4.7
5 Kapton Film 20.0
6 Kapton Film 40.3
7 Hole 5.7
8 Hole 18.8
9 Hole 34.8
10 PTFE Film 5.0
11 PTFE Film 20.0
12 PTFE Film 40.4
13 Crushed Hole 6.4
14 Crushed Hole 19.3
15 Crushed Hole 35.5

A unique feature that will be observed within this study inadvertently comes from
the choice of the adhesive film. The adhesive film utilized incorporates small holes within
the film, allowing air to pass between layers during manufacturing and aiding in the void
removal process. These small holes appear in a regular pattern with an approximate spacing
of 1 mm, as shown in Figure 3a. The microscope image of Figure 3a is after curing; thus, the
resin will tend to wick along the various strands and between strands during the elevated
temperature portion of fabrication. These small gaps do not impact the performance of the
adhesive in the current application but are noteworthy, as they can be seen in the inspection
results, as will be shown in Section 3. Of note is that these features that are 1 mm in span
are smaller than the cells of the honeycomb, as shown in Figure 3b, which are typically
4.5 mm along the minor axis and 6 mm along the major axis. By observing these smaller
features, one can have a sense of the effectiveness of the present system in identifying
defects between the honeycomb cells and the facesheet. This high-resolution topic is briefly
expanded upon in Section 3.3, where a comparison is made to the results from a roll-on
adhesive, but it is not a prime focus of the current study.
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(a) 

 
(b) 

Figure 3. Microscope image of the adhesive film showing the associated punched holes allowing air
pathways between layers (a) focusing on the resin adhesive sheet and (b) focusing on the honeycomb
cell walls.

2.2. Inspection Methodology
2.2.1. Ultrasound Methodology

Ultrasonic testing (UT) is a nondestructive testing method commonly used for defect
detection, part qualification, and evaluation of materials and structures. It relies on the
propagation of high-frequency sound waves through the material being tested. These
sound waves are introduced into the material using a piezoelectric transducer. All testing
is performed using the same broadband spherically focused 15 MHz peak frequency
transducer made by Evident (formally Olympus, headquartered in Waltham, MA, USA)
with a focal length in water of 38.1 mm and a manufacturer-provided—6 dB loss beam
diameter of focus, also termed the spot size, in water of 0.3 mm, which will nominally be
0.3 mm on the interface between the facesheet and the adhesive. Digitization is performed
using a Focus PX, also from Evident, and spatial control is performed using Velmex
(Bloomfield, NY, USA) linear translation stages. The digitizer fires a square wave pulse at
33 ns with a peak voltage of 190 V (the maximum voltage allowed by the hardware), and
sampling occurs at 100 MHz. All inspections are performed with access to only a single side
in what is termed pulse–echo mode. Unlike contact transducers, the spherically focused
transducer is offset from the part surface. In the present study, instead of focusing on the
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front surface of the part, the focus is on the back surface of the facesheet using a surface
offset t f ocus of

t f ocus = 2 wL/cw (1)

where cw is the speed of sound of water and wL is the length the signal travels in the water,
given as

wL = fL − mT
cm

cw
(2)

In the above, fL is the focal length of the transducer, 38.1 mm in the present study, cm is the
speed of sound of the CFRP of 2800 m/s, and mT is the material thickness of 1.2 mm.

As this study uses a spherically focused transducer, an acoustic medium, specifically
water, is required between the transducer and the coupon being inspected. It is commonly
assumed that the highest resolution ultrasound can be obtained using an immersion tank
setup, such as that shown in Figure 4a. Unfortunately, these systems are constraining due to
the need to submerge a coupon, unlike the air-coupled systems. We present a compromise
in the present study with the portable inspection system presented in [37] and shown in
Figure 4b. This portable system allows inspections to be performed in the field or the
manufacturing environment without the need for submerging a coupon.

  
(a) (b) 

Figure 4. Custom immersion testing systems utilized in the present research. (a) Immersion scanning
inspection system. (b) Portable (out-of-tank) inspection system.

2.2.2. Scanning System Set Up—Immersion Tank Inspection

Subsequently, the coupon is positioned within the immersion tank system shown in
Figure 4a, where the entire surface area of each coupon undergoes scanning in a raster
pattern, as depicted in Figure 5. The immersion system requires the complete submersion
of the coupon, and a bagging material is placed around the edges of the honeycomb and
sealed with gum tape to prevent water incursion of the coupon. The focal point of the
38.1 mm focal length transducer is at the back of the top facesheet and accounts for the
impedance mismatch between the water and the composite when focusing. The raster
pattern is executed in increments of 0.1 mm in both the x1 and x2 directions. The captured
data are stored for subsequent analysis, facilitated by a custom in-house MATLAB script,
discussed in Section 2.3, allowing for the identification, characterization, and interpretation
of the various defects listed in Table 1 within the HSP interface.
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Figure 5. Raster pattern and coordinate axis utilized in scanning, with the red dashed lines indicating
each of the individual scans separated by an indexing of 0.1 mm and the stars representing 4 of the
over 600 points separated by 0.1 mm in each line scan.

2.2.3. Scanning System Set Up—Portable System (Out-of-Tank) Inspection

One limitation of UT immersion tank systems is their inability to be easily deployed.
Therefore, this study aimed to demonstrate the effectiveness of the method employed here
using a novel portable UT system, which is discussed in detail in [37]. Figure 4b illustrates
the setup, wherein a fixture has been specifically designed to accommodate the transducer
within a captured water column [37]. In the present study, this is the same transducer used
for the immersion tank inspections. This captured water column is then placed in contact
with the surface of the coupon with an acoustic membrane between the water column
and the coupon surface. A thin film of gel is then used to allow for acoustic coupling
between the portable housing system and the coupon being inspected. Unlike traditional
contact inspection methods where the resolution is like the transducer surface area, the
present instance uses a spherically focused transducer, allowing for point inspections, thus
maintaining the resolution advantage of the immersion systems with the portability and
infrastructure advantages of hand-held contact elements.

2.3. Data Reduction Methodology

In this investigation, data are captured by the Focus PX system purchased from
Evident. The Focus PX system allows for both single-element inspections and phased
array inspections with a 100 MHz digitizer with full integration capabilities for standard
immersion testing systems. Data are collected and stored in the form of individual A-scans
depicting the amplitude (strength) of the ultrasonic signal against the time taken for the
ultrasonic pulse to traverse through the material, such as that shown in Figure 6 for Coupon
1, a sample with missing adhesive. However, in intricate structures such as the current
honeycomb sandwich panels, A-scans alone are difficult to interpret and analyze. For
example, Figure 6a displays A-scans taken at four different locations. The first is the blue
dashed line, a typical A-scan over the defect, in this case, missing adhesive. The second
is an A-scan taken directly over the cell wall but with adhesive, shown by the red dotted
line. The third is a typical A-scan between the honeycomb walls but with proper bonding
to the adhesive, indicated by the green line. The final A-scan, shown by a black line, is
between the honeycomb walls but also in the gap between the perforations of the adhesive
presented in Figure 2a. While the front wall of the top facesheet is visible in all A-scans at
0 μs, extracting useful information from a single A-scan proves challenging. Notably, the
signal over the missing adhesive region, as well as in the adhesive region but between the
perforations of the adhesive, the signal is similarly strong at the back wall of the facesheet
near 0.8 ∼ 1 μs. Conversely, the signal over the honeycomb walls with proper adhesive is
weak at the interface. This signal is only slightly different than the signal over the region
with adhesive but without the honeycomb cell wall. Consequently, discerning the exact
flaw location depth or identifying the back wall of the top facesheet and flaw detection
becomes difficult. To aid in the analysis, an average A-scan, termed S(t), over the entire
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scanned region of the coupon was conducted for each of the individual coupons. This is
defined as

S(t) =
1

N1N2

N1

∑
k=1

N2

∑
l=1

S(x1,k, x2,l , t) (3)

Here, S(x1,k, x2,l , t) represents the ultrasonic signal intensity measured by the transducer
at the kth location along x1 where k ∈ {1, 2, . . . , N1}, and the lth location along x2 where
l ∈ {1, 2, . . . , N2} at a specific time t. A typical result of the average A-scan is shown in
Figure 6b. The black and re-dashed lines indicate the range from which to select for later
processing to gate the back wall signal.

 

Figure 6. A-scans from Coupon 2, (a) at select locations and (b) the averaged A-scan.

After capturing the waveforms over the scan region, the time axis on each scan is shifted
such that the front wall echo occurs at the same time over all spatial positions in (x1, x2) such
that the first echo occurs at the effective time of 0 μs, as shown in Figure 6. For each spatial
location (x1,k, x2,l), the scan intensity is examined to identify the initial occurrence of a value
exceeding a predefined detection threshold. Subsequently, the first peak after this time value
is identified as the front wall echo for that location and a third-order polynomial in (x1, x2) is
constructed to shift the time t by t0(x1, x2) as t̂ = t − t0(x1,k, x2,l). Thus, the ultrasonic signal
intensity is investigated as S(x1,k, x2,l , t̂(x1,k, x2,l)

)
, where t̂(x1,k, x2,l) = 0 corresponds to

the front coupon surface.
To enhance the quality and accuracy of the data, a frequency upsampling technique is

employed using the inverse Fourier transform. The upsampled frequency spectrum can be
expressed as

Xu( f ) =

{
L·X

(
f
L

)
for 0 ≤ f < 1

L

0 otherwise
(4)

where the upsampled frequency spectrum Xu( f ) is obtained by zero-padding the original
spectrum and scaling it accordingly. Here, the capital letter X( f ) = F{x(t( f ))} denotes
the Fourier transform of the original signal x(t), f represents frequency, and L is the
upsampling factor. Subsequently, interpolation is performed in the frequency domain,
followed by the application of inverse Fourier transform on the interpolated spectrum to
yield the upsampled signal.

xu(t) = F−1{Xinterp( f (t))
}

(5)

where Xinterp( f ) is the interpolated spectrum. The results of this are shown through the
B-scans shown in Figure 7, where the color bar indicates the normalized signal intensity.
The B-scan is a collection of A-scans along a single axis, in this case along the index or x1
direction. In Figure 7a, the raw scan is shown, whereas the upsampled scan is shown in
Figure 7b, where the upsampling factor L is 2.
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Figure 7. B-scans from Coupon 2, (a) without upsampling and (b) an upsampling factor of L = 2
(color bar represents the normalized signal intensity).

The next step in this study involves the application of a Gaussian smoothing filter to
smooth spatial variations. This method is employed to mitigate random noise present in
the A-scan data [35] as

∼
S(x1,k, x2,l , t̂

)
=

1
2πσx1 σx2

∞∫
−∞

∞∫
−∞

e
−(

∼
x 1−x1,k)

2

2σ2
x1 e
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2

2σ2
x2 S

(∼
x1,

∼
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(∼
x1,

∼
x2

))
d
∼
x1d

∼
x2 (6)

where the variables σx1 and σx2 tend to smooth out spatial information locally, where they
are selected to be 3 times the step size in the current study. A larger value of σ leads
to a wider Gaussian distribution, resulting in more extensive smoothing. Conversely, a
smaller value yields a narrower Gaussian distribution, preserving more detail in the signal.
Figure 8 illustrates the C-scan both before and after the Gaussian filtering. Notice that the
filtering provides a crisper image and the edges of boundaries between features are more

pronounced. To obtain a C-scan, the filtered acoustic signal,
∼
S(x1,k, x2,l , t̂

)
is converted

to a 2-dimensional representation by taking the maximum value of the signal between a
prescribed range, termed a gate Δt, as

C(x1,k, x2,l) = max
t̂∈{t1(x1,k ,x2,l),t2(x1,k ,x2,l)}

{∣∣∣∣∼S(x1,k, x2,l , t̂
)∣∣∣∣} (7)

where the value for t1 is the onset of the back wall, shown in Figure 6b, and t2 = t1 + Δt,
where Δt = 0.05 μs. Different gate widths were investigated, but the narrow gate of 0.05 μs
was found to yield an image with the highest signal contrast in the current study.

The C-scan provides a means to visualize information at a consistent depth, whereas
the B-scan, as shown in Figure 7, provides a slice of information into the coupon. For
example, the B-scan shown in Figure 7b can be used to detect the depth and estimate the
size of a feature within a material. As can be seen in the B-scan, the interface between the
facesheet and the adhesive for the honeycomb occurs around 1.2 mm into the coupon, and
the width of the feature on the back wall, in this case missing adhesive, ranges from a value
of x1 ∼ 18 mm to x1 ∼ 38 mm.

All analysis is implemented in the MATLAB (version 2022b, Natick, MA, USA) pro-
gramming environment. This code facilitates precise measurement and analysis of the
detected defects, allowing for the characterization and evaluation of their size within the
scanned coupons.
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Figure 8. C-scans of Coupon 2, (a) prior to Gaussian filtering and (b) after Gaussian filtering.

3. Results

The following section provides the results from each of the studies. The results from
Table 1 are presented for the immersion system, both as a function of the defect size and
as a function of defect type. Next, a brief study on the subtleties between adhesive types
is presented, as well as a brief study on the use of the portable inspection system. Finally,
a summary of the results is presented in Section 4 to highlight the anticipated error in
identifying the defect diameter, a value found to be typically less than 0.6 mm, with the
inspection of Coupon 5 yielding the highest error of only 1.3 mm. The results of Section 4
also highlight that the portable system and the immersion system yield a similar error over
the medium-sized, nominally 20 mm diameter, defect samples studied.

3.1. Defect Size Study

This first study presents the results for Coupons 1–3. These three coupons all have
the same defect type, that of a missing adhesive, but have diameters of missing adhesive
ranging from 7.9 mm to 40.8 mm. As can be seen in Figure 9, when properly gated, the
defect is clearly identifiable. The diameter is manually measured three times by forming a
best fit, in the visual sense, circle over the defect, and the average is then reported. For the
three coupons in Figure 9 with the small (7.9 mm), medium (19.0 mm), and large (40.8 mm)
diameter defects of the missing adhesive, the measured diameters using the ultrasound
signal are, respectively, 8.3 mm, 19.3 mm, and 41.4 mm. This is only an error of, respectively,
0.3 mm, 0.3 mm, and 0.4 mm. Recall that the step size is 0.1 mm in both the x1 and x2
directions; thus, the error is on the order of 3 to 4 pixels, similar in value to the estimated
beam spread of the focused signal. A study was not performed to identify if there is any
difference in accuracy in the index direction x1 or the scan direction x2, as the accuracy
of the present results is measurably better than in previous studies. It is worth noting
in the figures that the missing adhesive appears as a high-intensity signal. This is due
to the acoustic mismatch between the composite facesheet and the air located within the
honeycomb core region. The cell walls can be clearly seen within each of the three scan
data sets, as indicated by the hexagonal structure pattern throughout the image, except in
the region of the missing adhesive.

3.2. Defect Type Study

The second parameter of interest is the ability to differentiate between defect types.
Five different defect types were studied, and the results from the medium-sized defects,
which range from 19 to 20 mm in diameter, are presented in Figures 10 and 11. The
five types include two different types of foreign objects, Kapton and PTFE films, shown,
respectively, in Figure 10b,e, and in Figure 11a,c. Observe that the circular defects/features
are both visible in the gated C-scans on the back surface shown in Figures 10b and 11a, but
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it is the B-scan at the back wall of the facesheet that can be used to differentiate the material
type. Specifically, the Kapton film, shown in Figure 10e, has a soft acoustic reflection
at the back wall located around 1.2 mm into the coupon as sound can pass through the
interface between the Kapton and the surrounding material due to the light bonding of the
resin with the film. Conversely, the acoustic reflection for the PTFE insert is much higher
due to the lack of bonding between the PTFE and the surrounding polymer systems, as
observed in Figure 11c. The missing adhesive coupons, shown in Figure 10a,d, are the
clearest to see in the study, as the acoustic echo occurs earlier in time from the interface
between the back of the facesheet and the air trapped in the honeycomb. The crushed
honeycomb, Figure 10c,f, and the removed honeycomb, Figure 11b,d, are indistinguishable
from each other. Although there are subtle differences in the C-scans in Figures 10c and
11b, these are artifacts of the gating selected. Looking at the back wall of the B-scans in
Figures 10f and 11d, it is unclear if the differences are due to the different defect types or
the resulting variability in manufacturing.

Figure 9. C-scans of Coupons 1–3, (a) 7.9 mm diameter defect, (b) 19.0 mm diameter defect, and
(c) 40.8 mm diameter defect.

Figure 10. C-scans and B-scans for coupons with the nominal 20 mm diameter defect, (a) C-scan
for Coupon 2, missing adhesive, (b) C-scan for Coupon 5, Kapton FOD, (c) C-scan for Coupon 8,
missing honeycomb, (d) B-scan for Coupon 2, missing adhesive, (e) B-scan for Coupon 5, Kapton
FOD, (f) B-scan for Coupon 8, missing honeycomb.
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Figure 11. C-scans and B-scans for coupons with the nominal 20 mm diameter defect, (a) C-scan for
Coupon 11, PTFE FOD, (b) C-scan for Coupon 14, crushed honeycomb, (c) B-scan for Coupon 11,
PTFE FOD, (d) B-scan for Coupon 14, crushed honeycomb.

3.3. High-Resolution Capability and Variations in Adhesive Layer

This next study focuses on the small features present in the C-scan waveform between
the honeycomb cell walls seen in each of the previously shown C-scans. A sample with
a 20 mm diameter missing honeycomb defect is shown in Figure 12a. Observe the small
features on the length scale of 0.5 mm to 2 mm in the figure. These features have the same
spacing as the perforations shown in Figure 3 of the film adhesive and are clearly visible in
the final manufactured coupon. A second coupon with the same 20 mm diameter defect
was fabricated, but a roll-on adhesive was used instead of the perforated film. The roll-on
adhesive is significantly thicker than the film adhesive. During the elevated temperature
step of curing, the honeycomb cells are pressed into the adhesive, causing a wicking of the
resin on the honeycomb cell walls. This results in an apparent wall thickness significantly
larger for the roll-on adhesive than for the film adhesive, as can be observed in Figure 12b.
Of note is that the honeycomb pattern continues to be quite visible, but the crispness of the
cell walls no longer exists as the reflections are dominated by the resin surrounding the
honeycomb walls against the facesheet surface that wicked on the cell walls. Regardless,
the 20 mm diameter defect is clearly visible in both adhesive systems, as noted in Figure 12.

3.4. Comparison between Portable Inspection System and Immersion Inspection System

The final study is the comparison between the results taken from the high-resolution
immersion system and the portable immersion system. The former requires the submersion
of the coupon within water, whereas the portable system allows the coupon to be inspected
in the field or the manufacturing environment without submersion in water. The results
for Coupon 2, the missing film adhesive coupon with a 20 mm diameter defect, are shown
in Figure 13a for the immersion inspection, and the portable inspection system results
are shown in Figure 13b. The signal analysis methods of the captured data from both
forms of data collection are identical. Observe that in both cases, the defect identified is
graphically indistinguishable. Of note is that the smaller features, such as the cell walls and
the perforations in the film adhesive, remain observable and quantifiable, but the resulting
data set for analysis is not as clear for the portable system. Thus, the portable system can be
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readily used for the quantification of the primary defects sought after in the present study,
but the smaller (less than 1 mm feature sizes) may be more difficult to quantify.

Figure 12. C-scan comparison between coupon with a nominally 20 mm diameter missing honeycomb
defect made (a) with film adhesive with perforations and (b) with roll-on paste adhesive.

Figure 13. C-scan comparison between Coupon 2 with the inspection performed (a) in the immersion
tank and (b) in the portable scanning system.

4. Discussion

The results shown in the previous section indicate the ability to capture defects that
previously were considered undetectable using conventional ultrasound. Previous studies
using Shearography were able to identify the existence of certain defects, specifically the
largest defects investigated in the present study. Conversely, the present method allows for
the detection of smaller defects and extends earlier works to allow for the quantification of
the defect shape and size, as well as an empirical method to differentiate between defect
types. In addition, many of the current studies focus on the probability of detection, or POD.
In the present study, the medium-sized defects are often on the fringe of what is considered
detectable; thus, one would expect a POD around the range of 50%. Using our presented
method, we have a 100% POD over all samples studied, even the smallest defects which are
considered undetectable. More importantly, we can dimensionalize the defect, something
that is beyond the concept of POD but can be provided as a design tool for a structural
engineer. The results for the 15 coupons from Table 1 are provided in Table 2, where the
error is defined as the difference between the diameter measured using microscopy of the
defect and the diameter extracted from the waveform data using the methods presented in
Section 2. The error is defined as

Error ≡ ∣∣dmicroscope − dUT Inspection
∣∣ (8)
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Table 2. Measurement error from ultrasonic characterization for each coupon.

Coupon Defect Type
Diameter (mm)

Microscopy
Diameter (mm)

UT Results
Error
(mm)

1 Missing Adhesive 7.9 8.3 0.4
2 Missing Adhesive 19.0 19.2 0.2
3 Missing Adhesive 40.8 41.1 0.3
4 Kapton Film 4.7 5.1 0.4
5 Kapton Film 20.0 21.3 1.3
6 Kapton Film 40.3 40.8 0.5
7 Hole 5.7 6.3 0.6
8 Hole 18.8 18.4 0.4
9 Hole 34.8 35.0 0.2
10 PTFE Film 5.0 4.2 0.8
11 PTFE Film 20.0 20.5 0.5
12 PTFE Film 40.4 41.3 0.9
13 Crushed Hole 6.4 7.2 0.8
14 Crushed Hole 19.3 19.1 0.2
15 Crushed Hole 35.5 34.3 1.2

The diameter reported in Table 2 is taken from the average of three tests of the same
coupon to avoid any uncertainty due to human observations. A similar table is presented in
Table 3, comparing the results for defect quantification from the portable system and from
the immersion system. It was found that the average standard deviation by recharacterizing
the captured data set for the immersion and portable system was 0.4 mm and 0.5 mm,
respectively. The average error between the measured diameter between microscopy and
the ultrasound inspection is 0.6 mm across all coupons for the immersion system, and it is
1.1 mm for the portable system. This is not significantly greater than the repeatability of the
measurement itself of 0.4 mm. Thus, an improvement in resolution would be best obtained
by refining the analysis method step that bridges the filtered and processed C-scan from
Figure 8 to the quantification of the defect perimeter.

Table 3. Inspection results for coupons with a medium (nominally 20 mm) defect inspected with the
portable system and the conventional immersion system.

Coupon Defect Type
Diameter (mm)

Microscopy

Diameter (mm)
Immersion UT

Results

Diameter (mm)
Portable UT

Results

2 Missing Adhesive 19.0 19.2 20.3
5 Kapton Film 20.0 21.3 20.34
8 Hole 18.8 18.4 17.07

11 PTFE Film 20.0 20.5 18.7
14 Crushed Hole 19.3 19.1 18.58

When looking at the defect quantification from the portable system and the immersion
system, shown in Table 3, there is little difference between the results of the two systems.
The portable UT system tended to yield slightly larger or smaller diameters across various
defect types. For instance, it yielded the largest diameter measurements for missing
adhesive defects. However, in PTFE, film defects showed considerable variation in diameter
measurements between microscopy and portable UT. Additionally, the immersion system
is more accurate than the portable system in various types of defects except Kapton film. In
Kapton film, the portable system showed better results.

Of note in Table 2, there is no significant difference in the accuracy as a function of
the size, where the standard deviation of error by size ranges from 0.5 mm to 0.6 mm.
Conversely, there is an improvement in the accuracy for the missing adhesive coupons
relative to the remaining coupons, with the missing adhesive having a standard deviation
of error of 0.3 mm, whereas the standard deviation of the error for the coupons with missing
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honeycomb yields a value of 0.4 mm, and the remaining defect types yield a standard
deviation of the error of 0.7 mm.

5. Conclusions

The presented study demonstrates the effectiveness of ultrasonic testing (UT) in differ-
entiating between different defect types studied, including missing adhesive, embedded
films, and core holes for honeycomb core structures. What we were unable to do was to dif-
ferentiate between missing honeycomb and crushed honeycomb, but those two defect types
are of a similar nature in that the honeycomb is not present under the surface of the CFRP
facesheet. There is a high agreement between the characterized defect size measurements
between the presented UT results and the microscopy images, with a typical difference
between the methods of 0.6 mm. Of note, the ultrasonic immersion tank and portable
systems exhibited the same inspection conclusions and both systems could identify all
purposeful defects. Of interest was the unintentional identification of the film perforations
that were on the order of 1 mm, a feature considerably smaller than the features of primary
interest in the presented study. This is notable as it highlights the resolution capability of
the presented methodology.

Overall, the findings underscore the significance of ultrasonic NDT methods in defect
detection and characterization within honeycomb sandwich panels, with implications for
ensuring the safety, reliability, and performance of composite structures across various
industries. Moving forward, continued research and development in nondestructive
testing techniques will further advance the understanding and capabilities in assessing the
structural integrity of composite materials.
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Abstract: The design of sound-insulation schemes requires the development of new materials and
structures while also paying attention to their laying order. If the sound-insulation performance of
the whole structure can be improved by simply changing the laying order of materials or structures, it
will bring great advantages to the implementation of the scheme and cost control. This paper studies
this problem. First, taking a simple sandwich composite plate as an example, a sound-insulation
prediction model for composite structures was established. The influence of different material laying
schemes on the overall sound-insulation characteristics was calculated and analyzed. Then, sound-
insulation tests were conducted on different samples in the acoustic laboratory. The accuracy of the
simulation model was verified through a comparative analysis of experimental results. Finally, based
on the sound-insulation influence law of the sandwich panel core layer materials obtained from
simulation analysis, the sound-insulation optimization design of the composite floor of a high-speed
train was carried out. The results show that when the sound absorption material is concentrated in
the middle, and the sound-insulation material is sandwiched from both sides of the laying scheme, it
represents a better effect on medium-frequency sound-insulation performance. When this method
is applied to the sound-insulation optimization of a high-speed train carbody, the sound-insulation
performance of the middle and low-frequency band of 125–315 Hz can be improved by 1–3 dB, and
the overall weighted sound reduction index can be improved by 0.9 dB without changing the type,
thickness or weight of the core layer materials.

Keywords: sound insulation; sound-insulation material; sound absorption material; laying scheme;
optimal design; high-speed train

1. Introduction

In the noise control of high-speed trains, sound-insulation design is always very im-
portant. A high-speed train’s body is a complex multilayer composite structure, which
includes the body profile, inner plate and core layer materials (all kinds of sound absorp-
tion/insulation materials and damping materials). Its acoustic properties are influenced by
its mass, structure and material [1–3].

In order to achieve higher acoustic insulation performance, many studies were pro-
posed. For example, from the perspective of optimizing acoustic structure, Yao et al. [4,5],
taking typical cross-section mass and average sound transmission loss in the 400 to 3150 Hz
frequency band as the optimization objectives, carried out lightweight sound-insulation
design for the aluminum profile of the floor of a high-speed train, which improved the
average sound insulation and weighted sound insulation by 0.8 dB and 1.0 dB, respec-
tively, in the aforementioned frequency band. They also proposed a modal adaptive
damping treatment optimization design method that effectively improved the acoustic
and vibrational performance of the floor’s structure. Lin et al. [6] optimized the acoustic
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and vibrational performance of aluminum profiles from the aspects of the acoustic bridge,
plate thickness, structural materials, etc., and obtained a structure with better acoustic and
vibrational performance. Zhang et al. [7] used the wavenumber finite element method and
the wavenumber boundary element method to study the influence of core sections of rectan-
gular, triangular and trapezoidal trusses on sound transmission loss of aluminum profiles
in detail. Jacek et al. [8] proposed the composite floor with a dry floating screed and a sus-
pended ceiling, which achieved satisfactory results in airborne and impact sound insulation.
Li et al. [9] proposed an orthogonally rib-stiffened honeycomb double sandwich structure
with periodic arrays of shunted piezoelectric patches, which can improve the low-frequency
sound insulation of the aircraft cabin and broaden the sound-insulation bandwidth.

There are also some studies from the perspective of new materials, such as by Hu et al. [10],
who analyzed the influence of honeycomb core specifications, panel materials and glass
bead modification on the sound-insulation performance of honeycomb sandwich panels by
using the hot-pressing method and the four-sensor impedance tube method, providing data
support for the selection of train body materials. Kim et al. [11,12] evaluated the sound-
insulation performance of honeycomb composite panels and discussed the feasibility of
replacing traditional corrugated steel plates with honeycomb composite panels in a car
body. They also improved the sound-insulation effect by placing polyurethane foam
in the aluminum cavity of a high-speed train’s body. Kaidouchi et al. [13] studied the
sound-insulation performance of an in-plane honeycomb sandwich structure in aerospace
applications and found that glass-fiber-reinforced polymer cores with fiber-reinforced
plastic facing materials have better vibro-acoustic and sound transmission characteristics.
Kang et al. [14] proposed an elastic layer with a low specific modulus in the middle of the
core layer, which can significantly improve the broadband sound-insulation performance
of the panel. Liu et al. [15] put forward the selection principle of aluminum profile surface
damping material, which can predict the sound-insulation performance of an aluminum
extrusion plate at the initial stage of design or put forward suggestions for improvement.
Zhang et al. [16] designed a lightweight, low-frequency acoustic metamaterial (beam-
like resonator) for low-frequency noise and vibration control based on the multiparameter
optimization method, which has an obvious effect on the low-frequency noise and vibration
control of a high-speed train’s floor structure.

To sum up, the existing research mainly improves the sound-insulation performance
through material modification and structural design. However, the laying order of different
materials and different structures also has an important effect on the sound insulation of
the whole structure, which was often ignored in the previous research. In addition, the
application of a new structure and new materials also involves a lot of new problems, such
as the need to redesign space and weight accounting, recheck the strength and recheck
the fire rating and insulation performance. This brings higher research, development
and verification costs. If the sound-insulation performance of the whole structure can be
improved simply by changing the placement sequence of materials or structures, it will
bring great advantages to the implementation of the scheme and cost control.

Compared with previous studies, the research in this paper is different in that it can
improve the sound-insulation performance by changing only the laying sequence of core
layer materials without changing the type, thickness and density of core layer materials
in the structure. Relatively speaking, this approach has almost no change to the space,
thickness, weight and material type of the structure. It will bring great advantages to
the implementation of the program and cost control and has a high engineering practical
significance. In Section 2, taking a simple sandwich composite board as an example, the
influence of changing the material laying order on the overall sound-insulation character-
istics is simulated and analyzed. In Section 3, experiments are carried out to verify the
simulation results of the previous section. In Section 4, the research results are applied to
the sound-insulation optimization design of a high-speed train’s floor structure, and the
optimization effect is evaluated.
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2. Simulation Study on the Effect of Core Layer Material Laying Order on Sandwich
Composite Panel Sound Insulation

In Figure 1, a section diagram of a high-speed train’s floor structure is provided. It
can be seen that the outside of the floor structure has an aluminum profile; the inside is
the inner floor; and the middle is the core layer material, which is similar to a sandwich
structure on the whole. Therefore, this paper first takes a simple sandwich composite board
as the object to explore the effect of the laying sequence of core layer materials on the
overall sound-insulation characteristics, which can provide guidance for the subsequent
sound-insulation design of high-speed train floor structures.

Figure 1. Section of a high-speed train’s floor structure.

As shown in Figure 2, under the premise that the total thickness, weight and type of
core layer materials remain unchanged, there are four different laying sequences: (1) sound
insulation and absorption materials are uniformly stacked alternately; (2) sound-insulation
materials and sound-absorbing materials are stacked separately; (3) the sound-insulation
materials are concentrated in the middle, and the sound-absorbing material is distributed
on both sides; (4) sound-absorbing materials are concentrated in the middle, and sound-
insulation materials are distributed on both sides. In this section, corresponding compar-
ative calculation conditions are set for these four situations to explore their influence on
sound insulation.

2.1. Sound Insulation Prediction Model

Statistical energy analysis (SEA) is an effective method for acoustic modeling and
prediction [17] that is often used in the field of sound insulation [18–20]. The whole system
is composed of a number of statistical subsystems, and the external incentive is applied to
obtain a quick response from the system. This is realized by using the commercial software
VA One [21].

The sound cavity–sandwich plate–sound cavity insulation prediction model was
established in the software VA One, as shown in Figure 3. The dimensions of both cavities
are 1.0 m × 1.0 m × 1.0 m. A reverberation field is applied to one of the cavities to simulate
the source excitation and to the other cavity to simulate the receiving side. The length and
width of the sandwich plate are 1.0 m × 1.0 m, and it is composed of a skin substrate and
core layer material (sound insulation material and sound-absorbing material), which can
be realized by using the acoustic package [22–24] in the software, as shown in Figure 4.
Model verification was carried out before starting the model.
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(a) (b) 

 
(c) (d) 

Figure 2. Four typical material laying schemes. (a) Scheme #1; (b) Scheme #2; (c) Scheme #3;
(d) Scheme #4.

Figure 3. Sound insulation prediction model of sandwich composite plate.
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Figure 4. Sound package setup.

The sound insulation of the plate structure is defined as follows:

TL = L1 − L2 + 10 log10
S
A

(1)

where L1 and L2 are the average sound pressure levels of the source chamber and the
receiving chamber; S is the area of the sample; and A is the sound absorption coefficient of
the receiving room, which can be obtained by testing the reverberation time of the receiving
room according to Equation (2).

A =
0.16V2

T
(2)

Here, V2 is the volume of the receiving chamber, and T is the reverberation time of
the receiving room. The relationship between the reverberation time and the damping loss
factor of the receiving chamber is as follows:

η =
2.2
T f

(3)

In SEA, the difference in sound pressure level between the external and internal
cavities is related to the energy density ratio of the two cavities:

L1 − L2 = 10 log10
E1/V1

E2/V2
(4)

By substituting Equations (2)–(4) into Equation (1), the sound insulation calculation
results can be obtained, as shown in Equation (5).

TL = 10 log10

(
E1

E2

27.5πS
ωV1η

)
(5)

After obtaining the calculation result of the sound-insulation frequency curve, the
weighted sound reduction index Rw is further calculated according to the standard [25],
which is used as the single value evaluation quantity to evaluate the overall sound-
insulation level of the sample.
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2.2. Research Schemes and Results Analysis

The hard rubber and light glass wool provided in the software are used as the sound-
insulation and absorption materials in the core layer, and a total of two comparison groups
are set. In comparison to Group #1 and #2, a 2 mm aluminum plate and 4 mm thick plywood
were used as the skin baseplate, respectively. Then, four samples with the same type of core
layer materials, equal weight and thickness were set as the comparison schemes for each
comparison group, and the difference was only in their laying order. Table 1 shows the basic
parameters of the skin and core materials involved in the model. Tables 2 and 3, respectively,
give the concrete laying schemes of the core layer materials of the two comparison groups.

Table 1. Basic parameters of materials in the model.

Parameters Aluminum Plate Plywood Hard Rubber Light Glass Wool

Density (kg/m3) 2700 700 1100 16
Elasticity modulus (GPa) 71.0 6.0 2.3 \

Poisson’s ratio 0.33 0.25 0.49 \
Porosity \ \ \ 0.99

Flow resistivity (N.s/m4) \ \ \ 9000

Table 2. Material composition of each research scheme in Group #1.

No. Sample #1-1 Sample #1-2 Sample #1-3 Sample #1-4

Core layer material
composition

10 mm light glass wool
4 mm hard rubber 15 mm light glass wool

2 mm hard rubber

2 mm hard rubber

30 mm light glass wool10 mm light glass wool

30 mm light glass wool

4 mm hard rubber

2 mm hard rubber
15 mm light glass wool

10 mm light glass wool 2 mm hard rubber

Table 3. Material composition of each research scheme in Group #2.

No. Sample #2-1 Sample #2-2 Sample #2-3 Sample #2-4

Core layer material
composition

20 mm light glass wool
2 mm hard rubber 30 mm light glass wool

1 mm hard rubber

1 mm hard rubber

60 mm light glass wool20 mm light glass wool

60 mm light glass wool

2 mm hard rubber

1 mm hard rubber
30 mm light glass wool

20 mm light glass wool 1 mm hard rubber

As can be seen from Tables 2 and 3, Samples #1-1 and #2-1 are laid alternately in the
core layer with sound-insulation materials and sound-absorbing materials. Sample #1-2 and
#2-2 are separated soundproof materials and sound-absorbing materials; Sample #1-3 and
#2-3 are soundproof materials placed in the middle of the core layer and sound-absorbing
materials placed on both sides; in both Samples #1-4 and #2-4, soundproof materials are
placed on both sides of the core layer, and sound-absorbing materials are concentrated in
the middle of the core layer.

Figure 5a,b, respectively, show the sound-insulation calculation results of the com-
parison Groups #1 and #2. As can be seen from Figure 5a, the four samples have little
difference at frequencies below 160 Hz and above 800 Hz, and the difference is mainly in
the middle-frequency band between 200 Hz and 630 Hz. Among them, Sample #1-1 has the
lowest intermediate frequency sound insulation; compared with Sample #1-1, the increase
in Sample #1-3 is 9–13 dB in the frequency band 400–630 Hz. Compared with Sample
#1-3, the increase in Sample #1-2 is 6–13 dB at 200–400 Hz, but a slight decrease occurs at
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630–800 Hz. Compared with Sample #1-2, Sample #1-4 has an increase of nearly 2 dB at
200–800 Hz. From the perspective of the overall weighted sound reduction index Rw, the
order of the four sample values is consistent with the quality of the intermediate frequency
sound-insulation level. The law in Figure 5b is basically similar to that in Figure 5a, and it
is not repeated.

Rw

Rw

Rw

Rw

 

Rw

Rw

Rw

Rw

 
(a) (b) 

Figure 5. Calculation results of influence of material laying order on sandwich plate sound-insulation.
(a) Group #1; (b) Group #2.

Furthermore, combined with the material composition of each sample, it can be found
that the quality of intermediate frequency sound insulation has the greatest relationship
with the concentration of sound-absorbing materials. The relationship is basically positive.
Taking comparison Group #1 as an example, the total thickness of the sound-absorbing
materials in 4 samples is 30 mm. Sample #1-1 is divided from 2 acoustic layers into 3 thin
sound-absorbing layers with a thickness of 10 mm. Sample #1-3 is divided by a soundproof
layer into 2 thin sound-absorbing layers with a thickness of 15 mm. The sound-absorbing
layer of Sample #1-2 is not divided but placed separately from the sound-insulation layer
without them crossing each other. The sound-absorbing layers of Sample #1-4 are also not
divided but sandwiched between two soundproof layers.

The above calculation results show that for simple sandwich composite panels, the
sound-insulation characteristics of the whole structure are only affected if the laying
sequence is changed under the premise that the type, thickness and weight of the core layer
materials are unchanged. Among them, the sound absorption material is centrally placed,
significantly improving the intermediate frequency sound insulation’s performance. This
is caused by the variation in sound absorption properties of the material’s thickness. As
shown in Figure 6a,b, the measured results of the sound absorption coefficient with varying
thicknesses of two porous materials are provided. It can be seen that with the increase in
material thickness, the optimal frequency band of the sound absorption coefficient moves
in the low-frequency direction, and the frequency band with the largest increase in the
sound absorption coefficient happens to be located in the middle-frequency band of the
sound absorption curve. In addition, the sound-insulation material is divided and evenly
placed on both sides of the sound absorbing material, close to the skin substrate, which can
further improve the level of sound insulation, but the improvement is not large.
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(a) (b) 

Figure 6. Variation in sound absorption coefficient with the thickness of the porous material.
(a) Superfine glass wool (Volume–weight 60 kg/m3); (b) Polyurethane foam (Volume–weight
10 kg/m3).

3. Test Verification

Based on the double reverberation chamber method [26], the simulation calculation
results in Section 2 were tested and verified. As shown in Figure 7, the test sample size
was 1 m2, which was installed in the sound-insulation hole, and the surrounding area was
sealed well with oil sludge. The sound source room and the receiving room were each
equipped with 6 microphones. Before the test, a technical inspection of the number and
positions of loudspeakers and microphones in the source room was completed. During the
test, a diffused sound field of more than 100 dB was applied in the source room by using
an undirected speaker, and the average sound pressure levels L1 and L2 of the source room
and the receiving room were measured. The test frequency ranged from 100 Hz to 5000 Hz.

  
(a) (b) 

Figure 7. Sound-insulation test site. (a) Source room; (b) Receiving room.

Two test comparison groups, #3 and #4, were set up, and two samples were set up
in each comparison group, as shown in Table 4. Figure 8 shows the section of the basic
sound-absorbing materials and sound-insulation materials involved. Melamine and carbon
fiber cotton are both soft and porous materials that are often used to fill the core layer of
train body structure and can play the role of thermal insulation and sound absorption.
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Soundproof pads are often used to increase the sound-insulation level for composite
structures. The two types of sound-insulation pads used in this paper have different
thicknesses and hardness.

Table 4. Material composition of each scheme for Groups #3 and #4.

No.
Group #3 Group #4

Sample #3-1 Sample #3-2 Sample #4-1 Sample #4-2

Core layer material
composition

10 mm melamine 2 mm A-type
soundproof pad 10 mm carbon fiber cotton 2 mm B-type soundproof

pad

2 mm A-type
soundproof pad 10 mm melamine 1 mm B-type soundproof

pad 10 mm carbon fiber cotton

10 mm melamine 10 mm melamine 10 mm carbon fiber cotton 10 mm carbon fiber cotton

2 mm A-type
soundproof pad 10 mm melamine 1 mm B-type soundproof

pad 10 mm carbon fiber cotton

10 mm melamine 2 mm A-type
soundproof pad 10 mm carbon fiber cotton 2 mm B-type soundproof

pad

    

Figure 8. Cross-sections of the basic materials.

The cross-sections of the samples are shown in Figure 9. In terms of materials, the two
comparison groups had different skin baseplates, sound-insulation materials and sound-
absorbing materials. Among them, Group #3 was made with a 2 mm aluminum plate as
the skin baseplate and an A-type soundproof pad and melamine as sound-insulation and
sound-absorbing materials in the core layer. In Group #4, a 1 mm steel plate was used as
the skin baseplate, and a B-type soundproof pad and carbon fiber cotton were used as the
sound-insulation and sound-absorbing materials in the core layer. In terms of the laying
sequence of core layer materials, Sample #3-1 and Sample #4-1 were laid alternately with
sound-insulation materials and sound-absorbing materials. However, Sample #3-2 and
Sample #4-2 both concentrated sound-absorbing materials in the middle of the core layer
and sound-insulation materials on both sides of the core layer.

Figure 10 shows the test results of comparison Groups #3 and #4. As can be seen
from Figure 10a, compared with Sample #3-1, the sound insulation of Sample #3-2 is
significantly improved at 160–1000 Hz, and the improvement amount even reaches 12 dB in
the frequency band 400–500 Hz. Overall, the weighted sound reduction index Rw increased
by 4.8 dB. The law shown in Figure 10b is similar to that in Figure 10a, so it is not repeated.

The experimental results of the simple sandwich composite plate proved that the simu-
lation results of the previous section are correct. This indicates that, compared with “sound
insulation materials and sound absorbing materials alternately placed”, the material laying
scheme of “sound absorbing materials concentrated in the middle and sound insulation
materials placed on both sides” is more conducive to the sound-insulation performance’s
improvement in the middle-frequency band and is very beneficial to the overall weighted
sound reduction index’s improvement.
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Figure 9. Cross-sections of the test samples.

Rw

Rw

 

Rw

Rw

 
(a) (b) 

Figure 10. Experimental results of Group #3 and #4. (a) Group #3; (b) Group #4.

4. Optimization Design of Floor Sound Insulation for High-Speed Train

With reference to the research conclusion of the simple sandwich composite plate
mentioned above, the floor structure of a high-speed train, shown in Figure 1, was taken as
an example for carrying out the sound-insulation optimization design.

As shown in Table 5, the first column provides the core layer material composition
of the original Structure #0 of the high-speed train’s floor. It can be seen that in the
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original structure, sound-insulation materials and sound absorbing materials are basically
in alternate laying form; then, the second column follows the principle of “sound-absorbing
materials are placed centrally in the middle and sound-isolating materials are placed
on both sides”, and the laying sequence of the core layer materials is adjusted to form
sound-insulation optimization Structure #1. The cross-section of each structure is shown in
Figure 11.

 

Figure 11. Cross-section of each floor structure.

Figure 12 shows the sound-insulation test results of each structure in Table 5. As can be
seen from the figure, compared with the original floor Structure #0, the type, thickness and
weight of the core layer materials of the floor optimization Structure #1 remain unchanged.
However, the change in the materials’ laying order causes the middle and low-frequency
of 125–315 Hz to increase by 1–3 dB and the overall weighted sound reduction index Rw to
increase by 0.9 dB.

According to the mass law, 9.9 kg of weight is needed to increase the sound insulation
of this floor structure (total weight 90.6 kg) by 0.9 dB. However, by adjusting the laying
sequence of the core materials, a 0.9 dB improvement in sound insulation can be achieved
without adding weight, which is the main contribution of this study.

 Rw

Rw

Figure 12. Sound-insulation optimization results for a high-speed train’s floor structure.
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Table 5. Material composition of the original and optimized floor structure of a high-speed train.

No. Original Structure #0 Optimized Structure #1

Core layer material
composition

5 mm soundproof pad #1 5 mm soundproof pad #1
10 mm sound-absorbing material #1 10 mm sound-absorbing material #1

3 mm soundproof pad #2 20 mm sound-absorbing material #2
20 mm sound-absorbing material #2 15 mm sound-absorbing material #3

2 mm soundproof pad #3 3 mm soundproof pad #2
15 mm sound-absorbing material #3 2 mm soundproof pad #3

Weight (kg) 24.6 24.6
Thickness (mm) 55.0 55.0

5. Conclusions

In this study, traditional insulation and sound-absorbing materials in a sandwich
composite structure were taken as the object to study the influence of different material
laying orders on the overall sound-insulation characteristics, and a high-speed train’s body
structure was taken as an example to implement the sound-insulation design. The results
are summarized as follows:

1. For a simple sandwich composite structure, the core layer material laying strategy of
“laying sound-absorbing materials in the middle and sound-insulation materials on
both sides” has a better effect on sound insulation for low and medium frequencies,
and the increase is even more than 10 dB around 400 Hz, compared with “alternating
laying of sound-absorbing materials and sound-insulation materials”. Furthermore,
for the overall weighted sound reduction index Rw, it can be increased by more than
4 dB.

2. The core layer material laying strategy of “laying sound-absorbing materials in
the middle and sound-insulation materials on both sides” is applied to the sound-
insulation design of the high-speed train carbody. Under the premise of not changing
the type, thickness and weight of materials, the low and medium frequency sound
insulations of 125–315 Hz are improved by 1–3 dB, and the overall weighted sound
reduction index Rw is improved by 0.9 dB.

3. By changing the laying sequence of the core layer materials, the sound-insulation
performance of the composite structure can be improved without any change to the
space, thickness, weight and material type of the structure. It is easy to implement, is
low cost and has high engineering practical value.
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Experimental Analysis of the Influence of Carrier Layer
Material on the Performance of the Control System of a
Cantilever-Type Piezoelectric Actuator
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Faculty of Mechanical Engineering and Robotics, AGH University of Krakow, al. A. Mickiewicza 30,
30-059 Krakow, Poland; dariusz.grzybek@agh.edu.pl; Tel.: +48-126173080

Abstract: The subject of this article is an experimental analysis of the control system of a composite-
based piezoelectric actuator and an aluminum-based piezoelectric actuator. Analysis was performed
for both the unimorph and bimorph structures. To carry out laboratory research, two piezoelectric
actuators with a cantilever sandwich beam structure were manufactured. In the first beam, the carrier
layer was made of glass-reinforced epoxy composite (FR4), and in the second beam, it was made of
1050 aluminum. A linear mathematical model of both actuators was also developed. A modification
of the method of selecting weights in the LQR control algorithm for a cantilever-type piezoelectric
actuator was proposed. The weights in the R matrix for the actuator containing a carrier layer made
of stiffer material should be smaller than those for the actuator containing a carrier layer made of
less stiff material. Additionally, regardless of the carrier layer material, in the case of a bimorph, the
weight in the R matrix that corresponds to the control voltage of the compressing MFC patch should
be smaller than the weight corresponding to the control voltage of the stretching MFC patch.

Keywords: piezoelectric actuator; macro fiber composite; sandwich beam; LQR control algorithm

1. Introduction

A piezoelectric actuator is a device that uses the inverse piezoelectric effect to convert
electrical energy into mechanical energy: because of this energy conversion, motion of the
mechanical component of the actuator is generated [1]. One of the mechanical components
used in piezoelectric actuators is the cantilever beam [2]. Two basic types of cantilever
beam structure can be distinguished: unimorph and bimorph. The unimorph is a structure
in which there is one layer of piezoelectric material and one carrier layer. The bimorph
is a structure with two layers of piezoelectric material and one carrier layer [3], or with
two layers of piezoelectric material alone [4]. Some researchers use the name “triple-
layer” instead of the name “bimorph” [5]. In the unimorph and bimorph structures of
the cantilever beam, the layers are usually glued together [6]. In the case of a structure
containing a carrier layer, the motion of the cantilever beam is generated by creating tensile
or compressive stresses in this carrier layer through the interaction of the piezoelectric layer
(unimorph) or two layers (bimorph).

In both the unimorph and the bimorph, the piezoelectric layers can be made of dif-
ferent materials. The piezoelectric materials used can be divided into three main groups:
(1) piezoelectric ceramics, usually lead zirconate titanate (PZT) [7]; (2) piezoelectric com-
posites, usually type P1 macro fiber composite (MFC) made from PZT fibers and warp
of nonpiezoelectric polymers [8]; and (3) piezoelectric polymers, usually polyvinylidene
fluoride (PVDF) [9]. The first fundamental difference in the use of these piezoelectric
materials is due to the relationship between energy conversion efficiency and brittleness.
Piezoelectric ceramics are characterized by the highest energy conversion efficiency but are
at the same time the most fragile compared to composites or polymers [10]. On the other
hand, piezoelectric polymers are the most flexible but have the lowest energy conversion
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efficiency compared to ceramics and composites [9]. Composites have lower energy conver-
sion efficiency than ceramics but are more resistant to destruction due to deformations [11].
The second fundamental difference in the use of these piezoelectric materials in the can-
tilever beams of the actuators results from the relationship between the direction of the
stress generated in the carrier layer by the piezoelectric layer or layers and the direction of
polarization of the piezoelectric layer or layers. When piezoelectric ceramics and polymers
are used, the polarization direction of the piezoelectric layer or layers is perpendicular to
the direction of stress generated in the carrier layer. When the composite MFC type P1 is
used, the direction of stress is parallel to the direction of polarization. This difference leads
to the fact that the conversion of electrical energy into mechanical energy in actuators with
the use of PZT is described by the piezoelectric coefficient d31, and in actuators with the
use of MFC type P1 by d33. Nguyen et al. [12] also noticed that MFC has better dynamic
actuation than the bulk PZT type for the range of high frequency.

The carrier layer of the cantilever beam in piezoelectric actuators is made of materials
that can be divided into two main groups: (1) metals, and (2) composites. The metals used
in the cantilever structure are primarily aluminum alloys [13], brass [14], beryllium [15],
and steel [16]. The composite used is primarily glass-reinforced epoxy composite (FR4) [17].
The use of a stiffer material in the carrier layer leads to a decrease in the value of the
cantilever beam tip motion generated [18]. The tip motion of the cantilever beam made
from aluminum is larger in comparison to the motion of actuators made from steel or copper;
however, this difference decreases as the thickness of the carrier layer decreases [19]. In
general, for the same geometrical dimension and under the same applied electric field,
the lower the stiffness of the material of the carrier layer in the cantilever beam of the
piezoelectric actuator, the greater displacements of this cantilever beam tip are generated.
On the other hand, the application of a carrier layer with greater stiffness leads to a
generation of larger blocking forces [20]. The choice of carrier layer material can also affect
other areas of actuator operation [21].

Nowadays, research on control systems of cantilever-type piezoelectric actuators
focuses mainly on the compensation of nonlinear phenomena: hysteresis [22] and/or
creep [23]. Mathematical models of the aforementioned nonlinear phenomena, proposed
by the authors, expand a linear model, which can be lumped [24] or continuous [25].
Continuous models are the direct basis for prototyping control laws, which use state space:
LQR [26] and LQG [27]. In published research results, a continuous model is usually
constructed for only one selected material of the carrier layer. It should be noted that
the influence of the difference between the Young’s modulus of the carrier layer and the
piezoelectric layer is considered in energy harvesting models [28].

There are no research results presented in the available literature regarding the influ-
ence of the material of the carrier layer on the selection of weights in linear LQR control.
Most often, these weights are selected by the trial-and-error method for one selected carrier
material. Among the few other methods for one selected carrier material, the following can
be distinguished: Ebrahimi-Tirtashi et al. [25] used Bryson’s rule; Wang et al. [26] noticed
that the initial values of the weights should be chosen as the desired maximum squared
values under the steady states and inputs; Tian et al. [29] proposed a genetic algorithm
for weights selection. In this article, an experimental analysis of the impact of the carrier
layer material on actuator performance was carried out. Based on the results of laboratory
experiments, a modification of Bryson’s rule of weights selection in matrix R was proposed.
The modification enabled effective control regardless of the material of the supporting layer,
the maximum set value of the actuator displacement, and the duration of this set value at a
constant level.

2. Materials and Methods

2.1. Materials

Two manufactured piezoelectric cantilever sandwich beams were the research objects.
The beams differed in the material of the carrier layer. In the first beam, the carrier layer
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was made of glass-reinforced epoxy composite (FR4), produced by W.P.P.H.U. HATRON
S.C., Kraków, Poland, and in the second beam, it was made of 1050 aluminum. The schema
of the cross-section of both cantilever beams is shown in Figure 1 and a view of one of the
produced cantilever beams in Figure 2.

 
Figure 1. Schema of a cross-section of a cantilever beams: 1—longitudinal axis of the beam, 3—
transverse axis of the beam.

 

Figure 2. Produced cantilever beam containing aluminum carrier layer.

Each cantilever beam consisted of one carrier layer and two piezoelectric layers.
Patches of macro fiber composite (MFC) type P1 [30], produced by Smart Material Corp.,
Sarasota, FL, USA, were used as piezoelectric layers. The MFC patches were symmetrically
glued to both sides of the carrier layer. Epoxy adhesive DP490 [31], produced by the 3M
company, Saint Paul, MN, USA, was used to create a glued connection between the MFC
patches and the carrier layer. The geometric properties of the manufactured cantilever are
presented in Table 1.

Table 1. Dimensions of manufactured cantilever beams (in mm).

MFC Patch Carrier Layer

Dimension Symbol Value Dimension Symbol Value

Total length lmfc 100 Length lc 120
Total width wmfc 20 Width wc 20

Total thickness tmfc 0.3 Thickness tc 1
Active part length lmfca 85
Active part width wmfca 14

Active part thickness tmfca 0.18
Passive part length lmfcp 15

Passive part thickness tmfcp 0.12
Distance between electrodes tmfce 0.5
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2.2. Laboratory Research Method

The motion of the beam was forced by using a system consisting of a computer with
MATLAB Simulink software, an A/D board, and a voltage amplifier. The generation of con-
trol voltage waveforms, which were supplied to the MFC patch/patches, was performed in
the 2019b version of the MATLAB Simulink program, in which the solver ode1 was used to
perform the calculations. A fixed-step equal to 0.001 s was used in these calculations to ob-
tain real-time calculations. The generated voltage waveforms were sent to the TD250-INV
voltage amplifier, produced by PiezoDrive company, Shortland, Australia, in real time. The
voltages were sent in real time using an RT_DAC/Zynq A/D board, manufactured by IN-
TECO company Kraków, Poland, integrated with a dedicated MATLAB toolbox described
in [32]. The TD250-INV voltage amplifier generated from one to two control voltages in
the range from −500 V to +500 V. In all laboratory experiments, the displacement of one
point in the cantilever beam structure was measured. The distance between the measured
point and the beam fixing was 110 mm. The measurement system contained an LG5B65PI
laser sensor of displacement, produced by BANNER company, Minneapolis, MN, USA,
and the aforementioned RT_DAC/Zynq A/D board, which enabled data acquisition in
real time. The LG5B65PI laser sensor had a measurement resolution equal to 40 microns for
the measurement at a frequency equal to 450 Hz, and the analog linearity was ±10 microns.
The measurement system schema is shown in Figure 3.

Figure 3. Schema of measurement system.

The actuator temperature was measured using the Flir E40 thermovision camera
during the longest experiments, which lasted 26 s. No observable temperature changes
were noted between the beginning and end of the experiment. Temperature changes affect
the electrical impedance of the piezoelectric layer [33,34], but the position error of the
actuator resulting from warm-up only appears where the actuator is excited for a long time,
and even then, this error is very small [35].

2.3. Simulation Research Method

Simulation experiments were carried out in the 2019b version of the MATLAB Simulink
program, in which the solver ode23tb was used to perform the calculations. A variable-
step was used in these calculations. The ode23tb algorithm is an implementation of the
TR-BDF2 method, which is a combination of trapezoidal and second-order backward
differentiation [36]. The purpose of the simulations was to determine the displacement of
the tip of the cantilever beam caused by an applied control voltage, of which the values
were assumed in advance, to one (unimorph) or two MFC patches (bimorph). A variable-
step was used in the simulation research because only such a step enabled the simulation
of the operation of the actuator described by a mathematical model containing matrixes of
very large sizes. The simulations did not attempt to obtain the real-time response of the
modeled system.

279



Materials 2024, 17, 96

3. Mathematical Model of Piezoelectric Actuator and Synthesis of Control System

3.1. Piezoelectric Actuator

The displacements of selected points in the cantilever beam structure were calculated
using a mathematical model, which was built on the basis of two methods: Finite Ele-
ment Method (FEM) and State Space Method. FEM was used because a tip mass does
not occur [37]. The mathematical model was built in two stages: (1) determination of
stiffness matrix Kg and mass matrix Mg for the assumed number of finite elements; and
(2) determination of state matrix A, control matrix B, output matrix C, and feed-through
matrix D.

The structure of the cantilever beam, which is shown in Figure 1, was divided into
48 finite elements, each of a length equal to 2.5 mm. As a result of this division, 49 nodes
were created. A total of 48 nodes had two degrees of freedom, and one node, which was in
the beam fixing, had zero degrees of freedom. A motion equation can be given by [25]:

Mg

••
d(t) + Cg

•
d(t) + Kgd(t) = E1V1(t) + E2V2(t) (1)

where Mg is a global mass matrix (dimensions: 96 × 96 for 48 nodes), Cg is a global damping
matrix (dimensions: 96 × 96 for 48 nodes), Kg is a global stiffness matrix (dimensions:
96 × 96 for 48 nodes), E1 (dimensions: 96 × 1 for 48 nodes) and E2 (dimensions: 96 × 1
for 48 nodes) are localization matrixes of forces generated by the upper MFC patch and
the bottom MFC patch, V1 and V2 are voltages applied to the upper MFC patch and the
bottom MFC patch, and d is a vector of vertical (w) and rotational (ϕ) displacements:
d = [w, ϕ]T of node. Local mass matrixes Ml and local stiffness matrixes Kl were calculated
as follows [26]:

Ml = Mlc + 2Mlmfc Kl = Klc + 2Klmfc (2)

where Mlc and Klc are local mass and stiffness matrixes of the carrier layer, and Mlmfc and
Klmfc are the local mass and stiffness matrixes of MFC:

Mlc =
ρcAcle

420

⎡⎢⎢⎣
156 22le 54 −13le
22le 4l2e 13le −3l2e
54 13le 156 −22le

−13le −3l2e −22le 4l2e

⎤⎥⎥⎦ Klc =
EcηIc

le

⎡⎢⎢⎣
12 6le −12 6le
6le 4l2e −6le 2l2e
−12 −6le 12 −6le
6le 2l2e −6le 4l2e

⎤⎥⎥⎦

Mlmfc =
ρmfcAmfcle

420

⎡⎢⎢⎣
156 22le 54 −13le
22le 4l2e 13le −3l2e
54 13le 156 −22le

−13le −3l2e −22le 4l2e

⎤⎥⎥⎦ Klmfc =
EmfcηImfc

le

⎡⎢⎢⎣
12 6le −12 6le
6le 4l2e −6le 2l2e
−12 −6le 12 −6le
6le 2l2e −6le 4l2e

⎤⎥⎥⎦
(3)

where ρc is the density of the carrier layer, Ac is the cross-section area of the carrier layer,
le is the length of the finite element, Ec is Young’s modulus of the carrier layer, Ic is the
moment of inertia of the carrier layer, ρmfc is the density of the MFC patch, Amfc is the
cross-section area of the MFC patch, Emfc is Young’s modulus of the MFC patch, Imfc is the
moment of inertia of the MFC patch, and η is the ratio of the piezoelectric material elastic
constant to that constant of the carrier layer material:

η =
Ymfc
Yc

(4)

A global damping matrix was calculated as proportional damping in the Rayleigh
form [38]:

Cg = αMg + βKg (5)

where α and β are the dimensionless coefficients, which were selected experimentally.
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Considering that both the upper MFC and the bottom MFC are equidistant from the
neutral axis of the cantilever beam, the bending moment can be calculated in the same way
for both MFCs. The bending moment per unit length generated by each MFC patch in the
vertical axis (axis 1 in Figure 1) is calculated as follows:

Mbi(t) = γ

∫ 1
2 tcr+tmfca

1
2 tcr

d33aY33a
Vi(t)
tmfce

wmfcaydy =
1
2
γd33aYmfca

Vi(t)
tmfce

wmfca

(
tcrtmfca + t2

mfca

)
(6)

where γ is the ratio of the smaller Young’s modulus to the larger one for a pair of two
materials (the active part of the MFC patch and the carrier layer (ratio Yc/Ymfca for the
composite carrier layer and Ymfca/Yc for the aluminum carrier layer)), and tcr is the carrier
layer thickness increased by half the thickness of the passive layer in the MFC patch. It was
assumed that an equivalent concentrated force is applied, which generates the value of the
bending moment calculated according to (6), at the center of gravity of each MFC patch.
Therefore, the equivalent concentrated force generated by the MFC patch in the direction
of axis 1, acting on the cantilever beam, can be given by

Pi(t) =
Mbi(t)

0.5(l mfca + lmfcp

) (7)

The point of application of the equivalent concentrated force was also assumed at the
center of gravity of the MFC patch, which is located at the 20th node (distance 50 mm from
beam fixing). The matrixes of forces localization for the upper MFC (E1) and the bottom
MFC (E2) [39] are calculated as follows:

E1 = 1
2γd33aYmfca

1
tmfce

wmfca
(
tcrtmfca + t2

mfca
)[

Θ1×38 ε1 Θ1×57
]T

E2 = 1
2γd33aYmfca

1
tmfce

wmfca
(
tcrtmfca + t2

mfca
)[

Θ1×38 −ε2 Θ1×57
]T (8)

where ε1 is a coefficient showing the contribution of the stretching MFC in generating
the motion of the cantilever beam (it was assumed that the value of this parameter will
be 1 in simulation studies), and ε2 is a coefficient showing the contribution of the com-
pressing MFC in generating the motion of the cantilever beam. It was determined in
laboratory experiments that for the composite-based actuator ε1 = 1 and ε2 = 0.36, and for
the aluminum-based actuator ε1 = 1 and ε2 = 0.38. The material properties used in the
simulation tests are presented in Table 2.

Table 2. Material properties of manufactured cantilever beams.

Parameter
Composite-Based

Actuator
Aluminum-Based

Actuator

Young’s modulus of carrier layer Yc 18.6 × 109 Pa [38] 71 × 109 Pa [26]
Density of carrier layer ρc 1850 kg/m3 [38] 2710 kg/m3 [26]

Young’s modulus of MFC patch Ymfc 30.336 × 109 Pa [30]
Young’s modulus of MFC of

piezoceramic fibers in MFC patch Ymfca 48.3 × 109 Pa [40]

Density of active part of MFC patch ρmfca 5400 kg/m3 [26]
Piezoelectric constant of MFC patch d33 400 × 10−12 C/N [30]

Piezoelectric constant of piezoceramic
fibers in MFC patch d33a 440 × 10−12 C/N [40]

Matrixes of forces localization were used to build a state space model, which had a
well-known form: •

x(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

(9)
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where x is a state vector (containing 192 state variables), u is an input vector, and y is an
output vector. The matrix dimensions are as follows:

x =

[
d
.
d

]
192×1

A =

[
Θ96×96 I96×96

−M−1
g Kg −M−1

g Cg

]
192×192

B =

[
Θ96×1 Θ96×1
M−1

g E1 M−1
g E2

]
192×2

C =
[
Θ1×86 1 Θ1×105

]
1×192 D =

[
0 0

]
1×2

(10)

An output variable was the 87th state variable, which was a displacement of the 44th
node in the cantilever beam structure in the direction of axis 1. The 44th node was located
110 mm from the beam fixing.

Taking into account that measurement data from the laboratory stand are available, an
alternative method of modeling the actuator could be data-driven modeling [41].

3.2. Synthesis of Control System

A Linear Quadratic Gaussian (LQG) algorithm with integral feedback was used to
generate two independent control voltages. The LQG consisted of a linear quadratic
regulator (LQR) and a Kalman filter used to estimate the state vector. This algorithm
has been extended with integral feedback. A synthesis of the control algorithm was
based on the state space model (10). The basic condition for the implementation of the
LQR algorithm is full controllability of the controlled object. The actuator described by
(10) is fully controllable because there is at least one non-zero element in each row of a
controllability matrix Qctrb:

Qctrb = Φ−1B (11)

where Φ is the truncated matrix consisting of n eigenvectors. The actuator model in
state space (10) was extended by the additional state variable, which is the integral of the
difference between the set value and the measured value of the beam tip displacement:[ .

x(t)
.
xn+1(t)

]
=

[
A Θ192×1
−C 0

][
x(t)

xn+1(t)

]
+

[
B

0

]
u(t)

y(t) =
[
C 0

][ x(t)
xn+1(t)

]
+ Du(t)

(12)

The basic condition for implementation of the Kalman filter is full observability of the
controlled object. The actuator described by (10) is fully observable because there is at least
one non-zero element in each column of the observability matrix Qobsv:

Qobsv = CΦ (13)

The estimated state vector based on the Kalman filter is

.
xest(t) = Axest(t) + Bu(t) + H

(
ymeasured(t)− Cxest(t)

)− HDu(t) (14)

where xest is the estimated state vector and H is the gains matrix:

H = PCTRc
−1 (15)

where Rc is the covariance matrix of measurement noise and P is the solution of the
algebraic Ricatti equation:

AP + PAT − PCTRc
−1CPT + Qc = 0 (16)

where Qc is the covariance matrix of state noise.
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The final control law considering the estimated state vector is

u1(t) = −[
K1 kn+1,u1

][ xest(t)
xn+1(t)

]
+ yset(t)

u2(t) = −[
K2 kn+1,u2

][ xest(t)
xn+1(t)

]
+ yset(t)

(17)

where n is the size of the state vector, K1 and K2 are the matrixes of the state variable gains
for u1 and u2, respectively, kn+1,u1 and kn+1,u2 are the gains in the integral feedback for u1
and u2, respectively, and yset is the set value of the actuator tip displacement. The gains K1,
K2, kn+1,u1, kn+1,u2 were calculated by the minimization of the expanded quality index:

J =
∫ ∞

0

([
x(t)

xn+1(t)

]T

Q

[
x(t)

xn+1(t)

]
+ uT(t)Ru(t)

)
dt (18)

where Q is the positive definite or semi-definite weight matrix, and R is the positive definite
weight matrix. The measurement system schema is shown in Figure 4.

Figure 4. Schema of control system: B1—first column of B matrix, B2—second column of B matrix.

4. Results

Laboratory research included experiments in which the step responses of the unimorph
and the bimorph with both a composite and an aluminum carrier layer were measured.
The research was divided into two stages: (1) laboratory and simulation research regarding
the impact of the carrier layer material on actuator performance and (2) laboratory research
regarding the control system of the actuator.

4.1. Description of First Stage of Research

The first stage of research included a determination of the duration of the transition
period in the creep process and a determination of the impact of the carrier layer material
on actuator performance. To determine the duration of the transition period in the creep
process, step responses were measured. The measurement was performed for the spike of
voltage V1 or simultaneous spikes of voltages V1 and V2 from 0 to the set value. The spike in
voltage or voltages started in the first second and lasted for 2 s. The experiment conditions
for both composite-based and aluminum-based actuators are presented in Table 3.
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Table 3. Conditions of laboratory experiments to determine the duration of a transition period in
creep process.

Experiment No. 1 2 3 4 5 6

Set voltage V1set (V) +500 +400 +300 +500 +400 +300

Set voltage V2set (V) 0 0 0 −500 −400 −300

To determine the impact of carrier layer material on actuator performance, the supply
voltage of the upper MFC patch was increased from 0 to the set value (both for unimorph
and bimorph) and the simultaneous supply voltage of the bottom MFC patch was decreased
from 0 to the set value (only for bimorph). The supply voltage waveforms are shown in
Figure 5 (te is the duration time of the voltage spike). It should be noted that the upper
MFC generated tensile stresses above the neutral axis (Figure 1) in the cantilever beam in
both the unimorph and the bimorph. In contrast, the bottom MFC generated compressive
stresses below the neutral axis in the bimorph.

 
(a) (b) 

Figure 5. Supply voltage waveforms in laboratory research: (a) unimorph, (b) bimorph.

Five spikes of supply voltage V1 for the unimorph as well as five spikes of V1 and
simultaneous V2 for the bimorph were generated. The experiment conditions for both
composite-based and aluminum-based actuators are presented in Table 4.

Table 4. Conditions of laboratory and simulation experiments to determine impact of carrier layer
material on actuator performance.

Experiment No. V1set (V) V2set (V) te (s)

U
ni

m
or

ph 7 to 11 +500 0 0.5 1 1.5 2 2.5

12 to 16 +400 0 0.5 1 1.5 2 2.5

17 to 21 +300 0 0.5 1 1.5 2 2.5

Bi
m

or
ph

22 to 26 +500 −500 0.5 1 1.5 2 2.5

27 to 31 +400 −400 0.5 1 1.5 2 2.5

32 to 36 +300 −300 0.5 1 1.5 2 2.5

4.2. Results in First Stage of Research

Figure 6 shows the comparison of step responses obtained in laboratory experiments
for both the composite and the aluminum carrier layer. In general, the duration of the
transition periods is approximately the same for both the unimorph and the bimorph, as
well as for the composite and aluminum carrier layers. It can be assumed that the duration
of the transition periods does not exceed 0.3 s (from 1 to 1.3 s).
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(a) (b) 

(c) (d) 

Figure 6. Step responses: (a) composite-based unimorph, (b) aluminum-based unimorph,
(c) composite-based bimorph, (d) aluminum-based bimorph.

The creep process itself, however, varied depending on whether there was a composite
or aluminum carrier layer. The percentage changes in the beam tip displacement in time
from 1.3 s to 2 s are shown in Figure 7.

Figure 7. Percentage change in the position of the cantilever beam tip caused by the creep process.

The actuator containing a composite carrier layer exhibited significantly larger creep-
induced displacements in comparison to the actuator containing an aluminum carrier layer.
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Figure 8 shows the comparison of results obtained in laboratory experiments no. 7
and no. 11 for both composite-based and aluminum-based actuators.

  
(a) (b) 

Figure 8. Step responses of unimorph for V1set = +500 V: (a) te = 0.5 s, (b) te = 2.5 s.

The first observation was that there were larger displacements of the composite-
based actuator compared to the aluminum-based actuator, which is consistent with the
observations of other researchers regarding the influence of stiffness on the achieved dis-
placements [18]. In experiment no. 7, the average displacement of the actuator containing
an aluminum carrier layer was 70.3% of the displacement of the actuator containing a com-
posite carrier layer, and it was 70.7% in experiment no. 11. Figure 9 shows the comparison
of the results obtained in laboratory experiments no. 22 and no. 26 for bimorphs containing
a composite or aluminum carrier layer.

 
(a) (b) 

Figure 9. Step responses of bimorphs for V1set = +500 V and V2set = −500 V: (a) te = 0.5 s, (b) te = 2.5
s.

The composite-based actuator achieved larger displacements than the aluminum-
based actuator. This difference was approximately constant for different time durations
of the applied voltage spike. The average displacement of the aluminum-based actuator
was 70.7% of the displacement of the composite-based actuator in experiment no. 22 and
was 68.8% in experiment no. 26. On this basis, the ε2 coefficient, which is needed in the
mathematical model (Section 3.1), was determined: ε2com = 0.367 for the composite carrier
layer and ε2alu = 0.388 for the aluminum carrier layer.

In Figures 8 and 9 it can be noticed that the actuator does not return to its initial
position after the voltage spike stops. This phenomenon occurs regardless of the voltage
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value and the duration of the voltage spike. This is due to the phenomenon of hysteresis.
Figure 10 shows the ratios of the initial positions of the composite-based actuators to the
maximum displacement of these actuators.

 
(a) (b) 

Figure 10. Ratio of initial position to maximum displacement of composite-based actuator: (a) uni-
morph, (b) bimorph.

In general, the position in the interval among voltage spikes (initial position) becomes
a smaller and smaller part of the maximum actuator displacement as the duration of the
voltage spike increases. Therefore, it can be concluded that changes in the initial position
occur at a slightly slower rate than changes in the maximum position of the actuator. The
initial position is, on average, from 4.69% to 6.07% of the maximum position in the case of
the unimorph and from 5.18% to 5.79% in the case of the bimorph. It can be assumed that
the initial position before the next voltage spike is linearly proportional to the maximum
displacement of the actuator caused by the previous voltage spike. On this basis, the values
of the new coefficient θ were determined for each condition, which specify linear correction
of the simulated voltage values applied to the upper and bottom MFCs in the intervals
between voltage spikes compared to laboratory values: for the unimorph, instead of V1 = 0,
it should be V1= θV1set, and for the bimorph, instead of V1 = 0, it should be V1= θV1set and
instead of V2 = 0, it should be V2= θV2set. A similar analysis was performed for the actuator
that contains an aluminum carrier layer (Figure 11). Also, for such actuators, the initial
position is an approximately constant part of the maximum position. The initial position
is, on average, from 5.35% to 5.75% of the maximum position in the case of the unimorph,
and from 5.94% to 6.57% in the case of the bimorph. Similarly, for the composite layer,
the initial position before the next voltage spike is linearly proportional to the maximum
displacement of the actuator caused by the previous voltage spike. On this basis, the
coefficient values of coefficient θ were determined for each condition, which specify linear
correction of the simulated voltage values applied to the upper and bottom MFCs in the
intervals between voltage spikes compared to laboratory values: for the unimorph, instead
of V1 = 0, it should be V1= θV1set, and for the bimorph, instead of V1 = 0, it should be
V1 = θV1set and instead of V2 = 0, it should be V2 = θV2set.

To obtain simulation results consistent with the laboratory results, two more significant
corrections were introduced to the linear mathematical model in comparison to models
known from the literature. The first of these corrections was to consider the difference
between the Young’s modulus of the piezoelectric material and the Young’s modulus of the
carrier layer material. The value of the generated bending moment depends on the ratio
between these Young’s moduli. This relationship was introduced by using the γ coefficient
in (8). This coefficient made it possible to adapt the linear model to the materials of the
carrier layer, which differ in the value of Young’s modulus. The second correction also
concerned the generation of the bending moment: the thickness of only the piezoelectric
fiber in the MFC patch was used in the model. Other researchers have used the thickness of
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the whole MFC patch [42] or half the thickness of the whole MFC patch [43]. A comparison
of the results obtained in laboratory tests with the simulation results obtained on the basis
of the modified linear model presented in Section 3.1 is shown in Figures 12 and 13.

a b

Figure 11. Ratio of initial position to maximum displacement of aluminum-based actuator: (a) uni-
morph, (b) bimorph.

 
(a) (b) 

Figure 12. Comparison of simulation results and laboratory results for composite-based actuator:
(a) unimorph, (b) bimorph.

(a) (b) 

Figure 13. Comparison of simulation results and laboratory results for aluminum-based actuator:
(a) unimorph, (b) bimorph.

The introduction of the first correction to the mathematical model makes it possible to
adapt this model to various materials of the carrier layer. On the basis of the research, it
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was noticed that compliance of the simulation results with laboratory results, for the same
model in the state space but for different materials of the carrier layer, can be achieved
through this correction of the bending moment calculation. The introduction of the second
correction allows the calculation of the bending moment, which is more consistent with the
generated bending moment in the actuator beam.

4.3. Description of Second Stage of Research

The second stage of research included a determination of the impact of the material
properties of the carrier layer on the weights in the quality index in the LQG control
algorithm. To reduce the computational cost in the control system in the laboratory stand,
the model in state space (10) was reduced to the first mode. For this purpose, the nodal
displacements vector was transformed into a reduced vector:

d = Φmκ (19)

where Φm is the truncated matrix and κ is the modal coordinate vector. The modal matrixes
for first mode are as follows:

Kgm = ΦT
m1KgΦm1Mgm = ΦT

m1MgΦm1Cgm = ΦT
m1CgΦm1

E1m = ΦT
m1E1E2m = ΦT

m1
(20)

where Φm1 is the truncated matrix for the first mode. The model in the state space for the
first mode is as follows:

xm =

[
κ
.
κ

]
2×1

Am =

[
0 1

−M−1
gmKgm −M−1

gmCgm

]
4×4

Bm =

[
0 0

M−1
gmE1m M−1

gmE2m

]
4×2

Cm =
[
ϕ87 0

]
Dm =

[
0 0

] (21)

where ϕ87 is 87th element of the truncated matrix Φm. The matrixes Am, Bm, Cm, and Dm

were introduced to Equations (12) and (14)–(18) in the laboratory research.
The waveforms of the set value of the actuator tip displacement are shown in Figure 14

(te is the duration time of set value spike) for both the unimorph and bimorph actuators.

Figure 14. Waveforms of set value of actuator tip displacement for five spikes.

The first problem was to determine the set value of the actuator displacement (yset)
that can be achieved for the maximum (minimum) value of the control voltage without
occurrence of displacement caused by the creep phenomenon. The hardware conditions,
which are described in Section 2.2, showed that the maximum and minimum control voltage
values were +500 V and −500 V, respectively. Values of yset corresponding to ±500 V were
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determined experimentally based on the laboratory results, which are presented in Figure 6.
On the basis of results presented in Figure 6, yset values corresponding to ±400 V and
±300 V were also read. In this way, three values of yset were established. In addition to
these, one additional smaller value of yset was established. The experiment conditions are
presented in Table 5.

Table 5. Conditions of laboratory experiments in second stage of research.

Experiment No.
Composite-Based Actuator

Experiment No.
Aluminum-Based Actuator

yset (mm) te (s) yset (mm) te (s)

U
ni

m
or

ph

37 to 38 0.84 2.5 0.5 39 to 40 0.57 2.5 0.5

41 to 42 0.64 2.5 0.5 43 to 44 0.45 2.5 0.5

45 to 46 0.42 2.5 0.5 47 to 48 0.33 2.5 0.5

49 to 50 0.20 2.5 0.5 51 to 52 0.21 2.5 0.5

Bi
m

or
ph

53 to 54 1.12 2.5 0.5 55 to 56 0.85 2.5 0.5

57 to 58 0.87 2.5 0.5 59 to 60 0.69 2.5 0.5

61 to 62 0.59 2.5 0.5 63 to 64 0.49 2.5 0.5

65 to 66 0.31 2.5 0.5 67 to 68 0.29 2.5 0.5

In the mathematical model (6–10) that was used to prototype control voltages u1 and
u2, the values of the coefficients γ, ε1, ε2com and ε2alu were equal to 1.

4.4. Results in Second Stage of Research

Considering Equations (18)–(21), the R matrix has the following form:

For unimorph : R = [r11] For bimorph : R =

[
r11 0
0 r22

]
(22)

Bryson’s rule was adopted as the basis for the selection of weights. Taking into
account the γ coefficient introduced in Equation (8), an analysis of the impact of reducing
the maximum control voltage on the control quality was carried out. The course of the set
value is shown in Figure 15.

Figure 15. Waveforms of set value of actuator tip displacement for one spike.
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The set value of the actuator displacement was equal to 0.84 mm for the composite-
based unimorph, 1.12 mm for the composite-based bimorph, 0.57 mm for the aluminum-
based unimorph, and 0.85 mm for the aluminum-based bimorph. The first two weights
in the Q matrix were selected based on [25], and the third weight was selected using the
trial-and-error method:

Q =

⎡⎣0.01 0 0
0 0.01 0
0 0 30.33 × 109

⎤⎦ (23)

Figure 16 shows the impact of the value of the γ coefficient on the rising time and the
overshoot of the control system output.

a b

Figure 16. Impact of γ coefficient on quality indexes of control system: (a) on rising time, (b) on
overshoot.

The rising time increased as the γ coefficient value decreased (Figure 16a). However,
the overshoot increased as the γ coefficient value increased (Figure 16b). Hence, the choice
of the γ coefficient value should be based on a compromise: on the one hand, the purpose
should be to reduce the overshoot, and on the other hand, to shorten the rising time. Addi-
tionally, in the case of a bimorph, the weight in the R matrix that corresponds to the control
voltage of the compressing MFC patch should be smaller than the weight corresponding to
the control voltage of the stretching MFC patch. The following modification of Bryson’s
rule is proposed:

For composite based unimorph : r11 = 1
|u1max|2γ2

For aluminum based unimorph : r11 = 1
|u1max|2γ2

For composite based bimorph : r11 = ε1
|u1max|2γ2 r22 = ε2

|u2max|2γ2

For aluminum based bimorph : r11 = ε1
|u1max|2γ2 r22 = ε2

|u2max|2γ2

(24)

The larger the value of the γ coefficient, the shorter the time it takes for the actuator
to achieve the set displacement. A larger value of the γ coefficient can be used in actuator
control systems with a carrier layer made of a stiffer material. This is due to the fact that the
displacement caused by the creep phenomenon increases more slowly stiffer the material
(compare Figure 7), which leads to a smaller increase in the overshoot. It was assumed
that the γ coefficient for the composite-based actuator is equal to Ys/Ymfca = 0.38 (Ys
means Young’s modulus of the FR4 composite) and that the γ coefficient for the aluminum-
based actuator is equal to Ymfca/Ys = 0.68 (Ys means Young’s modulus of aluminum). On
the basis of laboratory experiments in first stage of research, it was determined that for
the composite-based actuator ε1 = 1 and ε2 = 0.36, and for the aluminum-based actuator
ε1 = 1 and ε2 = 0.38. On the basis of the trial-and-error method, it was established that
the weights in the Q matrix were equal to the largest value of the material constants that
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appear in Equation (2), which is Ymfc for the composite-based actuator and Yc for the
aluminum-based actuator:

For composite based actuator : Q =

⎡⎣30.33 × 109 0 0
0 0 0
0 0 30.33 × 109

⎤⎦
For aluminum based actuator : Q =

⎡⎣71 × 109 0 0
0 0 0
0 0 71 × 109

⎤⎦ (25)

In all experiments, the weights in the Qc matrix with dimensions 3 × 3 and the Rc

matrix with dimensions 1 × 1, which are needed to calculate the H matrix in the Kalman
filter, were the same (they were determined experimentally): Qc = diag(1 × 10−3, 1 × 10−3,
1 × 10−3) and Rc = 1 × 10−6.

Figure 17 shows the measured displacement of the composite-based actuator and the
generated control signals waveforms, which were obtained in the control system shown in
Figure 4 for the largest set values (experiments no. 37 and no. 53).

a b

(c) (d) 

Figure 17. Control system characteristics for composite-based actuator: (a) unimorph displacement
for yset = 0.57 mm, (b) control voltage of unimorph, (c) bimorph displacement for yset = 1.12 mm,
(d) control voltages of bimorph.

Figure 18 shows the measured displacement of the aluminum-based actuator and the
generated control signals waveforms, which were obtained in the control system shown in
Figure 4 for the largest set values (experiments no. 39 and no. 55).
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(a) (b) 

(c) (d) 

Figure 18. Control system characteristics for aluminum-based actuator: (a) unimorph displacement
for yset = 0.84 mm, (b) control voltage of unimorph, (c) bimorph displacement for yset = 0.85 mm,
(d) control voltages of bimorph.

Figure 19 shows the characteristics which were obtained in the control system shown
in Figure 4 for the smallest set values of bimorph displacement (experiments no. 65 and
no. 67).

To compare the control quality in all 32 laboratory experiments (Table 5), a control
quality index (Iq) was determined in each of the experiments:

Iq =
1

ysetmax

∫ ∣∣yset(t)− y(t)
∣∣dt (26)

where ysetmax is the maximum value of the set value of the actuator tip displacement. The
Iq values for each experiment are presented in Table 6.

Table 6. Value of quality index Iq.

Experiment No.
Composite-Based

Experiment No.
Aluminum-Based

Iq (−) Iq (−)

U
ni

m
or

ph

37 to 38 0.837 0.822 39 to 40 0.942 0.919

41 to 42 0.852 0.835 43 to 44 0.958 0.928

45 to 46 0.916 0.881 47 to 48 1.011 0.963

49 to 50 1.016 0.941 51 to 52 1.033 0.951
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Table 6. Cont.

Experiment No.
Composite-Based

Experiment No.
Aluminum-Based

Iq (−) Iq (−)

Bi
m

or
ph

53 to 54 0.786 0.777 55 to 56 0.864 0.849

57 to 58 0.784 0.771 59 to 60 0.878 0.857

61 to 62 0.793 0.767 63 to 64 0.895 0.870

65 to 66 0.859 0.816 67 to 68 0.940 0.887
The lower the value of the Iq index, the better the control quality.

 
(a) (b) 

 
(c) (d) 

Figure 19. Control system characteristics for bimorph: (a) displacement of composite-based actuator
for yset = 0.31 mm, (b) control voltages of composite-based actuator, (c) displacement of composite-
based actuator for yset = 0.29 mm, (d) control voltages of composite-based actuator.

5. Discussion

As expected, the displacements of the composite-based actuator appeared larger
compared to the aluminum-based actuator, but this difference did not increase as the
time duration of the applied voltage spike increased: these differences did not exceed 3%
(Figure 20).

Therefore, it can be concluded that displacements caused by the creep phenomenon
of the composite-based actuator were approximately proportional to displacements of the
aluminum-based actuator. These displacements were proportionally larger in the case of
the composite carrier layer in comparison to the aluminum carrier layer (Figure 6).
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(a) (b) 

Figure 20. Aluminum-based actuator to composite-based actuator displacement ratio: (a) unimorph,
(b) bimorph.

The ratios of bimorph to unimorph displacement are presented in Figure 21.

 
(a) (b) 

Figure 21. Bimorph actuator to unimorph actuator displacement ratio: (a) composite-based,
(b) aluminum-based.

It can be noticed that the difference between the bimorph and unimorph displacement
increased for the largest values of voltage spikes (V1set = +500 V and V2set = −500 V), as
the duration of the voltage spike increased: by 18.3% for the composite-based actuator
and by 13.4% for the aluminum-based actuator. In the case of voltage spikes with other
tested values (V1set = +400 V and V2set = −400 V, V1set = +300 V and V2set = −300 V), this
difference decreased slightly as the duration of the voltage spike increased. The average
displacement ratios were determined: with a composite carrier layer it was 136.72% and
with an aluminum carrier layer it was 138.83%.

Based on the results from the first stage of research, two main observations can be
distinguished, which are important in the design of a linear control system of a piezoelectric
actuator:

• The constant value of the control voltage causes undesirable actuator displacement,
which is caused by the creep phenomenon. This is visible in Figures 6, 8 and 9;

• The control voltage of the compressing MFC should be larger than the control voltage
of the stretching MFC. This observation is based on the comparison of the displace-
ments of the unimorph and bimorph for the same carrier layer material.

These observations lead to guidelines for the determination of the weights in the R

and Q matrixes:
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• The use of Bryson’s rule to determine the weights in the R matrix is not sufficient be-
cause it leads to the generation of the maximum possible control voltage, for example
±500 V in the case of the equipment presented in this article. This article proposes a
modification to the method of determining the weights by introducing the ratios of
the Young’s modulus: see Equation (23). For the same purpose, in the Q matrix, the
deviation from 0 of the first state variable should be limited by introducing an appro-
priately large weight q11. Based on the results of the laboratory experiments, the article
proposes a weight value q11 equal to the larger value of Young’s modulus (either the
Young’s modulus value of the carrier layer material or of the piezoelectric material);

• The weight in the R matrix that corresponds to the control voltage of the compressing
MFC patch should be smaller than the weight corresponding to the control voltage
of the stretching MFC patch. This article proposes a modification to the method of
determining the weights by introducing the coefficient ε2: see Equation (24).

Based on the results of the first stage of research, it was also noted that the actuator
positions in the intervals between control voltage spikes, which result from the hysteresis
phenomenon, are approximately linearly dependent on the maximum displacement of the
actuator. Reaching position zero in the intervals between control voltage spikes is possible
by the application of a control voltage with the sign opposite to the sign of the voltage in
the spikes. Obtaining position zero is possible by using a suitably large value of the weight
q33 in the Q matrix. Based on the results of laboratory experiments, the article proposes a
weight value q33 equal to the larger value of Young’s modulus (either the Young’s modulus
value of the carrier layer material or of the piezoelectric material).

The use of modified rules for determining weights in the R matrix together with
experimentally selected weights in the Q matrix enabled effective linear control of actuators
for both the composite and the aluminum carrier layers, and for different values of the set
value of the actuator tip displacement. First of all, it was noticed that the actuator achieved
yset in each of the experiments whose conditions are given in Table 5. To compare the
control quality in individual experiments, the overshoot value was calculated:

κ =

(
ymax

ysteady
100%

)
− 100% (27)

where ymax is the maximum value of the actuator tip displacement and ysteady is the actuator
tip position in a steady state after reaching yset (given in Table 5). A comparison of the
overshoot values in the individual experiments is shown in Figure 22.

 
(a) (b) 

Figure 22. Overshoot: (a) composite-based actuators, (b) aluminum-based actuators.
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The overshoot value increased slightly as the maximum set value decreased. However,
in no experiment did it exceed 2.5%. The range of the overshoot changes in the bimorph
case is smaller than in the unimorph case. Figure 23 shows the comparison of the control
quality index Iq (25) in all laboratory experiments.

 
(a) (b) 

Figure 23. Quality index: (a) composite-based actuators, (b) aluminum-based actuators.

As can be seen in Figure 21, the control quality is approximately similar regardless
of the material of the carrier layer, the maximum of the set value, and the duration of
this maximum.

6. Conclusions

The subject of this article was an experimental analysis of the control system of a
composite-based piezoelectric actuator and an aluminum-based piezoelectric actuator.
Analysis was performed for both the unimorph and bimorph structures.

A modification of the method of selecting weights in the R matrix in the LQR control
algorithm was proposed for a cantilever-type piezoelectric actuator. The weights in the
R matrix for the actuator containing a carrier layer made of stiffer material should be
smaller than those for the actuator containing a carrier layer made of less stiff material.
Additionally, regardless of the carrier layer material, in the case of a bimorph, the weight
in the R matrix that corresponds to the control voltage of the compressing MFC patch
should be smaller than the weight corresponding to the control voltage of the stretching
MFC patch.

The proposed correction of the selection of weights in the R matrix enables obtaining
effective linear control, thanks to which displacements caused by the phenomenon of creep
are eliminated. The quality of control remains approximately the same regardless of the
material of the carrier layer, the maximum set value of the actuator displacement, and the
duration of this set value at a constant level.
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Abstract: This research work presents a “green” strategy of weed valorization for developing silver
nanoparticles (AgNPs) with promising interesting applications. Two types of AgNPs were phyto-
synthesized using an aqueous leaf extract of the weed Andropogon halepensis L. Phyto-manufacturing
of AgNPs was achieved by two bio-reactions, in which the volume ratio of (phyto-extract)/(silver salt
solution) was varied. The size and physical stability of Andropogon—AgNPs were evaluated by means
of DLS and zeta potential measurements, respectively. The phyto-developed nanoparticles presented
good free radicals-scavenging properties (investigated via a chemiluminescence technique) and also
urease inhibitory activity (evaluated using the conductometric method). Andropogon—AgNPs could
be promising candidates for various bio-applications, such as acting as an antioxidant coating for
the development of multifunctional materials. Thus, the Andropogon-derived samples were used
to treat spider silk from the spider Pholcus phalangioides, and then, the obtained “green” materials
were characterized by spectral (UV-Vis absorption, FTIR ATR, and EDX) and morphological (SEM)
analyses. These results could be exploited to design novel bioactive materials with applications in
the biomedical field.

Keywords: silver nanoparticles; “green” synthesis; Andropogon halepensis; biocomposites; antioxidant
activity; spider silk; Pholcus phalangioides

1. Introduction

Nanotechnology, a cutting-edge multidisciplinary field in science and technology,
has been penetrating more and more into fields such as cosmetics, medicine, or agricul-
ture. In recent years, special attention has been paid to the development of new “green”
nano-strategies to design materials with unusual properties by combining bio-organic and
inorganic matter. Thus, current trends in nanotechnology are the use of bio-methods based
on Green Chemistry principles (involving nontoxic precursors and mild reaction conditions)
and the usage of bioresources, including bacteria, fungi, viruses, yeasts, algae, and vegetal
extracts, that act as nano-factories for the “green” preparation of nanoparticles (NPs) [1].
Harnessing the huge potential of plants and plant waste for the “green” synthesis of metal
nanoparticles is a current trend in nanotechnology. Recent reports demonstrated that leaf
extracts are the best option for the biosynthesis of silver nanoparticles (AgNPs) due to
the presence of phyto-compounds such as polyphenols, flavonoids, terpenoids, aliphatic
alcohols, and aldehydes, which act both as bioreducing and capping agents in AgNPs
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synthesis. This process, called AgNPs phyto-synthesis, is based on Green Chemistry princi-
ples; therefore, it is a nontoxic, low-cost, and harmless process that uses natural resources,
avoiding the use of hazardous ingredients [2,3]. Phyto-fabricated AgNPs (phyto-AgNPs)
possess interesting bioactivities (e.g., antioxidant, antimicrobial, and antiproliferative quali-
ties, among others) that make them suitable for biomedical applications [2,4,5]. Composite
materials containing phyto-AgNPs have been applied as coatings for medical devices,
medical fabrics, or scaffolds, diabetic socks, wound dressings, and tissue engineering and
regeneration [2]. Biocomposites based on biocompatible polymers and phyto-AgNPs have
antibacterial properties and may help protect a scaffold against infection [6].

The present work aimed to design “green” biocomposites based on a natural poly-
meric material, spider silk, and silver nanoparticles phyto-generated from an Andropogon
halepensis aqueous extract. The development of these composites consisted of the following
steps: (i) the preparation of the Andropogon halepensis aqueous extract from fresh leaves,
(ii) the phyto-synthesis of AgNPs through two bio-reactions, (iii) the treatment of spider silk
with the phyto-nanometallic particles, and (iv) the biophysical-chemical characterization of
the Andropogon-derived materials.

Through this study, we wanted to show the huge value of natural resources, whether
they are of vegetable (weeds) or insect origin (spider webs), in developing valuable hy-
brid materials for various applications. In this way, the use of “green” technologies and
bio-waste will contribute to our planet’s safety, preserving “green” trees, “blue” waters,
and blue sky.

Andropogon halepensis L., commonly known as Johnsongrass, is a warm-season-perennial
grass, native to the Mediterranean region, which belongs to the Poaceae family [7]. This
plant is known as one of the most common and troublesome weeds, with a worldwide
distribution [8], meaning that it is an abundant free natural source which could be used
both as a bioreducing and capping agent to develop metallic nanoparticles. The chemical
composition of Andropogon halepensis L. can vary depending on its growth stage, environ-
mental conditions, and geographic location. Its main chemical components are carbohy-
drates (represented by cellulose, hemicellulose, and sugars), proteins, lipids, and various
phytochemicals, including phenolic compounds and flavonoids. The specific phenolic
compounds found in Andropogon halepensis L. are ferulic acid, caffeic acid, p-coumaric acid,
quercetin, and tannins [9–12]. Huang et al. reported for the first time, in 2010, the presence
of three flavonoids—apigenin, tricin, and luteolin—in the aerial parts of this plant [13].
Also, the grass Andropogon halepensis L. contains essential minerals such as potassium,
magnesium, and calcium and trace elements like iron, zinc, manganese, chromium, and
copper [6]. Andropogon halepensis possesses various biological properties, among which
we can mention its invasive character, adaptability to different types of soil, and drought
resistance [14–16]. Regarding its pharmaceutical properties, the studies carried out by Shah
et al. (2021) found antioxidant, antimicrobial, and antidiabetic properties in the methanolic
extract obtained from the rhizomes of A. halepensis L. [12].

Thus, an important, key point in our study is to demonstrate that invasive plants can
be converted into materials (AgNPs) beneficial for human health. Another key point in
this work is the development of new materials through the functionalization of a natural
biomaterial—that is, spider silk—with Andropogon-derived AgNPs.

Spider silk is a valuable bionic material in nature, with fascinating properties which
are more performant than most artificial materials [17,18].

Spiders produce cobwebs to catch their prey, thus securing their food. Also, spiders use
their webs for shelter, and they deposit their eggs in them. With the help of their cobwebs,
spiders can move from one place to another and also “fly”, in a process called “ballooning”,
during which spiders move through the air thanks to the electric fields detected by their
electroreceptors [19].

Spider silk is an antimicrobial, hypoallergenic, and completely biodegradable natural
proteic material [18]. Spider webs have been used since ancient times, such as by the
Greeks and the Romans, who stopped battle wounds from bleeding by covering them with
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spider silk [20]. Spider webs are still used nowadays as a hemostatic agent and in wound
healing [21]. Moreover, spider silk is also used as a bioactive material for tissue engineering
and drug delivery due to its excellent biocompatibility and biodegradability [22].

As spider silk has as its main component a protein (spidroin), it is biocompatible,
nontoxic, and fully biodegradable [23]. Spider silk is an ideal material for wound suture
and prosthesis since human tissues can absorb its degradation products.

In addition, spider silk has been used in the textile field to make clothes that are similar
to worm silk but have a better performance in terms of being lightweight, non-breakable,
with good breathability, strong water absorption, and UV resistance qualities. Despite
these interesting features, the production efficiency of spider silk is low, and spider silk
clothing is a luxury [23,24] because spider webs must be collected from many spiders, and,
in addition, spiders are cannibals and should not be grown in close proximity.

Moreover, spider silk–metallic nanoparticles composites have been developed and
used for biomedical applications, including as antimicrobial and anticoagulant agents [25].

As it is known, biocomposites combine the properties of all their components. In
this regard, taking into account the properties of phyto-AgNPs and spider webs, the
current study proposes the functionalization of spider webs (arising from the spider Pholcus
phalangioides) with phyto-AgNPs obtained from Andropogon halepensis, as mentioned above.

To our knowledge, there is no prior report on the use of the weed Andropogon halepensis
to “green” develop biocomposites with spider silk. In this paper, the obtained biocompos-
ites were biophysico-chemically characterized, and their potential use in the biomedical
field is discussed.

2. Materials and Methods

2.1. Materials

Rutin trihydrate (≥94.0%), gallic acid (≥97.5%), Folin–Ciocalteu’s phenol reagent,
sodium carbonate anhydrous (≥99.0%), hydrochloric acid (HCl, 37%), aluminum chlo-
ride (99.99%), silver nitrate (AgNO3), urea (99.5%), sodium acetate (≥99.0%), luminol
(5-amino-2,3-dihydro-phthalazine-1,4-dione), dimethyl sulfoxide (DMSO, ≥99.9%), hy-
drogen peroxide (H2O2, 30%), hydroxy methyl aminomethane base (TRIS ≥ 99.8%), and
methanol (≥99.9%) were purchased from Merck Company (Darmstadt, Germany). Urease
from Jack Bean was acquired from Fisher Scientific (Oxford, UK), and the conductivity
standard solution utilized (1413 μS/cm) was purchased from Hanna Instruments. For the
preparation of the vegetal aqueous extract, fresh leaves of Andropogon halepensis L. (John-
songrass) were harvested on June 2022, from the Prahova county (Romania) (44◦50′03′′ N
25◦53′57′′ E).

2.2. Preparation of Andropogon-Derived Materials
2.2.1. Preparation of the Phyto-Extract

Fresh leaves of Andropogon halepensis were washed many times with tap water to
remove any dust and then rinsed in distilled water. The cleaned leaves were further
chopped into small pieces, immersed in boiling distilled water, and then boiled for 15 min.
The mass ratio of plant leaves/distilled water reached a value of 1:4. The obtained phyto-
extract (referred to as EAh) was filtered through Whatman filter paper no. 1 and kept in
the freezer until use.

2.2.2. Biological Nano-Synthesis of Silver Nanoparticles

In this study, two types of silver nanoparticles were nano-synthesized, using the
prepared phyto-extract, through the following bioreducing reactions:

Bio-Reaction 1: A volume of 1 mL of the prepared A. halepensis extract was mixed with
1 mL of 1 mM AgNO3 aqueous solution, in the dark, under continuous magnetic stirring
(VIBRAX stirrer, Milian, OH, USA, 200 rpm), at room temperature. After 24 h, the color
stabilized as a dark-brown-green color, indicating the completion of the phyto-synthesis
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of the AgNPs, a fact which was further demonstrated by UV-Vis absorption spectroscopy.
The obtained AgNPs were named AgNPs_1.

Bio-Reaction 2: A volume of 1 mL of the prepared phyto-extract was mixed with
100 mL of 1 mM AgNO3 aqueous solution, in the dark, under continuous magnetic stirring
(VIBRAX stirrer, Milian, OH, USA, 200 rpm), at room temperature. After 45 min, the color
of the mixture changed. After 24 h, the color stabilized as a reddish brown, indicating
the completion of NPs synthesis, a fact which was further proved by UV-Vis absorption
spectroscopy. These AgNPs were named AgNPs_2.

The phyto-molecules from the Andropogon halepensis extract gave up electrons to
silver ions (arising from the AgNO3 solution), reducing and then surrounding them,
forming nanoparticles. Thus, the EAh acted both as the bioreducing and capping agent for
the silver ions.

The biosynthesized AgNPs samples were also monitored after 18 months. The “new”
synthesized nanoparticles were referred to as AgNPs_1n and AgNPs_2n, and the “old”
ones were referred to as AgNPs_1o and AgNPs_2o.

2.2.3. Preparation of Biocomposites Based on Silk and Phyto-Extract/Phyto-Nanometals

The spider cobwebs used in these experiments were harvested, using a long stick, from
the spider Pholcus phalangioides (common name: “Daddy” Long Legs [26]) (from Bucharest,
Romania), which is a common Romanian spider with extremely long legs (Figure 1). The
cobwebs were washed in a mild detergent, then rinsed several times with distilled water,
and left to dry at room temperature.

 

Figure 1. Schematic representation of the eco-design and preparation of the materials derived from
Andropogon halepensis L. The figure was created with Chemix (https://chemix.org/, accessed on 25
January 2024) and with PowerPoint and Paint 3D. This figure also contains images taken by us with a
camera, an optical microscope, and SEM.
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The spider web samples were divided into many experimental batches: (1) untreated
(sample S), (2) treated with EAh (sample S_EAh), (3) treated with AgNPs_1 (sample
S_AgNPs_1), and (4) treated with AgNPs_2 (sample S_AgNPs_2).

The codes of the spider web samples studied are presented in Table 1. The treatment
was performed by ultrasound irradiation in a water bath (BRANSON 1210, Marshall
Scientific, Hampton, NH, USA) for 60 min (with a break after 30 min). Then, the spider
webs were left for another 5 h at room temperature in the suspensions in which they had
been immersed, then they were removed from the suspensions and left to dry, and then
they were analyzed by SEM/EDS, UV-Vis, and FTIR-ATR spectroscopy.

Table 1. Names and description of the Andropogon halepensis-derived samples.

Sample Name Description

EAh Aqueous extract of Andropogon halepensis L. leaves

AgNPs_1o
Silver nanoparticles phyto-synthesized from Andropogon halepensis extract,
using method 1 (the “old” sample)

AgNPs_1n
Silver nanoparticles phyto-synthesized from Andropogon halepensis extract,
using method 1 (the “new” sample)

AgNPs_2o
Silver nanoparticles phyto-synthesized from Andropogon halepensis extract,
using method 2 (the “old” sample)

AgNPs_2n
Silver nanoparticles phyto-synthesized from Andropogon halepensis extract,
using method 2 (the “new” sample)

S Spider silk (untreated) collected from the spider Pholcus phalangioides

S_EAh Spider silk treated with Andropogon halepensis extract

S_AgNPs_1o Spider silk treated with AgNPs_1o

S_AgNPs_1n Spider silk treated with AgNPs_1n

S_AgNPs_2o Spider silk treated with AgNPs_2o

S_AgNPs_2n Spider silk treated with AgNPs_2n

Table 1 displays the abbreviations of all the samples obtained during this research.
The schematic representation of the eco-design of all the samples is shown in Figure 1.

2.3. Physical-Chemical Characterization of Andropogon-Derived Materials

A JASCO UV-Vis V-570 spectrophotometer (Jasco International Co., Ltd., Tokyo, Japan)
was used to record the UV-Vis absorption spectra of the phyto-extract and silver nanopar-
ticles in the 200–800 nm wavelength and at a scanning rate of 1 nm/s, at 25 ◦C. The UV-Vis
absorbance spectra of the spider silk-based materials were recorded on the JASCO UV–Vis
530 spectrophotometer with an integrating sphere accessory.

The chromatic parameters of the pristine and treated silk samples were measured on
the same equipment using the JASCO’s color diagnosis system (CIE LAB system of colors).

The following parameters were calculated: L*, a*, and b*, using the CIE LAB system
of colors. The three coordinates of the CIE LAB system represent the following:

� L* represents the lightness (L* = 0 indicates black, L* = 100 indicates white);
� a* indicates the relative position between green and red (negative values of a* indicate

a green color, and positive values indicate a red color);
� b* represents the relative position between blue and yellow (negative values of b*

indicate the color blue, and positive values indicate the color yellow).

Based on the different values in the color parameters between the reference (untreated
spider silk) and the sample (treated spider silk), the color difference (ΔE*) of the sample
from the reference was calculated using the following equation [27,28]:

ΔE* = [(ΔL*)2 + (Δa*)2 + (Δb*)2]1/2 (1)
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Fourier-transform IR (FTIR) spectra were collected using a Perkin Elmer Spectrum
400 instrument with an attenuated total reflectance (ATR) diamond crystal, in a transmit-
tance mode. Scans in the 4000–650 cm−1 range were accumulated for each spectrum at a
spectral resolution of 4 cm−1.

Further investigations into the morphostructural aspects of the sample were conducted
using the Apreo S ThermoFisher scanning electron microscope (SEM), with a field emission
gun (FEG), operating at 10 kV in a secondary electron mode, equipped with a 9 μm
aperture and a sample-to-detector distance of 9 mm. To facilitate imaging, the samples
were affixed to a conductive self-adhesive carbon tape and securely positioned on the
aluminum SEM holder cap. In the case of liquid samples, a drop-casting method was
employed for deposition. Elemental analysis was performed using energy dispersive
X-ray spectroscopy (EDX) with the EDAX TEAM system, using a 10 kV excitation voltage
and a 70 mm2 area detector to gain valuable insights into the samples’ composition and
structural characteristics.

The average size of particles (Zav) was determined, in triplicate, by dynamic light

scattering (DLS), and the results were reported as the mean values ± S.D. DLS measure-

ments were performed on a Zetasizer Nano ZS (Malvern Instruments Inc., Worcestershire,
UK), at a temperature of 25 ◦C, using 173◦ backscatter angle detection, assuming a laser
beam at a wavelength of 633 nm. The polydispersity index, PdI, as the indicator of the size
distribution’s width, was also determined.

Zeta potential (ξ, mV) measurements were performed in triplicate, at 25 ◦C, in an
appropriate device, the Zetasizer Nano ZS (Malvern Instruments Ltd., Malvern, UK), by
applying an electric field across the analyzed samples. Zeta potential measurements were
carried out in ultrapure water, at a pH of 6.98. The ξ values were reported as mean ± S.D.

2.4. Bio-Evaluation of the Andropogon-Derived Samples
2.4.1. Total Polyphenol Content (TPC)

The total polyphenol content (TPC) of the vegetal extract was determined by means
of the UV-Vis spectrophotometric method using the Folin–Ciocalteu assay [29,30]. In
this assay, the Folin–Ciocalteu reagent, a mixture of phosphotungstic (H3PW12O40) and
phosphomolybdic (H3PMo12O40) acids, is generally reduced to blue oxides of tungsten
(W8O23) and molybdenum (Mo8O23) during phenol oxidation. This reaction takes place in
alkaline conditions provided by a sodium carbonate solution. Briefly, in our experiment,
a volume of 100 μL of vegetal extract was mixed with 0.5 mL of Folin–Ciocalteu phenol
reagent (Merck, Darmstadt, Germany), followed by the addition of 2 mL of an anhydrous
sodium carbonate (Na2CO3 99% purity, Merck Company) solution (20%). The above-
mentioned mixture was incubated for 60 min, and the optical absorbance was recorded
at 760 nm using a JASCO UV-Vis V-570 spectrophotometer (Jasco International Co., Ltd.,
Tokyo, Japan). The TPC values were calculated using a gallic acid calibration curve, and the
results were expressed as mg gallic acid (≥97.5% purity, Merck Company) equivalent/g
dry extract (mg GAE g−1) [31,32]. All the experiments were replicated three times.

2.4.2. Total Flavonoid Content (TFC)

The total flavonoid content (TFC) of the vegetal extract was estimated using an alu-
minum chloride colorimetric assay, as previously described [33]. Briefly, an aliquot of 5 mL
of the A. halepensis extract or of AgNPs was mixed with 5.0 mL of sodium acetate (≥99.0%
purity, Merck Company) 100 g/L, 3.0 mL of AlCl3 (99.99% purity, Merck Company) 25 g/L,
and filled-up to 25 mL with methanol (≥99.9%, purity, Merck Company) in a volumetric
flask. After incubation at room temperature for 30 min, the optical absorbances of the
reaction mixtures were recorded at 430 nm using the JASCO UV-Vis V-570 spectropho-
tometer (Jasco International Co., Ltd., Tokyo, Japan). The TFC was determined using a
rutin calibration curve, and the results were expressed as mg rutin trihydrate (≥94.0%
purity, Merck Company) equivalent/g dry extract (mg RE g−1). All the experiments were
performed in triplicate.
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2.4.3. In Vitro Antioxidant Activity Assay

The in vitro non cellular antioxidant activity of the Andropogon halepensis extract
and its phyto-derived nanoparticles was evaluated by means of the chemiluminescence
(CL) technique, using the procedure described elsewhere [3,34]. The CL experiments
were carried out on a Sirius Luminometer Berthold–GmbH (Pforzheim, Germany), using
luminol-H2O2 as a generator system (in TRIS-HCl pH 8.65) for reactive oxygen species.
The value of the in vitro antioxidant activity (%AA) for each sample was calculated using
the following equation:

AA(%) =
I0 − IS

I0
× 100 (2)

where I0 = CL intensity for control (the reaction mixture without sample) at t = 5 s; and
Is = CL intensity in the presence of the tested sample, at t = 5 s. For each sample, the %AA
results were reported as the mean values of three CL assays.

2.4.4. Investigation of Urease Inhibitory Activity of Andropogon-Derived AgNPs

The urease-inhibiting activity of Andropogon metallic nanoparticles was evaluated by
measuring electrical conductivity (Cobra3 Chem-Unit, Phywe System GmbH, Göttingen,
Germany), as described in [34,35]. Urease (urea amidohydrolase, EC 3.5.1.5) is the enzyme
that catalyzes the hydrolysis of urea into ammonia and carbon dioxide; the ions arising from
this reaction’s products increase a medium’s conductivity. The resulting conductivity value
is closely correlated with the rate of urea hydrolysis reaction. Therefore, the reaction rate can
be evaluated as the variation in time of conductivity. A volume of 50 μL of urease solution
[in 50% glycerine (1000 U/mL)] was added to 40 mL of 1.6% urea solution, under continu-
ous stirring. Then, after 300 s, a volume of 1 mL of the sample was added into this reaction
mixture. The electrical conductivity evolution was monitored on the PC using the mea-
sureAPP software (https://www.phywe.com/sensors-software/measurement-software-
apps/measureapp-the-free-measurement-software-for-all-devices-and-operating-systems_
2274_3205/, accessed on 1 April 2023).

3. Results and Discussion

3.1. Evaluation of Total Phenolic and Total Flavonoid Contents of Andropogon halepensis Extract

Phenolic compounds are bioactive phyto-molecules that have grafted one or multiple
hydroxyl groups on an aromatic ring and are responsible for scavenging free radicals, which
explains their antioxidant properties. Flavonoids are one type of phenolic compounds with
a wide range of bioactivities.

The TPC of the Andropogon halepensis aqueous leaf extract, determined using the
Folin–Ciocalteu method, was 20.83 ± 0.96 mg GAE/g dry extract. Shah et al. had pre-
viously reported a TPC value of 20.3 ± 1.5 mg GAE/g dry extract for the aerial parts of
S. halepense aqueous extract [36], and Mohammed et al. [37] reported a polyphenol content
of 20.78 ± 1.83 mg GAE/g dry extract for an aqueous extract of aerial parts of Beta vulgaris.

The TFC value of the Andropogon halepensis aqueous leaf extract was TFC = 9.12 ± 0.62 mg
RE/g dry extract, a value which is comparable with the results for other extracts produced [38].

3.2. Optical Characterization of Andropogon-Derived Materials

The samples were optically characterized by UV-Vis absorption spectra and also by
FTIR ATR spectroscopy. Moreover, chromatic characterization was carried out.

The UV-Vis absorption spectra (Figure 2) of A. halepensis-derived silver nanoparticles
showed a single strong peak for each type of AgNPs, located at 402 nm, 419 nm, 423 nm,
and 447 nm for AgNPs_2n, AgNPs_1n, AgNPs_2o, and AgNPs_1o, respectively. In this
wavelength range of 400–500 nm, the vegetal extract did not show any peaks. These
findings are consistent with those found in previous works [39–41]. The above-mentioned
maxima were only due to metallic NPs formation and are generally called SPR (surface
plasmon Resonance) bands, which are produced by the electromagnetic field which induces
the collective oscillation of the electrons in the conduction band on the nanoparticles’
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surface [42]. According to the Mie theory [43], the presence of only one SPR band indicates
the formation of spherical AgNPs. The SPR peaks of our old samples broadened and shifted
to higher wavelengths, due to their aggregation tendency, indicating an increase in AgNPs
size. On the contrary, narrow peaks at shorter wavelengths indicated a decrease in AgNPs
size [44]. Thus, the dimensions of AgNPs_1n and AgNPs_2o appeared to be very close.
These assumptions were further confirmed by DLS, zeta potential measurements, and SEM
analysis. In addition, the phyto-extract showed UV-Vis absorption bands characteristic for
polyphenolic compounds (335 nm), and for carbohydrates, and the aromatic amino acid
residues of proteins (247–270 nm) [34].

Figure 2. Comparative presentation of UV-Vis absorption spectra of Andropogon-derived samples.
All AgNPs spectra were normalized at their maximum. The top inset shows the SPR bands of the
Andropogon-derived AgNPs. The bottom inset shows the spectrum of Andropogon halepensis aqueous
extract (EAh).

The chromatic parameters and the color change values (ΔE*) of the silk materials
are displayed in Table 2. For the silk samples treated with A. halepensis extract and its
derived AgNPs, the value of L* decreased compared to the pristine spider silk samples
(S), indicating that the whiteness of S decreased after the treatments. The values of the
chromatic parameters a* and b* of the spider silk samples have increased after treatment,
indicating a slight shift to red and yellow, respectively. So, the color of the samples was
in the yellow–greenish–green range. The color difference (ΔE*) had small values after the
treatment of fresh Andropogon-derived AgNPs. Greater values of ΔE* were obtained for
spider silk treated with 18 months-aged AgNPs (S_AgNPs_1o and S_AgNPs_2o).

Andropogon-derived AgNPs can be used in the treatment of spider silk–based fab-
rics/materials when the aim is not to change the color of the fibers but to preserve the color
and only slightly intensify its tones. This can be an important aspect in their use in the
conservation/treatment of the colored objects, including, for example, the treatment of
heritage objects, as mentioned in [45].

307



Materials 2024, 17, 1225

Table 2. Chromatic parameters of untreated and treated spider silk samples.

Color
Parameters

Spider Silk Sample

S S_EAh S_AgNPs_1n S_AgNPs_1o S_AgNPs_2n S_AgNPs_2o

L* 98.05 97.74 97.00 88.77 96.72 91.15
a* −6.97 −5.25 −5.21 −5.25 −5.19 −6.63
b* 5.53 7.63 5.75 5.76 5.75 6.95

ΔL* - −0.31 −1.05 −9.28 −1.33 −6.9
Δa* - 1.72 1.76 1.72 1.78 0.34
Δb* - 2.1 0.22 0.23 0.22 1.42
ΔE* - 2.73 2.06 9.44 2.23 7.05

The UV-Vis absorption spectra of the silk materials in our study presented the specific
signatures of phyto-nanosilver in the case of the spider silk treated with silver nanoparticles
(Figure 3). After treatment with the vegetal extract EAh, the spectrum of spider silk shifted
to longer wavelengths. A bathochromic shift was also observed in the case of the spectra of
the spider silk treated with aged silver nanoparticles compared to fresh ones.

Figure 3. Comparative presentation of UV-Vis absorption spectra of the spider silk samples untreated
(S) and treated with plant extract (S_EAh) or with silver nanoparticles obtained by Bio-Reaction 1
(S_AgNPs_1n and S_AgNPs_1o) and Bio-Reaction 2 (S_AgNPs_2n and S_AgNPs_2o).

The Andropogon-derived samples were further investigated with FTIR ATR spec-
troscopy (Figures 4 and 5). The attributions of the main FTIR bands are displayed in
Tables S1 and S2 (Supplementary Material).

The FTIR ATR spectra provided useful information about the phyto-compounds
(created from the leaf extract) wrapping the surface of nanoparticles (see Figure 4).
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Figure 4. Comparative presentation of FTIR ATR spectra of Andropogon halepensis extract (EAh) and
the derived AgNPs phyto-synthesized through Bio-Reaction 1 (AgNPs_1n and AgNPs_1o) and Bio-
Reaction 2 (AgNPs_2n and AgNPs_2o). The index “n” refers to the “new” synthesized nanoparticles,
while the index “o” refers to the “old” (18 months aged) ones.

The intense band centered at 3277 cm−1 in the FTIR ATR spectrum of the phyto-
extract (assigned to bending and stretching vibrations of hydroxyl groups intermolecularly
hydrogen-bonded in phenolic compounds and polysaccharides and also to the stretching
vibrations of the primary and secondary amines) shifted to 3286 cm−1 and 3319 cm−1 in the
FTIR ATR spectra of AgNPs_1n and AgNPs_2n, respectively. These findings suggest that
phyto-synthesized silver nanoparticles carry, on their metallic surface, amino and hydroxyl
groups associated through hydrogen bonding.

The samples EAh, AgNPs_1n, and AgNPs_2n presented FTIR ATR bands attributed
to a C–H anti-symmetric stretching vibration, located at wavenumbers 2920, 2925, and
2930 cm−1, respectively, and also the C–H symmetrical stretch vibration of alkyl chains
located at wavenumbers 2845, 2851, and 2861 cm−1, respectively (see Table S1 in the
Supplementary Material).

In the fingerprint region, the narrow and medium band at 1369 cm−1 (assigned to
carboxylates; phenol or tertiary alcohol, O–H bend; primary or secondary, O–H in-plan
bend; C–H bend) in the EAh spectrum was weakened after the addition of silver nitrate
and shifted to 1398 cm−1 in the AgNPs_1n spectrum and to 1354 cm−1 in the AgNPs_2n
spectrum. Moreover, this band broadened in the case of AgNPs_2n.

The peak at 1261 cm−1, ascribed to a primary or secondary O–H in-plan bend, aromatic
ethers, and aryl–O stretching, was weakened after the bio-reaction in the case of AgNPs_1n
and disappeared in the case of AgNPs_2n.

After the bioreducing reaction, the band at 1030 cm−1 observed in the spectrum of
EAh (characteristic for the stretching mode of the –C–O group of polysaccharides and
chlorophyll, the –C–O–C– group in ethers and secondary alcohols, and C–O bending in
esters) shifted to 1074–1040 cm−1 in the AgNPs_1n spectrum. In addition, these bands
were weakened in the nanoparticle spectrum.
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(a) 

  
(b) (c) 

Figure 5. Comparative presentation of FTIR ATR spectra of the spider silk samples untreated
(S) and treated with plant extract (S_EAh) or with silver nanoparticles obtained by Bio-Reaction 1
(S_AgNPs_1n and S_AgNPs_1o) and Bio-Reaction 2 (S_AgNPs_2n and S_AgNPs_2o) (a). Insets show
the magnified regions of the FTIR ATR spectra of the biocomposites (b,c).

The characteristic vibration band for amide I (due to carbonyl stretch in proteins) in the
spectrum of the vegetal extract shifted towards longer wavenumbers after the addition of
the silver nitrate solution. Moreover, this band weakened and broadened in the AgNPs_2n
spectrum. In addition, the small peak assigned to amide II due to N–H bending and C–N
stretching in proteins disappeared in the AgNPs_2n spectrum.

As observed, the shape of the FTIR ATR spectra of the silver nanoparticles obtained
through bio-reaction (1)—AgNPs_1n and AgNPs_1o—closely resembled the spectrum of
the phyto-extract EAh, while the FTIR ATR spectra of the silver nanoparticles obtained
through bio-reaction (2)—AgNPs_2n and AgNPs_2o—were much different from those of
the samples previously mentioned.

After 18 months, some spectral changes occurred in the spectrum of the silver nanoparticles.
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FTIR ATR spectra confirmed the development of phyto-AgNPs. This analysis sug-
gested the involvement of phyto-molecules originated from the Andropogon halepensis
extract, especially polyphenols, flavonoids, proteins, carboxylic acids, polysaccharides,
chlorophylls, esters, and ethers, in the bioreduction of silver ions and the development
of AgNPs. The obtained silver nanoparticles carried on their surfaces various functional
groups (e.g., hydroxyl, carbonyl, and amino) associated by hydrogen bonding.

A comparative presentation of the FTIR ATR spectra of the untreated and treated
spider silk samples is given in Figure 5.

After treatment with the phyto-extract, the FTIR ATR spectrum of spider silk under-
went important changes in the wavenumber region of 3500–3000 cm−1 (Figure 5b), indi-
cating the role of hydroxyl groups (belonging to the phenolic compounds and flavonoids
from the phyto-extract) in the surface coverage of the spider silk fibers. Moreover, in the
fingerprint region (Figure 5c), there were many changes in the Amide I, II, and III bands in
the spider silk proteins. In addition, more bands appeared in the region 897–722 cm−1 in
the spectrum of S_EAh, indicating the presence of hydroxyl groups at the surface of the
spider silk fibers.

Similar changes occurred in the same regions in the spectra of the spider silk treated
with metallic nanoparticles.

It can be observed that there were changes in the spectra of spider silk treated with
the “old” AgNPs compared to those of silk treated with the fresh ones (Figure 5a–c).

3.3. Evaluation of the Zeta Potential of the Phyto-Derived Metallic Nanoparticles

Zeta potential measurements revealed the negative charges of the phyto-nanometallic
particles due to the presence of carboxylate and hydroxyl groups on their surfaces, aris-
ing from proteins and polyphenols, respectively (as demonstrated by UV-Vis and FTIR
ATR spectroscopy). Figure 6 displays a comparative presentation of the zeta poten-
tial values for the Andropogon-derived AgNPs. The particles AgNPs_2 were more sta-
ble than AgNPs_1, since they had a more negative value for the zeta potential; there-
fore, electrostatic repulsion was more pronounced in this case. AgNPs_1n presented
a moderate physical stability (ξ = −17.7 ± 7.41 mV), while AgNPs_2n showed a good
stability (ξ = −29.3 ± 7.70 mV). These values obtained for our developed AgNPs are in
line with other reports in the scientific literature. For instance, Vishwasrao et al. pre-
pared AgNPs from sapota (Manilkara zapota) pomace extract, with a moderate stability
(ξ = −13.41 ± 0.02 mV) [46]. Malaka et al. [47] synthesized AgNPs from Zea mays husk
extract, with a zeta potential value of −28.7 mV.

After 18 months, the phyto-nanometallic particles had aggregated, a fact shown by
the decrease in ξ magnitude.
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Figure 6. Comparative presentation of the electrokinetic potential of the Andropogon-derived silver
nanoparticles. The AgNPs samples obtained through Bio-Reaction 1 (AgNPs_1n and AgNPs_1o) are
placed next to those obtained through Bio-Reaction 2 (AgNPs_2n and AgNPs_2o) by alternating the
aged samples with the fresh ones.
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3.4. Size, Morphological, and Compositional Characterization of Spider Silk Biocomposites and
Their Building Blocks

The average particle size (Zav, nm) values of the Andropogon–derived nanoparticles
and the polydispersity indices (PdI), estimated by dynamic light scattering (DLS) measure-
ments, are displayed in Figure 7. The values of Zav were in the range 24–68 nm, with a PdI
index between 0.267 and 0.329 (Figure 7a). The smallest size was recorded for AgNPs_2n
(24.36 nm), which was also the most stable sample (see Section 3.3).
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Figure 7. (a) Comparative presentation of the average particle size (Zav, nm) and PdI index of
“green”-developed silver nanoparticles, estimated by dynamic light scattering (DLS) measurements;
(b) Size distribution profiles of particle population for all types of phyto-developed AgNPs. For
comparison, the aged AgNPs samples (AgNPs_1o and AgNPs_2o) are arranged next to the fresh
ones (AgNPs_1n and AgNPs_2n).

Figure 7b displays a narrow size distribution profile of the particle population for
all the types of phyto-developed AgNPs. It can be seen that the size of both types of
nanoparticles increased after 18 months.

The obtained results are within the range of AgNPs size reported for AgNPs synthe-
sized from Azadirachta Indica L. leaves extract (20–50 nm) [48] and from aqueous extracts of
aerial parts of Astragalus spinosus (10–60 nm) [49].
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The morphological aspects of the samples were analyzed by SEM analysis (Figure 8).
The SEM micrographs revealed spherical metallic nanoparticles (AgNPs_1 and AgNPs_2),
confirming that the A. halepensis extract acted both as a bioreducing and capping agent in
the development of the silver nanoparticles. The spherical shape of the phyto-developed
AgNPs was predicted by the UV-Vis absorption spectra (see Section 3.2). Similar results
were also reported by Sathishkumar et al. for the “green” synthesis of silver nanoparticles
using Morinda citrifolia L. [50]. The SEM image of the sample S_EAh showed silk bundle
fibers with a phyto-matrix. The silk treatment with the silver nanoparticles under ultra-
sound irradiation led to silk nanofibers functionalized with AgNPs. The SEM micrographs
showed the presence of AgNPs on the surface of the treated silk nanofibers: S_AgNPs_1n,
S_AgNPs_1o, S_AgNPs_2n, and S_AgNPs_2o. The functionalization of spider silk was
more effective when freshly prepared AgNPs were used compared to aged ones (see
samples S_AgNPs_1n and S_AgNPs_2n).

 

Figure 8. The SEM images of the phyto-developed AgNPs (AgNPs_1n, AgNPs_1o, AgNPs_2n, and
AgNPs_2o) and of the spider silk fibers (S) and spider silk biocomposites with plant extract (S_EAh)
or with silver nanoparticles (S_AgNPs_1n, S_AgNPs_1o, S_AgNPs_2n, and S_AgNPs_2o).
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The EDX spectra (Figure S1, Supplementary Material) evidenced the presence of silver
in the phyto-nanometallic samples (AgNPs_1n, AgNPs_1o, AgNPs_2n, and AgNPs_2o)
and in the silk-biocomposites S_AgNPs_1n, S_AgNPs_1o, S_AgNPs_2n, and S_AgNPs_2o.
Other chemical elements (O, Na, P, K, and Cl) came from the plant extract.

3.5. Investigation of Antioxidant Activity of Andropogon Extract and Its Derived AgNPs

The in vitro antioxidant activity of the A. halepensis extract and the derived phyto-
metallic particles was evaluated using the chemiluminescence technique. The AA% values
varied in the range 74–81%, and the results are displayed in Figure 9. The ability of the
Andropogon extract to scavenge free radicals was due to the presence of bioactive molecules
such as polyphenols and flavonoids (see Sections 3.1 and 3.2). The good antioxidant
properties of the developed AgNPs were retained even after 18 months. Only slight
changes in the antioxidant activity values occurred.
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Figure 9. The antioxidant activity of the Andropogon halepensis extract (EAh) and the phyto-metallic
particles obtained by Bio-Reaction 1 (AgNPs_1n and AgNPs_1o) and Bio-Reaction 2 (AgNPs_2n and
AgNPs_2o), estimated using the chemiluminescence technique.

The antioxidant activity of the phyto-developed silver nanoparticles reached values
greater than the activity of the precursor extract due to the presence, on their surface, of
phyto-compounds (capping agents) from the vegetal extract and due to a nanosized effect
that generates many reaction centers for the capturing of free radicals. This behavior of
phyto-nanometallic particles compared to their phyto-extract precursors was highlighted in
our previous studies [3,34]. In the current experiment, the best antioxidant properties were
obtained for AgNPs_2n due to two key factors: (1) a good physical stability (see Figure 6)
and (2) the smallest dimension (see Figure 7). The CL results were in good agreement with
the DLS and zeta potential measurements.

3.6. Investigation of Effects of Andropogon Extract and Derived AgNPs on Urease Activity

The potential urease-inhibiting effect of the Andropogon halepensis extract and its devel-
oped phyto-metallic particles was estimated by means of the conductometric technique
(Figure S2, Supplementary Material), which is a very simple approach.

Urea is an important organic molecule used in dermatology as a moisturizer and a
keratolytic agent as well as in wound healing [51]. Urea is broken down by the enzyme
urease into carbon dioxide and ammonia, resulting in the alkalization of the medium.
Urease has been identified as a virulence factor for several microbial pathogens [52], being
involved in many diseases’ pathogenesis in both humans and animals. Thus, finding novel
urease inhibitors is an important research topic.

In the absence of a sample, during the first 300 s of the reaction evolution in our
experiment (Figure S1, in Supplementary Material), the conductivity continuously increased
due to the formation of ions during the hydrolysis reaction of urea as a result of the action
of urease. After the addition of the samples, at t = 300 s, the conductivity drastically
increased at this point due to the introduction of ions, originating from the sample, in
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the reaction medium. After this moment, if the conductivity increased, the sample either
did not have any inhibitory actions (in the case of EAh) or had a slight inhibitory effect
(see AgNPs_1n). In the case of sample AgNPs_2n, no further increase in conductivity was
observed because the enzyme was inhibited and no transformation of the substrate (urea)
was possible. The results shown in Figure S2 (Supplementary Material) reveal that the
vegetal extract exhibited no inhibitory action on urease, while the phyto-derived AgNPs
presented an inhibitory effect.

As seen in Figure S2 (Supplementary Material), AgNPs_1n showed a slight inhibitory
action, while AgNPs_2n exhibited a strong inhibitory action against urease. Practically,
urease lost its enzymatic activity in the presence of AgNPs_2n, and no further urea transfor-
mation was possible. This behavior could be explained by the smallest size of AgNPs_2n,
allowing for a better interaction with urease’s active site, which could have changed urease’s
conformation and then blocked this active site with nanoparticles [53].

The functionalization of spider silk with AgNPs_2n, which have an inhibitory effect
on urease, could be exploited in the development of medical textiles that can be applied on
skin treated with urea, thus preventing the latter’s decomposition.

4. Conclusions

This study presented a simple eco-design of biocomposites containing silk webs from
spider Pholcus phalangioides and silver-based nanoparticles phyto-synthesized (using two
phyto-reactions) from an aqueous extract of Andropogon halepensis leaves, a common weed.
To the best of our knowledge, Andropogon halepensis has not been previously used for the
development of such biocomposites.

Through this study, we highlighted the importance of using natural resources such as
spider silk and plants, even invasive ones, to build biocomposites with potential applicabil-
ity in the biomedical field.

The phyto-synthesis of the two types of AgNPs was demonstrated using spectral
methods (UV-Vis and FTIR ATR) and by means of SEM analysis. The FTIR ATR inves-
tigation showed the involvement of organic molecules such as polyphenols, flavonoids,
proteins, carboxylic acids, polysaccharides, chlorophylls, esters, and ethers, originating
from the Andropogon halepensis extract, in the “green” synthesis of silver nanoparticles.
The nanoscale dimension of the phyto-metallic particles was demonstrated by the DLS
measurements and confirmed by the SEM images. Their zeta potential values indicated
moderate-to-good physical stability. Certain changes in the properties of the obtained
AgNPs were observed after 18 months, especially regarding their size and zeta potential
values. On the contrary, their antioxidant properties did not undergo significant changes.
The biophysical characterization of the phyto-metallic nanoparticles showed that sample
AgNPs_2 (with the smallest ratio of phyto-extract/AgNO3) presented the best results,
including in terms of its antioxidant properties and urease inhibitory activity.

The Andropogon-derived metallic nanoparticles were used to develop biocomposites
with Pholcus phalangioides spider silk by means of a simple “green” bottom–up approach.
The optical characterization (UV-Vis and FTIR ATR) and SEM analysis demonstrated the
functionalization of spider silk with Andropogon-derived AgNPs. The FTIR ATR analysis
suggested the key role of proteins, phenolic compounds, and flavonoids in the development
of biocomposites.

The biophysical characterization of the phyto-metallic nanoparticles showed that the
fresh AgNPs obtained via the second type of bio-reaction (sample AgNPs_2n) presented
the best results in terms of physical stability, antioxidant activity, and urease-inhibiting
activity. Moreover, this sample was the most efficient in the functionalization of spider silk.
Thus, the spider silk-based composites developed in this study obtained by means of silk’s
functionalization with AgNPs_2 could be further exploited in development of medical tex-
tiles that can be applied on skin treated with urea, thus preventing urea decomposition, and
assuring the scavenging of free radicals. Moreover, our “green”-developed biocomposites
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can be applied also in various fields, such as biomedicine, environmental remediation, and
nanotechnology, where these materials could potentially make significant contributions.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/ma17051225/s1: Table S1: FTIR ATR band assignment for veg-
etal extract and phyto-derived metallic nanoparticles; Table S2: FTIR ATR band assignment for
untreated and treated spider silk; Figure S1: The EDX spectra of all the samples: Andropogon
halepensis extract (EAh) and Andropogon-derived AgNPs (AgNPs_1n, AgNPs_1o, AgNPs_2n, and
AgNPs_2o), spider silk (S), and spider silk composites with plant extract (S_EAh) or with silver
nanoparticles (S_AgNPs_1n, S_AgNPs_1o, S_AgNPs_2n, and S_AgNPs_2o), at 10 kV; and Figure S2:
Investigation of urease inhibitory action of the Andropogon halepensis extract and the developed
phyto-metallic nanoparticles, estimated by the conductometric method. Refs. [54–61] are cited in the
Supplementary Materials.
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Abstract: This study investigates the suitability of using caffeine-treated and untreated black cherry
(Prunus serotina Ehrh.) wood as a polylactide filler. Composites containing 10%, 20%, and 30% filler
were investigated in terms of increasing the nucleating ability of polylactide, as well as enhancing its
resistance to microorganisms. Differential scanning calorimetry studies showed that the addition
of caffeine-treated wood significantly altered the crystallization behavior of the polymer matrix,
increasing its crystallization temperature and degree of crystallinity. Polarized light microscopic
observations revealed that only the caffeine-treated wood induced the formation of transcrystalline
structures in the polylactide. Incorporation of the modified filler into the matrix was also responsible
for changes in the thermal stability and decreased hydrophilicity of the material. Most importantly,
the use of black cherry wood treated with caffeine imparted antifungal properties to the polylactide-
based composite, effectively reducing growth of Fusarium oxysporum, Fusarium culmorum, Alternaria
alternata, and Trichoderma viride. For the first time, it was reported that treatment of wood with a
caffeine compound of natural origin alters the supermolecular structure, nucleating abilities, and
imparts antifungal properties of polylactide/wood composites, providing promising insights into the
structure-properties relationship of such composites.

Keywords: polylactide; biocomposites; wood; filler modification; caffeine; structure; biological resistance

1. Introduction

An increasing interest in ecological products requires new, effective, and sustainable
materials that reduce global pollution but also have additional user-friendly features.
Polylactide (PLA) is a well-known biodegradable polymer that not only gets a lot of
attention in the scientific world, but is also becoming more popular among consumers.
Although biocompatible and biodegradable, PLA often does not provide the application
properties required by users. One way out of this problem is to prepare composite materials.
Therefore, many attempts have been made to produce fully biodegradable, sustainable,
and satisfactory PLA-based composites in terms of functional properties.

PLA/wood composites are an emerging group of these kinds of materials. For this
purpose, numerous species and sources including pine wood [1], hardwood and softwood
pulps [2,3], wood flour [4], blends of aspen, oak, pine, basswood [5], and sawdust [6] have
been used. Of course, the environmental impact of PLA/wood composites depends on
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various factors, such as the source of the wood. The use of non-native invasive species
may also be an interesting solution to this problem [7]. Given the high prices of PLA, the
use of relatively inexpensive by-products of wood processing and wood sourced from
responsible forestry (removing invasive plant species) is believed to be more profitable
from an economic point of view.

Composites of PLA and wood offer some attractive properties. They were found to
be a waste source for the production of high quality 3D polymeric materials [6], reduce
production costs, and compensate for the deficiencies of PLA [3,5,8,9]. Despite these
obvious advantages, there are also some important issues regarding the use of wood in
polymer composites. Achieving a uniform dispersion of wood particles within the PLA
matrix may be challenging, and non-homogenous dispersion can lead to weak points,
reducing the overall strength and performance of the composite. Moreover, wood tends
to absorb moisture, which can lead to swelling, dimensional instability, and susceptibility
to microbial attack or decay. Another aspect is ensuring good compatibility and adhesion
between the hydrophilic nature of wood fibers and the hydrophobic nature of PLA, crucial
to maintaining the mechanical properties of the composites [10,11]. This is also associated
with the formation of a proper supermolecular structure of the material. The nucleating
abilities and structural aspects influence the mechanical properties of the composite and the
enhanced crystalline structure often results in improved mechanical performance, increased
heat resistance, and barrier properties [12,13].

The main advantage of PLA composites with wood filler is their biocompatibility and
biodegradability under composting conditions. However, this is also their disadvantage:
PLA-based materials lack biological protection and thus, are prone to destruction by
microorganisms, also during shelf life [14].

There are several strategies that are employed to enhance the biological resistance
of PLA/wood composites against microorganisms. Busolo et al. [15] demonstrated the
effectiveness of PLA compounds with silver-based engineered clays against Staphylococcus
aureus. Harnet et al. [16] further improved this protection by using multilayer films made
of polyethylene-functionalized chloroethylene on adhesive materials to inhibit the spread
of Escherichia coli. The scope of antimicrobial protection was expanded by modifying the
PLA surface with water-resistant polymer brushes, which significantly inhibited bacterial
adhesion [17]. Finally, Ahmed et al. [18] explored the use of plastic PLA films based on
essential oils to suppress S. aureus and Campylobacter jejuni, with cinnamon and clove oil
films showing the highest antimicrobial activity. These approaches can be grouped into the
following types: (a) chemical treatments that include applying fungicides, biocides, or other
chemical treatments that can help inhibit microbial growth and decay in the composite
material; (b) natural antimicrobials like essential oils, extracts from plants, or other biobased
substances added to the composite materials that can deter microbial attack; (c) surface
coatings with antimicrobial properties applied to the surface of composites that can provide
an extra layer of protection against microorganisms; (d) nanoparticles with antimicrobial
properties; (e) filler modifications through processes like acetylation, heat treatment, or
chemical modification [19,20]. The last method mentioned, chemical modification of wood
seems to be particularly interesting. Depending on the reagents used, it can be relatively
inexpensive and enhance the resistance of the composite to decay and microbial attack.

Caffeine has been found to be an effective and environmentally friendly wood protec-
tion agent against decay, fungi, and termites [21,22]. Caffeine has been found to interact
with wood components with varying degrees of binding strength depending on the specific
component. These interactions are influenced by the composition of wood hemicellulose,
with certain sugar monomers and polymers showing higher binding potential [23]. Caffeine
treatment at a concentration of 2% has been shown to be effective against wood-destroying
fungi and at 1% in some cases [21]. It has also been found to improve the fungistatic
properties of thermally modified pinewood [22].

Understanding and optimizing all of the above-mentioned aspects of PLA composites
is essential for tailoring their properties to meet specific application requirements, ensuring
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better performance and functionality of the material in various industries such as packaging,
biomedical devices, automotive components, and more. In an ideal situation, the filler used
for PLA composites should not only enhance the crystallization process, but also provide
antimicrobial protection. The use of caffeine-treated wood as a filler for a PLA matrix has
not yet been reported and shows great economic and ecological potential. Consequently,
the objective of this investigation was to determine whether the addition of caffeine-treated
or untreated black cherry wood, a nonnative invasive wood species in Polish ecosystems,
has a positive influence on the nucleating behavior of PLA composites and can provide
antifungal protection against bacteria and fungi.

2. Materials and Methods

2.1. Materials

Polylactide (PLA) 2500HP (Nature Works, Blair, NE, USA) was used as a polymer ma-
trix. The content of D-lactide in this PLA is 0.5% [24]. The wood material was obtained from
black cherry (Prunus serotina Ehrh.) shrubs collected in 2022, in the Arboretum in Zielonka
(52◦33′18.2′′ N 17◦05′49.7′′ E). The wood particles had sizes between 0.5 and 1.0 mm. Caf-
feine in form of powder with purity ≥ 99% (Sigma Aldrich, Darmstadt, Germany) was
used for wood treatment.

2.2. Wood Treatment

Black cherry wood was treated with caffeine as previously described in the paper by
Tomczak et al. [25]: a 2% aqueous solution of caffeine was prepared and mixed with wood
at 20 ◦C for 2 h. After treatment, the wood was dried until a constant mass was achieved.

2.3. Microorganism Preparation

The antimicrobial activity of composite samples was assessed against the microorgan-
isms listed in Table 1. Before the test, the bacterial strains were cultured in nutrient broth
(Oxoid, UK) at a temperature of 35 ± 2 ◦C for 24 h. Next, petri dishes with Mueller-Hilton
Agar (Graso Biotech, Owidz, Poland) were inoculated with a suspension of these cultures at
a concentration of 106 CFU/mL. In the antifungal test, discs with a diameter of 10 mm were
cut from the 7-day-old plate fungal cultures grown in YGC (Yeast Extract Glucose Chlo-
ramphenicol) medium and placed in the center of petri dishes with Sabouraud Dextrose
Agar (Graso Biotech, Poland).

Table 1. Microorganisms used as indicators to assess the antimicrobial activity of the tested materials.

Microorganisms Category Origin

Gram-positive bacteria

Listeria innocua
non-pathogenic bacteria with strong
adhesive properties found in many

production plants;
ATCC 33090

Listeria monocytogenes pathogenic bacteria; parasite of animals
and humans; ATCC 19111

Fungi
Fusarium oxysporum toxin-producing fungi environmental isolate
Fusarium culmorum toxin-producing fungi environmental isolate

Alternaria alternata fungi that cause spoilage of various raw
materials and food products. environmental isolate

Trichoderma viride fungi used in biological protection of plants
against pathogenic organisms environmental isolate

2.4. Preparation of Composites

Before any processing, the materials were first dried in a convection dryer at 65 ◦C for
at least 12 h.

Polylactide composites with wood filler were obtained using a two-step process. First,
the corotating twin screw extruder was used. The diameter of the screws was 16 mm and
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the L/D ratio was 40. The compression ratio, that is, the height of the screw channel in the
feeding zone to its height in the dosing zone, was 2:1. The temperatures of the extruder
zones were in the range of 190–205 ◦C. In this process, the filler was introduced into the
dosing zone using an external hopper at a speed of 8 rpm. The speed of the extruder
screws was 80 rpm. The composites were extruded through an extrusion head with a
circular nozzle with a diameter of 3 mm, cooled on a silicone conveyor, and then cut to
obtain granules.

The second processing step included injection molding. An ENGEL 80/20 HLS in-
jection molding machine (Schwertberg, Austria) was used. The clamping force of the
machine was 200 kN and the diameter of the screw was 22 mm. The temperatures of
the injection molding machine zones were set in the range of 190–210 ◦C. The injec-
tion speed was 75 mm/s, the pressing time was 6 s, and the cooling time was 35 s. A
single-cavity mold was used as a cold runner with a square socket with dimensions of
100 mm × 100 mm × 2.6 mm (length × width × thickness). An external cooling unit was
used to maintain the mold temperature at 35 ◦C. At least 10 specimens of each composite
were molded.

A diagram of the workflow carried out in this research is presented in Figure 1 and
the composites prepared in this study are presented in Table 2.

 

Figure 1. Workflow of the research.

Table 2. Prepared PLA-based samples.

Polymer Matrix Filler Type Filler Content Sample Name

PLA

- 0% PLA

untreated wood
10% PLA + 10 W
20% PLA + 20 W
30% PLA + 30 W

caffeine-treated wood
10% PLA + 10 CW
20% PLA + 20 CW
30% PLA + 30 CW

2.5. X-ray Diffraction

The supermolecular structure of the materials was analyzed by means of wide angle
X-ray scattering—XRD (Rigaku, Tokyo, Japan). CuKα radiation at 40 kV and 30 mA anode
excitation was used. The XRD patterns were recorded for 2θ angles from 5 to 40◦ in steps
of 4◦/min. The diffraction patterns were used to define the supermolecular structure of the
materials, including the polymorphic form of the fillers used. The characteristic peaks were
assigned to respective crystal planes.

2.6. Differential Scanning Calorimetry

The thermal characteristics of the produced composites were assessed through differ-
ential scanning calorimetry (DSC) using a Netzsch DSC 200 instrument (Netzsch, Bavaria,
Germany), operating in a nitrogen atmosphere. To conduct non-isothermal crystallization
studies, the samples underwent an initial heating phase from 40 to 200 ◦C at a rate of
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20 ◦C/min, followed by a 3-min dwell at this temperature to eliminate any prior thermal
or mechanical influences. Subsequently, the samples were cooled to 40 ◦C at a rate of
5 ◦C/min and held at this temperature for 1 min. This entire procedure was repeated.
The enthalpy of the crystallization (H) values determined were employed to calculate the
degree of crystallization (crystal conversion), denoted as α, using Equation (1):

α =

∫ t
0

(
dH
dt

)
× dt∫ α

0

(
dH
dt

)
× dt

(1)

Based on curves of α = f(t), the half-time of crystallization (t0.5) was determined when
the crystal conversion reached 50%. The degree of crystallinity (Xc) of the materials was
calculated according to Equation (2).

Xc =

⎛⎝ ΔHm − ΔHcc

ΔHm◦ ×
(

1 − %wt f iller
100

)
⎞⎠× 100 (2)

where: ΔHm is the melting enthalpy, ΔHcc is the enthalpy of the phase produced dur-
ing cold crystallization, ΔHm◦ is the melting enthalpy of a 100% crystalline polylactide
(93.0 J/g [26]) and %wt. filler is the percentage of filler weight.

In addition, the melting (Tm), crystallization (Tc), and cold crystallization (Tcc) tem-
peratures were defined.

2.7. Fourier Transformation Infrared Spectroscopy

Untreated and caffeine-treated wood were mixed with KBr (Merck KGaA, Darmstadt,
Germany) at a 1:200 weight ratio and analyzed in the form of pellets using a Nicolet iS5
Fourier transform spectrophotometer (Thermo Fisher Scientific, Waltham, MA, USA).

2.8. Thermogravimetric Analysis

Thermogravimetric curves for the composites (samples of approximately 10 mg) were
obtained using a NETZSCH TG 209F3 apparatus (Netzsch, Germany). Measurements were
carried out at a heating rate of 10 ◦C/min over the temperature range of 50 to 500 ◦C under
nitrogen flow (20 mL/min).

2.9. Polarized Light Microscopy

The isothermal crystallization of the PLA in the presence of untreated and treated wood
was conducted using a Linkam TP93 hot stage optical microscope (Linkam, Redhill, UK)
and a Nikon Eclipse polarizing optical microscope, model LV100POL (Nikon, Melville, NY,
USA) equipped with a Panasonic CCD GP-KR222 camera (Panasonic, Newark, NJ, USA).

The PLA granules were cut into small pieces (ca. 30 μg). One piece was placed
on a microscopic glass and then a few particles of filler were strategically placed on its
surface. The samples underwent initial heating to 200 ◦C at a rate of 20 ◦C/min and were
maintained at this temperature for 3 min to erase any prior thermal and/or mechanical
effects. After melting, the sample was pressed with another microscopic glass. The samples
were then cooled at 10 ◦C/min to 136 ◦C, at which point isothermal crystallization of the
PLA was possible. Photographs were taken every 5 s and analyses were performed using
the ToupView program (ToupTek, Hangzhou, China). On that basis, the size and growth
rate of the PLA spherulites was determined.

2.10. Contact Angle Measurements

The measurements of the contact angle were performed using a Dataphysics OCA
200 instrument (DataPhysics Instruments, Filderstadt, Germany). All measurements were
carried out at 21 ± 0.5 ◦C. A drop of 0.2 mL of water was dispensed from the capillary in a
controlled manner and placed onto the solid surface of the sample.
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2.11. Antimicrobial Properties

PLA-based samples (sterilized by autoclaving at 121 ◦C for 15 min) of approximately
1 × 1 cm were put on petri dishes with Mueller-Hilton Agar (Graso Biotech, Poland) and
Sabouraud Dextrose Agar (Graso Bioetch, Poland) inoculated with bacterial or fungal
strains. The samples tested with bacteria were incubated at 35 ± 2 ◦C for 24 h, while the
samples tested with fungi were kept at a temperature of 30 ± 2 ◦C for 28 days. After
incubation, the antimicrobial activity of the tested materials was assessed. For this pur-
pose, measurements of the inhibition zones formed around the polymeric samples were
made. Measurements were performed using a Computer Scanning System (MultiScaneBase
v14.02). The results were expressed in millimeters.

For the antifungal activity testing, mold growth was assessed on the 7th, 14th, 21st,
and 28th day of incubation. It was also observed whether the mold grew on the tested
samples. The degree of colonization of the materials tested by fungi was determined
according to the four-level scale presented in the paper by Tomczak et al. [25].

In the second set of antimicrobial experiments, the test samples were placed on the
surface of nutrient agar (Oxoid, UK) and then covered with Mueller-Hilton Agar medium
(Graso Biotech, Poland) inoculated with 106 CFU/mL of the tested bacterial strains. The
plates were incubated under the same conditions as in the first series of experiments. The
antibacterial activity of the tested materials was also evaluated in a similar way.

3. Results and Discussion

3.1. Structure of Lignocellulosic Materials

In the first step, black cherry wood fillers (both untreated and caffeine-treated) used
for the formation of composites were tested in terms of supermolecular structure, using the
XRD method.

As shown in Figure 2, both fillers exhibited a typical structure for cellulosic materials:
the wide peaks were present at 2θ 15.7◦ and 22.5◦. However, in untreated wood, some
smaller peaks, around 15◦ and 30◦, were observed that may be a result of the presence of
substances of low molecular weight naturally occurring in wood [27]. These peaks were not
registered on the diffractogram of the caffeine-treated wood, meaning that they had been
removed during treatment. The crystallinity degree of both types of filler was comparable,
around 25%.

Then, PLA and its composites were tested. The obtained diffraction patterns are also
presented in Figure 2.

The diffractogram of PLA shows a wide amorphous halo with a maximum intensity
around 2θ = 16◦, but no crystalline peaks were present. In all composite samples, the
amorphous halo was present, but only in the sample containing 30% of untreated wood
was a small crystalline peak at 2θ = 16.3◦ present. It corresponds to the planes (110)
and (200) of the ortho-rhombic α-crystalline phase of PLA [28]. Wood is known to be a
nucleating agent [29,30], but in this case, it is rather a result of composite processing—at a
higher filler loading, shear forces occurring during injection molding are higher than in case
of lower filler composites, enhancing the crystallization process [31,32]. A wide maximum
around 2θ = 22.5◦, more pronounced for composites with a high content of wood (un- and
treated), resulted from the presence of cellulose, a component of lignocellulosic mass [30].

The treatment of cherry wood with caffeine caused changes in its chemical structure,
which was confirmed by FTIR analysis, presented in form of spectrum in Figure 3.

The most important changes in the spectrum of treated wood compared to the spec-
trum of untreated wood confirm the presence of bands characteristic for caffeine molecules.
The peaks at 1703 and 1650 cm−1 can be attributed to the vibrations of C=O and/or the N-H
bonds of the acetamide group of amide I [25,33]. In turn, the peaks at 1555 and 765 cm−1

can be ascribed to the vibration of the N–H and/or C–N groups of amide II [34,35].
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Figure 2. Diffractograms of fillers, PLA matrix and composites.

Figure 3. Spectra of untreated cherry wood (A) and cherry wood treated with caffeine (B).

3.2. Nucleation Ability of Wood Fillers and Crystallization Process in Composites

A differential scanning calorimetry study was carried out to determine the phase
transitions that take place in polylactide in the presence of a filler, un- and treated with
caffeine. As a result of the experiment, thermograms showing heating and cooling curves
were obtained. Exemplary thermograms of PLA and composites are shown in Figure 4,
while all data collected from the second runs are summarized in Table 3.
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Figure 4. Exemplary thermograms of: (a) PLA, (b) PLA + 20 W, and (c) PLA + 20 CW.

Table 3. Summarized data from second runs of DSC.

Sample Tcc [◦C] Tm [◦C] Tc [◦C] ΔHm [J/g] Xc [%]

PLA 100.3 176.5 nd 37.39 28
PLA + 10 W 97.8 178.3 95.9 58.72 60
PLA + 20 W 95.0 177.7 102.5 46.23 56
PLA + 30 W 96.5 177.7 102.6 46.65 64

PLA + 10 CW 98.4 177.6 99.9 53.01 45
PLA + 20 CW nd 176.9 104.9 38.29 52
PLA + 30 CW nd 176.3 106.9 37.35 58

nd—not detected.

For polylactide, cold crystallization and melting peaks were observed, but no crystal-
lization occurred during cooling. This is the typical behavior of this polymer, which was
also described in other papers. The temperatures at which the phase transitions occurred
were also in line with those of the literature [36,37].

The presence of cold crystallization is a characteristic feature of PLA. The fact that
PLA does not fully crystallize during cooling makes it possible that during subsequent
heating, below the melting point, disordered polymer chains can rearrange into ordered
crystalline structures. The degree and rate of cold crystallization in PLA varies according
to the cooling rate, processing conditions, molecular weight, and the presence of additives
and nucleating agents [38].
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In the case of composites, the cold crystallization peak was present in all samples
containing untreated wood and in the PLA with 10% CW. It can also be seen that for PLA,
the Tcc was greater than 100 ◦C, while for composites it was in the range of 95.0–98.4 ◦C.
This suggests that the energy required for the sample to recrystallize is lower if it contains
filler, thus it enhances the crystallization process.

The addition of untreated wood was not found to have any important influence on
the melting temperature, ranging from 176.5 ◦C to 178.3 ◦C. It was proven that the stress
applied to the polymer melt during processing induces crystallization, which in turn
influences the melting temperature. Also, the crystal perfection influences this parameter:
the better the formation of crystal structures, the higher the melting temperature [39,40].
Nonetheless, no changes suggesting differences in crystal ideality were observed in the
present study.

The most noticeable changes were observed for the crystallization temperature. The
unfilled PLA did not crystallize during cooling at all. This is a well-known fact that affects
its application potential. It also shows that the cooling rate of PLA used in this study
(5 ◦C/min) was still too fast to obtain a semicrystalline structure. However, the addition
of fillers was favorable, inducing the crystallization process, which took place at 95.9 ◦C
for PLA + 10 W and at around 102.5 ◦C for PLA with 20 W and 30 W. If caffeine-treated
wood was used, the Tc parameter varied from 99.9 ◦C up to 106.9 ◦C, for 10 CW and
30 CW, respectively.

When differences in the crystallization behavior of samples are taken into account, it is
no surprise that the crystallinity degree parameter was also highly affected by the amount
and type of filler used. The degrees of crystallinity calculated indicate that the addition
of each type of filler caused an increase of the parameter from 28% for PLA to 45–64% for
composites. In composites with treated wood, the following relationship was observed: the
higher the wood content, the greater the degree of crystallinity. This is also consistent with
the values of Tc. In contrast, in composites with untreated wood, Xc did not depend on the
filler content, but it was comparable, in the range of 56–64%.

The relationship between the crystallinity degree of a polymer composite and the
filler content is often complex and may not be strictly proportional. It is a delicate balance
between an increase in the number of nucleating points and a decrease in the polymer
mobility. Several factors contribute to this nonlinear behavior, and the effect of filler content
on crystallinity can vary depending on the specific characteristics of the polymer, the filler,
and the processing conditions.

The uneven morphology of caffeine-treated wood offers more nucleating sites than the
smooth surface of the wood particles. The number of nucleating sites at which the formation
of spherulites begins is higher when more filler is present in the sample. Therefore, the
crystallinity degree of the materials increases, which, from a technological point of view, is
an important aspect. The ability to achieve a higher degree of crystallinity during a shorter
time, without the need to anneal, enables easier production of elements using injection
molding, extrusion, or blow molding processes [41,42].

On the basis of the thermograms, crystallization half-times were calculated, according
to Equation (1). The curves used for calculations along with crystallization half-times are
presented in Figure 5.

For composites with untreated fillers, half times were in the range of 4.0–4.4 min, while
for modified composites, they were 3.1–3.8 min. It can be concluded that modification of the
filler strongly affects the crystallization of PLA, causing a shortening of the conversion time
and thus, indicating an acceleration of the crystallization process. There was also a tendency
for composites with the lowest amount of filler to have the highest conversion time.
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Figure 5. Crystal conversion curves.

The results of thermal analysis suggest that the modified filler offers more nucleating
sites at which the crystallization process may begin. This is supported by the findings of
Tomczak et al. [25], who stated that the surface of caffeine-treated wood is less smooth than
that of pristine wood and has some grooves that may facilitate the formation of crystalline
structures. This is confirmed by shorter crystallization half-times and higher crystallization
temperature values. All of the fillers used were heterogeneous nucleants for the PLA matrix.
When high loads of caffeine-treated wood were used (20% and 30%), crystallization during
cooling was sufficient and no cold crystallization occurred. Furthermore, the crystallization
temperature of the composites differed, reaching the highest values for PLA + 20 CW and
PLA + 30 CW, once again proving the nucleating effect.

A study was carried out using a polarizing microscope to check the effect of the
filler on the crystallization of polymer matrix. Photos taken during the experiment under
isothermal conditions are shown in Figure 6.

For the unfilled PLA matrix and PLA with untreated wood, the crystallization process
took place in bulk. However, in the composite samples with treated filler (PLA + CW),
the formation of spherulites was observed not only in bulk, but also on the surface of
the caffeine-treated wood. Interestingly, the use of that filler resulted in the formation of
transcrystalline structures, TCL (shown with blue arrows). In addition, for the PLA + CW
samples, a larger number of spherulites were formed. This suggests that this type of filler
was a better nucleant for the polylactide matrix.

Observations made by means of microscopy support the findings of the DSC analysis
(especially the conversion rate and crystallization temperature) that showed that caffeine-
treated wood is an active nucleant for PLA. As a result, a well pronounced formation of
the transcrystalline layer was observed. This may be the result of the removal of low-mass
molecules present in untreated wood and, therefore, the incorporation of some roughness
on the surface of the filler. The following analysis of the literature shows that surface
topography may affect the nucleation of polymers in two main ways. First, the thermal
stress that develops at the filler/polymer interface might induce the local orientation of the
polymer chain segments, which enables easier nucleation. Second, the nucleation rate of
the composite was found to be determined by changes in the free energy barrier and the
diffusion activation energy under different interfacial interactions [43]. Crystallization on a
smooth surface requires a higher energy, and when grooves are present, the free energy
barriers necessary to initiate the nucleation process are lower [44,45].
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Figure 6. PLM photographs of unfilled PLA and PLA with wood and caffeine-treated wood. The
scale bar is 50 μm.

3.3. Thermogravimetric Analysis

A thermogravimetric analysis of PLA and composite samples was performed to define
the thermal stability of the samples. The recorded thermograms are shown in Figure 7,
while Table 4 summarizes the temperatures at which 10%, 50%, and 90% of the mass of the
samples were lost, along with their char content.

Figure 7. Thermogravimetric curves for PLA and composites with 30% filler.
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Table 4. Temperature at which specific mass loss occurred and char content.

Sample
Temperature [◦C] Char Content

at 500 ◦C [%]at 10% Mass Loss at 50% Mass Loss at 90% Mass Loss

PLA 332 350 362 0.9
PLA + 30 W 316 345 410 9.0

PLA + 30 CW 315 347 471 9.8

All of the TG curves had similar shapes. The decomposition of the samples occurred in
one step, with a characteristic inflection of the curve at around 300 ◦C and at approximately
360 ◦C. These are values typically observed for PLA. During its thermal decomposition,
lactide is released first and then the higher cyclic oligomers [46].

Taking into consideration the temperatures at which 10% and 50% mass loss occurred,
it can be seen that the values observed for the composites were slightly lower than those
observed for the unfilled samples, especially at the first threshold. Other studies reported
similar observations about PLA with wood fibers [47,48] and wood flour [49]. This behavior
is ascribed to the presence of wood and its main constituent, cellulose, which begins to
degrade at lower temperatures [50].

At a mass loss of 90%, there was a large difference between the PLA, PLA + 30 W, and
PLA + 30 CW samples. The temperature observed for PLA was 48 ◦C and 109 ◦C lower than
for the composite with wood and treated wood, respectively. This interesting observation
can be discussed in terms of wood particles being a physical obstacle to effective heat
transfer. The untreated wood present in the composite simply hinders heat transfer. In the
case of the modified filler, the caffeine treatment removed some of the low-mass particles
present in the wood and thus improved the interaction between the filler and the matrix,
making it more difficult for heat to be transferred through the material. Furthermore, the
amounts of char present in the residual sample were ten times higher for composites than
for PLA. This is in line with other data from the literature [51]. It results from the thermal
decomposition of the lignin (one of main constituents of wood) that was found responsible
for the formation of char during thermal decomposition of wood, at a temperature over
400 ◦C [52]. Data analysis also shows that in composites with modified filler less wood was
decomposed, proving that caffeine treatment can ‘protect’ wood from heat.

Overall, what is most important, under typical processing conditions, that is, up to
250 ◦C, was that the mass loss for both composites did not exceed 2%.

3.4. Contact Angle Measurements

Contact angle measurements were taken to determine the wettability of the composites
obtained. Based on the photos obtained (Figure 8), contact angles were determined.

The contact angle measured for the PLA, 72.2◦, is similar to that presented in other
articles [13]. It can be seen that the unfilled PLA, as well as all composites, are within
the range that classifies materials as hydrophilic. When 10% and 20% of untreated wood
is added to the PLA, the composites produced have comparable values of contact angle
polymer matrix (68.6–75.3◦ vs. 72.2◦ for PLA). A higher content of untreated wood causes
the material to be more hydrophilic. This is rather expected because the wood itself is a
hydrophilic material. The composite with the smallest amount of caffeine-treated filler had
a contact angle similar to that of unfilled polymer wood. On the other hand, increasing
the content of modified filler in the composite increased the contact angle. These materials
were characterized with lower hydrophilicity than the PLA (contact angle in the range of
82.4–86.6◦).
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Figure 8. Water drops deposited on samples and calculated, mean values of contact angle.

Yet optimistically, these results still remain within the range typical of a hydrophilic
material. However, they show that the incorporation of properly modified wood into PLA
does not have to result in increasing the hydrophilicity of the material. This may arise from
interactions between the constituents of wood and the modifier, caffeine. Treatment of
the filler could have resulted in the formation of more hydrogen bonds between cellulose
and caffeine molecules [23]. Additionally, research conducted by Tavagnacco et al. [53]
confirmed that hemicellulose has a significant affinity for caffeine, which also creates
additional bonds.

3.5. Antimicrobial Properties

Antimicrobial tests were performed to assess whether the addition of caffeine-treated
wood to the PLA matrix altered the susceptibility of the material to microorganisms.
Data regarding antifungal properties are summarized in Table 5 and exemplary photos of
samples are shown in Figure 9.

Table 5. Resistance of PLA and its composites to fungi, tested after 21 days.

Fungi PLA PLA + 10 W PLA + 20 W PLA + 30 W PLA + 10 CW PLA + 20 CW PLA + 30 CW

F. oxysporum 2 2 2 0 0 0 0
F. culmorum 2 2 2 0 0 0 0
A. alternata 2 2 2 1 0 0 0

T. viride 2 2 2 2 0 0 0

2: over 66% of the sample covered with fungal mycelium; 1: less than 33% sample covered with mycelium; 0: no
signs of fungal mycelium on the sample.

Regardless of the bacterial strain used (L. innocua or L. monocytogenes), none of the
composite samples showed antibacterial activity.

The results presented in Table 5 indicate that the PLA and composites with untreated
wood showed no activity against the tested fungal strains. More than 66% of the surface
of the PLA and composites with 10% and 20% wood was colonized by F. culmorum. Each
sample containing caffeine-treated wood and PLA with 30 CW filler showed no mold
growth on their surface. A similar behavior was observed for A. alternata: all composites
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with caffeine-treated filler remained unaffected by fungi, while the unfilled PLA and
materials with 10% and 20% untreated wood were significantly infected. The composite
with 30% wood was also covered with mold, but less so (33% of the sample). All other
fungi were responsible for mold growth, but only in the PLA sample and in the composites
with untreated wood. The presence of filler and crystallinity degree were reported to affect
the biodegradation process of PLA and its susceptibility to microorganisms [54–56], but in
this study, it was caffeine treatment that affected antifungal properties.

 

Figure 9. Samples tested against F. culmonorum and T. viride after 21 days. Samples in figures are
named as follows: A: PLA, B: PLA + 10 W, C: PLA + 20 W, D: PLA + 30 W, E: PLA + 10 CW, F: PLA +
20 CW, G: PLA + 30 CW. (F. culmorum: over 60% of the surfaces of samples A, B, and C are covered
with fungal mycelium; traces of fungal mycelium are visible on the surface of samples D, E, F, and G;
T. viride: over 60% of the surfaces of samples A, B, C, and D are covered with fungal mycelium; traces
of fungal mycelium are visible on the surface of samples E, F, and G).

Caffeine has previously been shown to have an antifungal effect not only in wood
but also in polymer composites [21,22,25,57]. However, these previous studies have been
performed for wood or wood-polypropylene composites. This is the first study on caffeine-
treated wood used as a filler for a PLA matrix, which exhibits antifungal properties. This
antimicrobial behavior is attributed to interactions between the cell walls of fungi and
caffeine, since caffeine inhibits the synthesis of chitinases, enzymes responsible for the
synthesis of cell walls of fungi [58,59]. The interesting thing is that the composite with
untreated black cherry wood (PLA + 30 W) also showed antifungal behavior against
F. oxysporum and F. culmorum (Table 5). This may be due to the fact that black cherry is a rich
source of phenolic compounds [60] that were found to have antimicrobial properties [61,62].

This is a very important finding, as the fungi used in this research produce toxins
(Fusarium spp.), cause the spoilage of various raw materials and food products (A. alternata),
or are used in the biological protection of plants against pathogenic organisms (T. viride). As
a consequence, these results provide new information that wood-filled composites, based
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on the bioderived polymer matrix, PLA, can be successfully and relatively easily modified
in order to obtain materials that can withstand the negative influence of microorganisms.

4. Conclusions

This work deals with the preparation and in-depth characterization of polylactide
biocomposites filled with black cherry wood treated with caffeine. This is the first study to
show an important relationship between the structure of a polylactide filled with a wood
product treated with a natural compound (caffeine) and the performance, including the
antifungal properties.

Based on the findings presented in this study, it can be concluded that black cherry
wood treated with caffeine is an effective heterogeneous nucleant for polylactide. The
degree of crystallinity of composites with caffeine-treated wood was definitely higher than
that of PLA, and increased with the wood filler content. The most noticeable changes in
the crystallization temperature towards higher values and a reduction in the half-time
of crystallization were observed for the modified filler. Unlike untreated wood, the use
of a caffeine-treated wood filler resulted in the formation of transcrystalline structures.
Interestingly, the introduction of this filler into the polylactide matrix also decreased its
hydrophilicity. The experiment demonstrated that the incorporation of black cherry wood
treated with caffeine into the polylactide matrix results in a material exhibiting antifungal
properties against F. oxysporum, F. culmorum, A. alternata, and T. viride.

These findings underscore the potential of black cherry wood, especially when treated
with caffeine, as a versatile and multifunctional filler to improve the crystallinity, structure,
and antifungal properties of polylactide-based materials. This research contributes valuable
information on the development of sustainable and functional biocomposites for diverse
applications in the fields of materials science and antimicrobial engineering.

Author Contributions: A.G.-Z.: Conceptualization, performing experiments, results development,
writing—original draft preparation; M.W.: preparation and characterization of fillers, manuscript
preparation; A.K.-R.: performing experiments; M.B.: wood preparation; A.S.: preparation and
carrying out antimicrobial tests; I.R.: preparation and characterization of fillers, supervision of filler
modification; S.B.: results discussion, coordination of all tasks in the paper, writing—review and
editing, supervision. All authors have read and agreed to the published version of the manuscript.

Funding: The research has received financial support of Ministry of Education and Science (Poland).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.

References
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