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Preface

According to a recent market study, the Global Industry 4.0 Market was valued at USD 102.94

billion in the year 2022 and is projected to reach a value of USD 433.84 billion by the year 2030. The

Global Market is expected to grow, exhibiting a Compound Annual Growth Rate (CAGR) of 19.70 %

over the forecast period.

Industry 4.0 is defined as the integration of intelligent digital technologies into manufacturing

and industrial processes. It encompasses a set of technologies that include industrial IoT networks,

artificial intelligence, big data, robotics, automation and control.

The primary driving factor of the Industry 4.0 market is the increasing adaptation of automated

equipment and tools, rising investment for additive manufacturing, and the emergence of digital

technologies such as IoT, AI, ML, Cloud Services, 5G, Blockchain, Extended Reality, Digital Twins, and

3D Printing. The key market restraints are economic constraints in emerging countries and business

market obstacles.

This reprint, entitled “Automation Control Systems & Process Control for Industry 4.0”, contains

extended papers from the 2nd IFSA Winter Conference on Automation, Robotics & Communications

for Industry 4.0 (ARCI’ 2022), held on the 2nd–4th February 2022 in Andorra la Vella, Andorra. This

conference addressed the following topics: Automation Control Systems, Process Control, Smart

Manufacturing and Technologies.

The reprint contains 10 chapters written by 40 authors from 7 countries: China, Germany, Italy,

Mexico, Peru, Poland and Venezuela. This book will inform readers about cutting-edge developments,

in the field and provide a road map for further research and development. All chapters follow a similar

structure: firstly, there is an introduction to the specific topic under study, and secondly, there is a

description of the field, including applications. Each chapter ends with a list of references, including

books, journals, conference proceedings and websites.

The reprint is intended for researchers and scientists from academia and industry, as well as for

graduate and postgraduate students.

Sergey Y. Yurish

Editor
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Abstract: The incursion of disruptive technologies, such as the Internet of Things, information
technologies, cloud computing, digitalization and artificial intelligence, into current production
processes has led to a new global industrial revolution called Industry 4.0 or Manufacturing 4.0. This
new revolution proposes digitization from one end of the value chain to the other by integrating
physical assets into systems and networks linked to a series of technologies to create value. Industry
4.0 has far-reaching implications for production systems and engineering education, especially in
the training of mechatronic engineers. In order to face the new challenges of the transition from
manufacturing 3.0 to Industry 4.0 and 5.0, it is necessary to implement innovative educational models
that allow the systematic training of engineers. The competency-based education model has ideal
characteristics to help mechatronic engineers, especially in the development of specific competencies.
This article proposes 15 technical considerations related to generic industrial needs and disruptive
technologies that serve to determine those specific competencies required by mechatronic engineers
to meet the challenges of Industry 4.0 and 5.0.

Keywords: Industry 4.0; competency-based education; cyber-physical systems; specific competencies;
engineering education

1. Introduction

Today’s industrial production, characterized by globalization and uncertainty, is being
affected by the rapid development and application of various technologies, including
Information and Communication Technologies (ICT) [1], and is also pressured by market
demands for increasingly specialized and differentiated products. The incursion of frontier
technologies in production lines makes the changes in industries and in society in general
accelerated, and has wide repercussions in industry value chains and in contemporary cities.
It can be said that the world is undergoing a transition between two major industrial events.
To meet the challenges facing companies, a new industrial paradigm known as “Industry
4.0” (I4.0) has emerged. This new industrial production proposal involves generating new
organizations and proposals for control of high value-added systems [2].
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Consequently, the industrial world is in a phase of accelerated transition between
the industrial revolution characterized by electronics, computing and automation (Manu-
facturing 3.0 (I3.0)) to another industrial revolution characterized by digitalization, cloud
computing, the internet of things and cyber-physical systems (CPS), and in another less
rapid transition phase between I4.0 characterized by the displacement of humans from pro-
duction systems and Industry 5.0 (I5.0) which seeks closer collaboration between operators
and machines.

The effects of I4.0 are felt in companies, universities, cities and modern society in
general. I4.0, so conceived in 2011 in Germany [3], is similar to the era of mechanization
characterized by steam power; it is also similar to the era where production lines and
electricity were the engine of the economy, as well as to the era where computing and
automation improved and optimized production systems. This means that I4.0 is a new
industrial revolution and its effects are global and disruptive, mainly in companies and
production processes.

Changes in industries are driven by the incursion of new technologies, such as the
Internet of Things (IoT), Collaborative Robotics, Artificial Intelligence (AI), Augmented
Reality (AR), CPS and Digital Twins (DT), among others [4].

I4.0 is a philosophy of the large-scale integration of methods, tools, systems, knowl-
edge and technologies whose purpose is to enhance production chains by improving and
optimizing processes. In fact, an important objective of the fourth industrial revolution is
to optimize the third computerized industrial revolution (I3.0).

I4.0 proposes the digitization of the entire value chain through the integration of
physical infrastructure into systems and networks associated with frontier (disruptive)
technologies to create added value [5]. In this way, a production plant that is ready for I4.0
may be conceived as a system of systems, where elements of those partners that are part
of the value chain (e.g., suppliers, manufacturers, and factory employees) must operate
together to achieve the stated goals [6].

I4.0 is used to mutually interconnect the following three factors [7]:

1. The process of integration and digitization of simple technical-economic relationships
into complex networks.

2. The process of digitalization of product and service offerings.
3. In venturing into new market models.

Today many activities performed by mankind are interconnected in various ways with
the help of communication systems. It is highly likely that I4.0 will improve the lives of
human beings in many aspects and in various areas of opportunity. I4.0 is initiating various
dynamic changes in the way companies envision and the ways products are manufactured,
which will involve changes at all levels of manufacturing and supply chains, as well as
changes in manufacturing line workers, engineers, and CPS developers, as well as changes
in customers [8]. In the same way, education, and especially engineering education, will
have to adjust to the new industrial paradigm seeking to provide graduates capable of
facing the challenges required by the companies of today and the near future.

On the other hand, digitization is a process of high value and interest within I4.0.
However, the core technologies of this new industrial revolution are CPSs [5]. These
systems are of utmost importance in I4.0, since they act as a means to relate the physical
world, integrated by elements such as mobile devices, sensors, mechanical systems and
actuators, with the Internet seeking to simulate or reflect the events of reality in a digital or
computational environment called cyberspace, with the aim of processing inspection and
time management [9].

Currently, CPSs have diverse applications in critical situations where it is required
to have reliable, protected and safe functions, and where the synchronization is subject
to specific and strict requirements, such as in homes and universities or in automated
systems where human operators work, or in modern production systems where there
are collaborations between humans and robotic systems [10]. CPSs represent the core
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technology of I4.0, so the characterization and study of CPSs are of great importance for
industry and engineering education.

Digital Twin (DT) technology, similarly to CPS, has an extremely important role in I4.0.
Since their conception, it was announced that DTs would give a revolutionary technological
boost to companies and industries, since with them various operations and processes can be
simplified [11]. A DT is a virtual copy or replica of a dynamic system composed of physical
elements that fulfill a specific function. The physical system and its replica are directionally
interconnected, so that there is a feedback between them composed of information from
the physical elements (e.g., sensors), and from processed or evaluated information from
the DT to the physical part.

DTs are the most important technologies with the greatest applications today in I4.0,
providing industrial processes with efficiency and optimization, among other important
benefits. The study and analysis of DTs are important and necessary for those companies or
industries seeking to improve their processes under the I4.0 philosophy. It is important to
note that the technologies of the DTs and CPS should be taught in universities to engineers
as they represent the central basis of the fourth industrial revolution so that the design,
construction and operation of the same will be crucial for the current and future industry.

From an operational point of view, I4.0 seeks to optimize I.30. In this sense, IA is
a discipline that offers various algorithms to achieve the optimization of production systems.
In fact, according to [12] the employment of Industrial AI towards process optimization
in manufacturing is gaining rapid traction, enabling smarter, more efficient data-driven
decision-making by leveraging both historical and real-time data. Thus, the application
of Industrial AI for process optimization can contribute to make manufacturing processes
more profitable, while also being more sustainable and efficient. Artificial Intelligence (AI)
and its various algorithms are computational tools that greatly assist the development of
intelligent equipment. In fact, it can be stated that AI is a cognitive science that is used for
research, in image and natural language processing, in robotic systems and for automatic
learning, among other applications related to I4.0 to conceive, design, manufacture and
control systems considered intelligent. In addition, AI, in conjunction with Big Data,
IoT, cloud computing, DTs and CPS, among other technologies, will make companies
and industries of today and the future operate in an optimal, efficient, flexible, lean and
green way. Currently, industrial AI (Artificial Intelligence with applications in industries)
is in an initial or incipient phase, so it is necessary to study and propose techniques,
structures, frameworks and methodologies for its correct use and implementation in the
industrial sector [13].

AI is a field of knowledge that is not new, but that will now be a necessary input
for those companies that want to operate under the context of the I4.0 and that, due to
its great importance, should be a subject of formal study in engineering education. The
adaptation of companies and universities to I4.0 must be in a certain sense accelerated
because many companies already handle various disruptive technologies and therefore
put pressure on other companies that make up the value chain to upgrade. Some countries,
such as Germany and France are in an accelerated process of industrial reconversion, but
other countries such as Mexico or Brazil do not present a substantive dynamic of change.
The urgency for change is based on two facts: (1) Many companies have not measured
the implications of I4.0 and, therefore, have not started upgrades and (2) It has begun
to be discussed that there is already a fifth industrial paradigm known as Industry 5.0
(I5.0), which seeks to integrate human beings back into industrial processes, improve
the environment, obtain better social benefits and implement resilient systems, among
other innovations.

I5.0 focuses on the following basic elements [14]: (1) On human agency, (2) On sustain-
ability, and (3) On the ability of a system to maintain important functions and processes in
the face of stress by resisting and then recovering or adapting to change (resilient system).
I5.0 will bring about relationships between systems of different classes and technological
configurations associated with I4.0 that are linked together for mutual benefit and between
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skilled operators (symbiotic relationship between technology and humans), to create work-
places and work environments where the human being is at the center of the work and
is able to generate high value-added, top quality and customized products. The I4.0 is
characterized by the implementation of state-of-the-art technologies and with this, better
and high performances are achieved; on the other hand, the I5.0 seeks to establish highly
cooperative relationships of the synergistic type between production systems improved
with new technologies and social systems, with the aim of seeking a more personalized
and massive production of parts, products, solutions and services [15]. I5.0 should be
considered in the education of today’s engineers, since, similar to I4.0, I5.0 represents
technological changes and challenges in companies and society in general.

Industry 4.0 is changing the world and teaching processes, so higher education needs
to be innovated. In fact, higher education institutes are contributing to these changes
through research and education [16]. I4.0 causes engineering education to undergo signif-
icant changes, requiring teachers to modify traditional engineering education. Teachers
have to train their students under the guidelines of the new industrial paradigm so that they
can cope with I4.0 and have the ability to continue research on the subject under lifelong
learning conditions. In other words, it is required to establish such tangible engineering
skills, both in processing and thinking that can be applied to emerging technologies [17].

The I4.0 vision seeks to train engineers who are capable of performing more complex
activities, since robots with intelligence will replace operators and engineers in various
industrial activities. Therefore, the education of professionals must be oriented towards
obtaining information and improving their skills in tasks and activities that cannot be
performed by robots. I4.0 causes a displacement of humans from production systems due
to high automation and AI. This distortion of I4.0 in the activities of professionals causes
education to seek mainly skills and abilities, and specialized development in engineers, for
example, in the mastery and applications of AI and in the handling of large amounts of data
(Big Data). In this sense some of the skills required today to face I4.0 are advanced analytics,
digital security and IoT. It should be noted that in order to align with the challenges of I4.0,
education is moving towards the digitization of its processes [18].

I4.0 seeks to ensure that intelligent production processes generate customized results
through more efficient, sustainable and environmentally friendly production strategies.
However, in order to achieve the proposed objectives (producing efficiently and under sus-
tainable criteria), entrepreneurs must face certain challenges, such as the lack of personnel
with the necessary knowledge and skills to enable them to develop, implement and manage
high-tech systems. Therefore, the implementation of I4.0 requires the labor market to change
and to promote the training of professionals with the necessary knowledge and skills so
that companies can achieve their objectives within this new industrial paradigm [19].

In this context, engineering education must seek approaches, methods or educational
models that allow it to train the engineers of the present and future to meet the challenges
imposed by the I4.0 and the fifth industrial revolution, without forgetting that in many
countries the transition from manufacturing 3.0 (I3.0) to I4.0 is taking place. Competency-
Based Education (CBE) may be an ideal educational approach for training engineers in
the context of I4.0, as it fosters comprehensive training, flexibility and self-management,
promotes active learning, develops technical and social skills, and encourages engineers to
solve problems in complex situations [20], among other relevant features of this approach.
Competency is considered substantially important and is given high consideration because
of its ability to provide competitive advantage to organizations. One of the challenges that
professionals and operators face in the workplace is to a constantly changing environment,
whether brought about by management or by industrial change in technology or ideology.
These changes have a significant impact on the skill and competency needs of workers [21].

On the other hand, the specific competencies associated with the job are essential
to find those professionals required by companies, so a meticulous identification and
description of them helps employers not only to obtain employees in line with their
requirements, but also provides information to determine the measures to be adopted in
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the company. Specific competencies are the guidelines for universities to develop their
curricula. I4.0 and cutting-edge technologies have caused progressive companies to seek
professionals trained in information technologies and digital systems [22].

CBE is both goal-oriented and outcome-oriented. Competency-based education fo-
cuses on standards or norms that involve all the processes involved in the models and
modalities that adopt it, namely: standardization, assessment, certification, recognition,
training and validation. In this arrangement, competency standards can motivate the
learning of individuals and groups, but also limit and even discourage it [23].

The I4.0 promotes changes in engineering education, but with more emphasis on
Mechatronics Engineering, so it is necessary that education in mechatronics and, in general,
mechatronics as an area of knowledge, must be reinvented. There is no single path that
indicates how mechatronics should be reinvented, but it is possible to know important
aspects of its evolution. In this sense, today’s mechatronic systems have very advanced
capabilities that are mainly based on the evolution of mechatronic enabling technologies
and of the mechatronic design methodology itself. It is possible to observe the improvement
in intelligence of mechatronic systems and, above all, the increase in their complexity. The
changes that are occurring in the technologies and in the mechatronic design methodology
itself drive the new processes, products and systems that are generated under the vision
of mechatronics to possess new properties and capabilities, which drive the generation
of new systems that support productive systems [24]. These devices or products evolved
from simple monitoring to self-optimization of their performance.

Mechatronics Education is essential in I4.0, so it is necessary to apply or propose
appropriate educational models or approaches for the training of engineers that allow
their incorporation into the working world whose dynamics is being affected by the
integration of various disruptive technologies. In this sense, this article proposes a general
conceptualization of the technologies and processes of I3.0, I4.0 and I5.0, mainly related
to CPS, DT and technological conditioning (Retrofitting), with the objective of proposing
a series of technical considerations through which it is possible to build specific competences
for mechatronic engineers. The importance of CBE and active methodologies in the training
of the engineer in the vision of I4.0 and I5.0 is discussed.

Although all the competencies (basic, generic, specific) are important in the training of
the mechatronic engineer, this article only focuses on proposing some technical considera-
tions that help to shape the specific competencies. It does not propose an in-depth study or
the methodological construction of these competencies, because in reality these are shaped
taking into account the local, regional or national needs of companies and industries.

2. Materials and Methods

This section presents the methodology used in this research work. The type of research
was descriptive-qualitative, because the generalities of I4.0 and I5.0, and their relationships
with engineering education, especially with Mechatronics Engineering and CBE, were
analyzed. This part of the paper consists of two general blocks: (1) The first block is
related to the industrial aspects of I4.0 and I5.0 and (2) The second block is associated with
the aspects of engineering education. The first block describes some aspects related to
industrial revolutions, I4.0 and I5.0 and the technologies that support them, as well as the
definitions of CPS, DT, AI and simulation. Block 2 describes some important aspects of
engineering education and Mechatronics Engineering education in the vision of I4.0, CBE
and active methodologies. With the analysis of both blocks, 15 guides for the conformation
of specific competences in Mechatronics Engineering are proposed.

2.1. Industries 4.0 and 5.0

This section presents various concepts and definitions that shape I4.0 and I5.0, as well
as the transition process between I3.0 and I4.0. Some disruptive technologies, CPS and DT,
are described, and the concept of technology overhaul is discussed. The understanding and
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analysis of these technologies will allow to know those technical characteristics important
for the shaping of specific competences in mechatronic engineering.

2.1.1. General Aspects of Industrial Revolutions

Throughout history, each industrial revolution has changed the way of life of the
human race; in fact, the industrial paradigms that are currently being presented provoke
a broad reflection on what human beings can do in terms of technology and on the ca-
pacity and enormous importance of people’s creativity [25]. An industrial revolution or
industrial paradigm is generally conceived by human beings as a single occurrence or
an isolated event, but in reality paradigms in a given time bring about changes and in-
novations that give impetus to companies and improve world economies. History has
shown that the changes brought about by industrial paradigms are progressive, i.e., they
are modernizations of previous ones [26].

Each industrial revolution has one or more core technologies and processes that dis-
tinguish them. The rise of the textile industry was the main feature of the first industrial
revolution (IR1.0); the introduction of electricity, production lines for mass production and
internal combustion systems were the core technologies of the second industrial revolution
(IR2.0) and the introduction of automation and computers were the focus of the third indus-
trial revolution (IR3.0) [27]. The last two technological paradigms appeared just 12 years
ago and their core technologies are CPS and DTs, for the case of I4.0 (fourth industrial
revolution) and human-machine collaboration systems and personalization, for the case of
IR5.0 (fifth industrial revolution). Figure 1 shows each known industrial revolution and its
core technologies [28].

Figure 1. Industrial revolutions and their core technologies [28].

Steam engine, electrification, automation, digitization and customization describe
one of several characterizations of industrial revolutions (see Figure 1). Another such
characterization up to I4.0 is the following [29]:

IR1.0: Steam systems marked the beginning of IR1.0 in human history.

� IR2.0: Assembly lines for mass production of cars involved the systematization of
manufacturing processes.

� IR3.0: The introduction of the computer increased production volumes and reduced
the importance of human labor.
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� I4.0: The CPS are identified as the central part of the I4.0 technologies, since develop-
ments in computing and in the conformation of high-powered information systems
allow productive systems to operate in an interconnected way.

According to Ratanlal [30] IR5.0 should perfectly be the elaboration of the modern
manufacturing framework to enable man and artifact to perform tasks hand in hand,
combining the specific and cognitive knowledge of workers and the precise and specialized
knowledge of robots to introduce an ultramodern way of life in care.

2.1.2. Industry 4.0 and Industry 5.0 Definitions

In order to know the field of action of the mechatronic engineer, it is necessary and
important to know the definitions and general aspects of I4.0 and I5.0.

According to Dilmé [31], in some studies conducted by universities and companies,
they found that 90% of the data in the world today has been created only in the last two
years, 30% of companies started to monetize their data assets in 2017, and according to
S&P 500, the average lifespan of an industry has shrunk by 50 years in the past century,
from 67 years in 1920 to 15 years today; 86% of CEOs consider digital their first priority and
76% of millennials believe innovations are their most valuable trait. These studies show the
changes that are occurring at an accelerated rate in industries and that have to do mainly
with the changing demands of consumers and that are related to the applications of novel
(disruptive) technologies in production processes.

I4.0 will bring about major changes in companies, from technical to organiza-
tional issues [32]. It is possible to exemplify some visions of the changes that I4.0 will
bring about:

� New level of social-technical interaction: It is possible to plan high value-added processes
between organizations using autonomous and self-organized production resources.

� Intelligent products: The operating parameters of the production lines and of the
generated products are known data and the information of both is exchanged. The
production of the products can be optimized if it is possible to form them into
technological groups.

� Individualized production: Flexibility in production systems allows the specifications
or characteristics required by customers and the products themselves to be taken into
account during the design of the product life cycle.

� Autonomous control: Operators will be able to take control and reconfigure intel-
ligent technology assets taking into consideration the highly sensitive objectives of
today’s environment.

� Product design controls product-related data: Product information is key and crucial
for product life cycle management and development.

On the other hand, the World Economic Forum applied a survey to 371 companies
of high global relevance, to find out which were the main technological resources that are
driving innovations in current jobs, in competencies and that will be determinant in future
jobs [33]. The results obtained from this survey were as follows:

1. Systems that increase computational capacity and the use of large amounts of data
(Big Data).

2. The Internet that allows connection between mobile devices and cloud computing.
3. New energy supplies and technologies.
4. The IoT that makes possible the connection through sensing elements, communica-

tions and better processing of information and energy in industrial equipment and
domestic systems.

5. Open collaboration, collaborative economy and peer-to-peer (P2P) networking.
6. Collaborative and advanced robotics, as well as independent (autonomous) transportation.
7. AI and machine learning.
8. Modern advanced manufacturing and additive manufacturing.
9. Novel and advanced materials, biotechnology and genomic technology.

7



Processes 2022, 10, 1445

The technological resources mentioned above can be applied to various processes in
companies and factories with the aim of improving efficiency and optimizing production
systems by injecting added value. I4.0 was conceived with the purpose of being able to
systematize and understand the changes in industries in recent years arising from innova-
tions and improvements made by companies, the incursion of novel technologies and the
implications of digitalization in industries. I4.0 describes a set of methods that are used to
move from manufacturing conducted primarily by machines to digital manufacturing [34].
I4.0 can be understood as the integration of novel and disruptive technologies whose main
objective is process optimization. I4.0 is a trending concept, promising remarkable results
for industries while profoundly changing organizations in many terms. The changes start
in the way business models are established throughout the entire production process up
to the end point when the customer receives the product [35]. One of the goals of every
company is to decrease the costs of parts or processes and to have processes that are more
flexible and capable of manufacturing small but complex batches of products to meet
the demands of highly specialized and differentiated markets. In this sense, I4.0 focuses
on improving competitiveness by reducing costs and increasing flexibility in decentral-
ized production systems to offer customized products, which is an advantage to satisfy
customer markets [36].

The I4.0 promotes the use of a wide variety of technologies to encourage companies
to implement changes in their production processes, including AI, Big Data, additive
manufacturing, among others [37], which make it possible to form CPS since it is possible
to create significant information flows in real time. In addition, the I4.0 makes it possible
for industries framed in the vision of the I3.0 to be highly interconnected and to seek the
computerization of their processes. I4.0 seeks to achieve several objectives, including ICT-
driven production customization, autonomous flexibility of production lines, systematic
monitoring and communication of components, products and machines, and promoting
methods where human-machine operations need to be implemented, as well as promoting
the application of optimization methods in production lines using the IoT and offering
industrial models in which there is high interaction in high-value production chains [38].

The I4.0 paradigm seeks to link physical and digital systems in new interaction models.
There is a consensus among the visions of scholars and industries related to the projections
of production for the future based on I4.0. These visions agree that there will be [39]:
(1) Smart industry, (2) Products or items with certain degrees of intelligence, (3) New
models for doing business, and (4) Buyers and customers.

In 2011, the concept of I4.0 was first proposed in Germany and was considered as
a new initiative or strategic projection with the objective of being the first country to
push its manufacturing industry to modern development [40]. A formal definition of I4.0
is as follows [41]:

I4.0 is the technical integration of CPS in manufacturing and logistics and the use of IoT and
services, for applications in industrial processes. This integration will have implications for value
creation, business models, downstream services and work organization.

I4.0 is defined according to Rodriguez and Bribiesca [42] as the digital transformation
driven by connected technologies to build a cyber-physical organization.

The common term between the two definitions described above is the cyber-physical
entity or CPS, so it can be said that CPS is the core of I4.0. I4.0 can be considered as
an industrial paradigm that promotes high automation for process optimization. Somehow
this industrial paradigm displaces the human being from the center of production. However,
it is well known that AI applied to industry makes it possible for humans and devices or
machines to interrelate with each other. Many machines, such as robots, can now learn
many operations performed by operators. It is from these collaborative practices between
cybernetic machines and humans that the term Industry 5.0 (I5.0) is conceived.
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I5.0 promotes the use of robotic systems to collaborate with operators, particularly in
mitigating risks in companies. These systems may be able to understand and in some way
sense the operators, as well as understand the tasks they perform. The aim is for robotic
systems to be able to observe, sense and learn the tasks that workers perform so that they
can help them perform them. I5.0 promotes the integration of AI into the lives of human
beings with the main purpose of improving their capabilities [43]. In most applications,
I5.0 has shown an important connection between intelligent systems and humans through
precise manufacturing automation with critical thinking skills [44]. In addition, I5.0 will
put workers on another level by moving from manual work to cognitive work, which will
involve adding more value to work activities in modern industries. I5.0 will be based on
decision making, human creativity, innovations and critical thinking, which will generate
more personalized products, articles and services with higher added value, while robotic
systems will perform repetitive, high-risk and labor-intensive tasks [45].

I5.0 promotes integration and greater collaboration between operators and intelli-
gent machines through the application of highly specialized and precision automation
techniques accompanied by the power of human critical thinking. The idea of I5.0 is to
empower organizations to reach high levels of competitiveness with the help of novel and
efficient tools, and that companies can use industrial recycling seeking to have rapid change
capabilities without economic or capital investment [46].

Another contribution of I5.0 is the mass customization of products, where users have
the facility to prefer products made to their liking or to their specific needs. I5.0 will lead
to a significant increase in the efficiency of production and will make possible a great
versatility between humans and machines, which will allow for task responsibility and
constant supervision [47].

There are several proposed definitions of I5.0, two of which are described below:

Definition 1. I5.0 is considered as an initial evolution of human-operated industry based on the
principles of the 6Rs (Recognize, Reconsider, Realize, Reduce, Reuse and Recycle) of industrial
upcycling. The 6Rs represent a technique of waste prevention and logistic efficiency design to
value standard of living, innovative creations and to produce customized items developed with
improved quality [48].

Definition 2. The I5.0 brings together the most elementary and strongest concepts of the so-called
SCP and the power of the intelligent mind of human beings for the conformation of productive
systems that operate synergistically [49]. Because I4.0 weakens the direct work of operators,
government officials promote a design of products and systems that is innovative, ethical and where
man must be the center of the proposals.

I5.0 not only refers to the integral cooperation between cybernetic machines and
human beings, but also involves aspects of sustainability and social considerations. The
I5.0 paradigm promotes the recognition that companies have the power to achieve more
far-reaching social goals beyond the benefits of work and economic growth, and that they
can be resilient and prosperous providers, that make it possible for production systems to
respect the limits of the planet and that put workers at the center of production [50].

2.1.3. Base Technologies of I4.0. and I5.0

Knowledge of the technologies that support both I4.0 and I5.0 is fundamental for the
design of specific competencies in Mechatronics Engineering. I4.0 is supported by nine
technological pillars, which are shown in Figure 2 [51].
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Figure 2. Technologies supporting I4.0 [51].

Each of the technologies shown in the figure above are described briefly below [51]:

� Autonomous robots: These systems have been improving over time and when incor-
porated into production lines they make them more flexible and more autonomous,
allowing close collaboration between humans and other robotic systems.

� Simulation: This technology allows the creation of DTs that are used to optimize
processes, and is also applied for virtual product design, for material selection and
to mimic the behavior of production lines where machines, products and humans
coexist. It is possible to virtually build complete production systems with the help
of simulation.

� Horizontal and vertical systems integration: This technology seeks to computerize
supply chains by forming networks that are capable of integrating information and
data between external and internal systems (cross-functional type).

� Industrial IoT: This technology allows the integration of mobile devices with IT systems
with the objective of sharing data and information in real time.

� Cybersecurity: This technology is necessary in I4.0 in order to protect the sensitive in-
formation of industries and so that productive systems can be guaranteed the exchange
of reliable information.

� Cloud: Many of the services of different IT sites that rely on the storage and exchange
of information and data will be managed in the cloud.

� Additive Manufacturing (AM): This technology is used for the design and manufacture
of parts and products that can be customized to customers’ needs. Because AM
produces lightweight designs and small batches of products, product warehousing is
reduced as well as logistics costs.

� Augmented Reality (AR): AR can be used for virtual training of companies’ human
resources, for equipment maintenance and to perform better work techniques and
procedures on production lines.

I4.0 can be implemented by companies seeking to be competitive. However, to achieve
this they must know what I4.0 is, the pillars on which it rests and their interrelationships.
Figure 3 shows a proposed conceptual map based on three major sets of connections
(inherent connections, cybersecurity connections, and interpillar connections) [52].
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Figure 3. The relationships between the three pillars of connections of I4.0 technologies [52].

The map shown in Figure 3 does not represent fixed relationships between technologies
and more sets of connections can be considered, as the rapid pace of technology innovation
may pose different connections. On the other hand, Figure 4 shows a proposal of the
technologies that integrate I5.0 [53].

Figure 4. Technologies supporting I5.0 [53].

The I5.0 associates aspects of environmental care and social aspects, as well as the
interaction between men and machines, in fact, from this interaction is generated the
concept of Operator 4.0, which seeks the conformation of new manufacturing systems
called Human-Cyber-Physical Production Systems (H-CPPS) whose objective is to generate
the necessary conditions for workers to improve and expand their capabilities [54]. The
development of trust-based relationships between operators and devices or machines
is a goal of the Operator 4.0 idea. Such relationships would enable smart industries to
maximize their strengths in their context by including machinery endowed with intelligence.
At the same time, these human-machine interactions would enable empowering and
augmenting the skills and capabilities of workers to achieve more far-reaching goals and
opportunities that are generated by the implementation of I4.0 [55].
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Figure 5 presents the technological resources associated with the Operator 4.0 idea [44].

Figure 5. Human-machine interactions (symbiosis) of I5.0: Technologies increase people’s capabilities
and skills due to a cognitive-type process [44].

2.1.4. Technological Transitions: Technical Aspects

The knowledge of the information of industrial processes related to the technological
transitions between one revolution and another is fundamental to be able to design specific
competencies for Mechatronic Engineering. This information allows determining which
knowledge should be taken into account and which should not, since the industrial world
is actually undergoing an industrial transition that implies gradual and/or disruptive
changes in production systems.

Transitions between industrial revolutions are often complex and pose significant
economic challenges, especially for companies, as they must adapt to change in order to
be competitive. For several companies in the world, especially those whose production
systems are framed in the I3.0 and that do not have sufficient capital, the technological
transition (from I3.0 to I4.0) has become a serious problem, as they face the challenge of de-
ciding whether a technological upgrade (an almost total change in production systems) that
involves a considerable economic investment or a technology reconversion that involves
a substantial improvement to the production systems they already have and, therefore, less
economic investment, is relevant [20]. The Industry 3.5 (I3.5) concept is associated with
the representation of the technological transition from I3.0 to I4.0, and can be considered
a hybrid strategy, not only for a technological transition in production systems, but also for
managing any disruptive impact, such as total resource management for sustainability [56].
The concept of I3.5 becomes an overall strategic framework that concatenates high-tech
applications, IoT, big data analytics, resource allocation, improvement and optimization,
seeking to develop a basis for smart production [57].

One of the main objectives of I4.0 is to promote the development of productive systems
endowed with intelligence where devices or machines have special characteristics, such
as adaptability, a high degree of flexibility, learning by themselves (self-learning) and
being able to be self-adaptable [57]. However, I3.5 is only interested in ensuring that
the benefits and improvements made to production systems are short term, and for this
purpose it must use various tools, including those used for analysis and those applied to
process optimization. These tools are applied to the development of company operating
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plans and supply chain management, plant and quality controls, so that highly automated
operating systems conceived under the I3.5 approach can perform various tasks, including
decision making. An expected result with the incursion and improvement of IoT, DT,
CPS, data processing and physical assets (infrastructure), is the effective and efficient
communication between the different and diverse devices, machines and production lines
conceived under the I3.5 approach, so that a conception towards the intelligent industry of
the I4.0 can be derived from this communication. Table 1 shows a comparison between I3.0,
I3.5 and I4.0 [58].

Table 1. Comparison between I3.0, I3.5 and I4.0 [58].

Features Industry 3.0 Industry 3.5 Industry 4.0

Core Concept Highly automated system
Decision making ability with the

improvement of
existing environments

Smart factory with CPS and IoT

Production Strategy Mass Production Flexible Manufacturing (diverse
products with small lot size) Mass Customization

Quality Control Statistical Process Control Advances Process Control Self-aware; Self-prediction

Resources Management
Materials Management;

Human Resource
Management, etc.

Total resource Management Self-configure; Self-optimize

Development Priorities Investment of hardware
Integration of ability of data

analysis and experience
of management

Construction of CPS and IoT

Another challenge faced by I3.5 is the decision making of companies to decide how to
introduce disruptive technologies to their production processes, especially those companies
that have difficulties investing in new equipment. Technological reconversion or also called
technological upgrading may be an option. However, it is not an easy task to upgrade
a conventional system or machine to align with the demands and requirements of I4.0,
because components and systems, such as actuators, sensing systems and computer systems
generally have communication protocols that prevent, among other things, multidirectional
interconnection both internally and externally. In other words, although an I3.0 CNC
machine is a CPS, its transformation into a CPS developed under the I4.0 approach is
complicated due to its technological limitations. In this sense, the retrofitting of machinery
and systems can be a suitable method for technological reconversion.

Retrofitting can be classified into: (1) Traditional retrofitting and (2) Intelligent retrofitting.
The first one refers to the replacement of parts or subsystems to achieve the optimization of
some process variables such as, for example, the reduction in maintenance time, the speed
of machines and processes, as well as the accuracy of various tasks, among others; while
the second one focuses on the low-cost adaptation of subsystems, machines or equipment
that already exist in the companies [59]. In fact, Intelligent Retrofitting studies and analyzes
production lines and machinery whose design was not conceived to operate in I4.0, so
its priority objective is to achieve the transfer of the most important aspects of the I4.0
paradigm to the machinery and production systems of companies in a shorter time and
at a low cost. This type of reconditioning can be supported with the help of the Lean
philosophy [60]. I4.0 requires both reconditioning of machines or production systems to
achieve its purposes.

Technological reconditioning does not have a single methodology, so there are several
proposals for machines or CPS, as well as for processes. Figure 6 shows a proposal for the
reconditioning of a process for its operation under the I4.0 philosophy.
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Figure 6. Approach adopted for the retrofitting process [61].

2.1.5. The Importance of CPS

History shows that in general there is one or several technologies on which each
industrial revolution is based. It is crucial for the formation of specific competences in
Mechatronics Engineering to know the generalities of the CPS since they represent the
technological basis of the I4.0.

Cyber-physical systems (CPS) are very complex systems that are integrated with
collaboration of communication, computation, and control together termed as 3C technol-
ogy [62]. Cyber–physical systems (CPS) are composed of physical and computer-based
(i.e., cyber) parts, which are highly interconnected [63].

I4.0 has CPS as its technological backbone. In fact, there are a large number of re-
searchers who claim that CPS is the critical element [64] and the core [65] of I4.0. The idea
of CPS was initially described and coined by the National Science Foundation (NSF) in
the USA in 2006 [66]. CPSs are described as any entity composed of physical and cyber
elements that interact autonomously with each other, with or without human supervi-
sion [67]. There is a range of cyber-physical entities that can be currently observed in
industrial activities, e.g., robots, coordinate measuring machines, manufacturing cells,
CIM (Computer Integrated Manufacturing) systems, machining centers, data acquisition
systems, and SCADA (Supervisory Control and Data Acquisition) systems, among others.
Figure 7 shows a CPS represented by the iCIM 3000 (FESTO DIDACTIC, Denkendorf,
Germany) didactic manufacturing cell conceived under the I3.0 philosophy and located in
the facilities of Universidad la Salle Noroeste, Mexico.

Figure 7. Traditional CPS: iCIM3000 didactic cubicle.
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CPSs are characterized by high computational integration, physical assets that perform
a large number of tasks and operational networks. It can be stated that the most important
particularity of the CPS is the high integration between different hardware components
and software systems. In such integration, actions and operations of computation, effective
control and efficient communications coexist, which are taken into account at the same time
and together with physical assets for the design of production systems [68]. CPS represent
a generation of new digital systems that are based on complex interdependencies and
relationships, as well as high integration between physical assets and the digital world [69].
The CPS is an intelligent computer system that uses controlled mechanisms and different
algorithms to connect software and hardware parts so that it can function and display
a variety of forms and approaches.

The CPS is an intelligent computer system that uses controlled mechanisms and
different algorithms to connect software and hardware parts so that it can function and
display a variety of forms and approaches [69]. The general structure of a CPS is made
up of two major groups of elements or subsystems. The first of these corresponds to the
physical assets and the conditions imposed by the environment surrounding them, while
the second subsystem relates to the computer control system whose function is to analyze
and control the state variables of the processes by sending information via sensors to the
physical assets so that they adjust if the parameters of the environment change. There is no
person who is able to observe with his sensory system the environment around him and
who can develop a mental map model of the tasks that are being presented and at the same
time is able to provide an intelligent buffer between the system of physical assets and the
cyber-physical world [70].

A CPS is integrated by two layers: (1) The cyber layer is composed of many intel-
ligent monitoring nodes (including people, servers, information sites or various mobile
devices) and their communication links and (2) The physical layer that integrates vari-
ous interrelated physical entities. Under the interaction both layers, the system realizes
information interaction and decision making by 3C (Computation, Communication and
Control) technology [71]. The design of CPSs is a challenge nowadays and engineers must
take into account variables such as: security, scalability, interoperability and robustness,
among others, to develop reliable and trustworthy CPSs. CPSs are interrelated between
computational processes and physical processes, and can have the potential and ability
to perceive the environment and have autonomous control, as well as make important
decisions. Therefore, the deep integration of discrete computation of discrete computation
and continuous physical process is one of its typical characteristics of CPSs [72], i.e., they
integrate a series of dynamic models and with hybrid characteristics.

The study of CPS requires knowledge of various models, such as computational,
physical and network models. The former can be considered as analytical discrete transition
models that number states (e.g., data flow models, event models and state machines, among
others), while the latter can be represented by differential equations (continuous-time
models) and their solution methods [73]. CPSs are associated with various highly integrated
systems such as equipment, various devices, offices and buildings, transportation systems
and production lines, among others, however, CPSs also integrate various logistics, process
management and coordination processes and operations.

CPSs collect, manage and analyze data through the support of various signaling
elements, while actuators are used to react to production or organizational changes and
communicate with the other components. CPSs can be implemented to manage different
issues such as production, logistics, quality, planning and scheduling activities within the
factory [74]. There are many different types of CPSs in everyday life: industrial control
system CPSs, smart grid CPSs, medical CPSs, smart vehicle/automobile CPSs, domestic
CPSs, aerospace CPSs, and defense CPSs, among others [75].
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The development and operation of a CPS requires consolidating and integrating
various systems and actors, such as mathematical and computational models, analytical
methods and techniques, as well as a great diversity of tools. In order to increase the
probability of operation of a CPS (reliability), it is necessary to consider two aspects:
(1) To have the ability to consider the consequences and implications of the evolution of the
elements that make up the system and (2) To have the ability to look for and point out those
changes that, although considered as optimal, may jeopardize the reliability and overall
reliability. In this sense, for the conception, design and operation of a CPS it is necessary to
take into account several descriptive type models (generated during the process in which
the CPS sub-systems are designed) and inductive type models (obtained from the databases
that are generated when the system is in operation) or combinations of such models. By
considering a combination of the aforementioned models, there can be a huge potential for
the conception, design and operation of a DT that learns and optimizes processes and that
can be integrated to a CPS so that it can make various decisions either when it is operating
online or offline [76].

CPSs are capable of performing a variety of tasks [77]:

� Capture data from sensors and store it on local servers or in cloud architectures;
� Drive physical processes by means of actuators;
� Connect and operate with other CPS;
� Interacting with machines and humans;
� Provide real-time response to stimuli generated by both the surrounding environment

and the CPS itself.

Some key features of CPSs include [78]:

� They are considered as a system of systems: This means that CPSs are made up of
various subsystems that operate and interact with each other in many ways and in
complex ways.

� CPS requires new and novel relationships between computing, control and commu-
nication systems to be considered; that is, a robust and integrated design needs to be
considered in order to develop tasks and operations that work on their own and with
a high level of automation.

� CPS requires that there is a strong relationship or articulation between physical assets
and cyber systems that must be considered depending on the specific application.

It is possible to describe the main elements that make up the CPS [79–81]:

1. Supporting technologies: IoT is a necessary technology as it provides and enables
machine-to-human and machine-to-machine communications, ubiquitous computing,
embedded systems, fuzzy systems and cloud computing, among others.

2. Physical assets: actuators, sensors, numerical control machines, control systems,
robotic systems, mechanical production systems, server technology, intelligent devices
or machines, data handling and processing systems, interfaces and data transmission
systems, among others.

3. Elements of the information environment: PLCs (Programmable Logic Controller),
software for cloud implementation, SCADA systems and other systems such as:
component and data lifecycle management and administration, and planning systems,
among others.

Figure 8 shows a structure of a CPS in terms of the organization and behavior of the
subsystems that comprise it.

The construction of its architecture is the first step in the research and development of
a CPS. There are several architectures to represent a CPS, such as the 3C and the 5C type.
A 5C architecture is shown in Figure 9 [83].
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Figure 8. Configuration of a CPS [82].

Figure 9. 5C architecture for the implementation of a CPS [83].

The 5-tier structure of a CPS proposed in Figure 9 (the 5C architecture) allows
a step-by-step design, operation and implementation of a CPS. The five levels are
explained below [83,84]:

� Level I: At this level, physical asset data is generated, collected and sent to the next
level where the data will be further converted. The data must be obtained as accurately
and reliably as possible.

� Level II: Collection of data sent from Level 1 and selection and conversion of important
and significant information for subsequent application at Level III in tasks such as
prevention, analysis and management.

� Level III: At this level the information for the design of the system configuration
is centralized. It concentrates the information of each physical asset connected to
the network.

� Level IV: Once the information from other physical assets has been collected through
the network layer, the system is supervised taking into consideration historical infor-
mation and various predictive models to determine any machinery failure.

� Level V: At this level the company’s managers make decisions by reviewing the super-
vision, monitoring and control systems, taking into account feedback and interactions
from the digital space to the physical assets.

One class of CPS are Cyber-Physical Production Systems (CPPS); the architecture of one
of these systems is shown in Figure 10, which, among other functions, is used to diagnose
and anticipate the quality of molten metals, as well as to have a control of manufacturing
operations which are developed in novel technologies such as computational simulation,
large database management, AI and IoT, among others [85]. The extended explanation of
the CPS shown in Figure 10 can be found in [85].
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Figure 10. CPPS architecture [85].

I4.0 is not only applied in traditional manufacturing systems, but its approach is more
general, for example, there is the concept of pharma industry 4.0 or Pharma 4.0 which
means the digitization of the pharmaceutical industry [86]. In this sense the technology of
CPSs and DTs are applied in the pharmaceutical industry. Figure 11 shows a CPS used in
the production of the pharmaceutical industry [87].

Figure 11. SCP for pharmaceutical manufacturing in I4.0. [87].

The CPS shown in the figure above is made up of three major components:

1. A public cloud that performs an integration of application services (used by customers).
2. A private cloud that is responsible for information management, which is used to

perform tasks of the main or upper layer that integrates SCADA systems, manufactur-
ing, simulation, information and data from laboratories, process control, modeling
and analysis, among other technologies. The first and second layers are related to the
digitization of system states, which allows various on-the-fly predictions and process
optimization studies to be carried out.
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3. The manufacturing plant is integrated by various physical assets, process analytical
technology (PAT) and RTRt (real-time release testing). The control and management of
the production line is governed by the PAT while production quality, which is derived
by taking and utilizing information from the manufacturing process, is performed
by the RTRt system. Many of the operations such as blending, tablet coating, wet
granulation, among others, are connected to the company’s network systems and
cloud systems through cyberspace [87].

There are various applications of the Pharma 4.0 concept, for example, Ouranidis et al. [88]
conducted an inquiry on mRNA therapeutics for the treatment of SARS-CoV-2 and stud-
ied the laboratory production of therapeutic mRNA. The proposed process flow design
releases a continuous and highly automated production that satisfies GMP (Good Manufac-
turing Practice) standards, in line with the standardization principles of the pharmaceutical
industry 4.0. In another work [89] digital design tools focused on pharmaceutical 4.0
systems, i.e., convergent mass and energy balance simulations, Monte-Carlo machine learn-
ing iterations and spatial layout analysis were used, to design the related and integrated
bioprocesses in scalable devices, compatible with the continuous operation of mRNA drugs.
Similarly, in the work [90] an elastic tensor analysis was performed to quantify the stability
of the API (Active Pharmaceutical Ingredient) during the process. In the same way the
authors structured a thermodynamic model, represented by the anisotropic minimization
of the Gibbs energy, of the stabilizer coated nanoparticles, to predict the system solubility
of the material quantified by the application of PC-SAFT (equation of state that is based on
statistical associating fluid theory) modeling. The comprehensive fusion of elastic tensor
and PC-SAFT analysis in the systems-based Pharma 4.0 algorithm provided an integrated,
validated, multi-level method capable of predicting critical material quality attributes and
corresponding key process parameters.

Finally, CPS have a relationship with the so-called “embedded systems”. These
systems are integrated by complex electronics that admit information and send actions to
physical assets and software elements using lists of instructions [91]. CPSs integrate digital
systems, such as the following: SCADA system, Machine-to-Machine (M2M) systems and
industrial automatic control systems [92,93]. CPSs focus on research and development
in the area of embedded systems and the study of sensorics [94], in fact, in [95] defined
a CPS as “the integration of embedded systems with global networks such as the Internet”.
A typical architecture of an embedded system is shown in Figure 12.

Figure 12. Typical architecture of an embedded system [96].

As can be seen in the figure above, sensors and actuators are tightly coupled and
related to a control system that has a higher level. At each operating level of the system,
variables are being monitored and synchronization is being measured so that the control
loops and cycles operate correctly in functional and temporal terms.

19



Processes 2022, 10, 1445

2.1.6. Digital Twins

Another technology of utmost importance in the operation of I4.0 and I5.0 are the DTs.
Knowledge of this technology is crucial for the education of the mechatronic engineer, since
its design and operation are based on various fields of knowledge, mathematical models of
various physical phenomena and computational models that include some AI tools.

DTs are equally important as CPSs in the I4.0 vision. A digital twin (DT) is a structure
of interconnected digital replicas of physical entities [97]. A DT is a formalized digital model
that represents a system, entity, asset or process that collects attributes and properties of assets to
establish a bidirectional communication, to form a storage process of the attributes and to perform
certain information processing within a specific environment that is influenced by cyberspace [98].
It can be said that DTs are functional connections between physical assets and the digital
world and they use signaling systems (sensors) to collect data and information instantly
from the physical asset. The information obtained is applied to generate a computational
or digital duplicate of part or the entire asset, which facilitates the understanding of its
operation. In this way, it is possible to carry out various analyses of its behavior, to
have control over it and to implement different methods to optimize its functions, such
as performance [99].

Semeraro et al. [100] conducted an extensive literature search related to DTs and
concluded that: a DT can be considered as a set that collects several adaptive models
that reproduce the behavior of a physical asset, process or system, in a digital or virtual
system which is able to obtain data instantaneously in order to update or reconfigure itself
throughout its life cycle. The DT virtually models the physical asset and is used for various
applications such as, for example, detecting and fixing faults in the operation, obtaining
instantaneous information to optimize processes and to analyze and evaluate events that
occur unexpectedly during the operation of the physical asset. Between the DT and its
physical replica there must be communication, i.e., [101].

� Between the physical asset and its digital replica.
� Between the digital replica and other different DTs that are located in the environment.
� Between the DT and the domain experts, who interact and operate digital replication,

through a set of usable and accessible interfaces.

Originating from industrial design, the DT concept leverages object-specific data to
simulate replicas in the virtual world for predictive analysis of security risks and testing of
different optimization solutions [102]. DT has three constituent parts [103]:

1. An asset or a set of physical assets (a machine, some process or production system).
2. A digital model with which simulation processes can be performed in terms of the

data present and which is integrated by: (a) Various types of algorithms that represent
the model to be simulated, machine learning algorithms and data and information
extraction procedures to extract special models from the collected data and implement
them in the corresponding software and (b) Connectivity components and systems,
such as IoT.

3. A collection of historical data or data being obtained instantaneously from the oper-
ation of physical assets. The data are the key elements in DT and are used to know
whether the objectives of digital replication can be achieved.

The Figure 13 shows a graphical representation associated with a DT.
Tao et al. [105,106] proposed a complete framework of a DT composed of five parts:

digital space, virtual space, connection, data, and service. The connection between the
five is shown in Figure 14. The DT contains information of the static type (geometric
dimensions, bill of materials, processes, and order data) and information that evolves over
time (dynamic).
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Figure 13. Conceptual representation of a DT and its association with a physical asset [104].

Figure 14. Five elements of a DT [105,106].

On the other hand, according to Malakuti [107], industries for many years have used
digital representations to model the information of an asset or system (e.g., a device,
a production cell, a plant) throughout its life cycle, but often do not study them from the
view of DTs. Today, DTs are beyond information models and relate mainly to improvements
in digital technologies, architecture development and standardization, interactions, new
use cases and business models that enable DTs. Some important elements that integrate
a DT are shown in Figure 15.

Figure 15. Overview of some concepts associated with a DT [107].

There are other concepts similar to DT, so it is necessary to know the differences
between them:
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1. Digital Model: this model only allows data to be exchanged manually, and no online
status update or synchronization between the two objects is possible. This is the
typical concept associated with the design phase.

2. Model called Digital Shadow: In this model, the data flow is automated and only
occurs in one direction, namely from the physical to the virtual entity, so there is no
feedback to the real system from its virtual replica. This model is adopted at most in
the service and maintenance phase, and is used to track and predict the behavior of
a product in its use phase.

3. The DT: This model is characterized by a complete, automated, bi-directional data flow
between physical assets and cyberspace. This vision is best suited for manufacturing
applications, such as product quality prediction, production planning or human-
robot collaboration.

The differentiation described above between the models is a function of the degree of
integration between the physical asset and its digital replica, and the nature and frequency
of data and information exchange between the two entities [106]. A DT is endowed with
the following capabilities that can be used as decision support [108]:

� Descriptive capabilities: These are based on data describing the current and past states
of the production lines, considering the monitoring of the system’s good condition and
data describing the production that is generated and updated instantaneously.

� Predictive capabilities: These capabilities are developed from models that have the
ability to deduce future states and conditions, and the productivity of the system
based on hard data according to different circumstances. Some examples of this type
of models are: (1) Those based on physics, and (2) Models that allow autonomous
learning and are capable of producing predictions in short times so that it is possible
to make decisions.

� Prescriptive capabilities: These capabilities serve to support various decision making
processes in the physical context through the use of improved or optimized action
plans transformed into production managers. The process to generate prescriptive
capabilities uses various predictive and/or optimization models taking into account
simulation or can also use single models. The results generated by the models must be
obtained quickly so that they can be used to make decisions instantaneously or in op-
erational terms and with the ability to react quickly to sudden and unexpected events.

Some of the requirements that apply to the design of DTs are summarized in the
following points [109]:

1. Reusability: DT solutions need to be more portable and reusable to better leverage
the “develop once, use many” approach.

2. Interoperability: The proposed solutions of a DT design must have the capability to
interoperate with other DTs and other classes of DTs, as well as have the ability to
interoperate with non-DT systems.

3. Interchangeability: The proliferation of DTs requires them to be designed in a modular
way to facilitate their evaluation, easy replacement or updating.

4. Verification and validation capability: Because the DTs will be in common use and
integrated into critical production systems, the capability of the DTs must be ratified
and verified before they are incorporated into real applications.

5. Maintainability: An underrated feature of DTs is their maintainability, however,
they are required to be able to operate and be maintained throughout their lifetime
and usefulness.

6. Capability and accuracy: Capability and precision (accuracy) are two capabilities
that DTs must have, as these capabilities are a consequence of the evolution of
intelligent manufacturing.

7. Extensibility: It is required that the DTs can be extensible with the help of ICTs and
that they are part of an ecosystem.
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8. Support of a technology partnership: The design of a DT requires special and strict
technology requirements, and to develop them there must be a better and greater
collaboration between those actors that make applications of DTs in different areas
and those existing technology partnerships.

DT is exploited by many industrial sectors such as [110]:

� Automotive industry: The concurrence of physical and virtual products has the po-
tential to address many of the challenges that currently exist in the automotive value
chain. DT in the automotive industry can enable the convergence of existing gaps
between physical and virtual versions of product prototypes, the shop floor and the
actual vehicle on the road.

� Aeronautics: The large number of sensors on commercial aircraft transmit asset data to
improve system maintenance and operational status.

� Medical industry: Connected medical systems and tools provide assurances of product
integrity and are able to measure patient outcomes.

� Manufacturing: Physical assets in digital factories can increase manufacturing uptime
and throughput while potentially reducing repair and maintenance rates.

� Oil and gas: Remote platforms send system health data that limit routine inspections
and maintenance.

� Rail: Vision of deployed locomotives and asset health optimizes scheduling and
reduces maintenance time.

� Utilities: Digital models of power grid systems improve demand response and energy
efficiency functions.

On the other hand, CPSs and DTs are similar, but not the same, in their description of
cyber-physical integration, since both are composed of a physical and a digital part. Table 2
presents the differences between these technologies [111,112]. DTs, such as CPSs, achieve
synergistic (cyber-physical) integration between physical assets and cyberspace, due to the
fact that they support dynamic functionality of the bidirectional type between real systems
and digital representations [113]. DTs are important and necessary because they enhance
the capabilities of CPSs. DTs and CPSs seek to be coherent through the interrelationship
between physical assets and digital entities. The central characteristic of the DT is to
achieve one-to-one interactions or relationships, while the CPS works on one-to-many or
many-to-many relationships. The CPS has interactions more with the digital part of the
system, while the DTs have relationships and interact more with the physical assets. It
is worth mentioning that communication systems, control and computation, enabled by
physical assets (signaling elements and actuators), are the primary elements of the CPS.
These elements make interactions and relationships between physical and digital assets
easier due to information and data exchange processes, while DTs are dependent on the
design of models that are generated from the data and the application of the data to perform
predictive tasks and to have control over the actions or behavior of physical assets [112].

Table 2. General differences of CPS and DT ([111,112]).

Criteria CPS DT

Origin Proposed by Helen Gill at NSF in 2006 Presented by Michael Grieves in 2003
Interaction type Cyber and Physical interaction Cyber and physical interaction
Interaction level One-to-many components interaction One-to-one component interaction
Core elements Computation, communication, and control Computation and communication
Control means Models and actuators Models

There is a symbiotic role between IoT and CPS towards DTs. A DT is an entity that
is built in an emergent manner, but has conceptual differences in relation to CPS and
IoT. Similarly, to CPSs, DTs rely on communication to generate a highly coherent and
synchronized digital image/representation of physical objects or processes. However, DT,
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in addition, uses softwarized embedded models in this accurate image to simulate, analyze,
predict, and optimize its operation in real time through feedback [114].

2.1.7. IoT, Simulation, AI and Interoperability

In this section we describe other disruptive technologies that are involved in I4.0 and
I5.0, with the objective of being able to understand their important considerations that allow
us to establish that essential knowledge for the formation of the mechatronic engineer.

One of the important technologies in the implementation of I4.0 is IoT, which is about
connectivity with objects rather than people. In fact, IoT is a new paradigm that is rapidly
gaining ground in the modern wireless telecommunications scenario. The basic idea of
this concept is the ubiquitous presence around us of a variety of things or objects such as
sensors, actuators, cell phones, etc. that, through unique addressing schemes, are able to
interact with each other and cooperate with their neighbors to achieve common goals [115].

IoT is a technology that is focused on the connectivity of many computing devices and
appliances. Many applications can be realized if the devices can be combined or integrated
with AI, autonomous learning models and various data mining techniques. It can be said
that IoT makes the interaction between humans and computing systems easier. The IoT
is a concept that allows us to have the idea that devices and devices can have the power
to perform various inspections and that they can collect or lift information flows from the
environment, and then introduce it into cyberspace and have the opportunity to perform
a myriad of applications with that information [116]. IoT with industrial applications
can transform data into novel information, depth knowledge, and intelligent systems.
IoT applications in industries enable industries to improve their efficiency and increase
reliability in processes and operations, because IoT technology is directed towards various
industrial communications such as M2M, large database management, and autonomous
learning. According to its use and customers IoT is divided into [117]:

1. Consumer IoT: This technology considers devices and appliances that are connected
to the network, such as portable phones, games, smart cars and home appliances,
among others.

2. IoT for commerce: This technology takes into account devices and appliances such as
GPS, medical devices and inventory control systems, among others, that are connected
to the network.

3. IoT for industry: This technology operates physical assets connected to the network,
such as: robots, production lines, machines and wastewater management systems,
among others.

IoT can be classified in terms of its functionality (see Figure 16) and different technolo-
gies can be related to each subclass [118].

Figure 16. IoT elements [118].

IoT is a technology that facilitates communication and cooperation between CPSs. It
is worth mentioning that various physical assets, such as signaling elements, actuators
and portable devices, among many others, are everywhere and are applied for countless
tasks, such as in transportation tasks, in medical centers, in traditional households, in
companies for product manufacturing, in agricultural production and in systems in critical
infrastructures, such as in refineries or nuclear power generation plants [119]. Figure 17
shows a diagram showing the connection between IoT, CPSs and DT [114].
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Figure 17. Functional relationships between industrial objects and processes from the real environ-
ment to cyberspace based on industrial IoT, data flows and DT [114].

On the other hand, one of the technologies on which the CPS is based is computational
simulation, which is conceived as the imitation of the behavior of a system operating in
the real world over time, and which takes as a reference the generation and observation of
artificial histories, from which it is possible to draw inferences about the operation of the real
environment [120]. Simulation technology modeling can be interpreted as a methodology
that is based on models that can be physical, mathematical or other, which are related to the
real or fictitious behavior of a system and which are used for various applications, among
them to make predictions or to improve the operation of systems [121]. Simulation is the
central basis of DTs and the support of CPSs. In fact, simulation technologies are taken into
account for engineering processes and in decision making. Traditionally, simulation focuses
on design phases and engineering processes. However, simulation will be more commonly
used in production lines to make decisions and drive processes. For simulation to be used
in industry as a useful and productive tool it must be transformed into a multipurpose or
multidisciplinary simulation [122].

However, today there is no integrated simulation base or platform that has the power
or capability to mimic the behavior of an entire CPS. This fact is of utmost importance due to
the fact that there are several advanced tools and methods to build models and to perform
the necessary testing of physical assets or data and communication networks. In order
to enhance the simulation, several approaches can be used, such as co-simulation, which
consists of taking two conventional simulators and combining them to perform the tasks,
so that one of them is associated with the physical assets and the other one is related to the
communication networks. Co-simulation is a good alternative since it can consider, on the
one hand, technologies that already exist to perform simulations and, on the other hand, it
can take advantage of the large number and variety of tools and methods that are ready to
be used in deep and comprehensive studies [123]. Computational simulation is considered
as one of the main tools used to study and evaluate the performance and efficiency of a
system, and to assist humans and digital systems in decision making. Posada et al. [124]
consider simulation as a base component for the successful implementation of I4.0, due
to the fact that the following three dimensions can be evaluated: (1) The integration
dimension: as an end-to-end digital engineering integration tool, (2) The product and
production dimension: as a decision-making tool, and (3) The human factor level, as it can
improve work organization and design. Simulation with mixed approaches is considered
a primary technological tool of I4.0, in fact, DT is a derivative of simulation and is pointed
out as one of the most hopeful modern technologies [125].

Simulation in general has diverse applications, for example, many production pro-
cesses can be simulated before being taken to real operation; logistics is another important
task in industries that can use simulation models for decision making. Computational
simulation uses methodologies and tools of a technological nature with the purpose of
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performing various tasks, such as, for example, carrying out different experimentations,
predictions, validations and design, among others. In the case of I4.0, simulation will face
important challenges due to the fact that systems are increasing in complexity and must
also integrate other tools such as big data, cloud computing and IoT, among others.

Just as CPSs are related to embedded systems, DTs are closely associated with simula-
tion. Table 3 shows the evolution over time of modeling for simulation.

Table 3. Evolution of the simulation modeling paradigm [121].

Individual Application Simulation Tools
Simulation-Based

System Design
Digital Twin Concept

Simulation is limited to very
specific topics by experts,

e.g., mechanics

Simulation is a standard tool
to answer specific design and

engineering questions,
e.g., fluid dynamics.

Simulations allow a systemic
approach to multi-level and
multi-disciplinary systems

with enhanced range of
applications, e.g., model

based systems engineering.

Simulations is a core
functionality of systems by

means of seamless assistance
along entire life cycle, e.g.,
supporting operation and

service with direct linkage to
operation data.

1960+ 1985+ 2000+ 2015

DTs are used for various operations, such as physical asset control, and have the ability
to process and manage data and information generated by various devices and appliances.
A DT has the ability to operate in instantaneous time and is capable of making predictions
of the possible effects of the operation. If considered a “software copy”, the DT can be
conceived as a simulation of the part, system or process being copied. The main tasks to be
performed by a DT operating in a CPS, is to perform simulations in cyberspace and make
various predictions, in this way business managers or AI methods will be able to know
evaluated information and make decisions as required [126].

It is possible to consider that the most significant transformation related to the way
products are manufactured is digitalization. I4.0 has as a priority to optimize I3.0. This
needs the development of intelligent equipment and systems that have access to more data,
thus becoming more efficient and productive by making decisions in real time [127]. The
concept of AI is one of the most fundamental components of I4.0. AI is divided into two
types: narrow and powerful. Narrow AI applications have been created to perform a single
task in a single application area. Strong AI has human-level intelligence and problem-
solving capability. In AI studies, there are complementary elements such as IoT, deep
learning, autonomic learning, and neural networks [128,129]. AI has diverse applications,
as shown in Figure 18.

Figure 18. Applications of Artificial Intelligence [128,129].
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A CPS is an intelligent system in which computer units and physical objects are highly
integrated and interact in a networked environment [130]. There are various applications
of AI in which other technologies are combined, such as IoT. Specifically, the automotive
technology TESLA uses AI and various devices to know several variables that allow cars
to drive safely, and are even able to make predictions about the physical movements of
the environment. In future applications, the AI incorporated in CPSs will be used for
various applications such as monitoring the health status of patients, operating robots and
managing manufacturing systems, providing solutions to human problems and natural
disasters, among other important tasks [131]. AI applied in DTs is considered as univer-
sally applicable theoretical and technical system with many uses, such as product design,
equipment manufacturing, medical analysis, aerospace and other fields [132].

AI with applications in Industry has the following particularities [133]:

1. Infrastructures: with respect to hardware and software, there is a strong emphasis
on real-time processing capabilities, ensuring reliability in industrial terms with high
security and interconnectivity requirements;

2. Data: high volume and high speed data is required from various units, products,
regimes, etc.

3. Algorithms: integration of knowledge of physical assets, digital and heuristic re-
sources and high complexity derived from model management, implementation and
governance is required.

4. Decision-making: in the industrial environment, tolerance to error must be very low,
so a significant management of uncertainty is required. Similarly, to handle problems
that require robust or large optimization, system efficiency must be taken into account.

5. Objectives: AI focuses its attention on shaping real value by taking into account vari-
ous factors such as increased quality, decreased waste, multiplied operator capabilities
and performances or accelerated times.

On the other hand, I4.0 can be described as a high integration of disruptive technolo-
gies whose main function is to optimize current manufacturing systems. To achieve the
goal of integration, global interoperability is a property of utmost interest in I4.0. Interoper-
ability has the capability or ability to make two or more software components or systems
cooperate with each other despite their differences in interface, execution platform and
language [134]. IEEE defines interoperability as the ability of two or more systems or com-
ponents to exchange information and use the information that has been exchanged [135].

It is of paramount importance in the I4.0 vision that physical assets and cyberspace are
linked or integrated so that effective and seamless collaboration can exist. However, connec-
tivity and interoperability of information and communication technologies are challenging
tasks for I4.0 implementation. Interoperability can be considered as an advantage in I4.0,
but to make it efficient, standards or proprietary approaches must be homogenized and
exchanged for open and standardized communication solutions. Then it can be deduced
that the lack of standards is considered a major problem so it is necessary to direct research
efforts in the definition of protocols, languages and standard type methodologies [136].

In smart manufacturing and production, interoperability takes two general forms.
The first is associated with vertical type integration, e.g., interoperability between soft-
ware for manufacturing and production, shop floor and design departments, processes
and tasks performed by different teams, various shop floor systems, etc. [137]. The sec-
ond is associated with horizontal type integration; for example, interoperability between
different intelligent automation devices and appliances, cloud services, cloud platforms
and enterprises [138].

The study of the concept of interoperability in I4.0 is very important, and several
authors have researched on the subject. Yang [139] presents a concentrate of studies of
the issues related to this concept. The studies agree that the architecture or structure of
interoperability in I4.0 has four levels: (1) Operational (organizational), (2) Systematic
(applicable), (3) Technical and (4) Semantic interoperability. The first of these relates to
the general structures of concepts, standards, languages and relationships within CPS
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and I4.0. The second level identifies the guidelines and principles of methodologies,
standards, domains and models. The third level articulates the tools and platforms for
technical development, IT systems, ICT environment and related software. Finally, the
fourth level ensures the exchange of information between different groups of people,
malicious packages of applications and various levels of institutions [139]. Figure 19 shows
a framework of I4.0 interoperability.

Figure 19. Interoperability framework for I4.0 [139].

2.2. Engineering Education in the Vision of the I4.0

In this section, some relationships between I4.0 and engineering education are pre-
sented. Then, mechatronic engineering and the basic concepts of Competency Based
Education (CBE) are described, as well as active methodologies. Finally, 15 technical
guides are presented, which will allow designing and building specific competencies for
mechatronic engineers.

2.2.1. Engineering Education (IE), I4.0 and Mechatronics

It is important to know those relationships that exist between IE, I4.0 and mecha-
tronics, as they are essential for the analysis and shaping of specific competencies of the
mechatronic engineer.

The influence that I4.0 has on the industrial sector has been projected to the topic of
engineering education. In recent years, there have been several and numerous works and re-
searches on education topics in the vision of I4.0, ranging from qualification studies, analysis
of topics that should be in the curriculum to adapt them to I4.0, in the search for an Educa-
tion 4.0 similar to the philosophical framework of I4.0 to the conceptualization of practices
in the laboratory [140]. While the impacts of I4.0 are still unquantifiable, the innovations it
will bring will be too rapid and too profound, requiring higher education to respond to the
challenges and opportunities posed by I4.0. Sakhapov and Absalyamova [141], state that
I4.0 has already started due to industrial changes in IoT, integration of CPS in production
processes and application of neural networks. For education, and especially for engineering
education, this brings important implications such as individualization and digitization of
education, empowerment of projects and multidisciplinarity of engineering education, as
well as interaction of educational resources.

Due to the implementation of I4.0, current and future engineers will have to face
a highly differentiated and specialized society operating with a globalized vision, and with
highly automated production systems, with a digitized world connected to cyberspace,
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where diverse and novel business models and plans, intelligent artifacts, cutting-edge
procedures and techniques, and optimized processes are dynamically generated [142]. As
mentioned above, the CPS represents the technological center of the I4.0, which may repre-
sent several advantages, but also a cataclysm for many professional careers, engineering
and technical specializations, because these systems may involve various changes not
necessarily positive in education and universities since it should be noted that companies
and industries are truly in a fundamental change in production and industrial manufac-
turing, and not as commonly thought that the I4.0 is only a technological improvement of
services to industrial processes [141]. The innovations brought about by I4.0 involve the
design of fully automated production systems, displacement of operators from the center
of production, fundamental changes in the value chain and business in companies and
industries, minimization of social implications, innovations in intellectual assets (patents
and industrial secrets) and technical specialization of modern industrial processes [143].

It can be observed that due to the incursion of the I4.0, there are innovations of great
importance in economic aspects, both in the processes and in the micro and macro econ-
omy of the countries. These changes or innovations are a consequence of the incursion of
new knowledge generated by science and new disruptive technological resources that are
producing significant social changes and are reducing the cycle and life time of professions,
which motivates workers and in general the workforce to have a greater and better adapt-
ability. Therefore, universities play a role of utmost importance as they must better prepare
their engineers to meet the new requirements of I4.0 [144]. As previously mentioned,
the I4.0 promotes the use of novel technologies (AI, IoT, CPS and DT, among others) in
industrial processes; these technologies have disruption as their main characteristic and
imply that students in study centers must be prepared, qualified, highly competent and
master multiple technical skills such as: having leadership, possessing strategic thinking,
mastering computer skills and capabilities to design cyber security systems, among others,
to be able to operate in the vision of the I4.0 [145].

The I4.0 vision needs preparation and high training of engineering students so that
they have the ability to solve problems and to face the challenges and challenges of I4.0.
One of the key technologies, as mentioned above, is CPS, so engineers must be able to be
trained under an inter- and multidisciplinary approach to master this technology so that,
as a result, I4.0 can be implemented quickly and efficiently. [146].

Although all engineering education is influenced by the inertia of I4.0 implementation,
Mechatronics Engineering stands out for being of an integrative nature (a process on which
I. 4.0 itself is based). Mechatronics was conceived in IR3.0 and consequently, together
with computing, informatics and robotics, brought a significant technological impact to
the industrial world for a period of at least 50 years [20]. Today, the training of the
mechatronics engineer faces the major challenges of transforming CIM systems (core of
manufacturing 3.0) into modern CPSs that integrate several DTs and that are the basis of
I4.0. While Mechatronic Engineering was first conceived as a synergistic integration of
mechanical engineering with electronics and intelligent computer control in the design and
manufacturing of industrial products and processes [147], over time there have been many
changes in the functionality of the systems, due to the evolution of ICT, which has involved
the development of much more complex and computationally intensive computing systems.
Mechatronics is being strongly influenced by new technological developments related to
CPS, DT, cloud computing and IoT. These technological developments have meant that
there are better opportunities to make the changes and innovations, particularly in terms of
supplying smart components and subsystems and configuring them. For mechatronics to
be incorporated into I4.0 it must evolve in such a way that traditional mechatronic devices
and systems must be transformed to provide the intelligent components and objects with
which the new industrial revolution is being built [148]. This implies that Mechatronics
Engineering Education must also be transformed to be able to integrate various disruptive
technologies already present and ICT in modern industrial processes. Such transformation
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must be able to integrate new conceptual approaches, seeking as far as possible to preserve
the basic theory of systems integration as a support for mechatronic engineering.

Undoubtedly, mechatronics from the 1960s to the present day has and continues to
provide the tools for technological integration that enable the design and manufacture of
complex production systems that require a convergence of technologies and knowledge.
However, mechatronic systems have transitioned over time towards CPS and IoT. Figure 20
shows such a transition [149].

Figure 20. Evolution of mechatronic systems towards CPS and IoT [149].

The systems shown in Figure 19 are shaped or structured around a massive intercon-
nection process of products, devices and mechatronic objects that have certain intelligence,
and are associated with a large amount and variety of information in terms of parameters
of the physical environment. The information collected has several uses: (1) To verify
how the entities behave in time and space, (2) To inspect and control the relationships and
interactions within the physical and computing environments, (3) To enable the analysis
of the processed data and allow its visualization, to have a good support to enable the
operation of the system and the interaction with the consumer or user [150]. Mechatronics
can be considered as an evolution of electromechanical products and CPSs come from an
evolution of cyber-systems. Thus CPSs have their origin in an information technology (IT)
domain and in software development. This helps to explain why there is a strong software
and communications dimension to CPS. The design methodology of CPS is strongly linked
to systems engineering approaches [151].

The pressing industrial needs have led mechatronics to be considered as one of the
best practical applications of engineering graduates. Since its origin, mechatronics was
conceived as a field of knowledge that integrates diverse technological systems to achieve
a greater optimized functionality of the systems it develops. It seeks a synergy between
physical assets (mechanical, computational and electronic components) to optimize the
operation of the system from its conception and throughout its life cycle, this advantage
enables engineers to make complex decisions. Consequently, it can be stated that integration
is the key concept in any mechatronic design and that the complexity of the design has
shifted or transferred from mechanics to electronics and computation.

It is possible to consider mechatronics as part of evolutionary design which implies that
there is a vertical and horizontal integration of various disciplines related to engineering
and between design tasks and manufacturing activities. Some authors have proposed that
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mechatronics be considered as the new modern mechanics [152]. Mechatronics has gradu-
ally transformed due to the incursion of new technologies and cutting-edge knowledge.
Today the new industrial revolution imposes new challenges to mechatronics engineers.

Faced with the constant challenges of I4.0, mechatronics and its teaching must be
reinvented. In this sense, mechatronic engineers who develop products, processes and
systems of any type and variety, must be able to know, master and apply a collection of
principles to be successful in the implementation of I4.0. Some of these principles are
(1) software, (2) hardware, (3) technology, (4) ubiquity, (5) connectivity, among others [153].
Mechatronics education should consider as essential and necessary the principles of mecha-
tronics design and the application of novel technologies that cause disruptive changes.
However, it is also necessary to take into account educational, economic and social aspects
that directly impact I4.0. In this sense, education in Mechatronics Engineering, placed in
the vision of I4.0, has several problems to be considered, for example:

• The speed of transition and adaptation of disruptive technologies is slower in univer-
sities than in companies, since the former have to go through cycles or generations to
make changes in their curricula, while the latter need to adapt as quickly as possible.

• Educational models in educational institutions in general are different, which prevents
the design of a single educational model for Mechatronics Engineering education.

• Another aspect to consider is that it is often planned, both entrepreneurially and in
universities, in terms of the theoretical needs of the already established I4.0, when in
reality a technological transition characterized by I3.5 is taking place.

• There are countries that are leaders in the implementation of I4.0, but the vast majority
of the remaining countries are at some stage of technological transition and some even
have manufacturing systems with technologies that are tending to obsolescence.

• The implementation of I4.0 among companies also varies in terms of technological
strategy, as those with high economic capacity can replace their production systems
quickly. Other companies with less economic capacity will opt for reconditioning
methods to improve their production systems and adapt them to the value chains
imposed by I4.0.

• Mechatronics education does not follow a universal model, as each country and
each region defines the specific knowledge and skills required, according to: the
regional industrial environment (type of companies and their needs), the regional
educational environment (type of universities and teaching capabilities) and national
educational policies.

It is possible to look at the world of education in the era of I4.0 from two different
perspectives [154]: As an opportunity (the birth of a new business unit in the community
that is able to penetrate the unlimited space by using information technology and vice
versa) and as a threat (one of the threats is the result of automation of the many human
jobs performed by machines, systems and robots that implies a displacement of operators
and a loss of new businesses).

2.2.2. Educational Models in Mechatronics Engineering Education

This section describes some important aspects related to CBE and active methodolo-
gies. These educational models and approaches are being used today for the training of
mechatronic engineers and in general for engineering education.

Engineering education has been characterized by having a teacher-centered peda-
gogical model. However, nowadays learner-centered and CBE models and approaches
have been positioning themselves in universities around the world [155–157]. It is possible
to describe CBE as an educational approach that is concerned with goals and outcomes.
Adult-based learning theory is integrated into CBE and describes that it increases the
likelihood that adult learners will be more interested, engaged, and work harder when
it comes to meeting stated goals or very specific outcomes. This idea implies that the
purposes of CBE in terms of teaching and learning methods are directed toward shaping
skills that are already stated and described (usually by companies) and these are measured
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or graded by observing how learners perform those skills [158]. The competency-based
approach can be an ideal way to train new engineers, especially mechatronic engineers for
I4.0, as it fosters comprehensive training, flexibility and self-management, promotes active
learning, develops technical and social skills, and encourages engineers to solve problems
in complex situations, among other relevant features [20].

CBE is conceived as an educational approach that is outcome-based and integrates
mechanisms for the delivery of instruction and assessment methods designed to assess
and evaluate student learning through the putting into practice of acquired knowledge,
applications of that knowledge, and soft skills [159]. The new challenges demanded by
I4.0 thus require a competent engineer, i.e., he or she must be able to have knowledge of
the subject matter and a set of skills that put the acquired knowledge into practice, as well
as certain attitudinal skills. The definition of competencies for I4.0 requires a universal
understanding of what they are, namely the characteristics in terms of knowledge, skills
and attitudes which enable the tasks entrusted to be performed to a satisfactory level [160].
There are many definitions of what a competency is. One of them is presented below [161]:

A student’s competency contains three elements: knowledge, skills, and attitudes/values. These
components are integrated to perform a specific activity, with measurable results, which clearly
indicate what the student is capable of doing. A competency comprises a set of resources and talents
that an individual has to perform a specific task.

It is possible to affirm that the design of the competencies required in I4.0 must take
into account the combination of those learned knowledge, the skills that make it possible to
put the knowledge into practice, and the attitudes necessary and recognized for companies
to function adequately in I4.0. According to Armstrong and Taylor [162], competency is
associated with a distinctive characteristic or trait that remains hidden (underlying) of
an individual that results in or provides superior and effective performance. There are
several ways to classify competencies. Martens [163] classifies them in the work context
as follows:

• Generic competencies: these are related to work behaviors and attitudes specific to
different areas of production, for example, the ability to work in teams, negotiation
skills, planning, etc.

• Specific competencies: these are related to the technical aspects directly associated
with the occupation and are not easily transferable to other work contexts (operation
of specialized machinery and formulation of infrastructure projects, among others).

In education, there are also several classifications of competencies. Galdeano and
Valiente [164], consider that competencies can be classified as follows:

1. Core competencies: these are the intellectual capacities necessary to support and pro-
mote the learning and knowledge of a specific profession; some examples of these are:
cognitive, technical and methodological competencies; most of these competencies
were developed in previous educational systems or levels.

2. Generic (transversal) competencies: This type of competencies are described as those
attributes or characteristics that an alumnus or university graduate should possess
with total independence of his or her career or profession, and are not designed with
purely technical considerations, but should take into account the human aspects.
These competencies collect generic considerations of all those abilities, skills, knowl-
edge, potentialities and capacities that any university graduate should possess during
his or her education and before finding a job.

3. Specific competencies: These types of competencies are described as those attributes
or characteristics that students should have before graduation and should be built
according to the experiences and practices of the students or graduates themselves.
With the specific professional competencies, the aim is to start with the typical func-
tions or role of the professional in society and the typical situations of the professional
field in which graduates are generally incorporated, and then identify the professional
competencies in terms of the actions, context or conditions for carrying them out and
the quality criteria for their execution.
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On the other hand, the transition from teacher-centered pedagogy to student-centered
learning requires the adaptation of new active teaching strategies that allow [165]:

• To give students a greater role in their education.
• Encourage collaborative work.
• Organize teaching according to the competencies to be acquired.
• Stimulate the acquisition of autonomous and lifelong learning.

In this sense, the use of active methods related to the teaching and learning processes
can support and promote those pedagogies that consider the student as the center of the
educational process, since they favor in an active way, and from diverse experiences and
real contexts, the construction and use of knowledge. These methods displace teachers
from the center of knowledge and place them as facilitators of educational processes, whose
main function is to stimulate students to reflect on the different contexts and to problema-
tize situations within the environments in which they develop and where they construct
and are the protagonists of their learning [166]. Some authors have discussed learning
methodologies in depth [167,168] and agree that changes are required in the strategies
employed by universities to design the expected profile of an engineer in the I4.0 era.

The methodologies considered active (strategies, techniques and methods) are used
by teachers with the aim of transforming the processes and activities related to teaching
into tasks in which students participate actively and where they are able to direct their own
significant learning [169]. Currently, there are several classifications of learning methods
where active methodologies occupy an essential place. Some of the active methodologies
that exist and are regularly applied are listed below [170]: Cooperative Learning, Project-
Based Learning, Learning Contract, Problem-Based Learning, Exposition/Lecture, Case
Study, and Simulation and Game, among others.

According to Jimenez et al. [171], one of the active methodologies that adapts nat-
urally to engineering education is Project Based Learning (PBL), since it is based on the
construction of meanings and problem solving, where students abstract knowledge and
extrapolate it to other fields in a dynamic way, that is, students learn while they create.
Some important characteristics of PBL are presented below [172]: it fosters relationships
between the academic world, the context of realities and competencies for work; it promotes
that students are able to self-evaluate and reflect on things, and that they accept feedback
and allow being evaluated by knowledgeable people; it encourages students to accept
being evaluated on the basis of evidence of their learning; it helps to design and develop
specific competencies and specific objectives according to current needs.

PBL is an active methodology that is applied in various universities, particularly in
engineering programs, e.g., Lin et al. [173] investigated the effects of infusing an engi-
neering design process using PBL in science, technology, engineering and mathematics
(STEM) projects to develop and evaluate the cognitive structures of technology teachers in
training for engineering design thinking. In [174], PBL is used for mechanical vibration
control studies using Matlab 9.4/Simulink Software. In applications for the teaching of
mechatronics, the APB has been applied in the field of Renewable Energies in the solution
of projects that integrate various fields of knowledge [175]. In [176] the PBL is applied to
the teaching of mechatronics in the subject of robotics.

PBL has been applied to support theoretical concepts in engineering curricula and to
provide a learning experience that develops practical skills and competencies for I4.0 [177].
There are other concepts that attempt to relate I4.0 to education. Abele [178] defines the
concept of a Learning Factory 4.0 as a learning environment that includes four distinctive features:
(a) authentic processes, which include multiple stations and comprise technical and organizational
aspects, (b) an environment that is changeable and resembles a real value chain, (c) a physical product
that is manufactured, and (d) a didactic concept that comprises formal, informal and non-formal
learning, enabled by the actions of the learners in an in situ learning approach.

The interconnectedness of a Learning Factory 4.0 (which is the fundamental idea
of I4.0) is based on cyber-physical production systems (CPPS). Learning Factories 4.0
are intended to prepare learners for the challenges of I4.0. The implementation of these
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Learning Factories 4.0 interconnected with technical vocational training centers can promote
the development of technical skills related to the subject as well as multidisciplinary
digital skills [179].

2.2.3. Technical Considerations for the Design of the Specific Competencies of the
Mechatronic Engineer under the I4.0 Vision

Once known, in the previous sections, the generalities of I3.5, I4.0 and I5.0 and their
methods and technologies, as well as the general aspects of CBE, active methodologies and
mechatronic engineering, it is possible to propose technical considerations that make it
possible to design specific competencies for the training of the mechatronic engineer.

Specific competencies are related to the technical aspects and considerations of a career
or profession [180]. To approach the study of this type of competencies in faculties or
schools, the starting point is the profile of the graduate that the study programs have
in order to contrast it with the expectations in the professional field both regionally and
nationally, as well as internationally, find similarities and differences, and arrive at the
selection of the elements that could be recommended for the profession. The specific
competencies are divided into two major classes: (1) The class associated with the training
of disciplines that graduates must acquire, called academic disciplinary competencies and
(2) Those competencies related to professional training that future graduates must possess:
professional competencies [164]. Although the specific competencies are not universal, they
can be designed based on the analysis of the key technological concepts of I4.0, such as IoT,
simulation, CPS, DT, AI and technological reconditioning (retrofitting), among others. For
the case of mechatronic engineers, the development of specific competencies can be carried
out under the following technical considerations:

1. Similarly to mechatronics, I4.0 is considered as a paradigm that integrates various
technologies whose purpose is to improve and optimize production systems under the
operation of CPS. It can be stated that synergic integration represents a characteristic
feature of I4.0. In this sense, the Mechatronic Engineer must be able to integrate
disruptive technologies since these are the basis of I4.0. The most important feature of
a CPS is the high integration, mainly of software and hardware resources, with the aim
of carrying out various tasks of calculation, control, computation and communication,
taking into consideration for the design of the same to the technological assets and
their theories [68].

2. Mechatronics is rather an evolution of electromechanical systems and CPS (which
represent the heart of I4.0) coming from an evolution of cyber-systems [151] or IT
and software development. In this vision, the Mechatronic Engineer must further
improve his knowledge and expertise in electromechanical technologies and gradually
venture more into IT with the purpose of realizing technological integrations and more
specialized applications, including Big Data, Cloud Computing and IoT, among others.

3. One of the computing disciplines that the Mechatronics Engineer must address in
greater depth, both in his training and applications, is AI, since a large part of I4.0 is
based on the development and operation of intelligent systems and the DTs that make
up the CPS.

4. If one starts from the premise that I4.0 is actually a large-scale optimization of I3.0 [20],
this concept should be considered necessary in the training and applications of the
mechatronic engineer. It is worth mentioning that the applications of analytical meth-
ods such as: stochastic optimization and mathematical optimization, among others,
are already well known, especially in the analysis and studies of large databases,
and that they are applied to have an optimized planning and to have instantaneous
time control of operations and processes. Optimization models considered as large-
scale have various applications, such as in design, manufacturing and intelligent
production [181]. All these optimization techniques should be valued and learned by
mechatronic engineers.
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5. Another key computational tool that should be considered by Mechatronics Engineer-
ing is computational simulation, since it is the basis of the DTs and the support of
the CPS. However, for this tool to be applied efficiently in I4.0, it must move from
applications in engineering and decision-making processes and from the phases and
steps of design and engineering, towards simulation that takes into account various
areas of knowledge (multidisciplinary) [125]. That is, to a simulation that integrates
different models and methods from different areas to provide more robust solutions.
Multidisciplinary simulation requires the use of large databases and high information
processing, which implies knowing and mastering technologies that handle large
amounts of data and cloud technologies.

6. IoT is a necessary tool that the mechatronic engineer must know and apply, since it
allows connecting various digital devices and appliances and promotes interactions
between humans and computers. This tool applied in conjunction with other disrup-
tive technologies, such as data mining, autonomous learning and AI, can be used for
specialized applications [116]. IoT facilitates communication and cooperation between
CPSs. This technology is already essential in the operation of today’s factories so the
mechatronic engineer must be familiar with its management and operation.

7. Mechatronics engineers must transition from traditional design and manufacturing
methodologies to digital design and manufacturing conceived within the I4.0 vision.
Digital design and manufacturing technologies provide great support for product
conception throughout the product lifecycle, which includes product sales and ser-
vices [182]. Custom design and manufacturing using 3D printing are technologies
that improve designs and accelerate production. The world’s leading companies in
design and manufacturing are already implementing digitalization as the basis of
competitiveness, so it is already a pressing need for the Mechatronic Engineer to
master the new methodologies.

8. Although design and manufacturing methodologies are very important in the training
and applications of mechatronic engineers in the I4.0 vision, they must be comple-
mented by introducing Reverse Engineering methods [20,171]. Technological recondi-
tioning and to a large extent the maintenance of equipment, machines and production
systems, and directly or indirectly use some method of reverse engineering to solve
various problems. The information and information models generated by the appli-
cation of reverse engineering can be used for the design of DT in the maintenance
of production systems. Reverse engineering is a method of analysis that companies
are requiring since it is not only used for technological reconditioning, but it is also
applied for the improvement of products and processes.

9. Although industrial automation has been a field of action for mechatronic engineers
in companies for decades, today, in order to meet the challenges of the I4.0, it is
necessary to integrate new technologies and new equipment to industrial production
systems with which optimization and systematic continuous improvement processes
can be carried out. Similarly, it is required to know and apply different automation
architectures that allow greater flexibility and modularity, and that can interoperate
between different manufacturers to enable automated, optimized and efficient pro-
duction systems, as well as to design viable individualized and low-cost solutions in
production systems. This implies that mechatronic engineers must know the forms
and operation of modern technologies so that they can automate processes in the
vision of I4.0.

10. Mechatronic engineers must have knowledge and skills on technological recondi-
tioning methods, both traditional (which consists of the replacement of parts and
components in machines, processes and systems, to optimize different variables) and
intelligent (which aims to adapt existing systems, equipment and devices at a low
cost) [59], since several problems that currently arise, and that will arise in the future,
will be related to technological upgrading. This implies that engineers must have
knowledge of CPSs conceived under the I3.0 approach and of modern disruptive
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technologies so that, under some technological retrofitting methodology, a traditional
CPS can be transformed at a lower cost to one that can operate under the vision and
needs of I4.0.

11. In today’s production systems, maintenance is one of the most important tasks due
to its contribution to the organization, and nowadays it is being considered more
frequently in corporate objectives [183]. With the advancement of technology in
companies and industries, maintenance methods and techniques are designed and
developed to be able to adapt to the demands of new producers or manufacturers.
With the emergence of I4.0, novel methods and maintenance techniques have been
created with the purpose of meeting the new demands; all these novel techniques
are conceived under the concept of Maintenance 4.0 [184], which is described as the
application of I4.0 to operations and maintenance activities. The objective is simple:
to maximize production uptime by eliminating unplanned reactive maintenance [185].
The mechatronic engineer must then have knowledge and develop practical skills
in maintenance 4.0 and its implications in order to meet the challenges brought by
I4.0. Maintenance 4.0 involves knowledge of DT and CPS, as well as the use of
various disruptive technologies such as cloud computing, big data management, and
augmented reality.

12. One of the technologies that supports both I4.0 and I5.0 is robotics. Mechatronic
engineers must not only be able to integrate new robots into production systems
conceived under the I4.0 vision, but they must also know about collaborative robotics
(the basis of I5.0 [53]), which deals with the integration of machines and humans
into processes.

13. Interoperability is a concept of utmost importance in I4.0, and is understood as
the ability of two or more software components to cooperate despite differences in
language, interface, and execution platform [134]. In order for interoperability to take
place, standardization is necessary. In this sense, mechatronic engineers must be able
to know and master the concept of interoperability and its implications in the design
and operation of CPSs.

14. IT security in I4.0 is of utmost importance for the protection of information in compa-
nies and industries. Traditional architectures and structures that exist today to achieve
cyber security have different security mechanisms and systems that provide services
such as integrity, access control and confidentiality, among others [186]. Nowadays,
computer security is tested by various events and specialized cyber attacks. It is
necessary to consider the various methods and techniques with which it is possible to
detect intrusions and respond to hackers. These methods must be used with other
techniques to prevent intrusions in order to build more robust, efficient and effective
defense systems. Cybersecurity tasks should be considered necessary and impor-
tant by the mechatronics engineer because design, manufacturing and production
information, among others, represent the heart of any company.

15. Ergonomic design of workplaces that enable human-machine interaction, design
of training methods for human-machine symbiosis, personalized manufacturing,
cognitive computing, and IoT-based smart spaces are some tasks and technologies
that are contextualized in I5.0. The concept of operator 4.0 relates to the design of
human-cyber-physical production systems [54] that aim to boost, improve, enhance,
empower and optimize the capabilities of human-machine interactions. These tasks
and needs should be kept in mind by the mechatronics engineer as collaborative
robotics and close interaction and collaboration between operators and machines will
become more and more prevalent. In I5.0, the technologies of DT, CPS and AI that
consider humans in symbiosis with machines will be listed as the core technologies.

The incorporation of disruptive technologies and new design methods to the mecha-
tronics environment does not necessarily imply more knowledge and application burden to
engineers, but rather they boost and encourage teamwork among the different engineering
disciplines that are responsible for designing, managing, operating, maintaining and inno-
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vating modern productive systems characterized by CPS. The 15 technical considerations
described above can be used to assist in the design of specific competencies for mechatronic
engineers according to the needs of the local or national industrial sector. Some of the
specific competencies that can be derived from the above considerations are listed below:

1. CPS design.
2. CPS operation.
3. DT Design.
4. CPS maintenance.
5. Conversion and reconditioning of CPS.
6. Automation of intelligent production systems.
7. Design, manufacturing and digitalized production.
8. Operation of collaborative robots.
9. Cyber-security management in the CPS.
10. Technology integration in smart factories.
11. Optimization of industrial processes.
12. Design of intelligent production systems.
13. Design of man-machine systems.
14. Analysis of large databases.
15. Interdisciplinary simulation in intelligent production systems.

3. Final Considerations

The tasks of mechatronic engineers are essential for the implementation of I4.0 and I5.0,
so it is necessary that their training is transformed according to the needs and requirements
of the current industrial revolutions. Due to its integration nature, mechatronics is similar
to I4.0, since precisely this new business vision tries to integrate disruptive technologies to
the productive processes looking for improvements and optimization. However, it should
be understood that I4.0 implies a real change in industrial processes and does not consist of
simple improvements generated by the incursion of technologies. This fact has important
implications for the training of engineers, since it is not only a matter of training them in
knowledge and in the specific or integrated applications of disruptive technologies, but
also requires profound changes in production methodologies and education.

CBE and active methodologies should be promoted in universities for the training of
mechatronic engineers. These educational approaches and active learning methods are the
basis for the transformation from traditional (teacher-centered) education to constructivist
(learner-centered) education. Just as industrial processes must be fundamentally trans-
formed due to the incursion of disruptive technologies, engineering education must do
the same, i.e., it must also be fundamentally transformed if it is to graduate competent
engineers capable of meeting the challenges of the new industrial revolutions. CBE and
active learning methods can be the basis of the transformation required by engineering
education, mainly in mechatronics engineering.

The training of mechatronic engineers should take into account not only I4.0 and I5.0,
but also I3.5, since technological transitions have implications in the shaping of specific
competencies. For example, technological re-engineering is a task that will occur more
frequently in companies that do not have sufficient capital to upgrade their production
systems. This method of re-design, together with the methodology of reverse engineering,
should be promoted and taught in universities. Currently, engineering education gives
more priority to direct design methodologies (a process that starts from a need and ends
in a product or service) than to reverse engineering methods, despite the fact that a high
percentage of technological development is based on information from existing technologies
in order to improve them. Technological reconditioning is a pressing need in I4.0.

The design of specific competencies in mechatronic engineers should consider the
industrial needs of each region, state or country. However, technical considerations that
take into account the main technologies, tools and processes, such as CPS and DT, can be
raised to assist in the design of specific competencies. The 15 considerations proposed in
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this work can be expanded and do not exhaust the field of study. The proposals can be very
useful for those universities that are developing or improving a career in Mechatronics
Engineering, since these proposals could help and guide the development of specific
competencies according to the needs of the local environment.

4. Conclusions

In this paper, 15 technical considerations have been proposed that can be used for the
shaping of specific competencies for the benefit of mechatronic engineers. The conclusions
of this paper are as follows:

• Engineering education, especially Mechatronics Engineering, must be fundamen-
tally transformed in order to train the professionals who will face the challenges of
I4.0 and I5.0.

• I4.0 implies profound changes in production processes, in design and manufacturing
methods, in the configuration of factories and in the roles that mechatronic engineers
will play. In this sense, Mechatronics Engineering as such must reinvent itself to keep
pace with the technological changes in companies.

• CBE and active methodologies can be the basis for engineering education to transform
itself and for universities to train the engineers required by the new industrial revolutions.

• The core training of mechatronic engineers should consider CPS, DT and AI as ba-
sic concepts that should be developed throughout their careers and that should be
integrated into the curricula.

• The role of the mechatronics engineer in the I4.0 is not technical mastery of disruptive
technologies, but should rather play the role of integrator and administrator of engi-
neering groups made up of different disciplines. Companies must rethink the central
role of the mechatronics engineer, since they are currently entrusted with various
tasks that are not of their profile (preferably integrator and technology manager). I4.0
requires a mechatronics engineer capable of managing human resources from other
fields of knowledge in order to solve specialized problems.

• Industrial maintenance, technological reconditioning and reverse engineering should
be promoted as subjects of study in universities for the training of the mechatronic
engineer. These skills are often learned more in companies than in universities. Tech-
nological reconditioning is a pressing need due to the fact that we are in a stage of
technological transition between two industrial revolutions and that many companies
do not have the capital to invest in new technologies.

• The 15 technical considerations proposed in this article can be used as a guide for the
formation of specific competencies through which mechatronic engineers will acquire
the knowledge and applications specifically required by the work environment in
which they will work. These considerations take into account the transitions between
the industrial revolutions and the most representative technologies of the I4.0, such
as CPS, DT, IoT, simulation and AI. The technical considerations can be viewed as
generic since they propose activities that most companies apply or will apply in one
way or another in I4.0.

• For the training of the mechatronic engineer in the context of I4.0 and I5.0, all the
competencies (basic, generic and specific) must be designed with the rigor indicated
by the different CBE proposals and models.
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Abstract: The automation of cell production processes demands strict requirements with regard to
sterility, reliability, and flexibility. Robots work in such environments as transporting devices for a
huge variety of disposables, e.g., cell plates, tubes, cassettes, and other objects. Therefore, the blades
of their grippers must be designed to hold all of these different materials in a stable, gentle manner,
and in defined positions, which means that the blades require complex geometries. Furthermore, they
should have as few edges as possible, so as to be easy to clean. In this report, we demonstrate how
these requirements can be met by producing stainless steel robot grippers by additive manufacturing.

Keywords: laboratory processes automation; additive manufacturing; robotic production; laser
powder bed fusion

1. Introduction

Cell-based therapies are gaining a growing interest in research and industry as they
promise efficient therapies for diseases that are hardly or not at all curable today. In order to
decrease their production cost as well as to increase quality and product safety, research and
industry are putting more and more effort in fully automating these therapies. Examples
are the projects StemCellFactory [1], iCellFactory [2], and AutoCRAT, all of which involve
cell production platforms that cultivate, modify, and analyze stem cells fully automatically.
In the AutoCRAT project, the platforms AUTOSTEM [3] and StemCellDiscovery [4] are
being enhanced in order to enable novel cell production and analysis processes.

Many of such production platforms consist of an arrangement of several automated
biotechnological devices, which perform the different processing or analysis steps, and a
centrally positioned robot, which transfers all needed objects between the stations. These
objects can be all kinds of cell plates, tubes, flasks, pipettes, and other components, all
of which have different shapes and sizes. In a manual lab, handling of such objects
is no problem, as they are developed to be handled by humans. A human hand has
flexibility, adaptivity, and a variety of sensory inputs that cannot be attained by most
industrial robot grippers today. To the best of the authors’ knowledge, it is not possible to
design robot grippers and gripper blades that can handle all of the existing objects used
in biotechnological labs. For reliable handling, robot gripper blades need to be custom
designed to reliably hold the objects required for the specific production process [5]. Even
when the object variety is minimized, several object types with different geometries remain
in most cases. In order to solve these issues, one or several of the following three aspects
need to be implemented:

• Shape the gripper blades in a way to handle different object sizes and geometries.
Depending on the shape and quantity of the different object types, the grippers become
more complex and difficult to manufacture.

• Use objects that have standardized surfaces for robot handling. Those are, at least
for now, not commercially available for all standard sizes and shapes. Therefore,
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custom-made objects or adapter pieces that can be fixed onto the objects need to be
developed. Both increase cost and presumably add effort in material preparation.

• Use several grippers or gripper blades, which the robot can change between handling
actions. However, this increases technical complexity as well as processing time.

To save production time and cost, the first solution should be preferred. The effort for
designing and manufacturing complex grippers needs to be invested only once. Hereafter,
they amortize themselves.

Another challenge of processing in biotechnological environments is cleanliness and
sterility. In order to avoid unwanted dead particles and, even more critically, living
organisms and organic structures, strict requirements are defined for such environments in
standards and guidelines, the most important of which are the good manufacturing practice
(GMP) guidelines [6–8]. They demand that air and surfaces be kept antiseptic, especially
those that are close to the biologic product, and that processes, materials, movements, and
air flows protect the product from contaminants as best as possible. This also implies that
all relevant surfaces must be easy to clean and decontaminate; therefore, they must be
resistant against the required cleaning agents and sterilization gases, and have a geometry
that allows fast and reliable particle removal. With regard to the latter, surfaces should
have as few holes or gaps as possible, rounded corners, and a low roughness, which is,
according to the state of the art, Ra ≤ 0.8 μm [9].

The ideal material for robot gripper blades in biotechnological applications is stainless
steel, as it provides the stability and durability to be used reliably for a long time period,
and can withstand most chemical cleaning and sterilizing agents. As of now, the most
common way to produce such tools is by subtractive manufacturing, i.e., milling. Modern
milling machines have up to five axes, are driven by computerized numerical control
(CNC), and are able to produce a huge variety of complex geometries. However, they reach
their limits when it comes to undercuts, hollow inclusions, complex radii and curvatures,
or fine geometries such as rips or grids [10].

Additive manufacturing (AM) is a novel method for producing metal objects. Cur-
rently, several AM technologies are in development, for example, laser metal deposition
(LMD) with wire or powder, or laser powder bed fusion (LPBF).

The process principle of LPBF is shown in Figure 1. Laser radiation is used to create a
weld track in a powder bed by melting the powder to solid material. Several weld tracks
next to each other result in a layer. Hereafter, the powder bed is moved down by the
thickness of one layer, and a new layer of powder from the powder reservoir is placed
on the previously welded tracks by a recoater. Several melted layers on top of each other
result in a solid metal body. In this way, a 3D-printed metal component is created layer
by layer from a sliced computer-aided design (CAD) file on top of a build plate [11–14].
Support structures are added to the part for the purpose of attaching the part to the base
plate, for stabilization of overhangs, and for heat dissipation. The support structure needs
to be removed afterwards, e.g., by milling or grinding processes, or by manual material
removal [13,15].

The layered structure of the components allows much greater geometric design free-
dom compared to conventional manufacturing technologies [12]. This also makes it possible
to round corners and edges easily. In milling, most radii are formed by producing a sharp
edge first and then shaping the radius with a special tool. If the object has many radii
or a complex curvature, it is difficult to clamp in a stable and defined position. In ad-
ditive manufacturing, the round edge can be produced immediately, which makes such
geometries much simpler to manufacture. However, this may make the addition of support
structures necessary.

Another advantage of the opportunities AM provides in geometric design is weight
reduction. Many gripper devices, despite being able to lift heavy objects, have limits on
the weight of the gripper blades. The reason for this is the momentum of the blades on
their bearings, which are more sensitive when opening or closing the gripper. One way to
reduce weight is by removing unneeded material wherever possible, e.g., by decreasing
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thickness and using ribs to maintain stability. Another option is to create hollow sections
inside of the component. However, this is not possible for every additive manufacturing
technique. In LPBF, for example, every spot that is not welded remains covered with
powder; consequently, every hollow section in the finished part is filled with powder. If it
is not possible to remove the powder, weight can only be reduced slightly.

 

Figure 1. Process principle of laser powder bed fusion.

The roughness of the part varies depending on the orientation of the surface during the
build-up. Top-skin (upward-facing surfaces during build process) and side surfaces have
lower roughness and better quality compared to down-skin surfaces (downward-facing sur-
faces during build process) [16,17]. The printing tolerance of the parts can reach ±0.1 mm;
however, it can increase, e.g., due to thermal distortion to ±0.5 mm or more [14]. Post-
machining processes increase surface roughness and accuracy. Common post-processes are
sand or glass-bead blasting, milling (also fine milling), grinding, and polishing.

In our research, we have used the additive metal manufacturing technology LPBF to
produce robot gripper blades for the automated handling of objects in biotechnology. The
gripper blade design enables the gripper to hold several materials with different geometries
at different positions. Furthermore, we produced several design proposals that are shaped
to improve stability and simplify cleaning.

2. Materials and Methods

The gripper blades discussed in this article are designed to be used in the cell produc-
tion platform StemCellDiscovery [4], mounted on a robot (VS-087, Denso, Kariya, Japan)
with servo grippers (SG-00014, P.T.M. Präzisionstechnik GmbH, Gröbenzell, Germany). In
order to perform several cell cultivation and analysis processes, several vessels (Table 1)
need to be held and transported by the robot. The variety of these vessels has been reduced
to a minimum, but some geometries in different orientations still need to be held. These are
50 mL falcon tubes, 5 mL corning tubes, micro titer plates (MTP), pipette holder plates for
the liquid handling unit (Microlab STAR, Hamilton Company, Reno, NV, USA), and test
cartridges for an endotoxin tester (Endosafe® nexgen-PTS™, Charles River Laboratories,
Wilmington, MA, USA) of the platform, as shown in Table 1 and Figure 2.
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Table 1. Disposables used in the StemCellDiscovery which need to be transported by the robot.

No. Name Type and Manufacturer Gripping From

A 50 mL falcon tube 50 mL Centrifuge tubes, 525-0156,
VWR, Radnor, PA, USA side, top

B 5 mL corning tube
Vial Cryogenic Classic 5.0 mL,

LW3338,
Alpha Laboratories, Hampshire, UK

side

C micro titer plate (MTP)
VWR Tissue Culture Plates 6 wells,

Surface treated, Sterile, VWR,
Radnor, PA, USA

side, top

D pipette holder High Volume Tips (1000 μL),
Hamilton Company, Reno, NV, USA side, top

E endotoxin test cartridge

Rapid Test Cartridges for LAL &
Beta-D-Glucan Detection Assays,

Charles River Laboratories,
Wilmington, MA, USA

side

 

Figure 2. Robot grippers holding the following objects from the side (R1) or from the top (R2): 50 mL
falcon tubes (A), 5 mL corning tubes (B), micro titer plates (MTP) (C), pipette holders (D), and Charles
River Endotoxin test cartridges (E, shown from side and top view). (R3) shows an example of a
difficult position for the grippers to reach.

Furthermore, the gripper blades may not exceed a certain size, and must be shaped
to fit in all areas of the platform and to avoid collisions. For example, an MTP needs to
be placed onto a microscope that barely leaves space for the robot to move. A schematic
visualization of that area is shown in Figure 2, R3.

Based on these requirements, the gripper blades were modeled in 3D CAD (Figure 3).
On the left side of Figure 3, the first version of the gripper blades is shown, which was
designed for conventional production. This design is suitable for manufacturing by milling
and die-sinking electrical discharge machining (EDM). It contains geometries for holding
round objects, such as tubes, as well as flat objects, such as plates, and special objects, such
as test cartridges. Furthermore, the design has an angled geometry, a mounting part to fix
them to the robot gripper, and holes to insert rubber parts which improve the grip’s ability
to hold objects. However, its shape shows many even surfaces and edges, as such a design
is easy and efficient to mill. On the right side of Figure 3, the gripper blades are improved
by redesigning them in CAD, so that they can be additively manufactured using LPBF.
Here, edged geometries are rounded wherever possible, making the gripper much easier to
clean and much lighter, without losing stability. This design would be very challenging for
milling, but is suitable for additive manufacturing. The outer dimensions of the gripper
blades are shown in Figure 4.
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Figure 3. Conventional (left) and AM design (right) of gripper blades with mounting part (A), radii
for simple cleaning (B), angled shape to reach places with limited space (C), mounting holes for
rubber pieces to increase grip (D), diamond shape to hold tubes (E), pocket and circular geometry for
fitting endotoxin testing cartridge (F), rounded shape to hold tubes horizontally (G), and edges to
safely hold tubes and plates from the top (H).

 
Figure 4. Outer dimensions of the gripper blades.

Based on this 3D data, the gripper blades were produced with the LPBF process
out of stainless steel SS316L powder with a particle size of 10–45 μm (LPW Technology
Ltd., Widnes, UK). The machine tool used was an EOS M290 (EOS GmbH Electro Optical
Systems, Krailing, Germany). In order to achieve a good quality of the specific geometrical
elements (Figure 3, D–H), these elements were placed face up on the build plate. The
orientation and the support structures used are shown in Figure 5A. The block support
used (Figure 5A, blue) includes cone supports, which create a strong connection between
gripper and base plate and increase the thermal flow, therefore reducing the distortion
of the grippers. Block support can be removed easily; thus, the part does not need to be
machined completely after printing. After defining placement and support structures of
the part, process parameters were set. In order to achieve a high material density, process
parameters with an energy density of 57.7 J/mm3 were chosen. The laser power was
214.2 W, the scanning speed was 928.1 mm/s, and the hatch distance was 100 μm. The
build-up was carried out with a layer thickness of 0.04 mm, and the process required 8.5 h
to produce one set of gripper blades.
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Figure 5. Stages of the gripper blade production: (A) placement of the 3D model (red) onto the
base plate (grey) and addition of support structure (blue and black), (B) gripper blades after LPBF
production), (C) blades after removal from base plate, (D) magnified view of the support structures,
(E) blades after support structure removal and glass bead blasting, (F) blades in the tumbling
machine, (G) blades assembled onto the robot, holding a micro titer plate, (H) blades holding a 50 mL
falcon tube.

After production (Figure 5B), the gripper blades were sawed from the base plate
(Figure 5C) and the support structures were removed by hand. Afterwards, the correspond-
ing surfaces were ground. Then, the parts were sand and glass-bead blasted, and, finally,
tumbled to smoothen their surface (Figure 5D). After production, glass bead blasting, and
tumbling, the surface roughness was measured with an Alicona Infinite Focus G5 (Alicona
Imaging GmbH, Raaba, Austria). Finally, fine structures, such as small holes, were added
or revised manually, where necessary.

The gripper blades were equipped with rubber pieces in order to increase their grip,
and then installed onto the robot gripper of the StemCellDiscovery and tested for handling
the intended objects (Figure 5E,F).
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3. Results

It took 8.5 h to produce the gripper blades with LPBF. Processing and slicing of the 3D
CAD data depends on the computers used and the operator’s skills. For the given sample,
the required preparation time was 60 min. After the printing process, support structures
were removed and the surfaces were blasted and tumbled for four hours, which took, in
total, another five hours. The times for manufacturing the gripper blades shown in Figure 3
(left) with milling were discussed with experts in that field, and were calculated as 16 h for
machine preparation and programming, 20 h for machining, and 1.5 h for deburring. All of
these times are shown in Figure 6 for comparison.

0
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20
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30
35
40

Milling - Total
hours

Milling - Human
working hours

LPBF - Total hours LPBF - Human
working hours

Manufacturing time for the gripper blades

Preparation Machining Post-Production

Figure 6. Comparison of the manufacturing time for the gripper blades with milling and LPBF in
total and in human labor time.

After printing, only the mounting holes had to be postprocessed by drilling to remove
small material residues. In addition, the parts showed a light deformation after being
loosened from the base plate, which was corrected by manual bending of the parts. Apart
from this, the part showed all geometrical features which had been designed in CAD. Even
fine geometries, such as the hooks at the tips of the gripper blades, had been produced in
sufficient detail.

The surface of the gripper after LPBF was very rough. The measured roughness of the
surface after LPBF production was Ra = 5.9 μm. Sand and glass-pearl blasting reduced it to
Ra = 3.4 μm. Tumbling reduced the roughness to Ra = 2.3 μm.

When the volume of the conventional design was compared with the presented design
in CAD (Figure 3), weight is reduced by 58% in the additively manufactured part. This was
confirmed by weighing the real parts. The conventional design parts had a mass of 228 g
and 234 g, while the presented design parts weighed 96 g and 99 g, resulting in weight
reductions of 58% in both.

4. Discussion

The robot gripper blades presented here are designed to be able to hold several object
types in different orientations.

The parts have a smooth geometry and very few edges, both of which limit space
for contaminants to remain and simplify cleaning. However, even glass-pearl blasting
and tumbling could not reduce the surface roughness down to the required value of Ra
≤ 0.8 μm. Here, further methods for surface polishing need to be investigated, for which
different technologies for mechanical, chemical, or laser-based polishing exist and can be
applied [18–22].
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The deformation that the parts showed after being removed from the base plate results
from thermal stresses during the printing process. These can be prevented by adapting the
3D model before printing, by bending it in the other direction, so that the thermal stresses
then form it into the desired geometry.

The only other necessary post-processing was removing small residues from the
mounting holes. These holes are intended for M3 screws and are very narrow (i.e., a
diameter of 3 mm) to ensure the correct position of the gripper blade on the gripper. In
other applications, where the through hole can be bigger in relation to the intended screw
size, the holes will probably not need to be postprocessed.

Compared to a model being designed for milling, the design presented here shows a
great weight reduction. It would theoretically be possible to reduce volume and weight
even further without affecting the LPBF production difficulty or speed; however, this may
lead to less smooth surfaces.

The comparison of the manufacturing times with LPBF and milling displayed in
Figure 6 shows that the total milling process takes more than twice as long as LPBF. For
both methods, great amounts of the manufacturing time consist of machining time, during
which processes such as LPBF, milling, or tumbling can run unsupervised. Therefore, the
human labor time required is much lower in both cases, as shown in Figure 6. It can also be
seen that the human labor time for LPBF is much lower than for milling, which is mainly
due to its lower preparation time.

If this or a similar geometry were manufactured by milling, it would need to be milled
from a large metal block, 94% of which would be wasted. Another option would be to split
it into several parts that would need to be bolted or welded thereafter. This would require
additional shapes for mounting, and would lower the geometric accuracy due to additional
manufacturing tolerances of the assembling step. In addition, bolted parts can loosen over
time, reducing the gripper blades’ reliability or even making them completely unusable.

In both cases, more preparation would be necessary before milling, e.g., CNC pro-
gramming and loading the corresponding milling tools into the machine. Furthermore, it is
likely that some clamps would need to be modified or produced beforehand to hold the
part during milling. For milling, the part would need to be processed from several sides,
requiring manual reclamping steps. Some geometries, such as the radii (Figure 3, B), would
be challenging to manufacture, while others, such as the cartridge pockets (Figure 3, F),
would not be possible at all in this form. After milling, however, few or no post-processing
steps would be necessary.

A third option for producing such parts would be injection molding or sintering. Both
manufacturing techniques require extensive preparations for creating the molds, and are
only economic for large part quantities. Moreover, here, some post-processing for removing
residues from gate and feeder and milling surfaces with low tolerances are necessary.

For the purpose of manufacturing parts with a geometry similar to those presented
here, additive manufacturing techniques such as LPBF appear to be the most efficient.
The preparation effort is low, and although the manufacturing time may be long, this
method does not require manual interventions and can run automatically and unsupervised.
Further advantages of LPBF are a great freedom in geometry and much lower waste of
material. Especially for prototyping or custom-made gripper blades, this method shows
great promise. If, for example, the geometry of a tube, flask, or plate changes or a new
object needs to be handled, new adapted 3D-printed gripper blades can be manufactured
easily without much preparation or programming effort. Radii and curvatures are much
simpler to realize with LPBF, which simplifies cleaning. In addition, undercuts and pockets
can be manufactured easily, which provides many more options for geometries to grip and
hold objects.

Two major weakness of LPBF compared to milling are manufacturing tolerances and
surface roughness. Where needed, these surfaces should be smoothed after printing, e.g.,
by means of grinding, polishing, sandblasting, or glass-bead blasting. If most surfaces
of the parts have such requirements, manufacturing by milling may be more efficient.
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Furthermore, milling or injection molding is likely to be cheaper when it comes to mass
production. On the other hand, the research in additive manufacturing of metal parts is
developing quickly, and may one day become the gold standard for manufacturing all
kinds of robot grippers in biotechnological applications.

Especially for biotechnological applications of robot gripper blades, LPBF is a suitable
and efficient manufacturing process. Due to strict guidelines, stainless steel is the ideal
material for gripper blades, and a curved and rounded geometry simplifies cleaning
and decontamination. Biotechnological processes can require handling a high variety of
different objects, some of which are not even designed for robotic handling. The freedom
in geometric design possible with LPBF enables a user to create one set of gripper blades
that is able to hold all required objects reliably. This has been proven with successful tests
of the gripper blades presented in this paper, which were used in the StemCellDiscovery
to hold and transport all required objects. Further advantages are lightweight designing,
flexible adaption, and unsupervised production.

In summary, the LPBF production method shows great potential for manufacturing
complex geometries such as robot gripper blades in automated biotechnological environ-
ments. Once remaining issues, such as the surface structure, are solved, LPBF could become
the ideal manufacturing method for such devices.
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Abstract: In this paper we consider a system of multiple mobile robots (MMRS) and the process
of their concurrent motion in a shared two-dimensional workspace. The goal is to plan the robot
movement along given fixed paths so as to minimize the completion time of all the robots while
ensuring that they never collide. Thus, the considered problem combines the problems of robot
schedule optimization with collision and deadlock avoidance. The problem formulation is presented
and its equivalent reformulation that does not depend explicitly on the geometry of the robot paths is
proposed. An event-based solution representation is proposed, allowing for a discrete optimization
approach. Two types of possible deadlocks are identified and deadlock avoidance procedures are
discussed. We proposed two types of solving methods. First, we implemented two metaheuristics:
the local-search-based taboo search as well as the population-based artificial bee colony. Next, we
implemented 14 simple constructive algorithms, employing dispatch rules such as first-in first-out,
shortest distance remaining first, and longest distance remaining first, among others. A set of problem
instances for different numbers of robots is created and provided as a benchmark. The effectiveness of
the solving methods is then evaluated by simulation using the generated instances. Both deterministic
and lognormal-distributed uncertain robot travel times are considered. The results prove that the
taboo search metaheuristic obtained the best results for both deterministic and uncertain cases, with
only artificial bee colony and a few constructive algorithms managing to remain competitive. Detailed
results as well as ideas to further improve proposed methods are discussed.

Keywords: discrete optimization; multiple mobile robots systems; multiple resources; uncertainty;
simulation; metaheuristics

1. Introduction

The use of mobile robots in many processes is steadily increasing, driven by advances
in robotics, improving autonomous vehicle design, as well as emergence of Industry 4.0 and
similar paradigms. This includes the multiple mobile robots system (MMRS), which has
a wide range of possible applications in many processes, starting from in-factory transport
and drone-based vehicle inspection, through search and rescue operations, and forestry
and agriculture to extraction of minerals and space exploration. In some MMRSs, the tasks
are separate, but in most cases the tasks are connected in some way and the robots work as
one group towards a common goal. In such situations, the entire operation is considered
complete only when all of the tasks of all robots have been completed.

There are a few crucial issues that determine the practical usefulness of an MMRS.
The first is the time taken to complete all the tasks, called the makespan. In some cases it is
important to finish all the task before some given deadline. Even with no such requirement,
the shorter the makespan the better since it decreases the operational costs or increases
the effectiveness of the overall operation (which can directly translate to more lives saved
during a search and rescue operation).
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The second issue is to ensure that the robots never collide with each other. In some
systems this can be solved by letting the robots deviate from their planned paths and
bypass each other. Otherwise, the robot can simply wait for another one to pass before
proceeding. Both solutions result in delays in task execution, affecting the makespan. Thus,
it is important to avoid collision while also minimizing the resulting delays.

The final issue is the possibility of deadlocks occurring, which is especially dangerous
as deadlocks prevent the task from being completed at all. Moreover, in a small two-
dimensional workspace, deadlock of even two robots can quickly cause all of the robots to
become stuck indefinitely, and the bigger the deadlock is, the more difficult it is to resolve.
It is thus crucial to either prevent deadlocks or resolve them effectively once they occur.

Thus, any practical solving method for MMRS should ensure collision- and deadlock-
free solution—usually through definition and properly carried out acquisition of resources
by the robots—while also reducing the makespan as much as possible. All of the aforemen-
tioned problems are non-trivial, with detection of deadlocks and makespan optimization
for most practical scheduling problems both being considered NP-hard. Naturally, those
problems become more complex when tackled at once, while also affecting each other.

This paper is related to earlier research shown in papers [1–4], where control systems
for an MMRS with robots moving in a shared two-dimensional workspace were considered.
These works propose solutions that provide collision- and deadlock-free robot motion
control for any arbitrary dispatch rule. However, the problem of the system efficiency
optimization through robot motion scheduling is not considered. In the current paper,
we aim to focus on this problem and propose a number of solving methods for MMRS to
optimize the makespan while avoiding collisions and deadlocks among robots. We then test
the effectiveness of these methods during a simulation using a larger number of problem
instances we provide publicly. Moreover, we transform the original continuous-valued 2-D
path-defined problem into a discrete optimization formulation that does not use the concept
of 2-D paths. In the light of this, the main contributions of our paper can be summed up
as follows:

1. We formulate a discrete mathematical model for the problem of makespan optimiza-
tion for a robot movement scheduling system with possibility of deadlocks.

2. We propose a solution representation together with an evaluation method and avoid-
ance procedure for two types of deadlocks.

3. We propose two metaheuristic solving methods for the considered problem.
4. We propose a publicly available set of problem instances to be used as a benchmark

for this problem.
5. We research the effectiveness of the proposed methods against a number of simple

constructive algorithms for both deterministic and uncertain cases.

The remainder of this paper is organized as follows. In Section 2, we present a short
overview of related literature. In Section 3, we formulate the problem and present its
convenient reformulation. In Section 4, we discuss solution representation and its deadlock-
free evaluation. In Section 5, we propose several solving algorithms. Section 6 contains the
results of a computer experiment. Finally, Section 7 contains conclusions.

2. Related work

We will start our overview with the aforementioned paper [1]. The authors combine
the discrete event system introduced in [2] with a continuous time system, resulting in a
hybrid control system. The discrete representation of the MMRS is obtained through the
division of the robot paths into sectors, and the supervisory control, providing collision
and deadlock free robot motion is expressed in the Petri net formalism. Petri nets were
also employed by Kloetzer et al. [5], but with different assumptions: a robot could choose
several alternative trajectories instead of single fixed path. Division into sectors occurred,
but it was applied not to paths, but to the workspace itself, with the constraint that only
a specific number of robots was allowed in the same sector at once.
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A problem similar to that considered in [1], but with a specific approach to path
division into sectors, was studied in papers [3,4]. Namely, the workspace was divided into
a grid of squares, whose size was equal to or larger than the robot disk diameter. In such a
system, the squares are considered as resources, and a robot always occupies (i.e., its disk
overlaps) from one to four grid squares at a time. Then the robots’ paths were partitioned
into sectors such that the subset of resources occupied by a robot in any given point of any
given sector was constant. Similar to [2], the problem of the paper was to ensure the correct
concurrent robot motion rather than the optimization of the system efficiency.

Next, Gakuhari et al. [6] consider an MMRS with non-holonomic robots in an environ-
ment with obstacles. Global path planning is executed periodically, allowing adaption to
environment changes and deadlock-free navigation, supplemented with the A∗ algorithm.
The effectiveness of the navigation method is tested on several environment examples
through simulation. Čáp et al. [7] apply an asynchronous decentralized approach called
reverse prioritizing planning for coordination of robot movement, while also considering
two types of conflicts. Experiments using complex examples with many robots showed
that the method obtains a solution twice as fast as synchronous centralized approach.
Ferrera et al. [8,9] also considered a decentralized robot navigation systems, but assumed
semi-fixed paths: in general, robots try to stay on the main path, but employ ”evasive
maneuvers” when the robots get too close to each other. The authors also consider high
density of robots.

We also note that metaheuristic algorithms are also used for some variants of MMRS.
For example, Bhattacharjee et al. [10] employed artificial bee colony (ABC) in an envi-
ronment with obstacles, while ensuring enough distance from obstacles was kept during
motion. A similar ABC-based approach for online path planning and collision avoidance
was considered by Liang and Lee [11]. As a last ABC-based example, Mansury et al. [12]
considered paths for soccer robots based on Ferguson splines and compare it against genetic
algorithm and particle swarm optimization variants. On the other hand, Kumar et al. [13]
employed taboo search (TS) method for optimizing the movement of a single robot in
complex environment. While interesting, only a single-robot single-environment case was
presented. An interesting example of using the TS metaheuristic is a paper by Balan and
Luo [14], where due to unknown or unstable environment a robot path is given as a number
of waypoints. The robot has to travel to each subsequent waypoint in the shortest possible
manner with the help of map building.

Lygeros et al. [15] considered an automated highway system for safe navigation of
autonomous vehicles. The authors used hybrid controllers and game theory to guarantee
safety, while also providing an upper bound on the achievable highway throughput.
Tomlin et al. [16] considered a multiagent hybrid system for control of aircraft and resolution
of of conflicts in air traffic. The system allows aircraft to have high flexibility by choosing
their own trajectories and altitudes, but ensures no conflicts through safe zones. The
authors provide examples, but limited to a few aircraft at once. Pecora et al. [17] considered
the problem of vehicle trajectory planning. The system assumes minimal and maximal
vehicle speed as well as requirements about floor space usage and deadlines of tasks. The
employed approached of “trajectory envelopes” allows to obtain alternative execution
patterns for the vehicles, but due to the constraints the obtained solutions are not always
feasible. Moreover, the running time of the algorithm turned out to be exponential in
the number of the vehicles. A similar general approach with trajectory envelopes was
proposed by Andreasson et al. [18]. The approach was verified for a scenario of five forklifts
in a factory setting. Grover et al. [19] performed an extensive analysis on characteristics of
deadlock for MMRS and provided a provably correct decentralized algorithm for deadlock
resolution and collision avoidance. However, only two- and three-robot examples were
used to verify the approach.

Akella and Hutchinson [20] considered a makespan minimization for collision-free
trajectory coordination of the MMRS. They proposed a mixed integer linear programming
formulation for up to 20 robots and remarked that the problem remains NP-hard even
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with fixed trajectories. However, only a maximum of 80 collision zones per scenario
were considered. Wang and Gombolay [21] proposed an interesting approach to robot
coordination with specific time and location constraints using machine learning and graph
attention networks. This allowed obtaining competitive results with greatly reduced
computation time for scenarios of up to five robots and 100 tasks. A more comprehensive
review of recent approaches for various types of MMRSs (including ground, underwater,
and aerial robots) can be found in a paper by Lin et al. [22].

We will now move onto other, non-robot-related works employing multiple resources
and resolving conflicts and deadlocks. Such problems are essentially discrete optimization
problems, where decision has to be made regarding the order of allocation of resources to
tasks. As such, they can be viewed as related to resource-constrained project scheduling
(RCPS) or various scheduling and job scheduling problems. For example, De Frene et al.
considered heuristics for a RCPS with spatial resources for construction projects [23].
A procedure is used to transform priority lists into appropriate precedence lists to avoid
deadlocks. The authors consider a large number of dispatch rules and verify their effective-
ness. Similarly, Prashant Reddy et al. [24] tackle a multi-mode multi-RCPS with preemption.
The authors make use of Petri nets to model the problem and identify deadlocks as well as
propose a genetic algorithm approach.

Considering job scheduling problems, Lawley et al. [25] tackled a flexible manufactur-
ing system with buffer space and modeled it using discrete event system approach. Both
job shop and flow shop settings were considered. The authors performed safety analysis
to guarantee deadlock-free execution with polynomial complexity on constraints execu-
tion. The results also confirmed that first-come first-served dispatch rule is not enough
in practice. Similarly, Golmakani et al. [26] considered a scheduling problem for flexible
manufacturing cells with assumption of transportation, buffers, and precedence constraint.
Automata theory is used to obtain deadlock-free solution for three classes of manufacturing
cells, each verified through medium-sized numerical example.

Very interestingly, Sun et al. [27] considered a mix of job shop scheduling and mo-
bile robots with the goal of minimizing makespan. The authors propose two approaches
for deadlock avoidance and perform numerical tests. Result showed that the number of
jobs has more impact on the makespan than the number of operations and that a fixed
entrance strategy can significantly reduce computation time with little effect on makespan.
A similar approach, considering the use of automated guided vehicles in a manufacturing
systems was presented in [28]. The authors proposed taboo search and genetic algorithm
metaheuristics, while using an enhanced mixed-integer programming as a reference point.
However, the authors did not explicitly take path shapes into consideration and the consid-
ered scenarios were of moderate size.

Finally, regarding scheduling in networks and computer systems, Sun et al. [29]
considered scheduling for high-performance computing with multiple resources. The
authors compare two scheduling paradigms: list scheduling and pack scheduling and
propose a method of transforming the problem into single-resource equivalent. Pack
scheduling is shown to perform better in practice despite its worse theoretical properties.
Gopalan and Kang [30] considered the problem of allocation of multiple resources for
real-time operation systems and proposes a multiple resource allocation and scheduling
(MURALS) algorithm to solve the problem.

To our best knowledge, the problem of deadlock avoidance in systems of resource
sharing processes and the problem of optimal scheduling of their operations have been
considered separately so far. In this paper, in the context of systems of mobile robots
sharing their motion space, we consider both of these problems simultaneously, which is a
significant novelty. Moreover, the above-discussed literature review shows that existing
works on mobile robot coordination are limited to small numbers of robots, testing scenarios,
and algorithms used. Thus, researchers and practitioners could benefit from more extensive
research on effectiveness of algorithms, which we address in this paper.
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3. Problem Formulation

In this section we will formulate the considered problem of robots coordination in
a shared movement space for makespan minimization. Then we will reformulate the model
to a form that does not uses the concepts of 2-D paths. Concerning notation, R>0 and R≥0
denote the set of positive and non-negative real numbers, respectively. Similarly, N0 and
N+ denote the set of natural numbers with and without zero, respectively.

3.1. Base Problem

Let A = {1, 2, · · · , n} be a set of n ∈ N+ autonomous robots. Let φa, va ∈ R>0 be the
radius and speed of robot a, a ∈ A. For simplicity, we assume that robots are disk-shaped,
but in general each robot a can be of any shape as long as its body is contained in a circle
with the center at (xa, ya) and radius φa, assuming (xa, ya) is the current location of robot
a. Next, let Pa be a path of robot a ∈ A. Pa is composed of a finite sequence of elements,
each being either a line segment or circle arc. Robot paths are thus always finite. Cycles
are possible, as long as they have a finite number of repetitions. The length of path Pa is
denoted La ∈ R>0. An example of base instance with three robots is shown in Figure 1.

Figure 1. Example base problem instances with 3 robots. Each robot is portrayed with a different color.
Circles denote robot starting positions. Circle labels show robot number and speed (in parentheses).

The goal is to coordinate the movement of the robots, such as to minimize the time at
which all robots complete traveling their respective paths under the following conditions:

1. At any given time the speed of robot a is either va or 0 (i.e., robots are always either
stopped or moving at their regular speed, acceleration is instantaneous).

2. Robots travel only “forward” along their paths—they cannot change direction and
travel in reverse.
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3. Robots cannot overlap each other, i.e., for any given time and any two robots a and
b �= a the Euclidean distance between their positions (xa, ya) and (xb, yb) has to be
higher than the sum of their radii:√

(xa − xb)2 + (ya − yb)2 > φa + φb. (1)

As a result, for each robot we want to define a movement schedule, e.g., a set of time
intervals in which robot is supposed to move (we assume the robot is stopped at other
times). Let Ca(π) be the time at which robot a completes traveling its path according
to some problem solution π (e.g., movement schedule). Then the makespan Cmax(π) is
given as:

Cmax(π) = max{C1, C2, . . . , Cn}. (2)

and our goal is to minimize it:

Cmax(π
∗) = min

π∈Πfeas
Cmax(π). (3)

where π∗ is the optimal solution and Πfeas is the set of all feasible solutions.

3.2. Derived Problem

To solve the problem defined in Section 3, one needs to know when two robots are
about to get too close to each other. The original problem formulation is cumbersome for
this purpose. Thus, here we will transform the original problem into more convenient
formulation. As example, we will use a simple instance shown in Figure 2.

1

(1.0)

2

(1.0)

3

(1.0)

Figure 2. Exemplary instance for 3 robots. The white dot and circle denote a position and disk range
somewhere along the path of robot 3. The dashed lines represent the borders of sectors (which will
be explained further on).
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In order to ensure the robots will never overlap each other, we divide each robot
path into sectors. We will also introduce a set of resources. To travel a sector, a robot will
require a (possibly empty) set of resources, which it will hold until leaving the sector. The
procedure to define sectors and resources is as follows.

Let us consider robot a. For each point p on the path of a we define set La
p ⊆ A \ {a}

of robots that might overlap with a when it is located at point p. More specifically, for point
p ∈ Pa the set La

p is defined as:

La
p{b ∈ A \ {a} : ∃p′∈Pb

d(p, p′) ≤ φa + φb}, (4)

where d(p, p′) is the Euclidean distance between points p and p′. To illustrate it, let us
consider the instance from Figure 2. The colored areas represent areas of the plane that are
at some point covered by given robot (red for 1, green for 2, blue for 3), with mixed colors
representing multiple robots occupancy. Moreover, the white dot represents some point on
path of robot 3, while the area inside the white circle represents the occupancy of robot 3
when it is located at that point. We can see that the point itself overlaps with the path of
robot 1 only, but the circle also overlaps with the path of robot 2, thus L3

p = {1, 2}.
Now we will move onto defining sectors. First, let pa(d) ∈ Pa with d ∈ [0, La] be

a point on the path of robot a that a reaches after traveling distance d from the starting point
of Pa without stopping. Note that, even if Pa passes through the same point p multiple
times, it will result in different d. Thus, d uniquely determines a point p ∈ Pa.

With this we can define robot sectors. The idea is that a sector is the longest continuous
section of the robot path that has constant value of L and that sectors are disjoint. Sector
i-th will be denoted Si, where i ∈ {1, 2, . . . , ∑n

a=1 Sa} and Sa is the number of sectors of
robot a (which will be determined in a moment). The first sector overall is defined as

{p1(d) ∈ P1 : d ∈ [0, d1
1]}, (5)

where d1
1 is the furthest that robot 1 can travel from its starting position before value L1

p(d)

changes or value L1 is reached, whichever comes first. In other words d1
1 ≤ L1 is the largest

value such that for all d ∈ [0, d1
1] it holds that L1

p(d) = L1
p(0). The length of sector 1 is l1 = d1

1.
Next, we define the subsequent sectors of robot 1 based on the previous sector. In

general, the j-th sector is defined as:

{p1(d) ∈ P1 : d ∈ (di−1
1 , di

1]}, (6)

where di
1 is the furthest we can travel from p(di−1

1 ) before value L1
p(d) becomes different

than L1
p(di−1

1 )
(or we reach L1). The length of the i-th sector is li = di

1 − di−1
1 . If di

1 = L1, then

we defined all sectors of robot 1.
Next, we move onto subsequent robots. In general, the first sector of robot a will be

the ∑a−1
b=1 Sb + 1-th sector overall, defined as:

{pa(d) ∈ Pa : d ∈ [0, d1
a]}, (7)

where the meaning of d1
a is analogous to d1

1. The length of this sector is equal to d1
a. Similarly,

we define the i-th sector of robot a as:

{pa(d) ∈ Pa : d ∈ (di−1
a , di

a]}, (8)

which has a length of di
a − di−1

a . The total numbers of sectors is denoted as S = ∑n
a=1 Sa.

We thus distinguish between the i-th sector overall (i ∈ {1, 2, . . . , S}) and the i-the sector of
robot a (i ∈ {1, 2, . . . , Sa}), and which one we mean at the time will be clear from the context.

As example of sectors, let us consider instance from Figure 2. Robot 1 has three sectors:

1. S1—before it starts to overlap the path of robot 3;
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2. S2—when it overlaps with the path of robot 3;
3. S3—after it stops overlapping with the path of robot 3.

Robot 2 has the same setting with sectors S4, S5, S6. Finally, robot 3 has five sectors:

1. S7—before it starts to overlap the path of robot 1;
2. S8—while it overlaps the path of robot 1, but not 2;
3. S9—while it overlaps paths of both robot 1 and 2;
4. S10—while it overlaps with the path of robot 2 only;
5. S11—after it stops overlapping path of either robot 1 or 2.

Thus, for instance from Figure 2 we obtain 11 sectors. The sectors along with their
lengths are shown in Table 1 (columns 2 and 3).

Table 1. Derived instance based on instance from Figure 2 (φa and va are the same as original).

Robot Sector Length Conflicts Resources
a i li Ci Ri

1
1 0.975
2 6.025 {8, 9} {1, 2}
3 5.000

2
4 0.975
5 6.025 {9, 10} {3, 4}
6 5.000

3

7 0.975
8 3.000 {2} {1}
9 3.025 {2, 5} {2, 3}

10 3.000 {5} {4}
11 1.000

Next, for each pair of sectors we define a conflict relation. Sectors Si and Sj of robots a
and b, respectively, are in conflict if and only if a �= b and

∃p∈Si ,p′∈Sj
d(p, p′) ≤ φa + φb. (9)

In other words, sectors Si and Sj are in conflict if they belong to different robots and the
disks of those robots might overlap when they are in those respective sectors. The relation
is symmetric: if Si is conflicted with Sj, then Sj is conflicted with Si. The set of sector
numbers of all sectors conflicted with Si is denoted Ci. Once again we will illustrate it with
example for instance from Figure 2, which has eight conflicts, as follows:

1. Sector 2 (robot 1) is conflicted with sectors 8 and 9 (robot 3).
2. Sector 5 (robot 2) is conflicted with sectors 9 and 10 (robot 3).
3. Sector 8 (robot 3) is conflicted with sector 2 (robot 1).
4. Sector 9 (robot 3) is conflicted with sectors 2 (robot 1) and 5 (robot 2).
5. Sector 10 (robot 3) is conflicted with sector 5 (robot 2).

The contents of Ci for all sectors are shown in Table 1 (column 4), except when Ci = {}.
Finally, we define resources. The idea is simple: a resource is an ordered pair (i, j)

where j > i such that sectors Si and Sj are in conflict. The number of resources is half the
number of conflicts. For convenience, we number the resources with subsequent natural
numbers according to natural sorting order i.e., (1, 3) would go after (1, 2) but before (2, 1).
Let us denote the total number of resources by R, in this case R = 4. Finally, we define set
Ri which will contain the numbers of resources required to enter sector Si.

To illustrate, in our example we have only four resources: 1 = (2, 8), 2 = (2, 9),
3 = (5, 9), and 4 = (5, 10), and thus R = 4. With regards to sets Ri, let us consider i = 9.
Sector 9 is conflicted with sectors 2 and 5, so to enter sector 9 we require resources (2, 9)
(resource 2) and (5, 9) (resource 3); thus, R9 = {2, 3}. The contents of Ri for all sectors are
shown in Table 1 (column 5), except when Ri = {}.
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With regards to the above formulation, a practical issue arises. Namely, how to obtain
values di

a. One solution is an analytical approach, where those values are determined
exactly. Its advantage is accuracy, but the method is not obvious, especially for more
complex shapes than line segments and circle arcs. Another approach is to transform the
continuous path Pa into a finite set of discrete points. This approach is easier to use for
generic path shapes, but has lower accuracy. In this paper, we have adopted the latter,
discrete approach. Specifically, for path Pa we consider points pa(ks), where k ∈ N0 and s
is step size, as well as point pa(La). With sufficiently small step size, for example

s =
min{φ1, φ2, . . . , φn}

20
, (10)

we can model the base instance with enough accuracy.
With this we can transform any instance of the base problem into equivalent formula-

tion that is independent of the shapes of 2-D paths. Throughout the rest of the paper we
will mainly deal with such “derived” problem, referred to as simply ”the problem”.

4. Solution Representation and Feasibility

As mentioned in Section 3, the direct solution to our problem could be, for example,
for each robot a a set of time intervals in which a moves. However, such representation
is cumbersome as (1) it is still a continuous optimization problem, admitting infinite and
uncountable number of solutions, (2) is obviously admits non-optimal solutions, and (3)
the number of time intervals is not necessarily O(S). For these reasons, we will propose
an alternative solution representation that will reduce our problem to discrete optimization.

Let us consider resource (i, j). That resource is required for some robot a to enter sector
Si as well as for some robot b �= a to enter sector Sj. We know that robots hold all resources
they need while they are inside a sector. Thus, it is enough to only decide when a robot is
allowed to enter the sector—once it has entered, it can safely move until it has reached the
end of the sector.

Let us notice that each sector is entered only once, thus the (i, j) resource will be
required once by a and once by b—no other robot will ever require it. Thus, for such
resource (i, j), we need only decide whether robot a or b should acquire resource (i, j) first.
Since all resources work in this way, our solution reduces to a binary vector π = (1, 2, . . . , R),
where π(r) is the r-th element of π. Let us assume that resource r is required by robots a
and b > a. If π(r) = 0 then a is to acquire resource r first, then b. Otherwise (π(r) = 1),
b is to acquire r before a. Such a representation results in 2R possible solutions. In our
exemplary instance, a possible solution could be:

π = (0, 0, 1, 0). (11)

For resources 1 and 2 the competing robots are 1 and 3. Since π(1) = π(2) = 0, then
robot 1 is supposed to get access before robot 3. For resources 3 and 4 the competing robots
are 2 and 3. Since π(3) = 1 and π(4) = 0, then robot 2 will be the second to access resource
3, but the first to access resource 4.

The above setup would work well if each robot required only one resource at a time.
However, it is possible that robot will require several resources, each with its own two-
element queue. With multiple queues the concept of “being first” is not trivial. We have
considered three possibilities:

1. Robot a is first if it is first in all relevant queues.
2. Robot a is first if it is first in any relevant queue.
3. We compute robot priority by summing robot positions in all relevant queues and

divide it by number of such queues. For example, if robot a needs three resources
with queues (a, b), (b, a), and (a, c) then the priority is (1 + 2 + 1)/3 = 4/3. We then
compute this priority for all other robots in relevant queues (robots b and c in this
example). Robot a is first if its priority is lowest among considered robots.
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Options 1 and 2 are simple, but they cause problems when the number of resource is
high as the robot would almost never (option 1) or almost always (option 2) be considered
first. This would either cause frequent deadlocks or would defeat the purpose of solution
π enforcing moving order. Thus, we have chosen option 3.

With this, we have formulated the task of robot coordination in continuous 2-D
workspace as a discrete optimization problem with decision variables in a form of a single
binary vector. As such, our formulation could be seen as a variant of a scheduling problem,
for example a job shop scheduling problem, except that a job could be processed on multiple
machines at once.

4.1. Feasibility and Deadlock Avoidance

As with other problems concerned with acquiring resources, there is possibility of
deadlocks occurring. A deadlock occurs when there is non-empty set of robots that cannot
proceed (are stopped indefinitely), despite not having completed their task yet. Deadlocks
result in infeasible solutions, thus they need to be avoided or resolved. In the case of our
problem there are two types of deadlocks, type I and type II. We will describe those as well
as methods of avoiding deadlocks of type I and resolving deadlocks of type II.

Type I is a classic deadlock caused by resource holding by robots while waiting for
another resource and the formation of resource awaiting cycles. A simple example would
be with two robots a and b. First, a acquires resource r1 and b acquires resource r2. Next, a
wants to acquire r2 , while b wants to acquire r1. As a result, robot a is holding resource r1
while waiting for r2, and robot b is holding resource r2 while waiting for r1. Thus, no robot
will proceed as the required resource is unavailable and no resource will be released. We
will now show a method for avoiding such deadlocks, based on the method shown in [2].

Let us start by introducing some useful notation. Let x be a n-element vector, de-
scribing the “sector state” of the system, with its a-th element xa ∈ {0, 1, . . . , Sa, Sa + 1}
describing the state of robot a. If a is in its i-th sector, then xa = i. It should be pointed
out that this numbering is not the same as the 1, 2, . . . , S overall numbering for sectors.
Two special values 0 and Sa + 1 are used for when the robot has not started its task yet
and for when it has completed its task, respectively. The initial state of the system is
x0 = (0, 0, . . . , 0). Similarly, the final state is xF = (S1 + 1, S2 + 1, . . . , Sn + 1).

As explained earlier, we are not concerned what happens when a robot moves along
a given sector, as it has no effect on resources. We are only concerned when a robot changes
sectors, described as an event. Event ea means that robot a moves to the next sector, changing
system state from x = (x1, x2, . . . , xa, . . . , xn) to x′ = (x1, x2, . . . , xa + 1, . . . , xn). Ideally,
event ea can occur in state x if and only if:

1. Robot a has not completed its task i.e., xa ≤ Sa.
2. All resources required for a to enter its next sector are free. Equivalently, this means

that in state x no robot is in sector that is conflicted with sector robot a wants to enter.
3. State x′ to which event ea leads is safe.

In general, state x is safe if the final state xF is reachable from it. However, the problem
of determining whether a given state is safe is considered NP-hard [31]. Due to this, we
will not fully check the safety of x. Instead, we will check the sufficient condition of x being
safe. This might lead to use treating some safe states as unsafe, but this is much easier
to determine.

First, let us define non-conflicting sectors. A sector i is non-conflicting if and only if
Ci = {}. Next, the nearest non-conflicting sector for robot a is the first sector, starting from
a’s current sector, which is non-conflicting. For this purpose, robots before start of their task
(xa = 0) and after completing their task (xa = Sa + 1) are considered to be in their nearest
non-conflicting sectors.

With this, for a state x to be safe, it is sufficient to show there is a “safe sequence”
of robots z = (z1, z2, . . . , zn), such that z1 moves first to its nearest non-conflicting sector,
while remaining robots do not change sectors. Next, z2 moves and so on up to zn. The
resulting state x′ is safe as all robots are in non-conflicting sectors, meaning all resources
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are free. Thus, xF is reachable from x′. Since x′ is reachable from x, then xF is reachable
from x, meaning that x is safe as well. The procedure for finding out a safe robot sequence
for state x is as follows:

1. A∗ ← A.
2. For each robot a ∈ A determine its nearest non-conflicting sector ba based on current

state x.
3. Find the first robot a in A∗, such that a can move to ba i.e., either (1) ba = xa or (2) no

robot in state x is in sector that is in conflict with any sector xa through ba.

(a) If a does not exist, then algorithm stops and x is not safe.
(b) Else A∗ ← A∗ \ {a}.

4. If |A∗| > 0, then go to step 3, otherwise, state x is safe.

The above method solves the issues of type I deadlocks: we avoid them by avoiding
entering unsafe states. By doing so, it will be always possible to move all robots to their
nearest non-conflicting sectors, which require no resources, meaning all resources will
become available.

Next we will consider type II deadlocks. Those deadlocks are never caused by resource
unavailability alone, but also by the order of robots in solution π. We will illustrate it with
simple example. First, we assume there are three robots and no robot has completed its task
yet. We consider possible events from state x: e1, e2, and e3. Let us assume only event e2 is
possible i.e., e1 or e3 would lead to unsafe states. In that situation, only robot 2 can move.
Next, we assume that robot 2 has to acquire resource r for which it competes with robot
1 and neither of them acquired this resource yet. Finally, let us assume that π(r) = 0, i.e.,
robot 1 is “planned” to acquire resource r before robot 2. With this, a deadlock is reached.
If robots 1 or 3 move, then we reach unsafe state, resulting in type I deadlock. However,
robot 2 cannot move either, because it would need to acquire r, while π will force it to wait
until robot 1 acquires and releases it first. In this case, no robot will proceed, which we
describe as type II deadlock.

We can also illustrate it with an instance from Table 1, except we will need to modify
robot speeds. Let us assume the solution is π = (1, 1, 1, 0). Thus robot 3 (blue) given
high-enough speed will travel through sectors S7 and S8 and will enter S9. However, we
choose the speeds in such a way that before robot 3 enters S10, robot 2 (green) will reach
the end of S4 and will try to enter S5. This is, however, impossible, as robot 2 will require
resources 3 and 4 for this, but resource 3 is unavailable due to robot 3 being still in sector
S9. Robot 2 thus has to wait. However, robot 3 will not move, as to enter S10 it requires
resource 4, but π(4) = 0, thus out of robots 2 and 3, the one with the lower number should
obtain that resource first. We see that type II deadlock is not caused by physical resources,
but by the solution π (or a mix of both).

We considered two approaches to dealing with type II deadlocks. The first option is to
detect such type II deadlocks and consider solution π for which it occurred as infeasible
(we will explain the detection as a part of the solution evaluation shortly). However, such
an approach is cumbersome for the solving algorithms. For algorithms considering a single
solution (e.g., constructive heuristics), if such solution is infeasible, then the algorithm does
not work. For algorithms considering multiple candidate solutions (e.g., metaheuristics)
infeasible solutions are also problematic as they force the algorithm to evaluate meaningless
solutions. Metaheuristics also require initial solution, which should also be feasible.

Thus, we have adopted a second approach to resolving type II deadlocks: when such a
deadlock is detected, we temporarily ignore the order imposed by π. Instead, we consider
events from e1 to en and choose the first event ea which is feasible (i.e., a has not completed
its task yet, all required resources are available and resulting state is safe). This turns
a potentially infeasible solution into a feasible one.
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4.2. Solution Evaluation

The last issue related to solution is its evaluation, i.e., a method of transforming
a solution π into actual robot movement schedule in order to obtain task completion times
Ca and makespan Cmax. The procedure works by simulating robot movements and is
as follows.

Initially, the system state is x0 and time is t = 0. The procedure then enters a main
loop, which continues until all robots complete their task i.e., until state xF is reached. In
each loop iteration, each robot is assessed to see if it will be able to move in this iteration.
For each robot a there are the following possibilities:

1. If a has already completed its task (i.e., xa = Sa + 1), then a is ignored and cannot
move. We set ta ← ∞.

2. Otherwise, if a is not at the end of its current sector, then a can move and we set ta to
the time it will take a to reach the end of its current sector.

3. Otherwise, a has to be at the end of the current sector. We check if it is possible for
a to enter a new sector (all needed resources are available, the resulting new state is
safe and a is considered first in its resource queues). If the access is denied, then the
robot cannot move and we set ta ← ∞. If the access is granted, then the robot moves
to the next sector and:

(a) If a completed its task, then we set Ca ← t and ta ← ∞.
(b) Otherwise, the situation is similar to case 2, a can move until the end of the

newly entered sector, so we set ta to the time it will take a to reach the end of it.

There is one additional possibility to consider. It might happen that robot a cannot
move (e.g., resources are not available), but then robot b > a changes sectors, freeing the
resources, enabling a to move. Thus, the above robot assessment procedure is repeated,
until no new robots were designated to move (no new values ta �= ∞ are assigned).

After the assessment is done, we have a set of values (t1, t2, . . . , tn), with each value
indicating either that a cannot move (ta = ∞) or that a can safely move for time ta inside its
sector. Let Δt = min(t1, t2, . . . , tn). Two possibilities can occur.

1. Δt �= ∞ (i.e., at least one robot can advance). In that case each movable (ta �= ∞) robot
a advances for time Δt (i.e., by distance Δt × va). We record in the schedule that a
moves in time interval from t to t + Δt. After all movable robots have advanced, we
update the simulation time t ← t + Δt.

2. Δt = ∞ (i.e., no robot can advance). This indicates that a type II deadlock occurred.
In this case, we repeat the assessment procedure once more, but this time we ignore
solution π and the queues, thus at least one robot will be able to move, reducing this
to case 1.

After the procedure completes, we obtain for each robot its movement schedule
(intervals during which it advances), task completion times Ca, and compute the makespan.

At this point, a careful reader might ask why a different solution representation was
not used. Namely, a solution might have multiple resources between the same pair of
robots, i.e., robots a and b compete for both π(r1) and π(r2). In such a case one could
simply assume π(r1) = π(r2), significantly reducing the solution space. However, there
exist instances for which such “matching” policy is not optimal. For example, consider
instance from Figure 3. Here there are only two resources, but robot 2 acquires them at the
same time, while robot 1 acquires them separately. For this instance the possible solutions
are π1 = (0, 0), π2 = (0, 1), π3 = (1, 0), and π4 = (1, 1). A simple brute force algorithm
results in Cmax(π1) = 16.98, Cmax(π2) = 11.00, and Cmax(π3) = Cmax(π4) = 17.96. Thus,
π∗ = π2. In general, the idea of such “matching” between some values of π is interesting,
but determining which elements of π can be safely matched is non-trivial.
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Figure 3. Counterexample instance for solution representation.

5. Solving Algorithms

In this section we describe the algorithms used to solve the aforementioned problem.
We considered two types of algorithms: constructive algorithms and metaheuristics.

5.1. Constructive Algorithms

Constructive algorithms work by building a single solution according to some policy,
often called a dispatch rule, and are popular in many applications, including schedul-
ing [23], particularly in computer networks, high-performance computing, and operat-
ing systems [29,32]. The general procedure is similar to solution evaluation shown in
Section 4.2, except that algorithm starts with empty π, which is constructed on-the-fly
as the algorithm makes decisions according to its policy. As a result, such algorithms
are simple and have short running time, but are usually not optimal, hence they are also
heuristics. Below we list all 14 implemented constructive algorithms.

5.1.1. Lower Number First

One of the simplest and fastest algorithms is lower number first, or LNF, done simply
by setting π = (0, 0, . . . , 0). This means that for every resource r that has robots a and b > a
competing for it, the policy is for a to acquire r first. Of course, as explained earlier, this rule
might be temporarily overlooked if type II deadlock occurs. This algorithm can be seen as
deterministic version of random algorithms, since we can simply re-order the robots, in
which case LNF might return a different solution.

5.1.2. First-In First-Out

First-in first-out, or FIFO (also known as first-come first-served (FCFS), earliest arrival
first (EAF), etc., depending on context), is a very basic and popular algorithm in many
optimization, scheduling, and dispatching problems. For this algorithm, the policy is that
the first robot to reach the beginning of the sector will be prioritized to enter it first. In
practice, we keep a queue, initially empty, for every resource r. When robot a wants to
enter a conflicting sector, it adds itself to queues for all required sectors. Next, we compute
robot priority as an average of its position in all the relevant queues (similar to what was
shown in Section 4) and a will be considered “first in” only when its priority is lowest
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among all robots queued alongside him in the relevant queues. Of course, a also needs to
clear the regular conditions for sector entry. Thus, a will proceed only when (1) required
resources are free, (2) resulting state is safe, and (3) a is considered “first in”. In such a case
a enters the new sector, removes itself from all relevant queues, and modifies π accordingly.
After this, similar to solution evaluation, the procedure terminates and π will hold the
constructed solution.

5.1.3. Shortest Distance First

Shortest distance traveled first (SDTF) is an algorithm that prioritizes robots that have
traveled the least distance from their starting positions. In our implementation, when robot
a wants to enter a sector, the distance traveled so far by a is computed and then compared
against the distance traveled by other robots who are competing over the resources a
wants to acquire. It should be noted that when a robot enters a sector, it is removed from
the queues of all resources it has just acquired. Thus, robot a is compared only against
robots that have yet to reach this point—robots that have already passed this point are
not compared against a. We will also consider another variant of SDFT: our objective, the
makespan, is based on time rather than distance. Thus, in the second variant the distance
traveled is divided by robot speed and the resulting algorithms is called shortest time
traveled first (STTF). Note that we count only the time spent moving, as total time spent so
far is identical for all robots.

Next, we define two more algorithms that are similar to SDFT and STTF, but that
consider remaining distance (time) rather than traveled. The resulting algorithms are
shortest distance remaining first (SDRF) and shortest time remaining first (STRF). Finally,
we introduce two algorithms that count the total robot path instead of splitting it into
traveled-so-far and yet-to-travel part. Those algorithms are called shortest overall distance
first (SODF) and shortest overall time first (SOTF).

5.1.4. Longest Distance Variants

Finally, we also define complementary algorithms to the ones defined above, which
differ in that they prioritize longest distances instead of shortest. Thus, this leads to
definition of the following six additional algorithms:

1. Longest distance traveled first (LDTF) and longest time traveled first (LTTF).
2. Longest distance remaining first (LDRF) and longest time remaining first (LTRF).
3. Longest overall distance first (LODF) and longest overall time first (LOTF).

5.2. Metaheuristics

The constructive algorithms presented in the previous subsection are fast and simple,
but they are not enough in all cases. A proof of that is supplied by the counterexample
instance presented in Figure 4. For this very simple two-robot instance all 14 constructive
algorithms obtained makespan of either 28.26 or 31.26. However, a simple brute force
algorithm proved that the optimal makespan in this case is 23.85. This means that the
constructive algorithms were 17% and 31% away from the optimum. Thus, alternative
solving methods are required. Since exact methods are too time-consuming, we will
propose two metaheuristic algorithms, described below. It should also be noted that both
proposed metaheuristics could be easily modified into parallel algorithms to vastly decrease
computation times while run in many-core or distributed computing environments. For
the artificial bee colony, this could be achieved by assigning a number of bees to a given
thread or network node. Similarly, for the taboo search, a number of solutions from the
neighborhood could be assigned to a single thread/node.
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Figure 4. Counterexample instance for constructive algorithms.

5.2.1. Artificial Bee Colony

Artificial bee colony, or ABC, is a popular population-based probabilistic metaheuris-
tic and was previously used for robot path planning and collision avoidance (see pa-
pers [10–12,33] for details). Moreover, ABC is both effective and simple to implement, with
only a few tuning parameters required.

ABC uses food sources as solutions. Initially a population of p food sources is created
and each food source k has its counter ck set to 0. This results in p different solutions πk for
k ∈ {1, 2, . . . , p}. These solutions are created randomly. Then main algorithm loop starts
with each iteration consisting of three phases. In phase 1, a worker bee is sent to each food
source and tries to improve it. In our case, for a given solution πk we transform it into
solution π′

k by flipping a random bit r, i.e., π′
k(r) is set to ¬πk(r). The resulting solution π′

k
is evaluated. If Cmax(π′

k) is better than Cmax(πk), then π′
k replaces πk and ck is set to zero.

Otherwise, πk stays and ck increases by 1. In essence, this phase implements the standard
valley descent local search procedure with multiple solutions.

Phase 2 is similar to phase 1 with one major difference. In phase 1, the k-th im-
provement is carried out for the k-th food source. In phase 2, the food source for the
k-th improvement is random, but with assumption that better food sources have higher
chance of being “tended to”. As a result, statistically, good food sources will be improved
multiple times in a single iteration, while bad food sources will receive less attention. In
practice, many methods exist for such randomization, in our case we have employed the
roulette-wheel selection via stochastic acceptance shown in [34], which guarantees food
source choice in time O(1).

Finally, in phase 3 each food source k is checked for the value of its counter ck. If ck is
higher than some limit value maxCount then πk is deemed non-promising and is replaced
with random solution and ck is set to zero again. With this, phase 3 allows abandoning food
sources that fail to improve the solution quality, leading to discovering of new food sources.

Regardless of phase, each time a new solution π is generated, its quality is compared to
best found solution so far πbest and if π is better, it replaces πbest. The algorithm stops after
a fixed number of iterations maxIter is reached with p, maxCount, and maxIter as parameters.
The overview of ABC method is shown in Algorithm 1.
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Algorithm 1: Artificial bee colony (method outline).

1 function ArtificialBeeColony(maxIter, p, maxCount):

2 P ← GenerateInitPopulation(p);
3 Evaluate(P);
4 while it < maxIter do

5 EmployedBeesPhase(P);
6 OnlookersBeesPhase(P);
7 ScoutBeesPhase(P, maxCount);
8 π′ ← arg min

π∈P
Cmax(π);

9 if fmax(π′) < Cmax(π∗) then

10 πbest ← π′;
11 it ← it+ 1;

12 return πbest;

5.2.2. Taboo Search

Taboo search (TS) is a local search metaheuristic. It is usually more complex to
formulate than ABC, but TS can be made to be fully deterministic algorithm. Moreover,
the authors have previously employed this metaheuristic for several discrete optimization
problems (check, for example, papers [35,36]), where TS has proved its efficiency.

TS is an iterative algorithm as well. Its outline is shown in Algorithm 2. First, an initial
solution πinit is chosen. In our case it is the FIFO constructive algorithm, but other options
are possible as well. Then, in each iteration for a current solution π a neighborhood N (π)
is generated, where each neighbor πr is created from π by flipping the r-th bit in π (thus,
the neighborhood has R elements). After all neighbors are generated and evaluated, the
best of those neighbors πN replaces π, regardless whether πN improves π or not.

In order to help the algorithm to escape local optima, a taboo list is used. When πN is
chosen to replace π the move that led to this becomes forbidden for number of iterations
defined by cadence parameter c. We have used an implementation that allows all taboo
list operations in time O(1). Additionally, we employ aspiration criterion, that allows to
ignore the taboo list if πr is better than the best known solution so far.

Algorithm 2: Taboo search (method outline).

1 function TabooSearch(maxIter,c, πinit):

2 π ← πinit;
3 πbest ← π;
4 while it < maxIter do

5 πN ← nul;
6 foreach πr ∈ N (π) do

7 if not IsSolutionForbidden(πr) or Cmax(πr) < Cmax(πbest) then

8 if πN = nul or Cmax(πr) < Cmax(πN ) then

9 πN ← πr;

10 π ← πN ;
11 MakeMoveForbiddenForCadence(c);
12 if Cmax(π) < Cmax(πbest) then

13 πbest ← π;

14 it ← it+ 1;

15 return πbest;
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As with ABC, each time a new solution is accepted, it is compared against best known
solution πbest and replaces it if it is better. The algorithm finishes when the number of
iterations maxIter is reached. Values c, maxIter, and πinit are the parameters of the method.

6. Computer Experiment

In this section, we present the results of a computer experiment on a set of problem
instances. We will start by describing the instance generation procedure, including the
uncertain data assumptions, as well as the quality of measure used to compare algorithms.
Then we will present the results and discuss them.

6.1. Instance Generation

The instance generation procedure is as follows. First, we assume a bounding rectangle
from point (0, 0) to (50, 50). For each of n robots the starting position is chosen randomly
outside of the bounding rectangle (we keep a margin of 2 away from the rectangle). The
robot radius is drawn from uniform distribution with range [0.5, 2] i.e., φa ∼ U (0.5, 2).
Similarly, for robot speed we have va ∼ U (0.5, 2.5). The robot path consists of 60 − 3n
segments (allowing for shorter paths for more robots). We take care that when an arc
follows a line segment, the arc starts angled correctly to the line segment (i.e., no sharp
turns for robots). Due to this, if a line segment would follow another line segment, it would
have the same angle, thus such line segments can be merged, therefore the path alternates
between line segments and arcs. For each line its length is drawn from U (2, 37) (maximum
is around 75% of the bounding rectangle width). A safety mechanism is employed: if a path
would lead the robot out of the bounding rectangle, the segment is rejected and a new one
is attempted. After 20 unsuccessful attempts, a 180 degrees turn-around arc is used instead.

The above considers only the deterministic case. For the uncertain case, we proceed as
follows. For a given instance I we obtain a modified instance I(Y) by replacing all sector
lengths li with values liyi, where yi is a realization of random variable Y. In other words, yi
is a scaling parameter of the original sector lengths. Index i is used to denote that yi and
yj are different realizations of Y. Additionally, since we assume robot speed is constant,
changes to travel distances translate directly to changes to travel time, modeling uncertainty
in robot movement. As for random variable Y, we would like to have the expected value
of liY be equal to li (i.e., the expected sector length is equal to its nominal value), so the
expected value of Y should be 1. We also assume standard deviation parameter σY. Thus:

E[Y] = μY = 1, (12)

V[Y] = σ2
Y, (13)

where E and V are expectation and variance operators, respectively.
Since sector lengths have to be positive, we choose to model Y using log-normal

distribution, i.e., Y ∼ LogNormal(μ, σ2). In order for Y to have expected value and
standard deviation assumed in (12) and (13), we set μ and σ to:

μ = ln

⎛⎝ μ2
Y√

μ2
Y + σ2

Y

⎞⎠ = ln

⎛⎝ 1√
1 + σ2

Y

⎞⎠, (14)

σ2 = ln

(
1 +

σ2
Y

μ2
Y

)
= ln

(
1 + σ2

Y

)
. (15)

Using the above instance generator, we have prepared a benchmark of 50 instances, 10
for each size n ∈ {2, 3, 4, 5, 6}. Instances are numbered with subsequent natural numbers
i.e., instances for n = 2 are numbered 1 through 10, for n = 3 are numbered 11 through
20 and so on. Number of sectors ranges from 38 to 693, while number of resources ranges
from 21 to 4007. An example of generated instance for four robots is visualized in Figure 5.
Let us note that the number of resources identified for this, relatively small, instance with
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only four robots was equal to 419, yielding a solution space with 2419 solutions. This is
roughly equivalent to the solution space of traveling salesman problem with approximately
84 cities.

Figure 5. Visualization of benchmark instance 21 (n = 4) with 236 sectors and 419 resources.

6.2. Measure of Quality

Concerning the measure of quality, we will use percentage relative deviation, or PRD,
defined as follows. Let M = {LNF, FIFO, . . . , ABC, TS} be the set of solving methods
(algorithms) we want to compare, described in Section 5. Let π I

m be solution obtained by
method m ∈ M for problem instance I. Then for solving method m and instance I the
value PRDI

m is equal to:

PRDI
m =

Cmax(π I
m)

minz∈M Cmax(π I
z)

. (16)

In other words, we compare given method m against a reference method z ∈ M, which
is the one which obtained the best (lowest) makespan for that instance I. Thus, Cmax(π I

z)
serves as the best-known solution for instance I and z may change between different
instances. For example, if Cmax(π I

z) = 250 and Cmax(π I
m) = 350 then PRDI

m = 1.4,
meaning that method m obtained 40% worse result than best-known method z. Thus, PRD
allows us to normalize the results, removing the bias caused by different instances and
different problem sizes resulting in different ranges of observed makespans.

For the case with uncertain data we proceed slightly different. For a given instance I
we create a sample of 100 uncertain instances denoted I(Y)1 through I(Y)100. All instances
draw from the same distribution, but each will be slightly different. Next, for solving
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method m, m is used to solve the original (deterministic) instance I with nominal values,
obtaining solution π I

m. Finally, we compute the value of Cmax(π
I(Y)
m ) as the arithmetic mean:

Cmax(π
I(Y)
m ) =

1
100

100

∑
i=1

Cmax(π
I(Y)i
m ), (17)

thus, Cmax(π
I(Y)
m ) estimates the expected value of makespan obtained by method m. Values

Cmax(π
I(Y)
m ) and Cmax(π

I(Y)
z ) are then used to define PRDI(Y)

m , similarly to (16).

6.3. Implementation and Equipment Details

All algorithms were implemented in Julia programming language (version 1.7.2) and
run on a server with the AMD Ryzen Threadripper 3990X CPU (2.9 MHz, 64-cores) and
64 GB of RAM under Linux operating systems. Regarding the parameters of the ABC
and TS methods, we performed a calibration using a portion of the instance described in
Section 6.1, namely 30 instances with n ∈ {2, 3, 4}. For the TS method, four parameters were
considered: (1) number of iterations, (2) initial solution, (3) cadence type, and (4) cadence
size. For the number of iterations we have considered maxIter ∈ {60, 80, 100, 120}. For
initial solution we considered πinit ∈ {FIFO, LDRF, STTF, LNF}. Three cadence types were
considered. First, constant cadence with four values c ∈ {10, 100, 1000, 1000}. Second,
linear cadence c = β × maxIter with four values β ∈ {0.2, 0.4, 0.6, 0.8}. Lastly, square root
variant c = γ ×√

maxIter with four values γ ∈ {0.5, 1.0, 2.0, 4.0}. The preliminary research
indicated that the best variant was maxIter = 120, πmathrminit = LDRF, c = β × maxIter,
and β = 0.4. It should be noted that out of the four parameters only maxIter has significant
(and straightforward) effect on the running time. We have also consciously refrained from
using higher number of iterations due to the size of the neighborhood.

Similar, preliminary research was done for the ABC method. Here, we have also
assumed an upper bound for the computation time determined by the iteration limit and
population size maxIter × p. We have considered values maxIter ∈ {60, 80, 100, 120} and
p ∈ {5, 10, 15, 20}. Concerning the parameter maxCount, we have tested the same values as
cadence c for the TS method. The research indicated that the best results were obtained for
maxIter = 120, p = 20 and linear maxCount with β = 0.4.

6.4. Results

In our experiment we have assumed six different uncertainty scenarios. The first sce-
nario is for deterministic data, i.e., σ = 0. The remaining five scenarios are for progressively
increasing robot travel times uncertainty with σ ∈ {0.01, 0.05, 0.1, 0.15, 0.2}. Cases σ = 0.01,
σ = 0.1, and σ = 0.2 can be taken to represents slightly, moderately, and largely uncertain
data, respectively. First, we show exemplary results for two instances in Tables 2 and 3.

For instance, from Table 2 (which already has 132 resources), we observe that the TS
and ABC methods provide the best results when the uncertainty is small (σ < 0.05), while
the FIFO, SDTF, and STTF algorithms start to outperform them when uncertainty becomes
more significant (δ ≥ 0.05). However, we still observe that TS and ABC outperform all
other tested algorithms, often very significantly (50% to 90% differences). We also note
that as δ increases, the quality of the performance of TS and ABC generally drops, while
that of constructive algorithms increases. This is an expected result as constructive rule-
based algorithms are usually viewed as more robust. Next, we will discuss the results for
instance from Table 3 (which has nearly 20 times more resources). Here, the TS method
managed to outperform all other algorithms for all δ values. On the other hand, ABC is
consistently outperformed by three algorithms, but still remains ahead of the remaining
ones. Interestingly, this time around the performance of ABC increases with the increase
of δ. From the constructive algorithms, FIFO and LDRF obtained the best results. We also
note that the general performance gap between algorithms increased compared to instance
from Table 2. This is easily seen by comparing the values of LOTF in both tables.
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Table 2. PRD results for instance no. 13 (n = 3) with 121 sectors and 132 resources (best three results
for each scenario type in bold).

Algorithm σ = 0 σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.15 σ = 0.2

TS 1.018 1.000 1.000 1.021 1.068 1.041
ABC 1.000 1.026 1.029 1.018 1.063 1.141
LNF 1.604 1.581 1.463 1.414 1.396 1.415
FIFO 1.444 1.097 1.043 1.035 1.032 1.032
SDTF 1.287 1.076 1.037 1.023 1.021 1.025
STTF 1.310 1.073 1.017 1.000 1.000 1.000
LDTF 1.630 1.229 1.167 1.158 1.162 1.183
LTTF 1.630 1.229 1.167 1.158 1.162 1.183
SDRF 1.630 1.229 1.167 1.158 1.162 1.183
STRF 1.630 1.229 1.167 1.158 1.162 1.183
LDRF 1.047 1.301 1.209 1.198 1.192 1.196
LTRF 1.174 1.102 1.186 1.201 1.162 1.193
SODF 1.900 1.384 1.313 1.286 1.284 1.279
SOTF 1.630 1.229 1.167 1.158 1.162 1.183
LODF 1.842 1.581 1.463 1.414 1.396 1.415
LOTF 1.760 1.554 1.395 1.320 1.244 1.274

Table 3. PRD results for instance no. 48 (n = 6) with 546 sectors and 2415 resources (best three results
for each scenario type in bold).

Algorithm σ = 0 σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.15 σ = 0.2

TS 1.000 1.000 1.000 1.000 1.000 1.000
ABC 1.619 1.542 1.614 1.455 1.447 1.499
LNF 2.053 1.897 1.836 1.726 1.699 1.649
FIFO 1.679 1.355 1.314 1.245 1.234 1.197
SDTF 1.900 1.602 1.542 1.457 1.442 1.402
STTF 1.889 1.640 1.590 1.508 1.494 1.454
LDTF 1.615 1.963 1.903 1.799 1.777 1.713
LTTF 2.196 1.821 1.764 1.679 1.670 1.633
SDRF 1.327 1.988 1.927 1.826 1.807 1.756
STRF 1.864 1.987 1.926 1.825 1.804 1.752
LDRF 1.840 1.248 1.209 1.146 1.130 1.101
LTRF 1.258 1.495 1.449 1.370 1.358 1.321
SODF 1.528 1.993 1.932 1.831 1.811 1.760
SOTF 1.864 1.987 1.926 1.825 1.804 1.752
LODF 1.664 1.791 1.737 1.645 1.627 1.580
LOTF 1.677 1.918 1.860 1.761 1.744 1.693

We will now move onto aggregated (average) results grouped by number of robots n,
which are shown in Table 4. For the sake of brevity, we have restricted ourselves to showing
metaheuristics and three best constructive algorithms for each n. In general, we observe
that effectiveness of both TS and ABC decreases with increase in σ. For the best constructive
algorithms the relations is opposite—those algorithms improve under uncertainty. TS is
also the best algorithm overall, being outperformed only a few times when n is small and δ
is high. ABC is significantly worse, being outperformed by TS and FIFO except for small n
and δ. We also observe that FIFO remains fairly effective in almost all cases. SDTF, STTF,
LDRF, and LTRF are consequently the next in the effectiveness order. However, all of those
constructive algorithms are still often 20% to 70% worse than TS metaheuristic and this
effect increases as n increases.
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Table 4. Aggregated average PRD results for selected algorithms, grouped by number of robots (best
result for each scenario type in bold).

n Algorithm σ = 0 σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.15 σ = 0.2

2

TS 1.000 1.094 1.094 1.090 1.087 1.083
ABC 1.000 1.000 1.009 1.017 1.023 1.014
FIFO 1.020 1.020 1.021 1.020 1.020 1.017
SDTF 1.018 1.021 1.019 1.016 1.015 1.011
LTRF 1.033 1.021 1.021 1.020 1.020 1.017

3

TS 1.015 1.013 1.053 1.089 1.103 1.104
ABC 1.075 1.086 1.112 1.093 1.190 1.141
LNF 1.504 1.496 1.475 1.466 1.434 1.420
FIFO 1.184 1.094 1.074 1.070 1.050 1.045
LDRF 1.239 1.197 1.183 1.157 1.127 1.113
LTRF 1.237 1.230 1.227 1.202 1.175 1.159

4

TS 1.000 1.022 1.069 1.110 1.146 1.156
ABC 1.260 1.320 1.300 1.325 1.324 1.384
FIFO 1.552 1.334 1.279 1.236 1.218 1.200
STTF 1.682 1.286 1.242 1.204 1.187 1.179
LTRF 1.361 1.457 1.401 1.352 1.335 1.317

5

TS 1.025 1.136 1.204 1.258 1.301 1.311
ABC 1.540 1.586 1.638 1.657 1.698 1.578
FIFO 1.386 1.358 1.338 1.313 1.312 1.298
LDRF 1.643 1.529 1.503 1.463 1.444 1.417
LTRF 1.498 1.676 1.648 1.614 1.601 1.584

6

TS 1.000 1.014 1.031 1.038 1.048 1.070
ABC 1.640 1.635 1.625 1.590 1.578 1.584
FIFO 1.437 1.297 1.253 1.214 1.192 1.182
STTF 1.735 1.314 1.282 1.255 1.250 1.247
LTRF 1.546 1.349 1.308 1.270 1.258 1.249

Finally, the aggregated results for all benchmark instances are shown in Table 5. Once
again, TS’s average performance is superior to all other tested algorithms. ABC remains
competitive for deterministic case, but is outclassed by several algorithms (most notably
FIFO) for uncertain cases. We also note that the implemented metaheuristics are fairly
robust: TS and ABC suffered only 13.6% and 2.8% drop in PRD between the σ = 0 and
σ = 0.2 cases, respectively. As previously, unlike the metaheuristics, the constructive
algorithms become more competitive as uncertainty in the data increases. This is most
visible for STTF, which gains 26.4% in PRD between the σ = 0 and σ = 0.2 cases, although
it is still slightly behind FIFO. On the other hand, LNF improves the least by only 3.6%. Out
of all the constructive algorithms, FIFO, STTF, and LDRF obtained the best results for all σ
scenarios. As for the worst algorithms, LODF, SOTF, and LTTF performed the worst for the
σ = 0 case, while SOTF, STRF, LODF, SODF, and LNF performed the worst for σ = 0.2.
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Table 5. Aggregated average PRD results for all benchmark instances (three best results for each
scenario type in bold).

Algorithm σ = 0 σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.15 σ = 0.2

TS 1.008 1.056 1.090 1.117 1.137 1.145
ABC 1.303 1.325 1.337 1.337 1.363 1.340
LNF 1.586 1.620 1.590 1.563 1.545 1.531
FIFO 1.316 1.221 1.193 1.170 1.158 1.148
SDTF 1.502 1.316 1.292 1.268 1.254 1.242
STTF 1.509 1.261 1.236 1.213 1.201 1.194
LDTF 1.732 1.617 1.585 1.556 1.540 1.524
LTTF 1.749 1.596 1.564 1.537 1.521 1.505
SDRF 1.723 1.593 1.567 1.537 1.522 1.505
STRF 1.737 1.621 1.593 1.564 1.551 1.536
LDRF 1.437 1.277 1.254 1.227 1.213 1.200
LTRF 1.335 1.347 1.321 1.292 1.278 1.265
SODF 1.734 1.622 1.593 1.562 1.546 1.528
SOTF 1.746 1.628 1.602 1.575 1.561 1.546
LODF 1.761 1.623 1.593 1.562 1.545 1.530
LOTF 1.706 1.615 1.584 1.552 1.536 1.517

6.5. Discussion

While the presented research confirmed that the metaheuristic methods are effective
with regards to makespan optimization for the considered MMRS, they suffer from vastly
longer execution time compared to simple constructive algorithms. This is especially
true for the TS metaheuristic, which is more effective but slower than ABC. Sometimes
the running time is not an issue, but in some contexts (e.g., robot paths are unknown in
advance) such a drawback might not be acceptable. Thus, here we discuss a few options to
reduce this running times of both TS and ABC methods:

1. The solution evaluation procedure is by far the most time-consuming part of both
methods. Thus, any reduction in its running time would benefit the overall algorithm.
One possibility would be to abandon the “state safety” check. This would allow
for a type I deadlock, but such solution would simply be treated as infeasible and
rejected. It remains an open question how such change would affect the quality of
both methods.

2. As mentioned in Section 4, it might be possible to reduce the solution size by forcing
some of its element to always be equal to each other. This can be done optimally
(“match” only elements that are sure to be matched in the optimal solution) or approx-
imately (guess which elements could be matched, risking reduced solution quality).

3. Parallel computing: running time can be significantly reduced by dividing work
among many processors. Both methods can be parallelized fairly well as neighbors in
TS can be handled independent from each other. This is made easier by solution evalu-
ation function being complex (this is unlike problems with O(1) neighbor evaluation
which are harder to parallelize). This is similar for food sources in ABC.

4. Lastly, we can reduce running time significantly by decreasing the population size for
ABC or by checking only a small (e.g., 10%) number of neighbors in TS. Moreover, we
can simply reduce the iteration limit for either method. Both actions will generally
affect the quality of obtained solutions, though it might be possible to reduce time
significantly while still obtaining comparable results.

Nonetheless, a situation might occur in which metaheuristics will not be applicable
due to time restriction or will not be able to provide satisfactory results in that time. In such
cases, one needs to rely on constructive algorithms instead. For this, the best option appears
to be the FIFO algorithm—for σ = 0.2 it is only 0.3% worse than TS. For the deterministic
case, FIFO is considerably (30.1%) worse than TS, but still outclasses other algorithms. STTF
and LDRF were also fairly effective, though to a lesser extent. The remaining constructive
algorithms consistently proved to be considerably worse. Surprisingly, the STTF, LTTF,
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STRF, LTRF, STF, and LOTF algorithms not only were not much better than their distance-
based counterparts, but half the time they proved to be actually worse. This could be
a coincidence, but it seems unlikely, as 50 random instances were used and robot speeds
ranged considerably between each other.

7. Conclusions

In the paper we have considered the process of navigation for multiple mobile robots
system with fixed paths operating in a real-valued two-dimensional space. Unlike existing
works, we have tackled two problems at once: (1) optimization of robot moving schedules
to minimize the makespan and (2) collision and deadlock avoidance. Based on the concept
of sectors, we proposed a reformulation of the initial problem. This made it possible to
disregard the specific shapes of robot paths, simplifying the problem.

We then introduced a binary solution representation based on resources derived from
sectors. This allowed us to turn the original continuous optimization problem into discrete
optimization formulation with vastly reduced solution space. However, we have shown
that the resulting solution space is still large, even for relatively simple problem instances
with only two or three robots. We have identified two types of deadlocks: (1) a classic
deadlock caused by resources availability and (2) a deadlock caused by the solution-
enforced robot queuing order. We have proposed approaches to avoid type I deadlocks
while also resolving type II deadlocks.

For solving method, we have implemented two metaheuristic algorithms: taboo search
(TS) and artificial bee colony (ABC). We have also implemented 14 constructive algorithms
based on simple dispatch rules. Next, we provided 50 random problem instances as a testing
benchmark, with number of resources ranging from dozens to several thousands. The
results proved that TS outperforms other algorithms for both deterministic and uncertain
cases. A few constructive algorithms (including FIFO, STTF, and LDRF) also obtained good
results, lessening their gap to TS as uncertainty grows. ABC provided the best results for
small instances, but its performance quickly dropped below that of TS, FIFO, STTF, and
LDRF. Nonetheless, ABC managed to outperform the remaining constructive algorithms.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/pr10102087/s1.

Author Contributions: Conceptualization, J.R. and E.R.; methodology, J.R. and E.R.; software, J.R.,
R.I., and K.K.; validation, J.R. and R.I.; formal analysis, J.R. and E.R.; investigation, J.R. and R.I.; data
curation, J.R.; writing—original draft preparation, J.R.; writing—review and editing, J.R. and R.I.;
visualization, R.I. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the National Science Centre, Poland, under project number
2016/23/B/ST7/01441.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Generated benchmark instances data are contained within the supple-
mentary materials.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

ABC Artificial Bee Colony
FIFO First-In First-Out
LDRF Longest Distance Remaining First
LDTF Longest Distance Traveled First
LNF Lower Number First
LODF Longest Overall Distance First
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LOTF Longest Overall Time First
LTRF Longest Time Remaining First
LTTF Longest Time Traveled First
MMRS Multiple Mobile Robots System
PRD Percentage Relative Deviation
RCPS Resource-Constrained Project Scheduling
SDRF Shortest Distance Remaining First
SDTF Shortest Distance Traveled First
SODF Shortest Overall Distance First
SOTF Shortest Overall Time First
STRF Shortest Time Remaining First
STTF Shortest Time Traveled First
TS Taboo Search
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Abstract: The key to achieving low-carbon manufacturing is to effectively reduce the carbon emissions
of production systems and improve carbon benefits. The use of lean and green tools aids in measuring
the added value of products, and increases the efficiency and sustainability of production systems. To
address this problem and verify that the synergetic relationship between lean and green innovation
increases the efficiency and sustainability in production systems, a new low-carbon manufacturing
evaluation indicator—carbon benefit—in lean manufacturing systems was discussed. A low-carbon
decision-making model of multiple processes aiming at carbon benefit maximization, as well as the
dynamic characteristics of carbon benefit and sustainable process improvements in a lean production
system, was established. A case study of a certain satellite dish parts manufacturing line was
introduced to analyze and verify the feasibility of the proposed model. After improvement, the
processing time of unit parts was reduced from 63 s to 54 s. The workstations were optimized again
according to the lean–green manufacturing concept, and the number was reduced by 37.5%. The
process was recombined and reduced from 8 to 5 to achieve continuous-flow processing. This reduced
the distance by 77 m, and at the same time, the number of operating personnel was reduced, and
the after-improvement carbon efficiency increased from 12.98 s/kg CO2e to 36.33 s/kg CO2e in
comparison with that before the improvement. The carbon benefit after improvement was 193.92%
higher than that before the improvement.

Keywords: carbon benefit; carbon efficiency; carbon emission; process decision-making; lean–green

1. Introduction

According to the 2014 International Energy Agency’s report on the “Five Key Tech-
nologies for Low Carbon Energy Outlook”, more than 80% of nearly two-thirds of the
greenhouse gas emissions worldwide are comprised of carbon dioxide [1]. Enterprises’
strategies and consumer preferences have been focusing increasingly on environmental
protection. To date, an increasing number of transnational companies have adopted the
lean–green philosophy to maintain competitive power in the global market. The automo-
bile manufacturing industry is also a pioneer in implementing lean–green manufacturing
technology. For instance, Toyota has realized sustainable management using lean–green.
In 2015, Toyota Motor Corporation made contributions to the realization of sustainable
development society and released the strategy of “Toyota Environmental Challenge 2050”.
Aiming at global environmental problems such as climate change, water resource shortage,
resource depletion, and biodiversity reduction, the strategy launched six challenges in three
major areas, namely, “building better cars”, “better production activities”, and “a better
city and a better society”, with the goal of “making the negative impact of cars infinitely
close to zero” and “bringing positive energy to society”. Most manufacturing companies
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understand and accept this philosophy. The concept of lean production involves increasing
the efficiency and quality of the entire manufacturing process while lowering the cost by
eliminating waste in the product/service manufacturing process [2]. Lean production has
a series of practical methods and tools to reduce manufacturing waste, eliminate nega-
tive environmental impacts, save resources and energy sources, and increase efficiency
and benefits [3]. Furthermore, lean production is beneficial for relieving environmental
pollution, removing barriers for enterprises to import and use new pollution control tech-
nologies, building a conducive atmosphere for enterprises to thrive, and emphasizing the
benefits of enterprises by relieving environmental pollution. In addition, 3R technologies
(reduce, reuse, and recycle) in green manufacturing present similar attributes to those of
lean production. Enterprises should adopt green environmental production design and
recycling parts in the manufacturing process while eliminating waste, thereby continuously
improving the environment through lean production.

In recent years, market dynamics have changed with the rise of operations, envi-
ronmental, social, and quality improvement methods (e.g., Lean, Six Sigma, and Green),
and increasing attention has been paid to environmental and social responsibility [4–6].
Traditionally, productivity and profitability, as well as recent quality, customer satisfaction,
and flexibility, have been the major concerns for organizations [7–11]. However, organi-
zations are forced to reconsider how to manage their processes and operations and seek
innovative ways of doing business in response to governmental environmental regulations
and customer demands for environmentally sustainable services and products [12–14].
Thus, the challenge for the organization is to achieve economic success through strategies
that are compatible with and support environmental and social sustainability to meet all
stakeholder requirements [15]. To this end, lean and green technologies have become
an important part of sustainable solutions [5,16]. Lean refers to eliminating waste in all
production areas, supplier networks, design, and plant management [17], thus potentially
increasing resource efficiency and reducing the environmental impact [18,19]. Green manu-
facturing is an integrated approach designed to reduce negative environmental impacts
and waste in all areas of the product and service life cycle [20]. This enables companies to
achieve a range of long-term performances, especially in reducing costs through a more
efficient use of resources [21].

There are usually seven sources of wastes at a production site: overproduction, inven-
tory, transportation, over-processing, over-action, waiting, and defects. Although the EPA

(United States Environmental Protection Agency) has proposed a relationship between
the seven wastes and their environmental impacts, most current literature only focuses on
the seven wastes from the production management level [22]. Currently, only few studies
have estimated the carbon emissions generated by analyzing and quantifying the seven
wastes. Therefore, this study proposes an improved model of the process optimization
method for collecting carbon emissions from production equipment, materials, transporta-
tion, and storage in the form of time flow, energy flow, material flow, transport flow, and
carbon emissions: visualization of carbon emissions, quantification of value-added carbon
emissions and non-value-added carbon emissions in production, and establishment of
mathematical models based on carbon efficiency. The carbon emissions generated by the
seven wastes were analyzed and quantified. Application analysis of the metal stamping
part production process was conducted to verify the feasibility of the model.

Therefore, the objectives of this research were formulated as follows:

(1) To analyze the functional characteristics of three types of carbon emissions in the typi-
cal mechanical manufacturing process, such as material carbon, energy carbon, and
process carbon, establish the carbon emission characteristic function of manufacturing
system, quickly estimate and quantify the carbon emissions of products, and illustrate
the application of this function in the selection of processing methods and processing
sequences in process planning through a case study.

(2) To research low-carbon manufacturing process decision-making problems combined
with a green ideas lean transformation product manufacturing system, explore the abil-
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ity of different process route selections for low-carbon manufacturing of components,
put forward the key decision-making indicators and quantitative analysis method
(a process decision-making model based on low carbon efficiency), and improve the
product line layout and the overall carbon efficiency improvement.

(3) To demonstrate that environmental innovation and the transformation of production
systems to lean systems can improve revenues, reduce costs, fulfill better social
responsibility, and achieve corporate sustainability.

The paper consists of five parts. The rest of the paper is structured as follows: Section 2
presents the study background, namely the concepts of lean manufacturing, green manufac-
turing, and the lean–green. The research methodology is discussed in Section 3, followed
by a presentation of the case study in Section 4. In the last section, some conclusions
are drawn.

2. Background

This section presents some concepts of lean manufacturing, green manufacturing, and
the lean–green synergetic model.

2.1. Lean Manufacturing

Lean Manufacturing (LM) can be viewed as a convergent sociotechnical approach
aimed at reducing waste by minimizing manufacturing changes. Large corporations and
SMEs strive to achieve considerable improvements in operational performance [23–25]. The
implementation of lean manufacturing practices enables a business to remain competitive
and thrive in the long term as it focuses on the pursuit of business operations that deliver
value to customers.

Lean manufacturing is recognized for its long-term business goals of eliminating
waste on the factory floor and in service. It is an organizational model that originated
in Toyota Motor Corporation’s Toyota Production System and enabled the company to
remain competitive and thrive in a highly competitive automotive market under highly
restrictive circumstances. MIT studied the success of TPS, characterized it in many success-
based cases and events, and popularized the concept, which was then adopted by many
manufacturing companies to improve the shop-floor-related management operating ef-
ficiency [23–25]. Lean thinking aims to achieve the goals of high quality, low cost, and
shorter lead times by reducing waste in operational and supply chain processes. The seven
types of waste involved are stock on hand, transportation, overproduction, processing,
body motion, defects, and waiting [23–28]. To achieve this, academia and industry have
summarized and developed many practical tools and techniques, including supplier quality
management, lean supply chain, just-in-time, automation with herringbone, employee
engagement, quality circles, hierarchical scheduling, Kanban, process manufacturing, one-
flow production, visual control, employee engagement, SMED, poka-yoke, VSM, TPM, and
5S [2,7,20,22,26,29–32].

2.2. Green Manufacturing

While implementing lean production, manufacturing enterprises must also be reg-
ulated by environmental laws and regulations in the production process to reduce its
environmental impact, prevent pollution, and control pollution by adopting green manu-
facturing throughout the product life cycle. Green manufacturing (GM) refers to a modern
manufacturing model that comprehensively considers environmental impact and resource
efficiency on the premise of ensuring product function, quality, and cost. This ensures the
design, manufacture, and use of scrap in the entire product life cycle, thereby minimizing or
producing no environmental pollution in line with environmental protection requirements.
It is also harmless or minimally harmful to the ecological environment, saving resources
and energy and minimizing energy consumption [7,14,33–46].

In the product manufacturing process of manufacturing enterprises, the green manu-
facturing model mainly eliminates the negative environmental output of products through
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cleaner production, product life cycle management, an environmental management system
(ISO14000 standard, among others), remanufacturing, and other methods and tools [47].
The goal of green manufacturing is to minimize the impact on the environment (neg-
ative effect) and maximize the utilization of resources in the entire product life cycle
from design, manufacturing, packaging, transportation, and use of scrapping, and to
coordinate and optimize the economic and social benefits of the enterprise [7,14,33–46].
In summary, the implementation of green manufacturing will provide many benefits to
manufacturing enterprises.

2.3. The Integrated Relationship between Lean–Green Paradigms

Two paradigms, lean and green manufacturing, have been independently studied in
the literature. However, the manufacturing system is highly complex, and a single approach
to improve performance is often insufficient. The complex internal coupling relationship,
key factors, and important interactions within the manufacturing system cannot be ignored,
because the manufacturing performance is affected by multiple factors. The integration of
lean and green practices is jointly promoted by internal factors such as risk management,
profitability, and cost; changes in corporate culture; a focus on continuous innovation
and process improvement; external factors such as customer and environmental pressure,
government policies and regulations, and the potential for further profit by increasing
customer value [7,14,33–38,40–46].

The practices of lean and green integration have many similarities, including reducing
waste; practical tools to eliminate waste; shortening delivery and lead time; cooperating
with suppliers; jointly improving environmental efficiency and profitability; realizing the
economic, social, and environmental benefits of business organizations. Many scholars
have verified that the key synergy between the two paradigms is reducing waste in the
manufacturing process and/or operations in the supply chain [34–49]. In addition, lean and
green practice aims to minimize the waste of transportation and handling to consequently
save costs (lean), reduce CO2 emissions (green), and shorten waiting and delivery times.
Therefore, the synergy between lean and eco-efficient methods, commonly known as
lean–green, is an arduous task.

3. Methodology

3.1. Mathematical Models
3.1.1. Definition of Carbon Benefit and Carbon Efficiency

In the actual manufacturing process, after optimizing and improving the production
line using the lean–green manufacturing methods and reforming the product mechanical
process, a variety of different process selections can be used. Therefore, there are sub-
stantial differences in the production time, cost benefit, and energy consumption of the
manufacturing process of the same production. To evaluate the actual improvement effect
of lean–green manufacturing in the product manufacturing process, we must consider the
main evaluation indicators of lean–green manufacturing theory—production efficiency,
production benefit, production cycle time, and carbon emissions; this study uses two
evaluation index systems of carbon efficiency and carbon benefit.

Carbon benefit (CB) refers to the economic benefit created by consuming unit time
and producing unit carbon emission. Its mathematical expression is as follows:

CB =

(
B
C

)
/T (1)

where B is the economic benefit generated by the processing unit product, C is the carbon
emissions produced by the processing unit product, and T is the production cycle or beat
time of the processing unit product.
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In the present study, an evaluation indicator of carbon efficiency was used to create
more value and produce less environmental impact in lean production, thereby achieving
certain production objectives [50–53]. According to [54], the formula can be expressed as:

C − e f f iciency =
k × tva

Ctotal
(2)

where k is a factor assigned to calculate the data, tva is the value-added time, and Ctotal is
total carbon emissions.

3.1.2. Calculation of Carbon Emissions

The conversion process of product manufacturing is analyzed from the input of
various production factors (raw materials, auxiliary materials, and energy) and the output
of products and waste. Simultaneously, part of the input energy is converted into useful
work, and part of it is output into heat energy. The IPO process used in production is
shown in Figure 1. The carbon emissions generated during the manufacturing process are
composed of direct and indirect carbon emissions, as shown in Figure 2. Cdirect refers to the
carbon emissions generated by fuel combustion in the production process, which directly
changes the shape, size, and performance of raw materials, and the carbon emissions
generated by the mutual chemical interaction of auxiliary materials in the production
process, such as CO2, NOx, and other gases generated in the casting or heat treatment
process. Cindirect refers to carbon emissions calculated by the conversion coefficient of carbon
emissions of raw materials, energy consumption of production equipment, and auxiliary
materials used in the production process of products.

Figure 1. Schematic diagram of the IPO process of the product manufacturing conversion process.

The Cdirect of the product manufacturing process mainly comprises the direct carbon
emission of each manufacturing process. The carbon emissions generated by the manufac-
turing process are primarily from three sources: from the plastic deformation process, the
machining process such as cutting, and the assembly process. The formula for calculating
Cdirect in the manufacturing process is as follows:

Cdirect =

(
D

∑
i=1

N1

∑
j=1

Wij × E1
ij+

D

∑
i=1

N2

∑
j=1

Vij × E2
ij +

E0 × T0

∑ nk × Tk

)
× EFelec (3)

where N1 is the type of plastic deformation and other processes; Wij is the weight of
the i-th material using the j-th plastic deformation process; E1

ij is the embodied energy
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consumption of the i-th material for the j-th plastic deformation; N2 is the type of cutting
and other processes; Vij is the amount of removal or treatment of the i-th material for the
j-th mechanical process; E2

ij is the specific energy consumption of the i-th material for
the j-th process; E0 is the total energy consumption of the assembly workshop; T0 is the
current calculated product assembly man-hour quota; nk is the quantity of k-type products
in the workshop number; Tk is the assembly man-hour quota of k-type products; EFeleck is
the discharge coefficient of electric energy, whose value is 2.41 kgCO2e/kWh.

Figure 2. Classification of carbon emissions during product production.

Cindirect represents the carbon emissions generated by the energy consumption of
raw materials in the product manufacturing process, auxiliary materials, and production
equipment. The formula for Cindirect is as follows:

Cindirect = Cm + Cam + CE + Cshop/Q

= qm × EFelec +
n
∑

i=1

Cami
Ni

+
k
∑

j=1

(
Eidle,j + Ej × mj

)
× EFelec

+
Eshop×EFelec

Q

(4)

where C is the carbon emissions of the raw materials, Cam is the carbon emissions of the
auxiliary materials, CE is the carbon emissions of the energy consumed by the equipment
to maintain basic operation, Cshop is the carbon emissions of workshop auxiliary equipment,
Q is the annual output of the workshop, qm is the weight of the initial input raw materials,
Cami is the carbon emissions of the i-th type of auxiliary material, Ni is the number of
products in the i-th type of auxiliary material during its service life, Eidle,j is the no-load
energy consumption of the j-th type of equipment, Ej is the specific energy consumption of
the j-th processing method, and mj is the weight of the workpiece.

Carbon emissions emanate from multiple sources, such as indirect and direct carbon
emissions, in mechanical manufacturing systems. In a lean production system, the pro-
duction process is divided into value-creating and non-value-creating processes in the
manufacturing system. In summary, this equation expresses the total carbon emissions (5).

Ctotal = Cdirect + Cindirect = Cva + Cnva (5)

According to this study [23], the carbon emissions of the value-creating process calcu-
lation formula (Cva) are as follows:

Cva =
P

∑
i=1

N

∑
j=1

(
Qm

i,j × EFm
i,j × Mi,j

)
+

P

∑
i=1

S

∑
l=1

(
Eidle + Pi,l × tva

i,l

)
× EFelec (6)
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where Qm
i,j is the weight of the j-th consumption of the raw material of the single piece

product of the i-th process; EFm
i,j is the carbon emission coefficient of the j-th consumption

of the raw material of the i-th process; Mi,j is the material utilization ratio of the j-th
consumption of the raw material of the i-th process; Eidle

i,l is the no-load energy consumption
of the l-th piece of equipment of the i-th process; Pi,l is the rated power of the lth piece of
equipment of the i-th process; tva

i,l is the effective working time of the l-th piece of equipment
of the i-th process (value-added time).

3.1.3. Calculation of Carbon Emissions Generated by the Seven Wastes

According to the environmental impact shown in this study [54], carbon emissions
generated (Cwastes) by the seven wastes can be calculated as follows:

Cv
wastes =

[
P

∑
i=1

N

∑
j=1

(
ΔQv

mi,j
× EFm

i,j

)
× Yvk

m +
P

∑
i=1

S

∑
l=1

(
Eidle

i,l + Pi,l × Δtv
i,l

)
× EFelec × Yvk

E +
R

∑
w=1

ΔEv
Tw × EFelec × Yvk

T + ΔEv
I × EFelec × Yvk

I

]
× ηv (7)

The meaning of each parameter in Formula (7) is explained in the papers [54–56].
During the manufacturing process, the raw materials or semi-finished products that need
to be processed owing to the dispersion of equipment are moved between each process.
Therefore, the transportation carbon emission Ct is:

Ct =
to

∑
t=1

Dt × TEt (8)

where, to is the type of transportation mode adopted in the process of transportation or
movement, Dt is the distance of the t-th mode of transportation, and TEt is the carbon
emission coefficient of the t-th mode of transportation.

In conclusion, the manufacturing process of mechanical products includes parts ma-
chining and whole machine assembly. Manufacturing processes such as casting, extrusion,
stamping, cold/hot rolling, turning, milling, grinding, surface hardening, annealing, and
tempering may be involved in the processing of parts. According to statistics, in the process
of mechanical manufacturing, carbon emissions mainly come from the consumption of
electric energy [57]. Therefore, when calculating the carbon emissions of machine tool
manufacturing processes, this paper focuses on the carbon emissions caused by the energy
consumption of the process. For the carbon emissions of plastic deformation processes
such as stamping, it can be calculated according to the embodied energy of the process [58].
The energy consumption of turning, milling, surface hardening, annealing, and tempering
processes can be calculated according to the specific energy of the process [57]. Energy
consumption in the assembly process shall be allocated according to the total energy con-
sumption of the assembly workshop, the working hour quota, and the assembly quantity
of various types of machine tools during a period of time after investigation.

4. Case Study

4.1. Problem Description and Data Collection

We selected the production line of a manufacturing unit that produced satellite dish
kits as the case study. The daily production demand was 1000 pieces, of 0.7 mm thickness of
500 g weight, made of different materials such as copper, aluminum, brass, and galvanized
steel. The production line adopted a double working shift, with an effective shift time
of 7.5 h per shift. The production of the satellite dish kits included five main processes
(Figure 3). Therefore, the takt time to manufacture each satellite dish kit was 54 s; the
process cycle time of each satellite dish part is shown in Figure 4. The carbon emission
coefficient of steel was 7.048 kg CO2e/kg [58], and EFeleck in the present study was 2.41 kg
CO2e/kg/kWh (the discharge coefficient of electric energy was calculated based on the
China energy conservation [59] and emission reduction development report and the 2050
China energy and CO2 emission report [60]). All the data involved in the case were from
the internal data of the factory. In this workshop, the staff were distributed into four
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white collars (for office tasks) and 23 blue collars (responsible for workshop work), and
the building occupied a pavilion of 1000 m2 in total area. Figure 5 depicts the layout of
the underlying layers. The office is located on the upper floor such that one can directly
observe the workshop below. The energy, water, and transportation distances consumed
for each process are shown in Figure 6.

Figure 3. Process flow of satellite dish kit production line (before improvement).

Figure 4. Cycle time of each satellite dish kit (before improvement; units: second).

Figure 5. Initial layout of satellite dish kit production line (before improvement).
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Figure 6. Resource consumption of satellite dish kit production line (before improvement).

In the satellite dish kit production line, using Formulas (3)–(8), the total carbon emis-
sions were estimated to be 21.49 kg CO2e, where 16.76 kg CO2e was derived from the
non-value-added carbon emissions and 4.73 kg CO2e from value-added carbon emissions.
Because the manufacturing process was considered as a defined system, in Formula (2), k
was set to 1, and the current carbon efficiency was 12.98 s/kg CO2e. From the lean produc-
tion perspective, there were some wastes, including inventory, transportation, defects, and
unbalanced production lines in the production process.

4.2. Future State Analysis and Improvement

Lean and green manufacturing methods should be used to solve problems in the
production of satellite dish kits. Appropriate measures must be taken to optimize waste to
improve carbon efficiency indicators. Lean improvement practices in the manufacturing
process should be the new production operation mode. The process of implementing this
new model shifts from the original batch push type to the one-piece flow pull method.
In the new product manufacturing mode, the cycle production time of products in the
production process must be based on the actual needs of customers determined by customer
value, including its beat time or the cycle time of the manufacturing process, and must
be produced according to the rhythm of the actual needs of the market. In accordance
with the improvement strategy of the lean–green manufacturing perspective, the work
improvement team should implement the following improvements:

(1) The production process was analyzed using the lean–green practice improvement
tool, and its efficiency and sustainability were identified and quantified using the
parameters of the sustainable value stream map (SVSM). Through SVSM combined
with the five core values of lean manufacturing theory, the criteria of environment,
society, economic development, and cost should be analyzed and considered sepa-
rately in the improvement process of each production stage. For the analysis of each
process, the number of workers, working space, process time, lead time, working time,
shift, breaks, stop, product type, batch size, scrap, rework, first-pass rate, ideal cycle
time, preparation time, scheduled time, and environmental impact involved in each
processing process were analyzed first. Lean is an improvement from the original
batch-push production type to the single-piece flow-pull method. In the new product
manufacturing mode, the cycle production time of products in the production process
was based on the actual needs of customers determined by customer value, including
its beat time or the cycle time of the manufacturing process, and was produced ac-
cording to the rhythm of the actual needs of the market. Combine adjacent operations
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based on the takt time of the process, where the takt time for each satellite dish kit is
54 s.

(2) The improved production process implements a single-piece flow-pull methodology.
Pull production is the technical carrier of “just in time”, one of the two pillars of
Toyota’s production mode. Compared with the past push production, the former job
“pushes” the parts to the latter job for processing. In pull production, the latter job
requires the former job to manufacture the parts needed according to the number of
products it needs to process. The production layout was improved according to the
continuous flow processing and implementation of cellular manufacturing.

(3) Through direct observation of the processing site, the space for each process is scat-
tered, and the scope of the operation space is large. Simultaneously, a large number
of tools were replaced in the operation process, resulting in the loss of productivity
and accumulation of inventory materials. Some processes were produced accord-
ing to their capacity, resulting in excessive production. Through an analysis of the
ECRS work improvement principle, we determined the improvement direction of the
process flow and conceived a new working method to replace the current working
method based on 5W1H analysis. Applying the four principles of ECRS work im-
provement, namely cancellation, merger, reorganization, and simplification, can help
enterprises find better efficiency and better working methods. The production line
was balanced based on the calculation of takt time to identify and improve bottlenecks
by comparison with the actual cycle time.

(4) To reduce wait time waste and large inventories, improvements were achieved by
building Kanban systems and using supermarket pull systems. The production
process uses the pull method to implement the new production mode. The system
has an advantage in that it cancels the intermediate warehouse. For the intermediate
inventory existing between the original processes, excess inventory was accumulated
between the workspaces of each process to ensure material flow and prevent material
shortages in the process of mass production. Concurrently, in terms of transportation,
there is much internal mobile transportation, and frequent transportation will damage
the normal production of each process. Identify and remove or significantly reduce
waste in a quantitative manner through lean–green approach tools supplemented by
the environmental impact of innovation. Each process is currently being optimized
to reduce overproduction, and the other processes are not considered. Each process
should be performed in strict accordance with the order or shortage of goods in the
previous process.

(5) 5S and TPM management systems were established in the workshop and production
equipment maintenance, respectively, which have positive lean–green improvement
environmental impacts.

By combining lean thinking and low-carbon manufacturing, the wastes of the current
production line and the carbon efficiency indicator will be improved. The process was
recombined and reduced from 8 to 5 to achieve continuous-flow processing. This reduced
the distance by 77 m. The new layout is shown in Figure 7. The workstations were placed
in the following manner: (1) cutting, (2) flaring and welding, (3) punching and bending,
(4) checking and washing, and (5) painting. The improved process cycle time for each
satellite dish is shown in Figure 8. The consumed energy, water, and transportation distance
by each improved process are shown in Figure 9.
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Figure 7. New layout of satellite dish kit production line (after improvement).

Figure 8. Improved cycle time of each satellite dish kit (after improvement, units: second).

Figure 9. Resource consumption of satellite dish kit production line (after improvement).

The improvements in the production lines of the satellite dish kit are shown in Table 1.
The comparisons of the effects are glaring after the improvement. The value-added time
was approximately 263 s; the non-value-added time showed a very considerable drop from
14.58 days to 6.08 days. Because the implementation of the new pull production system
simplifies current processes and reduces intermediate inventory, it also reduces inventory
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time at the same time. However, after improvement, using Formulas (3)–(8), the total
carbon emissions were 7.24 kgCO2e, and the value-added and non-value-added carbon
emissions were 1.29 kgCO2e and 5.65 kgCO2e, respectively. Using Formulas (1) and (2), the
after-improvement carbon efficiency increased from 12.98 s/kg CO2e to 36.33 s/kg CO2e in
comparison with that before the improvement. The carbon benefit after improvement was
193.92% higher than that before the improvement.

Table 1. The result of satellite dish kit production line before and after improvement.

Index Before Improvement After Improvement Improvement (%)

Value-added time (tva/s) 279 263 5.73
Moving distance (m) 95 24 74.4

Non-value-added time (tnva/day) 14.58 6.08 58.30
Value-added carbon emission (Cva/kg CO2e) 4.73 1.29 72.73

Non-value-added carbon emission (Cnva/kg CO2e) 16.76 7.24 56.80
Total carbon emission (Ctotal/kg CO2e) 21.49 8.53 60.31

Carbon benefit (CB) 1 2.94 193.92
Carbon efficiency (C − e f f iciency/s/kg CO2e) 12.98 36.33 179.89

5. Conclusions

The terms sustainability and efficiency reinforce each other. To achieve this goal, a
decision model can be established to determine the synergy between sustainable produc-
tion and efficient manufacturing systems. Through the analysis of the current value flow
of satellite dish kits, the 5Why analysis method, the unitized production, the inventory
supermarket pulling system, and the existing excess waste and inventory in production
were eliminated. Waste of different types, including transportation, waiting, and unbal-
anced production lines, shortened the production cycle, effectively slowed down carbon
emissions in the production process, and improved carbon efficiency indicators.

In this study, the energy flow, material flow, transport flow, and carbon emission
flow were comprehensively considered, and the quantified carbon efficiency was used
as the index to establish a mathematical model. Using the verified case of the carbon
benefit, carbon efficiency, and sustainable value flow chart model established in this study,
the company will be able to reduce costs by decreasing the material consumption and
energy per unit output, and thereby gain a competitive advantage. The model can also
reduce emissions and waste, optimize manufacturing processes, and improve the final
inventory. In addition, the reduction in costs and improvement in efficiency will have
a positive impact on the company’s revenue. Finally, by reducing the consumption of
raw materials and eliminating their negative impact on the environment, this approach
shows better social responsibility and environmental sustainability. Therefore, this will
be reflected in the increase in the added value of the product. The production process has
a direct and significant environmental impact. If the appropriate tools and options are
chosen, these methods may help solve environmental problems and lead to sustainable
development. Therefore, green engineering and processes are an effective way to eliminate
waste, improve carbon benefits and efficiency, and provide guidance and support for
sustainable processes, products, and systems, while reducing risks to humans and the
environment. Introducing a process that provides adequate environmental protection
in a lean production system and realizing “greening” of the process is an essential part
of sustainable development of the future society and improving environmental benefits.
Therefore, in the new global economic framework of the 21st century, the company must
integrate advanced management models to improve the organization’s stand in the highly
competitive market and achieve sustainability and efficiency, and introduce the integration
of green manufacturing into the lean production system.

The quantitative model presented in this paper was designed for the specified scope
of only one manufacturing company, and the framework must be tested in a variety
of manufacturing processes to improve practicality. More relevant studies should be
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conducted to test its general application and limitations. For example, the proposed model
can be used to improve not only production operations, but also other types of operations,
such as healthcare, logistics and transportation, and services. In the future, augmented
models and tools can be developed to visualize and evaluate process KPIs simultaneously
from environmental, economic, and social perspectives. At the same time, dedicated expert
systems can be developed to perform the analysis automatically. At the same time, the
thorough integration of lean production and green manufacturing to achieve a thorough
degree of lean–green involves the full cooperation of partner enterprises in the supply
chain. Therefore, in future research, the relevant model constructed in this paper can be
extended to the whole supply chain rather than limited to a single enterprise.
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Abstract: The process of gear machining consumes a large amount of energy and causes serious
pollution to the environment. Developing a proper process route of gear machining is the key to
conserving energy and reducing emissions. Nowadays, the proper process route of gear machining
is based on experience and is difficult to keep up with the development of modern times. In this
article, a calculation model of low-carbon and low-energy consumption in gear machining processes
was established based on an analysis of the machining process. With processing parameters as
independent variables, the grey wolf algorithm was used to solve the problem. The effectiveness of
the method was proven by an example of the machining process of an automobile transmission shaft.

Keywords: gear processing; process route optimization; gray wolf algorithm; low energy consumption;
low carbon

1. Introduction

The manufacturing process consumes a lot of energy and produces a great deal of
pollution in the environment [1,2]. Environmental improvement is closely related to
industrial development, and it is also inseparable from the development of energy saving
and emission reduction technology and manufacturing technology innovation. Therefore,
energy efficiency in manufacturing, as a global concept, has attracted increasing attention
from academics, industry and government departments [3,4]. A process route is a means to
guide the manufacturing workshop to complete the production task in accordance with
the prescribed operation processes. The improvement of the product processing route
can effectively achieve energy saving and lower carbon emissions. In gear machining,
different process routes have a great impact on energy consumption, carbon emissions
and the processing costs of gear machining [5–7]. In actual production, it is necessary to
optimize the gear processing route with a reasonable optimization decision method.

In recent years, many scholars have studied process route decision making.. An et al.
put forward a process route optimization method based on intuitionistic fuzzy number
and CA-SPEA2. The method was verified by machining the transmission box [8]. Fan
et al. constructed a process route decision space based on process constraints and solved it
with the genetic algorithm [9]. Huang et al. proposed a process route generation method
with dynamic updating of tabu manufacturing features, and combined it with an ant
colony algorithm to optimize the problem of process route [10]. Cheng et al. proposed a
bacterium-foraging ant colony optimization (BFACO) algorithm for process route planning,
and compared it with the optimization results of other optimization algorithms. The
results showed that the BFACO algorithm had high computational efficiency [11]. Li
et al. introduced the concepts of feature element and processing element to process the
features of parts, established an efficient and low-carbon optimization model of processing
process route, and used the genetic algorithm to optimize the model. This method has
been verified through the machining of an electric frame [12]. Zhai et al. adopted the
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minimum number of changes in manufacturing resources as the objective function to
optimize the process route, and proposed a hybrid process route-sorting algorithm based
on the ACO and SA algorithms [13]. Tang et al. established a process route optimization
model with the objective of low energy consumption and high efficiency, and proposed
a SA-QPSO algorithm to optimize the model [14]. Xiao et al. used a process element to
express processing characteristics, and set up a low-energy consumption and low-cost
process route optimization model. A combined algorithm of APSO and NSGA-II was
proposed. The feasibility of this method was verified by comparing the process route
of an emulsion pump box before and after optimization [15]. Milica et al. proposed a
new algorithm combining PSO algorithm and chaos theory, and verified the flexibility
and superiority of the algorithm for process route optimization through experiments and
comparisons with other algorithms [16].

The above research on the process route decision optimization of mechanical manufac-
turing systems was mainly carried out by establishing the mapping between process route
and optimization objective, and using intelligent algorithms and processing experiments.

These studies were used to optimize the process route from different angles and with
different methods and then verify its efficiency and suitability. Gear machining is complex,
and the research surrounding gear process route is limited; few people consider gear
processing route optimization. Gear machining is a complicated process, the process route
has an important influence on gear production. However, gear process route optimization
is limited, and new optimization methods are emerging. In this paper, the process route
of gear machining was studied, aiming to improve the energy consumption and carbon
emissions of gear machining, and an optimization model of gear processing route based
on low-carbon and low-energy consumption was established. An improved grey wolf
algorithm was proposed to optimize the process route sequence, equipment allocation and
tool allocation. The method was verified by machining the second gear of the intermediate
shaft of automobile transmission.

2. Optimization Model of Gear Processing Route Based on Low-Carbon and
Low-Energy-Consumption

Studies have shown that in discrete processing industries (turning, milling, etc.), 99%
of the impact machine tools have on the environment is caused by power consumption,
and machine tool energy consumption is one of the important indicators for evaluating ma-
chine tool environmental performance [17,18]. Therefore, reducing the processing energy
consumption is one of the most important means to achieve low-carbon manufacturing. At
the same time, with the development of green and low-carbon manufacturing, determining
how to optimize the process route based on carbon emission and energy consumption is
the focus of the research. Traditional gear machining only considers the function realiza-
tion and machining quality, which is not suitable for the current green and low-carbon
manufacturing. Therefore, a gear machining process route optimization model based on
energy conservation and low-carbon is proposed [19–21]. In the process of dry cutting gear
processing, a lot of carbon emissions will be produced in the processes of inputting and
outputting various materials, energy conversion and consumption, waste discharge and
treatment, etc.

2.1. Energy Consumption Optimization Model of Gear Processing Route

The production process of gear uses various machine tools, accompanied by the
use of energy (electric energy, natural gas, etc.), cutting fluid, fixture and other materials
under the assistance of refining, casting, rolling, cutting, i.e., the final formation of gear
products. Depending on the energy used in the whole process, it can be divided into direct
and indirect methods. The influencing factors of energy consumption in gear machining
process are shown in Figure 1.
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Figure 1. Influencing factors of energy consumption in gear machining process.

2.1.1. Direct Energy Consumption

The electrical energy consumed during machine tool processing is called direct energy
consumption, which determines the size, shape and accuracy of the workpiece. In addition,
machine tool lighting, transportation products, etc., can also be classified as direct energy
consumption. The direct energy consumption is expressed as

ED,i = EB + EI + EC (1)

where ED,i is the electric energy used by the I-step machine tool (kWh), EB is the basic
energy consumption (kWh) of machine tool when clamping workpiece, EI is the energy
consumed to keep the spindle running while adjusting the tool for machine tool (kWh), EC
is energy consumption generated by cutting tool workpiece (kWh).

EC = V ∗ δ ∗ tc (2)

V is the volume of material removed by cutting (mm3), δ is specific energy consump-
tion (w·s/mm3), and tc is working time of process.

Energy consumption for lighting and transportation is

EA = PL ∗ tL +
n

∑
m=1

PT ∗ tT (3)

EA is lighting and transport energy consumption, PL, PT are lighting and transport
power, respectively, (kWh/s), tL is average lighting time of the workpiece (s), and tT is sum
of average transit time and cutting time.

2.1.2. Indirect Energy Consumption

The indirect energy consumption in the production process of workpiece mainly
comes from the consumption of auxiliary materials, such as cutting fluid, fixture, tool, etc.
This type of energy consumption mainly comes from databases and literature, and can

98



Processes 2022, 10, 2585

also be converted into electrical energy consumption by the intrinsic energy value of the
workpiece, expressed as

EM,i =
k

∑
j=1

mj ∗ Ebmj ∗ 1/β (4)

EM,i is the work step i indirect energy consumption (kWh); ma is the consumption of
material j in this working step; Ebmj is the intrinsic energy consumption of the j-th material
(J/kg); the intrinsic energy consumption of a material refers to the total energy consumed
to produce a certain material; β is the work-electric energy conversion coefficient, and its
value is 3,600,000 [22].

A part process route consists of i steps, the average energy consumption of a workpiece
is

E =
l

∑
i=1

ED,i +
l

∑
i=1

EM,i (5)

2.2. Carbon Emission Optimization Model Based on Gear Processing Route
2.2.1. Material, Energy Consumption and Waste in Gear Processing

The gear blank will produce a lot of carbon emissions and consume a lot of energy in
the process of processing. A carbon emission boundary is an effective means to calculate
carbon emissions. The process of transferring gear blank to machine tool and finishing
gear product is set as carbon emission boundary. The whole boundary contains carbon
emissions from three aspects, namely material, energy and waste. The materials consumed
in gear processing are mainly gear raw materials and various auxiliary materials, and
the energy consumed is electricity, oil, natural gas, etc. [23,24]. A variety of materials i
(i = 1, 2 . . . , I) and energy k (k = 1, 2 . . . , K) enter the workshop in turn according to the
process route, carry out the gear machining process, and the finished gear products are
obtained through machining. Each workshop shall discharge waste l (l = 1, 2 . . . , L). The
influencing factors of carbon emission during gear machining are shown in Figure 2.

 

Figure 2. Influencing factors of carbon emission during gear processing.

S(i, m), E(k, m) and W(l, m) represent workshop m (m = 1, 2 . . . , M) materials, energy
consumption and waste generated, respectively. The total carbon emission of materials,
energy and waste within time T can be expressed as:

MT =
M

∑
m=1

I

∑
i=1

S(i, m) (6)
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ET =
M

∑
m=1

K

∑
k=1

E(k, m) (7)

WT =
M

∑
m=1

L

∑
l=1

W(l, m) (8)

These three types of carbon emissions can be quantified

Cem = CM + CE + CW (9)

Cem is the total carbon emission, CM CE and CW are the carbon emissions generated
by materials, energy and waste, respectively. It can be calculated using the carbon emission
factor method. SE is carbon emission factor (SE = eC/tE, where eC, tE are carbon emissions
and standard coal volume, respectively).

2.2.2. Calculate Material Carbon Emissions

Material indirect carbon emission C(i,m)
M is generated by using material i in workshop

m, which can be expressed as

C(i,m)
M =

N

∑
c=1

S(i, m)Ji
cSEc (10)

Ji
c is the energy c amount required to produce one unit of material i (converted into

standard coal amount), and SEc is the energy c carbon emission factor.
The total indirect carbon emission generated by material i is

Ci
M =

M

∑
m=1

C(i,m)
M =

M

∑
m=1

N

∑
c=1

S(i, m)Ji
cSEc (11)

The total indirect carbon emission of materials in gear processing is

CM =
M

∑
m=1

I

∑
i=1

C(i,m)
M =

M

∑
m=1

I

∑
i=1

N

∑
c=1

S(i, m)Ji
cSEk (12)

2.2.3. Energy Carbon Emission Calculation

Energy consumption produces two kinds of carbon emissions, including indirect
carbon emissions from preparation energy CIE, and direct carbon emissions from machine
tool processing energy CDE, so CE = CIE + CDE.

(1) Indirect carbon emissions

Indirect carbon emissions C(k,m)
IE are generated by workshop m using energy k, which

can be expressed as

C(k,m)
IE =

N

∑
n=1

E(k, m)Jk
nSEn (13)

Jk
n is the energy n amount required for preparation per unit of energy k (converted into

standard coal amount), and SEn is the energy n carbon emission factor.
The total indirect carbon emissions by using energy k is

Ck
IE =

M

∑
m=1

C(k,m)
IE =

M

∑
m=1

N

∑
n=1

E(k, m)Jk
nSEn (14)

The total indirect carbon emissions by energy consumption in gear processing is

CIE =
M

∑
m=1

K

∑
k=1

C(k,m)
IE =

M

∑
m=1

K

∑
k=1

N

∑
n=1

E(k, m)Jk
nSEn (15)
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(2) Direct carbon emissions

Direct carbon emission C(k,m)
DE is generated by workshop m using energy k, which can

be expressed as
C(k,m)

DE = E(k, m)PkSEk (16)

Pk, SEk are the conversion coal coefficient and energy k carbon emission factor respec-
tively

The total direct carbon emission by using energy k is

Ck
DE =

M

∑
m=1

C(k,m)
DE =

M

∑
m=1

E(k, m)PkSEk (17)

The total direct carbon emissions by using energy in gear processing can be expressed
as

CDE =
M

∑
m=1

K

∑
k=1

N

∑
n=1

E(k, m)Jk
nSEk (18)

2.2.4. Waste Disposal Carbon Emission

Gear processing will produce some waste, such as waste gas, waste water and so on,
which requires the consumption of energy to deal with the waste. The carbon emissions
from waste i discharged by workshop m is

C(l,m)
W =

N

∑
q=1

W(l, m)Jl
qSEq (19)

where Jl
q is the energy q amount required for unit waste i treatment (converted into standard

coal amount), and SEq is the carbon emission factor of energy q.
The total carbon emission generated by disposing waste l is

Cl
W =

M

∑
m=1

C(l,m)
W =

M

∑
m=1

N

∑
q=1

W(l, m)Jl
qSEq (20)

The total carbon emissions from gear processing waste can be expressed as

CW =
M

∑
m=1

L

∑
l=1

C(l,m)
W =

M

∑
m=1

L

∑
l=1

N

∑
q=1

W(l, m)Jl
qSEq (21)

3. Optimization Model Solution Based on Hybrid Multi-Objective Gray Wolf Optimizer

A Grey Wolf algorithm (GWO) is a population intelligent optimization algorithm
based on the study of grey wolf predation habits. Wolves have different social hierarchies,
with low hierarchies subordinate to high hierarchies, so as to realize the whole process of
finding, tracking, surrounding and even capturing prey [25–27]. Therefore, researchers
proposed an optimization mechanism based on the predation process. Compared with
other swarm intelligence algorithms, such as PSO and MODA, GWO has better global
search capability. In this paper, a new update operator is designed, the cross and mutation
operation is added, which can realize the optimization of energy consumption and carbon
emission [28–30].

3.1. Description of Grey Wolf Algorithm

The grey wolf hierarchy has a strict system of management, similar to the form of a
pyramid. In the social hierarchy of the grey wolf, the pack is divided into three tiers, α at
the top, β at the second, γ, at the third, and the rest δ at the bottom. During the hunt, the
first three layers of wolves lead the pack, and the wolves δ obey the three of them, which
leads to efficient hunting. The wolves first search for prey in this way, and surround it from
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all sides. As the encircling circle gradually shrinks, the wolf α leads the wolfs β and γ to
attack the prey first, and the wolves δ guard around to catch the escaped prey [31,32]. This
hunting mode can attack the prey in multiple directions, and finally capture the prey.

To form a circle, use the following formula to calculate the number of wolves between
individual and prey

D =
∣∣C·Xp(t)− Xw(t)

∣∣ (22)

Xw(t + 1) = Xp(t)− A (23)

Xp(t), Xw(t) are the location coordinates of the prey and the gray wolf, respectively,
and t is iteration times. A and C are the convergence and oscillation factors, respectively.

A = 2a·r2 − a (24)

C = 2·r1 (25)

r1 and r2 are two random vectors, with a value range of [0, 1]; a decreases from 2 to 0
as the number of iterations increases.

The best three wolves in each iteration are left as (α, β, γ) to guide the position update
of other wolves. The formula for location update is as follows

Dα = |C1·Xα(t)− Xw(t)| (26)

Dβ =
∣∣C2·Xβ(t)− Xw(t)

∣∣ (27)

Dγ = |C3·Xγ(t)− Xw(t)| (28)

X1 = Xα − A1·Dα (29)

X2 = Xβ − A2·Dβ (30)

X3 = Xγ − A3·Dγ (31)

Xp(t + 1) = (X1 + X2 + X3)/3 (32)

Prey search in GWO is divided into two aspects: prey location determination and gray
wolf location update. First, the population is initialized to randomly generate the grey wolf
population, and then excellent individuals (α, β, γ) are selected to guide the wolves. The
value range of A is [−a, a], and the value is randomly taken within this interval, because
the value of a gradually decreases with the increase of iteration, A is ordered from large to
small. When the value of A > |1|, the gray wolf encirclement of large wolves search range
is larger, so the algorithm has better global searching ability; when the value of A < |1|,
the gray wolf encirclement of smaller wolves to attack and capture prey, iterative output at
the end of the optimal solution [33,34].

3.2. Algorithm Flow

The grey wolf algorithm process is shown in Figure 3.

3.3. Encoding and Decoding

Equipment selection, tool selection and process sequence have a great impact on
process route optimization, and a reasonable coding mode should be selected in the algo-
rithm, as shown in Figure 4. Each individual contains three substrings, namely processes,
equipment and tools. The three substrings are the same length as the workpiece processing
process. The sequential substring is used to represent the machining operation sequence of
the workpiece. The sequential substring is kept in a continuous way, and the machining
sequence of the workpiece is taken as the constraint. The equipment is numbered in se-
quence, and the corresponding equipment number is assigned to each process. The j-th
aspect on the substring corresponds to the equipment number of the completed process j.
Tools and equipment are coded in the same way [35].
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Figure 3. The flow of Grey Wolf Optimizer (GWO).

Figure 4. Coding method.

3.4. Fitness Function

Each solution represents a wolf, with the first initialization to obtain a random initial
set of solutions. The fitness function of each solution was calculated to establish the rank
of wolves. Wolves with higher fitness were retained as guides to lead wolves with lower
fitness to hunt. There are two objective functions in this paper: f 1 (energy consumption),
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and f 2 (carbon emissions). The value of each objective function is calculated, respectively,
and then the weight method is used to combine them into a function. The fitness function
is,

min f itnessi = min(ω1
f1i − f1min

f1max − f1min
+ ω2

f2i − f2min
f2max − f2min

) (33)

f1 = min(
l

∑
i=1

ED,i + EA +
l

∑
i=1

EM,i) (34)

f2 = min(CM + CE + CW) (35)

f1i, f2i represent the values of the ith wolf, f1max and f1min are, respectively, the energy
consumption extremums when the energy consumption is independently optimized, f2max
and f2min are, respectively, the carbon emission extremums when carbon emissions are
individually optimized, ω1, ω2 are, respectively, the weight of energy consumption and
carbon emissions, and satisfy ω1+ω2 = 1. The values of ω1, ω2 can be evaluated by fuzzy
evaluation method, analytic hierarchy process and other methods.

3.5. Constraints

Parameter selection of gear cutting process should follow the following constraints

(1) Machine tool speed constraints

The spindle speed has an important effect on the quality of the workpiece. The spindle
speed should be within the allowable range of the machine tool

nmin ≤ n ≤ nmax (36)

where nmin and nmax represent the machine tool limit speed, respectively.

(2) Feed limit constraint

The feed rate has an important effect on the machining accuracy.

fmin ≤ f ≤ fmax (37)

where fmin and fmax are respectively the limit feed amount of machine tool.

(3) Cutting force constraint

Cutting force has an important effect on machining accuracy and tool wear. The total
cutting force Fi includes three parts, main cutting force Fc, backside force Ff and feed force
Fp. Fi cannot exceed the maximum cutting force Fkmax .

Fi =
√

F2
ci
+ F2

fi
+ F2

pi
≤ Fkmax (38)⎧⎪⎪⎪⎨⎪⎪⎪⎩

Fc = CFc axFc
p f yFc vnFc

c kFc

Ff = CFf a
xFf
p f

yFf v
nFf
c kFf

Fp = CFp a
xFp
p f yFp v

nFp
c kFp

(39)

in turning, for example, CFc ,xFc ,yFc ,nFc ,kFc are the main cutting force correlation coefficient
CFf ,xFf ,yFf ,nFf ,kFf are the feed force correlation coefficient, CFp , xFp ,yFp ,nFp ,kFp are the
backward force correlation coefficient, these coefficients are determined by material, tool
and other processing conditions. The feeding force must meet the following conditions

Ff = CFf a
xFf
p f

yFf v
nFf
c kFf ≤ Ffmax (40)

(4) Machine tool power constraint

The machine power should be within certain conditions.
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Fcvc

τ
≤ Pmax (41)

Pmax is the maximum machine power, Fc, vc, τ are cutting force, cutting speed and
machine tool power coefficient, respectively.

(5) Roughness constraint

Surface quality Ra is an important evaluation index of parts, the surface roughness of
parts should be less than the maximum allowed surface roughness Ramax .

Ra =
0.0312 f 2

r
≤ Ramax (42)

r is the radius of the tool tip.

3.6. Population Classification and Location Update

GWO leads the pack to search with three optimal solutions α, β, γ. α, β, γ are producing
randomly as the population non-dominated series is 1; as the non-dominated grade is 2, α
is produced from grade 1, β, γ are obtained from grade 2. As the non-dominant grade is 3
or more, α, β, γ are produced from the above three grades, respectively [36,37].

This paper improves the operator update of the algorithm based on the transformation
law to solve the process route optimization problem, and selects one of them as the child
according to a certain probability.

X(π)t+1
i =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
shi f t

(
X(π)t

i , C·(X(π)t
α − X(π)t

i
))

i f 0 ≤ rand ≤ 1
3

shi f t
(

X(π)t
i , C·

(
X(π)t

β − X(π)t
i

))
i f 1

3 ≤ rand ≤ 2
3

shi f t
(

X(π)t
i , C·

(
X(π)t

γ − X(π)t
i

))
i f 2

3 ≤ rand ≤ 1

(43)

where the shift function helps the wolves to update their position. X(π)t
i is the individual

wolf pack. shift
(
→
x ,

→
d
)

means individual wolves can move from side to side.
→
d represents

the distance the element has traveled. rand randomly generated in [0, 1] in [0, 1], and C = 1.

3.7. Genetic Operations

When genetic information is inherited, there are usually two kinds of operation:
crossover and mutation. Different substrings can have different genetic manipulations.
In this paper, two points are selected to cross the equipment and tool substring [38,39],
as shown in Figure 5. Duplication and omission can be avoided by using an improved
two-point crossover method based on priority order. Two points are randomly selected
in the substring as the intersection points. In parent P1, the genes before point 1 and after
point 2 are retained to the same position as offspring O1. The existing genes in O1 were
removed from the parent P2, and the remaining genes were copied to the remaining site
of O1 in the order of P2. The offspring O2 performed the same operation. The mutation
operation is shown in Figure 6, which randomly selects a process to replace a certain site
that can be replaced while ensuring the process constraints [40–42].

105



Processes 2022, 10, 2585

Figure 5. Sequence substring crossing.

Figure 6. Sequential substring variation.

4. Method

4.1. Instance Parameters

There are 2 CNC lathes (M1, M2) involving turning processing in the example work-
shop. The processing material is the second gear of the intermediate shaft of the automobile
transmission, the drawing of gear to be machined is shown in Figure 7, gear parameters
are in Table 1.

Figure 7. Gear dimension drawing.
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Table 1. Gear parameters.

Material Outer Diameter/mm
Tooth

Thickness/mm
Modulus/mm Number of Teeth Weight/kg

20CrMnTiH 97.25 15 1.75 46 0.665

The machine parameters are shown in Table 2.

Table 2. Machine parameters.

Type Serial Number n (r/min) f (mm/r) τ Fmax (N) Pmax (kW)

lathe
M1 100–1400 0.1–0.25 0.85 1700 8.0
M2 120–1600 0.1–0.35 0.8 1700 10

Tool: the tool material K1 is high-speed steel, the tool main deflection angle is 45◦,
hook angle is 20◦, tool edge inclination is 5◦, and corner radius rθ = 0.8 mm. The tool
material K2 is cemented carbide. The main deflection angle of the tool is 45◦, hook angle is
20◦, tool edge inclination is 5◦, and corner radius rθ = 0.8 mm.

The cutting force coefficients are in Table 3.

Table 3. Cutting force coefficient.

Main Cutting Force Coefficient Feed Force Coefficient Backward Force Coefficient

CFc xFc yFc
nFc kFc CFf xFf yFf

nFf kFf CFp xFp yFp
nFp kFp

M1 1750 0.9 0.75 0 1 580 1.1 0.65 0 1 1100 0.9 0.65 0 1
M2 2855 1 0.75 −0.1 1 2920 1 0.5 −0.35 1 1930 0.9 0.6 −0.35 1

The gear processing carbon emission factors are shown in Tables 4–7.

Table 4. Material preparation process carbon emission factor.

Carbon Emission Category Material i Consumption
Production Process Consumes

Energy c Energy c Carbon Emission Factor SEc

Material preparation process carbon emissions CM Steel Raw coal 2.653

Table 5. Indirect carbon emission factors in energy preparation process.

Carbon Emission Category
The nth Energy Type Consumed by

Energy k
Production Process Consumes

Energy
Energy n Carbon Emission Factor

SEn

Indirect carbon emissions in
the energy production process CIE

Electricity
Raw coal 2.565

Crude 2.221
Natural gas 1.642

Coal
Crude 2.221

Natural gas 1.642
Electricity 8.220

Natural gas
Raw coal 2.565

Crude 2.221
Natural gas 1.642

Fuel/Circulating oil/Lubricant
Raw coal 2.565

Crude 2.221
Natural gas 1.642

4.2. Grey Wolf Algorithm Settings

All programs are written by Matlab R2019b and run on a Windows 10 host configured
with 16.0G RAM, AMD Ryzen 3700X 3.6Ghz, and a 64-bit operating system. Grey wolf
algorithm parameters are: the total population is 100, the iteration times is 500, the crossover
rate is 0.8, and the mutation rate is 0.1, the number of leading wolves is 3, the coefficient of
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affecting the search times of the neighborhood is 2, the coefficient of choosing the global
search operator is 0.5.

Table 6. Direct carbon emission factor from fossil energy.

Carbon Emission Category Consumption Type of Material k Energy Carbon Emission Factor
SEk

Processing direct carbon emissions
CDE

Coal 0.6764
Natural gas 0.4593

Fuel/Circulating oil/Lubricant 0.6878

Table 7. Waste disposal carbon emission factor.

Carbon Emission Category Waste l Discharge Type
Energy Consumed Type in the

Waste Treatment Process
Energy Carbon Emission Factor

SEq

Waste treatment carbon emissions
CW

Waste water/waste oil Electricity 8.221
Scraps Electricity 8.221

4.3. Optimization Results and Analysis

In this paper, the energy consumption and carbon emission of gear machining process
are taken as the optimization objectives, and a concrete calculation model can be obtained
according to the proposed process route optimization model and the parameters in 4.1.
The grey wolf algorithm was used to solve the calculation model, and the selection of
equipment, tool and process sequencing and other process routes were taken as variables,
and they were reasonably coded in the program. Figure 8 shows the iterative convergence
curve of carbon emissions, and Figure 9 shows the energy consumption convergence
iteration. With the increase in the number of iterations, energy consumption and carbon
emissions gradually decrease and become stable.

Figure 8. Carbon emission convergence algebraic diagram.
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Figure 9. Energy consumption convergence algebraic diagram.

5. Discussion

5.1. Results Analysis

The comparison data between the results and the optimization results of low carbon
and low energy consumption alone are shown in Table 8.

Table 8. Optimization results.

Optimization Results Low Carbon Low Energy Low Carbon and Low Energy

Carbon emission/kg 2.612 2.813 2.975
Energy consumption/kW· h 10.064 9.689 9.989

The comparison results show that the carbon emission and energy consumption
are higher. As the process route is optimized with low energy consumption, there will
be higher carbon emissions. As the process route is optimized with low carbon, both
energy consumption and carbon emissions have been reduced to some extent, but there
are also obvious shortcomings. As the process route is optimized with two objectives
simultaneously, a process route for balancing carbon emission and energy consumption is
available.

5.2. Comparison with Previous Works

In the introduction, references [8–16] put forward many methods of process route
optimization, effectively achieving their objectives. They mainly established the relation-
ship between process parameters and the objective to be optimized, and used intelligent
algorithms to optimize the solutions. However, gear processing is complicated, and few
people study the gear process route. Different process routes have great influence on
machining results. The core of reference [17] is through the blank production and uses
the process parameters to design an energy-saving and low-carbon gear blank dimension
optimization method. The theme in this paper is to optimize the process route of gear which
is occur after blank choose, and make reasonable arrangements for the process route of
gear blank cutting equipment, tools and processes. In this paper, the carbon emissions and
energy consumption of gear machining were analyzed systematically, and the optimization
model of gear machining process route was established. An improved grey wolf algorithm
was proposed to optimize the gear process route for equipment selection, tool selection
and process sequencing. The algorithm improves the updating operator, and the solution

109



Processes 2022, 10, 2585

accuracy is higher. A reasonable processing route can reduce carbon emissions and energy
consumption.

5.3. Research Significance and Future Steps

In this paper, a low carbon and low energy consumption optimization method of
gear process route was proposed, and verified by the machining process of automobile
transmission gear, which can help designers choose the best process route. This study is
helpful to improve the cognition level of energy consumption and carbon emission in gear
processing, which can enable enterprises to choose reasonable processing process routes,
help manufacturing industries to save energy and reduce emissions, and provide ideas
for the green development of the manufacturing industries. The tool wear and precision
state of machine tools are also factors that affect the energy efficiency of processing route.
Determining how to comprehensively consider the tool life and precision state of machine
tools will be the focus of the next research.

6. Conclusions

The energy saving and emission reduction in gear machining is a complicated problem,
which not only affects the production of enterprises, but also has important significance
for the green development of society. This paper made the following research on gear
processing:

1. The carbon emission and energy consumption of gear processing were systematically
analyzed, and the optimization model of gear processing route with the low-carbon
and low-energy-consumption was established.

2. An improved grey wolf algorithm was proposed to solve the multi-objective optimiza-
tion model, optimize the equipment selection, tool selection and process sequencing.

3. Taking the second gear of the intermediate shaft of an automobile transmission as
an example, the results of optimizing the process routes of energy consumption and
carbon emission with comprehensive consideration of these three objectives were
compared, and the validity of the method was proven.

The results show that this method can comprehensively consider the carbon emission
and energy consumption of gear processing, and provide the process route guidance for
enterprises to process gear, and make contributions to social energy saving and emission
reduction. The influencing factors of process route are very large; this paper only studies
energy consumption and carbon emissions. Tool wear and the state of machine tool
accuracy have a great influence on workpiece quality. The influence of tool wear and
machine tool accuracy on process route will be studied in the future.
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Abstract: The existing research and practices have shown that the coordinated implementation of
lean-green manufacturing can have a positive impact on the economic and environmental benefits,
which is an effective means to ensure the environmental protection of the production process of
manufacturing without damaging their profitability. Within the field of lean-green research, there is
still a lack of research to analyze the driving factors for the collaborative implementation of integrated
lean and green integration. Although, some scholars and researchers have studied lean and green
integration paradigms, their research has mostly focused on lean-green integration practices and their
impact on environmental performance and their respective operations. In the context of Industry
4.0, this article investigates the driving forces behind the collaborative integration implementation
of a lean-green manufacturing system from the viewpoint of stakeholders. Specifically addressing
the issues of correlation and ambiguity in the identification of driving factors, this manuscript
proposes an Interpretation Structure Model (ISM) of fuzzy comprehensive Analytic Hierarchy Process
(AHP), based on Decision-Making Trial and Evaluation Laboratory (DEMATEL), to determine the
importance of the driving factors. Combined with the complex network theory, the evaluation
index system is divided into four levels from eight factor categories, including endogenous lean-
green driving factors and exogenous driving factors. The fuzzy AHP-DEMATEL-ISM is used to
analyze the relationship between indicators and the structure of the indicator system. The complex
network which is composed of the indicator system is divided into different levels. The importance
of indicators is analyzed from the perspective of the global network, and key factors affecting the
driving of lean-green system is analyzed. The integration of the lean-green manufacturing system and
organizational synergy are promoted to jointly lead the enterprise toward sustainable development
by paying particular attention to the primary impact indicators and aggressively cultivating the key
impact indicators.

Keywords: driving factors; lean-green manufacturing; Industry 4.0; fuzzy AHP-DEMATEL-ISM;
enterprise stakeholders

1. Introduction

Smart manufacturing/Industry 4.0 is going to be the future development trend of man-
ufacturing enterprises [1]. In the various stages of the implementation of Industry 4.0, each
sector of the manufacturing industry in various nations will have its own major directions
and development aspects [2]. The core feature of the industrial internet in the United States,
Germany’s Industry 4.0 strategy, and made in China 2025 is interconnection, the essence of
which is to shift from economies of scale to economies of scope through the automated flow
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of data, and to build out heterogeneous and customized industries at a homogeneous and
scaled cost, thus promoting the reform of industrial structure [3–8]. According to the data
compiled by some of the scholars, Chinese manufacturing companies have great enthusi-
asm and expectation for Industry 4.0. A total of 76% of Chinese manufacturing companies
believe that the use of Industry 4.0 strategy will greatly enhance the competitiveness of
manufacturing industry, compared to 54% in the United States, 51% in Japan, and a low of
47% in Germany [9]. Chinese manufacturers are indeed very enthusiastic about Industry
4.0 and have high expectations for it, yet there are significant concerns and challenges
with its implementation. While interviewing Chinese manufacturing companies, only 53%
of them said that they are fully prepared for Industry 4.0 strategy, compared to 71% and
68%, in the US and Germany, respectively. Among them, state-owned enterprises are the
most conservative, only 44% of the surveyed state-owned enterprises said that they are
ready for Industry 4.0 strategy; the proportion of private manufacturing enterprises is as
high as 68% [10]. One of the reasons is that the digital foundation for the development of
intelligent manufacturing is relatively weak. The development of manufacturing industry
as a whole is still in the transition stage from mechanical automation to digital automation.
As far as the Industry 4.0 is considered in Germany as a reference system, the overall is
still in the 2.0 era, but some enterprises are moving towards the 3.0 era. Therefore, most of
China’s manufacturing industry still needs to use lean management to reduce costs and
increase efficiency, as well as use Industry 4.0 technology to upgrade and transform. Lean
management is the soft aspect of overall optimization of manufacturing and management
processes; while intelligent manufacturing is the hard aspect of intelligent upgrading of pro-
duction factors and information systems. Chinese manufacturing companies must combine
“hard and soft” and employ lean management to build a strong foundation for manufac-
turing companies to execute smart manufacturing in this wave of global manufacturing
transformation and upgrading.

The rapid development of industry and the excessive use and waste of resources by
human beings have led to the depletion of resources. In addition, a large amount of in-
dustrialized production also causes environmental pollution [11]. Existing manufacturing
methods are causing climate warming and resource depletion, and are unsustainable. In
order to solve this global challenge, Industry 4.0 is developed. Therefore, the first connota-
tion of Industry 4.0 is to be smart, green, lean, and humanized. The pursuit of personalized
items is gradually becoming more and more challenging for traditional production methods
to generate personalized or customized products in large quantities due to the changing
needs of consumers. The smart factory in Industry 4.0 environment aims to produce precise,
high-quality, and personalized smart products, so that the efficiency and cost of single-piece
small batch production can reach the same level of mass production. It can be customized
for enterprise customers in large scale and small batch, and also for individual users in
small batch and single product. The logistics and transportation system from raw materials
to final products is completed by intelligent logistics. The lean production method is a great
way to produce high quality and low consumption, under mixed production conditions of
multiple varieties and small batches. Green first term refers to the use of alternative, non-
traditional clean energy. It can reduce traditional energy consumption, effectively alleviate
resource depletion, but also produces fewer pollutants, meaning effective protection of the
environment. No matter how a product is made, its use and disposal have little effect on
the environment across its entire life cycle, and they could be recovered and repurposed to
promote sustainable development. Therefore, lean management and green manufacturing
are the cornerstones for digital transformation to bring benefits. At the same time, John et al.
(2021) showed that the goal of implementing lean-green manufacturing in manufacturing
companies is at the same time the goal to be achieved by Industry 4.0, where lean-green
manufacturing promotes a more time-efficient and resource-efficient of Industry 4.0 factory,
which in turn further enhances lean-green manufacturing [12]. It can help substantiate
this theory: the integration of lean-green manufacturing into the same framework in an
Industry 4.0 context.
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In summary, it is crucial for manufacturing companies to integrate and collaborate
on the implementation of lean-green manufacturing systems in the process of Industry
4.0 transformation and upgrading. However, the lack of confidence and preparedness of
Chinese manufacturing companies regarding the Industry 4.0 strategy is largely due to
two major challenges: high-quality development, and improving total factor productivity.
Therefore, it is necessary for the vast majority of manufacturing companies in China to
determine how to integrate the collaborative implementation of lean-green manufacturing
systems in a smart manufacturing/Industry 4.0 scenarios, and what are their drivers and
relationships. In order for effectively collaborative integration implementation of lean-
green manufacturing system under Industry 4.0, this research framework addresses the
following research questions:

Question 1. What are the drivers for integrated and collaborative implementation of lean-green
manufacturing systems?

Question 2. What are the most critical drivers?

Question 3. What is the cause-and-effect relationship between them?

Question 4. What are the steps that need to be taken to better motivate these drivers to work? How
about to achieve the goal?

In the context of Industry 4.0, this manuscript analyzes the driving factors for collabo-
ratively integrating the implementation of a lean-green manufacturing system. Aiming at
the uncertainty and correlation problems in the process of driving factors identification, this
study proposes an Interpretation Structure Model (ISM) of fuzzy comprehensive Analytic
Hierarchy Process (AHP), based on decision making trial and evaluation laboratory (DE-
MATEL) to determine the importance of the driving factors. Combined with the complex
network theory, the evaluation index system is divided into four levels from eight categories
of factors, including endogenous lean-green driving factors and exogenous driving factors.
The fuzzy AHP-DEMATEL-ISM is used to analyze the relationship between indicators and
the structure of the indicator system, and the complex network composed of the indicator
system is divided into different levels. The importance of indicators is analyzed from the
perspective of the global network, and the important factors and key factors affecting the
driving of lean-green system are analyzed. By paying special attention to the main impact
indicators and actively cultivating the key impact indicators, the lean-green manufactur-
ing system integration and synergy of the organization are promoted to jointly drive the
enterprise to achieve sustainable development.

The paper consists of five parts. The rest of the paper is structured as follows: Section 2
presents the analysis of the driving factors of collaborative integration implementation of
lean-green manufacturing system. The research methodology is discussed in Section 3, fol-
lowed by a presentation of the case study in Section 4. In the last section, some conclusions
are drawn.

2. Analysis of the Driving Factors of Collaborative Integration Implementation of
Lean-Green Manufacturing System

There have been related research conducted by foreign scholars on the integrated
implementation of lean-green manufacturing, for example, Mittal et al. (2017) proposed a
new manufacturing strategy for manufacturing companies to increasing customer choice,
address environmental issues in the manufacturing process and enhance their own compe-
tition among global manufacturers, thus adopting a lean-green-agile manufacturing system
to coordinate trade-offs to meet the economic, environmental and social demands of mod-
ern manufacturing systems [13]. A recent study by Teresa et al. (2022) used a questionnaire
to verify the operational, environmental, and financial performance of manufacturing com-
panies implementing lean and green practices in Portugal, ultimately confirming that the
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widespread adoption of lean and green practices produced better overall operational, envi-
ronmental and financial performance, and that the integrated implementation of lean and
green management practices in companies resulted in superior return on investment [14].
A new paradigm of lean-green manufacturing is made possible by the Industry 4.0 era in
the manufacturing sector. Industry 4.0 can be understood as digital lean with an emphasis
on green. That is to say, there will always be pressure to raise standards of productivity,
quality, agility, environmental friendliness, and customer service in order to stay prof-
itable and competitive in today’s corporate environment. Lean-green manufacturing is
the foundation for achieving smart factories. A comprehensive review of the lean-green
literature by the author team and related scholars in this paper indicates that there is a lack
of research to analyze the drivers of integrated lean-green integrated synergistic imple-
mentation [15–20]. Several scholars and researchers have studied the integration paradigm
of lean and green, and their research has mainly focused on the practical approach of the
integration of lean and green and its impact on operational and environmental performance.
Some scholars have also studied the internal barriers to the implementation of lean-green
manufacturing, and have taken countermeasures to eliminate the existing barriers [18–20].
The corresponding initiative is to study and activate the drivers of lean-green manufactur-
ing system implementation in order to better collaborate and integrate the development of
these systems.

The existing literature has confirmed the conclusion that the core concept of lean
manufacturing is the creation of value and the elimination of activities that do not add
value to the product in the manufacturing process. The lean model is seen to reduce
waste, reduce costs, improve quality and productivity, make better use of resources, and
create value for customers. The green manufacturing is designed to reduce negative
environmental risks and impacts throughout the product life cycle process, while increasing
resource productivity and eliminating environmental waste in the organization. The
overlap (synergy) between lean-green manufacturing models consists of the following
common attributes: waste and manufacturing process waste reduction or elimination
techniques, people and organization, lead time reduction and thus production cycle time
reduction, supply chain relationships, KPI: service levels and other specific practices.
The main commonality between the two can be found in the target attributes of waste
elimination and waste reduction in manufacturing processes. The waste (waste) reduction
techniques of the two advanced manufacturing models, lean-green, are often similar, with a
focus on operational and production practice processes. Both lean and green manufacturing
models look at how to integrate product and process redesign to extend product life, make
products easily recyclable and make processes more efficient (i.e., reduce waste). The
development and success of improvement projects during the lean-green manufacturing
model practices require a high level of employee involvement, encouragement of employee
participation and empowerment of responsibility to streamline the realization of lean
and green practices. When it comes to supply chain relationships, both models rely
on close collaboration with supply chain partners, with collaboration supporting the
sharing of information and best practices across the chain to serve the goal of an integrated
supply chain.

While the two have much in common, there are also incompatible differences between
lean-green. Green manufacturing is now no longer optional for manufacturing compa-
nies and by introducing green practices into a lean operating environment will have to
make certain trade-offs between multiple objectives that are not entirely compatible. The
differences between lean and green practices are: their focus, what is considered waste,
customers, product design and manufacturing strategy, end of product lifecycle, KPIs,
costs, key tools used, and certain specific practice approaches, for example, replenishment
frequency, where lean emphasizes multiple batches and multiple frequencies, whereas
there is an inconsistency in green’s emphasis on reducing carbon emissions.

Lean-green manufacturing systems are an emerging area of research in the introduc-
tion and implementation of modern advanced manufacturing models in manufacturing
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enterprises. Therefore, the integration of lean and green manufacturing models is an
important part of the sustainable development of enterprises, especially in the context
of China’s manufacturing industry, which has become a supporting industry, and there
is a need to explore and study the integration of lean and green manufacturing systems
in the context of China’s economic development and the current situation of enterprise
operations. Lean-green manufacturing’s integrated and collaborative implementation is
driven by both endogenous and exogenous factors, which together drive the company to
achieve sustainable development. Endogenous lean-green drivers include managers and
internal employees. However, to study the synergistic effect generated by the integrated
implementation of lean-green manufacturing also requires exogenous driving elements in-
cluding shareholders, upstream and downstream companies, consumers, competitors, the
public, and government agencies, which can be used as four levels for dividing evaluation
indicators (or evaluation indicators can be divided into four categories).

The drive intensity evaluation indicators were divided into categories according to
the different types of elements in the endogenous and exogenous green drives. It should
be especially noted that since these indicators are derived from published research results,
their scientific validity and effectiveness have been widely accepted by experts and schol-
ars. These identified evaluation indicators are both scientifically valid and systematically
comprehensive. The above factor indicators can be illustrated in Figure 1.

Figure 1. Classification of lean-green manufacturing integrated synergy drivers.

In today’s highly competitive global environment, business organizations need to
improve not only their operational performance but also their eco-efficiency. This has led
many scholars to explore the possible merging and convergence of the lean and green
paradigms, which in the traditional approach to business organization management prac-
tices are often implemented separately and deployed to achieve different corporate strategic
goals. Dozens of corresponding papers were found through the corresponding databases
(Elsevier, Springer, Emerald, Google Scholar, T&F, Wiley, IEEE, etc.) that delve into the
compatibility, synergies, and success key indicator systems between the two. In terms of
the search strings, they are specified based on the main topics of the phenomena under
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investigation. Thus, we searched strings with titles, abstracts, keywords, and articles from
January 1997 to 30 September 2022, including (lean green), (lean Industry 4.0), (green
Industry 4.0), (lean-green Industry 4.0), (lean environment), (lean environmental), and
(lean sustainability). The driver indicators in this thesis are sourced from existing research
papers. In the schematic diagram of the classification of driver evaluation indicators shown
in Figure 1, the specific meaning of each evaluation factor indicator is as follows.

2.1. Internal Driving Factors

Managers and enterprises are directly driven by external pressure, or by their own
awareness of the management benefits of carrying out lean and green manufacturing, or
they can also be driven by the spontaneous actions of internal employees based on their
awareness of environmental efficiency and cost of their own economic and environmen-
tal interests.

Employee awareness and training (D1): Awareness and acceptance of the Lean-green
concept by employees within the company and the company’s training to raise awareness
of Lean-green among internal employees [15,18,20–23].

Senior management awareness and commitment (D2): Awareness and public sup-
port from senior management and their commitment to the long-term competitive advan-
tage of lean and green management in the company [18,22–28].

Integrated strategic planning and communication (D3): The extent to which top
management incorporates lean manufacturing, green production, and environmental pro-
tection into its planning; the degree to which middle and lower-level managers are aware of
and support the application of lean-green; and the level of collaboration between corporate
departments to advance lean-green management [15,19,23–30].

Continuous Improvement (D4): Using lean-green tools for continuous improvement
to solve internal problems and continuous improvement to eliminate waste, improve
efficiency, reduce costs, etc., and lead to business sustainability and reduce the seven major
wastes in the lean-green domain [15,18,20–28].

Business Process Reengineering and Change (D5): Lean and green thinking is a useful
strategy for streamlining business operations. Lean and green tools help companies to follow
and use globally accepted methods and standards, to promote the streamlining of business
processes, and fit the requirements of organizational lean and green change [15,18,19,26–33].

Technology Upgrade (D6): Using energy and resource efficient advanced technologies
to achieve production technology, equipment performance, and product performance that
meet environmental requirements and industry leading levels [25,28,34–38].

Total employee participation and employee empowerment (D7): Manufacturing
companies attempting to build lean and green enterprises need all employees to share
responsibility for all business functions, all employees to review and suggest ideas to
solve problems that arise in business operations, and companies to motivate and empower
employees to carry out lean and green project improvement activities in their daily business
activities and provide institutional and financial support [15–48].

Organizational Culture (D8): Establish a dynamic company culture that is open
to new concepts and management models, and create a good work environment and
atmosphere that promotes lean-green initiatives [31,35,45,48].

2.2. Economic and Market Drivers

Through differentiated “lean-green” competitive strategies, companies can drive cost
savings and quickly deliver green products to customers to meet market demand.

Cost savings (D9): Reduce energy and resource consumption, eliminate all work
methods that do not add value, and even if the work adds value, the time and resource
effort spent does not exceed the minimum threshold [15–51].

Competitive advantage (D10): Maintain a competitive advantage in the market through
the concept of greening products, while giving the company a competitive advantage by
saving costs, optimizing product quality, and responding quickly to customer needs [15–51].
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2.3. Policy Drivers

The lean and green role of companies is driven by government agencies and several
other organizations, mostly through required and industry-specific rules and industry bar-
riers, such as, industry certifications, and through internal incentive systems that promote
the active promotion and implementation of lean and green-related strategies, systems and
plans by all departments and employees.

Government laws and regulations (D11): Government laws and regulations related
to environmental protection, pollution control, landfill tax, emission standards, and other
measures required by enterprises [15,18,21,35,48].

Professional certified management systems (D12): The adoption, implementation,
improvement, and certification of ISO9000 quality management system, ISO14000 environ-
mental management system, OHSAS80000 occupational health and safety management
system, and ISO50000 energy management system promote the continuous lean and green
direction of the enterprise [49–55].

Incentive mechanism (D13): Government agencies reward and punish managers and com-
panies in the industry in which they operate for carrying out green management [21,23,43–48].

2.4. Consumer and Other Social Stakeholder Drivers

Consumers use their “monetary votes” to drive the lean-green of enterprises through
price, responsiveness, and green consumption. By increasing public knowledge, keeping
an eye on the government’s environmental management responsibilities, and supporting
company greening, the public indirectly drives the greening of companies.

Green brand image (D14): The lean-greening of enterprises is driven by the awareness
of building a positive brand image through green products, as well as the positive degree
of eco-trademark or brand image of products and the degree of customer recognition of the
company’s green trademark [15,21,29,46,48,51,53].

Public pressure (D15): It includes demands and monitoring from the local community
where the company is located, such as partners in the supply chain, shareholders of the
company, NGOs, and media [15,18,21,35,48,56,57].

The effect factor indicators of lean-green drivers on the collaborative implementation
of lean-green manufacturing systems in manufacturing enterprises have varying degrees
of influence. Therefore, the magnitude of influence, i.e., weight, of each influence factor
indicator on the lean-green system will directly affect the overall evaluation results, so it
is important to choose the weight calculation method reasonably. AHP, which is highly
preferred for its simplicity and flexibility, uses a combination of qualitative and quantitative
analysis to construct a two-by-two judgment matrix between each influence factor and
calculate the initial weight value of each influence factor.

There may be correlative influence relationships among the impact evaluation indi-
cators of lean-green drivers. Assuming that the 15 indicators in the four categories are
kept independent of each other, and do not overlap with each other, then it does not mean
that there is no interrelated influence relationship among these indicators. For example,
at the internal driver level, if top management has sufficient awareness of the company’s
green competitive advantage, and has made commitments to government agencies and
the public, then the degree to which green production combined with lean production and
environmental protection are included in the planning will increase, and the company’s
green management activities will receive sufficient attention and support. Therefore, the
awareness and commitment of top management (D2) will have an impact on other factors,
such as lean-green integrated strategic planning and communication (D3), continuous
improvement (D4), and employee awareness and training (D1). Other indicators’ adoption
and the outcomes attained will, in turn, have an impact on top management’s knowledge
and commitment. The implementation of other indicators and the results achieved will in
turn influence the awareness and commitment of top management (D2), and strengthen the
belief and will of top management, forming a virtuous circle that will facilitate the further
progress of the company on the road to lean and green. At the same time, there may be
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a correlative influence relationship between the driving evaluation indicators belonging
to different lean-green driving factors. For example, if there is a substantial demand from
end users for quick delivery, high quality, and ecologically friendly products, then it may
promote a strong willingness of manufacturing companies to establish a good market image
of the brand based on green products through the advantages that can be created by lean
production. In addition, on the other hand, it may cause sufficient attention and support
for lean-green business management activities within the company, so that the formation
of a green brand image (D14) at the level of consumer and other social stakeholder drivers
can affect the establishment and maintenance of competitive advantage (D10) at the level of
economic and market drivers, etc.

In light of the foregoing, the four categories and 15 evaluation indicators used to reflect
the relationship between supply-lean-green drive can be thought of as a complex network
with intricate correlated influence relationships between elements. The significance effect
that an indicator or factor has by connecting other indicators or factors determines the
importance of the indicator in a complex network [58]. The decision laboratory analysis
(DEMATEL) method in complex network theory is able to reveal important influencing
factors as well as internal constructions by analyzing the logical relationships between
factors in the system with the direct influence matrix to calculate the degree of influence, the
degree of being influenced, the degree of cause, and centrality of the factor [59]. Therefore,
quantitative evaluation based on the DEMATEL method was used to analyze the lean-green
drive intensity evaluation index system.

3. Research Methodology

3.1. Fuzzy AHP-DEMATEL Model

AHP calculates the weights based on the relative relevance of the various indicators,
which is highly accurate and valid, but it ignores the interdependence of the various
indicators. It assumes that each indicator is independent of each other, while the driver
indicators of collaborative integrated implementation of lean-green manufacturing system
consider more factors and cannot completely guarantee the absolute independence among
indicators. The DEMATEL method can solve this problem by determining the weights
using the degree of mutual influence between indicators. Therefore, the initial weights
of indicators are determined by using the AHP method first, and then the DEMATEL
method is adopted to correct the initial weights, reduce the subjective one-sidedness in
the process of weight assignment, improve the accuracy and rationality, and make the
evaluation results more scientific. Basílio et al. (2022) searched and reviewed papers on the
use of multi-criteria decision-making methods between January 1977 and 29 April 2022,
including titles, abstracts, keywords, and articles, and found that methods such as AHP
and DEMATEL are the most popular multi-criteria decision-making methods [60].

3.1.1. Calculation of Initial Weights Based on Fuzzy AHP

Analytic Hierarchy Process is an effective tool for dealing with complex decision-
making problems. It is a strategy for making decisions that breaks down the components
that are usually involved in making decisions into levels, such as objectives, criteria, and
options; on the basis of which qualitative and quantitative analysis is performed. This
method is a hierarchical weighted decision analysis method proposed by Professor Satie
of University of Pittsburgh, an American operations researcher, in the early 1970s when
he was working for the U.S. Department of Defense on the topic of “power allocation
based on the contribution of each industrial sector to national welfare”, applying network
system theory and multi-objective comprehensive evaluation methods. Analytic hierarchy
process is a simple decision-making method for complex decision-making problems with
multiple objectives, multiple criteria, or unstructured characteristics, by mathematizing
the thinking process of decision-making with less quantitative information, based on an
in-depth analysis of the nature of complex decision-making problems, influencing factors
and their intrinsic relationships.
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The decision problem is divided into several hierarchical structures according to the
total objective, each level of sub-objectives, evaluation criteria, etc., using the analytical
hierarchy process approach. Then we can use the method of solving the eigenvectors of
the judgment matrix to find the priority weight of each element at each level to a certain
element of the previous level, and finally the method of weighted sum to the final weight
of the total objective. In establishing a hierarchical structure model and constructing a
pairwise comparison array by introducing fuzzy set theory to address the limitations
of cognitive uncertainty expression under limited information, this study combines the
traditional nine-level scale method and triangular fuzzy number for the ratio of the two-two
importance degree of each element of the same level regarding a criterion in the previous
level in AHP to establish a nine-level scale table, as shown in Table 1.

Table 1. Nine-level fuzzy scale of expert judgment terms.

Scale Definition
Triangular Fuzzy

Number (lij,mij,uij)
Countdown

(1/uij, 1/mij, 1/lij)

1 Equally important (1,1,1) (1,1,1)

2 Between equally important and
slightly more important (1,2,3) (1/3,1/2,1)

3 Slightly more important (2,3,4) (1/4,1/3,1/2)

4 Between slightly more important
and obviously important (3,4,5) (1/5,1/4,1/3)

5 Obviously important (4,5,6) (1/6,1/5,1/4)

6 Between obviously important
and strongly important (5,6,7) (1/7,1/6,1/5)

7 Strongly Important (6,7,8) (1/8,1/7,1/6)

8 Between strongly important and
extremely important (7,8,9) (1/9,1/8,1/7)

9 Extremely important (8,9,9) (1/9,1/9,1/8)

According to the characteristics of the problem and the overall aim that is supposed
to be attained, the first phase of the analytical hierarchy process model is to list all the
contributing aspects of the decision problem. First, to establish an orderly hierarchy
according to the interrelationship, mutual influence, and affiliation between the influencing
factors, so as to obtain a structural analysis model of multiple levels. Secondly, to reflect the
subjective judgment about the importance of each factor in a quantitative way, and on this
basis, to compare the factors on the same level with each other and to establish a judgment
matrix. In this manuscript, Table 1 is used to collect experts’ opinions on the two relative
importance of each factor. Assuming that there are ‘n’ factors in an index layer, and the
relative importance of the i-th factor to the j-th factor as determined by the K-th expert, the
fuzzy judgment matrix of this index layer is shown in Equation (1).

Ã(K) = ã(k)ij =

⎡⎢⎢⎢⎢⎣
(1, 1, 1) (l(k)12 , m(k)

12 , u(k)
12 ) · · · (l(k)1n , m(k)

1n , u(k)
1n )

(1/u(k)
12 , 1/m(k)

12 , 1/l(k)12 ) (1, 1, 1) · · · (l(k)2n , m(k)
2n , u(k)

2n )
...

...
. . .

...
(1/u(k)

1n , 1/m(k)
1n , 1/l(k)1n ) (1/u(k)

2n , 1/m(k)
2n , 1/l(k)2n ) · · · (1, 1, 1)

⎤⎥⎥⎥⎥⎦
k=1,2,··· ,K i,j=1,2,··· ,n

(1)

For the evaluation of the K-th expert, the triangular fuzzy number of each factor weight is
calculated using the modified formula proposed by W.Y et al. [61] as shown in Equation (2).

X̃(k)
i = (

∑n
j=1 l(k)ij

∑n
j=1 l(k)ij + ∑n

z=1,z �=i ∑n
j=1 u(k)

zj

,
∑n

j=1 m(k)
ij

∑n
z=1 ∑n

j=1 m(k)
zj

,
∑n

j=1 l(k)ij

∑n
j=1 u(k)

ij + ∑n
z=1,z �=i ∑n

j=1 l(k)zj

) (2)
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Equation (2) denotes the triangular fuzzy number of the single ranking weight of
the i-th factor, determined by the k-th expert. By iteratively computing the single ranking
weights of each component, it is possible to determine the weight of a compared factor in
relation to its upper target layer, and finally the total weight of each factor relative to the
target is shown in Equation (3).

W̃(k)
i = ∏n−1

m=1 S(k)(m)
i , k = 1, 2, · · · n (3)

In Equation (3), S(k)(m)
i is the weight of the m-th layer of indicators, judged by the

k-th expert, and finally, the weight of the attributes is DE-fuzzified according to the
fuzzy mean method, assuming that the triangular fuzzy number of their final weights is
w̃Ai

=
(
w̃L

Ai, w̃M
Ai, w̃U

Ai
)
, and the explicit weight value is wAi

obtained by DE-fuzzifying W̃(k)
i

according to the fuzzy mean method, and the calculation formula is shown in Equation (4).

wAi
=

w
L

Ai
+ 2w

M

Ai
+ w

U

Ai

4
(4)

In the construction of the judgment matrix Ã(K), in order to prevent the phenomenon
that “factor A is more important than factor B, factor B is more important than factor C,
and factor C is more important than factor A”, which does not conform to normal logic, a
consistency test is conducted on W. Take the elements of the criterion F as an example.

Calculate the maximum characteristic root λmax of the judgment matrix Ã(K), as shown
in Equation (5), where (Ã(K)W)i denotes the i-th component of the vector, as shown in
Equation (6).

λmax =
1
n

n

∑
i=1

(Ã(K)W)i
Wi

(5)

Ã(K)w =

⎡⎢⎢⎢⎢⎢⎣
(1, 1, 1) (l(k)12 , m(k)

12 , u(k)
12 ) · · · (l(k)1n , m(k)

1n , u(k)
1n )

(1/u(k)
12 , 1/m(k)

12 , 1/l(k)12 ) (1, 1, 1) · · · (l(k)2n , m(k)
2n , u(k)

2n )
...

...
. . .

...
(1/u(k)

1n , 1/m(k)
1n , 1/l(k)1n ) (1/u(k)

2n , 1/m(k)
2n , 1/l(k)2n ) · · · (1, 1, 1)

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣

w1
w2
...

wn

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

n
∑

i=j=1
a1jwi

n
∑

i=j=1
a2jwi

...
n
∑

i=j=1
aijwi

...
n
∑

i=j=1
anjwi

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6)

The fuzzy value of attribute (Ã(K)W)i according to the fuzzy mean method can be
DE-fuzzified according to Formula (4), and the Consistency Index C.I. of the judgment
matrix is calculated, where n indicates the order of the judgment matrix. The calculation
formula is determined by Equation (7).

C.I. =
λmax − n

n − 1
(7)

The judgement matrix’s consistency indicator is then determined using the stochastic
consistency ratio C.R. The calculation formula is given in Equation (8).

C.R. =
C.I.
R.I.

(8)
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The average randomness index of the judgement matrix, or R.I., is proposed to assess
if the judgement matrix of various orders exhibits adequate consistency. For the random
consistency index of the judgment matrix, the R.I. values are shown in Table 2.

Table 2. Random consistency index.

n 4 5 6 7 8 9 10 11 12 13 14 15

R.I. 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.52 1.54 1.56 1.58 1.59

If C.R. < 0.1, the judgment matrix is considered to have satisfactory consistency, and
the relative importance, calculated based on this judgment matrix, is acceptable. If this
condition is not satisfied, the judgment matrix needs to be revised again until satisfactory
agreement is obtained.

The consistency index of the total ranking of the hierarchy relative to the recursive
hierarchy is calculated in Equation (9):

CIG =
h

∑
k=1

nk

∑
i=1

wik×CIik+1 (9)

The average random consistency index of the total hierarchical ranking, relative to the
total recursive hierarchy, is calculated in Equation (10):

RIG =
h

∑
k=1

nk

∑
i=1

wik×RIik+1 (10)

Finally, the total relative consistency index of the recursive hierarchy is calculated, as
given in Equation (11):

CRG =
CIG
RIG

(11)

Similarly, when CRG < 0.1, it indicates that the consistency of the overall judgment
matrix is acceptable.

3.1.2. Calculation of Centrality Based on Fuzzy DEMATEL

Since the DEMATEL method is based on expert experience for scoring, the results
are influenced by individual differences and expert subjectivity. So, combining fuzzy
theory and the DEMATEL method can eliminate the problems such as semanticization
and fuzzification of expert evaluation information, by converting the expert scoring into
the corresponding Triangular Fuzzy Number (TFN) as well to obtain the direct influence
matrix, and then fuzzifying it, using the defuzzification method of Opricovic et al. [62] to
convert the triangular fuzzy number into an accurate value, by the following steps.

(1) Firstly, the mapping relationship between linguistic variables and fuzzy is established,
as shown in Table 3.

Table 3. Semantic transformation table.

Language Variables Triangular Fuzzy Number (lij,mij,uij)

No effect (NO) (0,0,1)
Very low impact (VL) (0,1,2)

Low impact (L) (1,2,3)
High impact (H) (2,3,4)

Very high impact (VH) (3,4,4)

(2) Conduct research for the relevant personnel and experts of lean-green manufacturing

projects in manufacturing enterprises, and χ̃
(k)
ij is the result of the determination of
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the k-th evaluator, thus establishing the direct impact matrix M̃(k) =
[
χ̃
(k)
ij

]
n×n

. The

initial direct impact matrix is as follows:

M̃(k) =
[
χ̃
(k)
ij

]
n×n

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

(0, 0, 1) (l(k)12 , m(k)
12 , u(k)

12 ) · · · (l(k)1n , m(k)
1n , u(k)

1n )

(l(k)21 , m(k)
21 , u(k)

21 ) (0, 0, 1) · · · (l(k)2n , m(k)
2n , u(k)

2n )

...
...

. . .
...

(l(k)n1 , m(k)
n1 , u(k)

n1 ) (l(k)n2 , m(k)
n2 , u(k)

n2 ) · · · (0, 0, 1)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
i, j = 1, 2, · · · n

(12)

(3) Calculate the left and right standard values xlsk
ij and xusk

ij.

xlsk
ij =

xmk
ij

1 + xmk
ij − xlk

ij
, xusk

ij =
xuk

ij

1 + xuk
ij − xmk

ij
(13)

(4) Calculate the integrated standardized value xk
ij.

xk
ij =

xlsk
ij × (1 − xlsk

ij) + xusk
ij × xusk

ij

1 − xlsk
ij + xusk

ij
(14)

(5) Calculate the value of the influence of the i-th factor on the j-th factor.

χ
(k)
ij = min

1≤k≤n
lk
ij + xk

ijΔ
max
min (15)

(6) The average direct impact matrix is averaged over the processed direct impact

matrix according to M(k) =
[
χ
(k)
ij

]
n×n

to obtain the average direct impact matrix

M =
[
χij

]
n×n

. Then the average direct impact matrix is normalized to calculate the

combined impact matrix M =
[
χij

]
m×n.

(7) In order to analyze the indirect influence relationship between the factors, it is nec-
essary to solve the integrated influence matrix M′′ , I is the unit matrix. This can be
found using Equations (16) and (17).

M′ =
χij

max(∑n
j=1 χij)

(16)

M′′ = M′ + M′2 + · · ·+ M′n =
M′(I − M′n)
(I − M′) = M′(I − M′)−1 (17)

(8) Calculate the cause degree (Ri − Ci) and the center degree (Ri + Ci) of the driving
strength between the lean-green drivers.

The degree of influence and the degree of being influenced of each factor indicator
can be determined from the integrated influence matrix as Ri and Ci, respectively (see
Equation (18), and then the centrality mi = R + C, which is used to indicate the magnitude
(importance) of the role of each factor in all evaluation indicators, and the cause ri = R − C,
which is used to indicate the internal construct can be deduced.

Ri = ∑n
j=1 tij Cj = ∑n

i=1 tij (18)
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3.1.3. Comprehensive Weight Calculation Based on Fuzzy AHP-DEMATEL

The degree of mutual influence between components and the relationship between
criteria or elements can both be successfully determined by DEMATE. However, the
DEMATEL method does not take into account the high or low weights among the evaluation
indicators. The AHP method is different from the DEMATEL method in the aspect that the
AHP method determines the weights by two-by-two comparison among the influencing
factors. However, the premise of determining the weights is that each influencing factor is
independent of the others. While the lean-green manufacturing system involves a wide
range of aspects, it is difficult to ensure the independence of each influencing factor, and
if only the AHP may cause bias in the results. When it comes to the DEMATEL method,
it obtains the comprehensive weights by calculating the initial weights, influence degree,
and influenced degree, and integrating the influenced degree into the influence weights.
Therefore, the advantages of both these methods are combined resulting in AHP-DEMATEL,
and the combined weights of factor ‘i’ are constructed based on the results of AHP and
DEMATEL analysis. It is calculated in Equation (19).

zi =
wi × mi

∑n
i=1 wi × mi

, i = 1, 2, · · · n (19)

where, wi is the weight of each influencing factor calculated by the AHP method, and mi is
the centrality of each influencing factor calculated by the AHP method.

3.2. DEMATEL-ISM Model

ISM model is based on graph theory, and it is an effective network analysis tool to
analyze and deal with the structure of complex systems with the help of logical matrix
operations. ISM develops multi-layer recursive structural models by breaking down
complex systems with the aid of computer assistance and human empirical expertise. Based
on this, DEMATEL and ISM can be used together to create the hierarchical structure of the
indicator system in addition to identifying its major components and level of influence.
The specific steps of the DEMATEL-ISM model are as follows:

(1) Based on the final integrated impact matrix M′′ obtained in the DEMATEL method in
Section 3.1, the unit matrix is introduced into the overall impact matrix D, as shown
in Equation (20).

D = I + M′′ =
[
dij

]
n×n (20)

(2) Set the threshold value λ, and calculate the reachability matrix H. Based on the
experience as well as the extrapolation of the threshold value, it can be calculated by
Equation (21).

λ = μ + δ (21)

where, μ and δ are the mean and standard deviation of all elements in the overall
impact matrix M′′ , respectively. Equation (22) determines the elements in the final
reachable matrix.

hij =

{
0, dij ≺ λ

1, dij � λ
(i = 1, 2, · · · , n; j = 1, 2, · · · , n) (22)

(3) Calculate the reachable set, current set, and common set of the overall impact matrix
H. The elements in the final reachable matrix are hierarchically divided to build the
ISM model.

4. Case Study

4.1. Calculation of Initial Weights Based on Fuzzy AHP

In order to analyze the relationship between the drivers of lean-green manufacturing
system in a manufacturing company S, the S company invited senior scholars, experts,
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senior management of lean-green manufacturing system, and senior management consul-
tants to form an evaluation expert group according to the evaluation criteria in Table 1.
The evaluation team was composed of many experts and scholars from manufacturing
enterprises, including senior management of lean-green manufacturing system and senior
management consultants, who used the questionnaire survey method to score each influ-
ence factor according to its relative importance on a scale of 1–9, and established a judgment
matrix. A total of 70 questionnaires were distributed in this study, and 65 questionnaires
were received. The information about the questionnaire participant population is shown in
Table 4. Taking the judgment results of D11–D13 indicators under policy-driven conditions
as an example for calculation, the judgment results of expert 1 is shown in Table 5.

Table 4. Distribution of experts participating in the questionnaire.

Category
Distribution of Questionnaires Valid Questionnaires Collected

Number Percentage Number Percentage

Gender
Man 65 92.86% 60 92.31%

Woman 5 7.14% 5 7.69%

Company size
Small enterprises 30 42.86% 28 43.08%

Medium-sized
enterprises 25 35.71% 24 36.92%

Large enterprises 15 21.43% 13 20.00%

Seniority

5 years and below 10 14.29% 10 15.38%
6–10 years 10 14.29% 10 15.38%

11–15 years 30 42.86% 27 41.54%
16 years and above 20 28.57% 18 27.69%

Degree
undergraduate 35 50.00% 32 49.23%

Master 30 42.86% 28 43.08%
Doctor 5 7.14% 5 7.69%

Lean-Green
Management

Levels

Senior 20 28.57% 19 29.23%
Medium 30 42.86% 29 44.62%

Junior 20 28.57% 17 26.15%

Level of
digitization

Senior 10 14.29% 10 15.38%
Medium 40 57.14% 36 55.38%

Junior 20 28.57% 19 29.23%

Table 5. Opinions on the importance of each indicator factor under policy-driven conditions two-by-
two judgment.

Experts C1 D11 D12 D13

Expert 1
D11 (1,1,1) (7,8,9) (1,2,3)
D12 (1/9,1/8,1/7) (1,1,1) (1/4,1/3, 1/2)
D13 (1/3,1/2,1) (2,3,4) (1,1,1)

Based on Table 4, construct the fuzzy judgment matrix for this hierarchy.

Ã
(1)

C3
=

⎡⎣ (1, 1, 1) (7, 8, 9) (1, 2, 3)
(1/9, 1/8, 1/7) (1, 1, 1) (1/4, 1/3, 1/2)
(1/3, 1/2, 1) (2, 3, 4) (1, 1, 1)

⎤⎦
The fuzzy judgment matrix Ã

(1)

C3
is calculated using Equation (2) to obtain the triangular

fuzzy number of the weight vector of each indicator factor under the policy-driven condition.

S̃(1)
C3

=

⎧⎪⎪⎨⎪⎪⎩
S̃(1)

D11

S̃(1)
D12

S̃(1)
D13

⎫⎪⎪⎬⎪⎪⎭ =

⎡⎣(0.5408, 0.6486, 0.7347)
(0.0668, 0.0860, 0.1175)
(0.1854, 0.2654, 0.3667)

⎤⎦
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The matrix Ã
(1)

C3
is also tested for consistency at the same time. In addition, after the

Formula (4) and defuzzification, we obtain from the Formulas (7) and (8): λmax = 3.0092,
Ri = O.58, C.I. = 0.0046, C.R. = 0.0079 < 0.10, and the judgment matrix satisfies the consistency.
Similarly, according to Equations (9) and (10), the consistency index C.R. = 0.0921 < 0.10 of the
total ranking of the hierarchy relative to the recursive hierarchy, the comprehensive ranking
satisfies the consistency test, and the weights of each index are reasonably assigned.

Formula (3) was used to determine the triangle fuzzy values of each index’s weights,
and the mean values of each expert’s determination findings were obtained. Formula (4)
then was used to carry out the fuzzification procedure, and the results are shown in Table 6.

Table 6. Defuzzified values of the initial weights of the drivers.

Driving
Factors

Initial
Weights

Driving
Factors

Initial
Weights

Driving
Factors

Initial
Weights

D1 0.0415 D6 0.0685 D11 0.0536
D2 0.0962 D7 0.0538 D12 0.0282
D3 0.0223 D8 0.0361 D13 0.0415
D4 0.0586 D9 0.1564 D14 0.0596
D5 0.0826 D10 0.1696 D15 0.0315

4.2. Calculation of Index Weights Based on Fuzzy DEMATEL

According to Table 2, the experts in Section 4.1 are invited to give their judgment on
the degree of mutual influence of each index. The judgment result of expert 1, according to
Equation (5) direct influence matrix M̃(1) =

[
χ̃
(1)
ij

]
15×15

, is shown below:

M̃(1) =

⎡⎢⎢⎢⎣
(0, 0, 1) (0, 0, 1) · · · (0, 0, 1)
(2, 3, 4) (0, 0, 1) · · · (0, 0, 1)

...
...

. . .
...

(0, 0, 1) (2, 3, 4) · · · (0, 0, 1)

⎤⎥⎥⎥⎦
15×15

Combining the opinions of other experts, the direct influence matrix after defuzzi-
fication was obtained using Equations (13)–(15), and the mean values were taken for all
experts, as shown in Table 7.

Table 7. Lean Green Driver Indicator Composite Impact Matrix.

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15

D1 0.015 0.003 0.003 0.154 0.018 0.009 0.141 0.113 0.165 0.146 0.001 0.019 0.001 0.062 0.007
D2 0.171 0.013 0.135 0.206 0.170 0.152 0.200 0.171 0.152 0.177 0.002 0.131 0.002 0.169 0.020
D3 0.059 0.007 0.007 0.131 0.101 0.055 0.077 0.081 0.089 0.105 0.001 0.063 0.001 0.087 0.010
D4 0.017 0.007 0.007 0.036 0.055 0.050 0.061 0.071 0.148 0.170 0.001 0.055 0.001 0.133 0.016
D5 0.028 0.009 0.010 0.173 0.031 0.021 0.154 0.125 0.096 0.153 0.001 0.103 0.001 0.065 0.008
D6 0.090 0.005 0.006 0.147 0.015 0.013 0.026 0.027 0.157 0.176 0.001 0.051 0.001 0.059 0.007
D7 0.093 0.007 0.007 0.162 0.027 0.015 0.039 0.156 0.167 0.188 0.001 0.059 0.001 0.110 0.013
D8 0.018 0.006 0.007 0.120 0.097 0.014 0.108 0.040 0.080 0.095 0.001 0.061 0.001 0.083 0.010
D9 0.001 0.003 0.003 0.004 0.002 0.002 0.002 0.013 0.002 0.124 0.001 0.003 0.001 0.138 0.017
D10 0.001 0.002 0.002 0.003 0.002 0.002 0.002 0.012 0.002 0.003 0.001 0.002 0.001 0.123 0.015
D11 0.080 0.123 0.138 0.106 0.037 0.149 0.044 0.041 0.060 0.068 0.000 0.032 0.000 0.046 0.005
D12 0.166 0.087 0.098 0.233 0.167 0.151 0.161 0.165 0.148 0.210 0.002 0.054 0.002 0.172 0.021
D13 0.050 0.125 0.100 0.202 0.044 0.153 0.170 0.100 0.165 0.107 0.001 0.043 0.001 0.078 0.009
D14 0.008 0.019 0.021 0.026 0.015 0.014 0.017 0.096 0.015 0.027 0.010 0.019 0.010 0.026 0.123
D15 0.057 0.152 0.167 0.138 0.060 0.105 0.073 0.109 0.076 0.165 0.082 0.122 0.082 0.157 0.019

Finally, ranking analysis was carried out based on the centrality pairs of each factor
index, and the influence degree, influenced degree, cause degree, and centrality of each
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factor were determined using the conventional DEMATEL approach, and the results are
shown in Table 8.

Table 8. Influence, Influenced, Cause and Centrality of lean-green driving factors.

Driving Factors Influence Influenced Cause Centrality Sort

Continuous Improvement (D4) 0.830 1.840 −1.010 2.669 1
Professional certified management systems (D12) 1.838 0.819 1.019 2.657 2

Senior management awareness and commitment (D2) 1.872 0.567 1.305 2.438 3
Total employee participation and employee

empowerment (D7) 1.047 1.277 −0.230 2.324 4

Competitive advantage (D10) 0.174 1.915 −1.741 2.088 5
Organizational Culture (D8) 0.739 1.318 -0.579 2.058 6

Green brand image (D14) 0.447 1.507 −1.060 1.953 7
Public pressure (D15) 1.562 0.301 1.261 1.863 8

Cost savings (D9) 0.314 1.524 −1.209 1.838 9
Business Process Reengineering and Change (D5) 0.978 0.842 0.136 1.820 10

Employee awareness and training (D1) 0.856 0.853 0.003 1.709 11
Technology Upgrade (D6) 0.780 0.905 −0.125 1.685 12

Integrated strategic planning and communication (D3) 0.872 0.710 0.162 1.583 13
Incentive mechanism (D13) 1.348 0.104 1.244 1.452 14

Government laws and regulations (D11) 0.930 0.104 0.826 1.034 15

The difference between the row and column sums is because of the degree of the factor,
as shown in Figure 2, which represents the cause degree of each factor indicator. The sum
of row and column is called the centrality of the factor, and Figure 3 shows the centrality of
each factor.

Figure 2. Distribution of cause degree of driving factors.
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Figure 3. Centrality distribution of driving factors.

4.3. Comprehensive Weight Calculation Based on Fuzzy AHP-DEMATEL

The initial weights and centrality of the risk factors are integrated according to
Equation (15), such that the integrated weight values are obtained and ranked. The results
are shown in Table 9. A comparison of the initial weights and combined weights of the
lean green integration driver factors for manufacturing companies as can be seen below in
Figure 4.

Table 9. Combined weights of driving factors.

Factors
Combined
Weights

Sort Factors
Combined
Weights

Sort Factors
Combined

Weights
Sort

D1 0.0360 11 D6 0.0586 8 D11 0.0281 14
D2 0.1191 3 D7 0.0635 6 D12 0.0380 9
D3 0.0179 15 D8 0.0377 10 D13 0.0306 12
D4 0.0794 4 D9 0.1460 2 D14 0.0591 7
D5 0.0763 5 D10 0.1798 1 D15 0.0298 12

Figure 4. Initial, combined weights of driving factors.
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4.4. Analysis Process Based on the DEMATEL-ISM Method

Using MATLAB software, the overall impact matrix D is first calculated according to
Equation (20), and then the mean μ, and standard deviation δ of all elements in the matrix
M′′ are found with the following threshold values.

μ = 0.0648 δ = 0.0531 λ = μ+δ=0.1179

Execute Equation (22) to calculate the reachable matrix H, as shown in Table 10.

Table 10. Reachable matrix of driving factors.

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15

D1 1 0 0 1 0 0 1 0 1 1 0 0 0 0 0
D2 1 0 1 1 1 1 1 1 1 1 0 1 0 1 0
D3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
D4 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0
D5 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0
D6 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0
D7 0 0 0 1 0 0 0 1 1 1 0 0 0 0 0
D8 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
D9 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0
D10 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
D11 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0
D12 1 0 0 1 1 1 1 1 1 1 0 0 0 1 0
D13 0 1 0 1 0 1 1 0 1 0 0 0 0 0 0
D14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
D15 0 1 1 1 0 0 0 0 0 1 0 1 0 1 0

All rows and columns of the reachable matrix are summed up separately, and then
sorted from largest to smallest according to rows, and then sorted from largest to smallest
according to columns. This sorting is performed to obtain the reconstructed reachable
matrix. The influencing factors with the same serial numbers are divided into uniform
orders, and the hierarchical structure diagram of each factor index is obtained, and the
hierarchical structure diagram shown in Figure 5 is constructed.

D14

D10

D9

D4D8 D6

D3 D7 D5 D11

D12D1 D13

D2 D15

Employee awareness and training
Senior management awareness and commitment
Integrated strategic planning and communication
Continuous Improvement
Business Process Reengineering and Change
Technology Upgrade
Total employee participation and employee empowerment
Organizational Culture
Cost savings
Competitive  advantage
Government laws and regulations
Professional certified management systems
Incentive mechanism
Green brand image
Public pressure

Figure 5. Hierarchy of indicators of driving factors.
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5. Results, Discussion, and Implications

5.1. Degree of Influence and Degree of Influenced Analysis

Through the comprehensive influence matrix analysis, it can be concluded from
Table 8 that the causal factors (factors with causality degree greater than zero) affecting
Lean-green implementation are, in descending order of importance, top management
awareness and commitment (D2), public pressure (D15), incentives (D13), professional
certification management system (D12), laws and regulations set by the government (D11),
integrated strategic planning and communication (D3), Business Process Reengineering
and Change (D5), and Employee Awareness and Training (D1).

As can be seen from Figure 2, the awareness and commitment of top management
(D2) has the greatest degree of cause. Therefore, the top management of manufacturing
companies must be aware of and committed to making decisions regarding the introduction
of lean-green advanced manufacturing models in their organizations if the analysis of the
drivers of lean-green implementation in manufacturing companies is to be successful. It
can be used to provide continuous attention and resources to support them during the
implementation promotion process, and to establish a process change and organizational
corporate culture for companies to adapt to Lean-green. This also indicates whether the
implementation of a lean-green manufacturing system is valued by the company. The
company can be guaranteed to support the lean-green manufacturing system if top man-
agement values and supports it in this area and provides adequate financial, human, and
policy assistance. Next, public pressure (D15), incentives (D13), professional certification
management system (D12), government laws and regulations (D11), and integrated strategic
planning and communication (D3) are also key drivers. The key factors of public pressure
(D15), incentive mechanism (D13), and laws and regulations set by the government (D11)
are also the external facilitators of external pressure on companies to respond to external
voices of government, society, and informal organizations in order to better expand market
share and build green brands and competitive advantages. The professional certification
management system (D12), and integrated strategic planning and communication (D3) are
the internal pressure and action guide and direction for the implementation of lean-green
manufacturing system within the company. To adopt internal lean-green measures to
accomplish the integration of economic, environmental, and social benefits, the top man-
agement set a lean-green strategy as well as certification requirements for each individual
management system.

The outcome factors (factors with less than zero cause) are, in descending order of
importance: competitive advantage (D10), cost savings (D9), green brand image (D14),
continuous improvement (D4), organizational culture (D8), full participation and employee
empowerment (D7), and technology upgrades (D6). The outcome factor is the influence
of other factors on the implementation of lean-green. So, the root cause can be traced to
identify the most primitive influencing factors, so as to realize the smooth, convenient, and
profitable implementation of lean-green in the enterprise from the root.

5.2. Centrality and Comprehensive Weighting Analysis

From Table 8, we can conclude that the importance of centrality in descending order
is continuous improvement (D4), professional certification management system (D12), top
management awareness and commitment (D2), full participation and employee empower-
ment (D7), competitive advantage (D10), organizational culture (D8), green brand image
(D14), public pressure (D15), cost saving (D9), business process Re-engineering and Change
(D5), Employee Awareness and Training (D1), Technology Renewal and Upgrading (D6),
Integrated Strategic Planning and Communication (D3), Incentives (D13), and Laws and
Regulations Established by the Government (D11).

Table 9 and Figure 4 show the initial weights and centrality of each factor indicator
considering the interaction between the internal factors to obtain the combined weight and
ranking. It can be seen that competitive advantage (D10) has the largest weight value of
0.1798, followed by cost savings (D9) and top management awareness and commitment
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(D2) with 0.146 and 0.1191, respectively. Continuous improvement (D4) also has a large
influence, with a weight of 0.08 or more. After considering the correlation, the weight of
business process reengineering and change (D5) increases, and the weight of professional
certification management system (D12) and full participation and employee empowerment
(D7) decreases. Manufacturing businesses operate in a competitive environment, and the
market- and economy’s external drivers serve as the initial impetus for implementing
various management operation models. Following this, the businesses make internal
adjustments to strengthen their competitive position and satisfy external customers’ needs
and desires while achieving sustainable business practices.

5.3. Analysis of ISM Results

As can be seen in Figure 5, the 15 factor indicators are divided into 6 levels, with a
clear hierarchy of each influencing factor indicator. The uppermost factor indicators are
the direct causes that result in the integration of collaborative lean-green manufacturing
systems, and the middle factor indicators are the indirect causes that drive the integrated
collaborative lean-green system implementation. The closer to the bottom level indicates
that the driving factors are more fundamental. The drivers are more fundamental the
closer we get to the bottom. When motivating the contributing drivers, it is important to
improve from the fundamental factors to the direct factors, and to change and motivate
the intermediate factors to facilitate the positive cycle of lean-green manufacturing system
integration and collaboration.

Therefore, the following points are primarily focused on in order to determine whether
the implementation of a lean-green manufacturing system in manufacturing enterprises
can be successful and obtain the necessary economic, environmental, and social benefits:
(1) Continuous improvement in internal processes, the elimination of all consumption,
the conservation of raw materials and energy, among other things, are necessary for the
adoption of lean-green in manufacturing enterprises to be successful. This is also used
to reduce costs, improve quality, and increase efficiency while achieving more green
products. (2) Manufacturing enterprises to implement lean-green measures within the
enterprise, should introduce ISO9000 quality management system, ISO14000 environmental
management system, OHSAS80000 occupational health and safety management system,
and ISO50000 energy management system as far as possible. The implementation and use
of these management systems may unintentionally or intentionally give the impression
that the business is going green. (3) The support of top management plays a very important
role in the introduction and implementation of lean and green management models. The
establishment of a lean and green organizational culture can be a champion and a model,
thus promoting sustainable development. (4) For government agencies, to give full play to
the incentive-driven role of government agencies, the focus of policy incentives should be
on managers.

5.4. Conclusions

From the perspective of stakeholders, this paper studies the driving factors of collabo-
rative Integration implementation of lean-green manufacturing system in the context of
Industry 4.0. Through literature analysis, the lean-green manufacturing integrated and
collaborative implementation drivers are identified as being composed of endogenous
and exogenous factors that come together to drive a manufacturing company towards
sustainability. The 15 factor indicators identified are derived from published research
papers and other results, and their scientific validity and effectiveness have been widely
accepted by experts and scholars as the drivers for the integrated and collaborative imple-
mentation of lean-green manufacturing systems in Chinese manufacturing companies. The
15 drivers include endogenous lean green drivers including managers and internal staff,
and exogenous drivers including shareholders, upstream and downstream companies,
consumers, competitors, the public and government agencies, which are divided into four
levels of evaluation indicators.
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In order to identify the most critical drivers, the relationships between indicators
and the structure of the indicator system are analyzed using fuzzy AHP-DEMATEL-ISM,
the hierarchy of the complex network constituted by the indicator system is divided, the
importance of the indicators is analyzed from a global perspective of the network, and
the important factors and major factors influencing the driving lean green system are
analyzed. The factors at the bottom of the hierarchy are the awareness and commitment
of top management (D2) and public pressure (D15). The factors at the bottom of the
hierarchy influence the other hierarchies through direct and indirect transmission, and
are the essential causes of the integrated implementation of lean-green manufacturing
systems in Chinese manufacturing enterprises. This is influenced by employee awareness
and training (D1), integrated strategic planning and communication (D3), government
regulations (D11), professional certification management systems (D12) and incentives
(D13). The two middle layers are the deep causal layers, which are based on continuous
improvement (D4) and have a complex relationship between other factors and this base,
so that if there is a change, it can be passed on quickly, triggering a series of changes
and linking to the transitional causal factors at the higher levels through the base factors,
thus achieving a coupling of endogenous and exogenous factors. Green brand image
(D14) and cost savings (D9) are transitional drivers, influenced by numerous other indirect
factors, necessary for deeper drivers to act on top-level factors, potential influencers of
system drivers that cannot be ignored, and the basis for top-level direct drivers. The
top-level factor indicator Competitive Advantage (D10) is the direct inducement driver for
manufacturing companies to implement a lean-green manufacturing system, the proximate
causal factor, and the factor with the largest combined weighting, and the key to achieving
sustainable business.

The causal relationships of the 15 driver indicators for the integrated implementation of
lean-green manufacturing systems in Chinese manufacturing companies can be explained
and illustrated by the explanatory structural progressive order model diagram in Figure 5.
The driver indicator system can be divided into six tiers, the structure of which is related
to the characteristics of the factors. The drivers are located in the lower two tiers of the
hierarchy and are the deeper causal factors of the driver indicator system, driving the other
factors. The indicators with high correlation to other factors are located in the middle level
of the skeleton diagram, they come out to be closely related to each other, and also carry on
the top and bottom to link the factors indicators to form an interlinked system. Top-level
factors largely influence the key to the implementation of lean-green manufacturing systems
in manufacturing companies, directly affecting the drive, firmness, and sustainability of
the driving system from economic, social and environmental aspects.

5.5. Managerial Implications

In conclusion, the cornerstone and secret to sustainable business in a worldwide
economy is for manufacturing enterprises to generate a green brand image and their own
distinct competitive advantage. However, the integrated and collaborative implementa-
tion of a lean-green manufacturing system within a manufacturing company is the result
of a combination of external stakeholders, such as internal and external consumers and
government, especially external public pressure (consumers) that further drives the de-
termination and will of managers within the company. The fuzzy AHP-DEMATEL-ISM
analysis method is constructed to explore the internal linkage of the drivers of integrated
and collaborative implementation of lean-green system and to clearly obtain the weights,
hierarchy, and influence paths where the key factors are located. This allows for a thorough
and scientific analysis of the drivers of integrated and collaborative implementation of
lean-green manufacturing systems. This method provides a new analysis idea for the causal
analysis of similar responsible system events. Although the method still has some subjec-
tivity, but it is still an effective method for analyzing the drivers of integrated collaborative
implementation of lean-green manufacturing systems. For example, in order to describe the
relationship between the factors as non-independent and correlated at a later stage in the
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research process, the ANP method can be used instead of the AHP method. Moreover, in
order to classify the system of driving indicators, the Cluster Analysis method can be used
to manage the classification. There are input class indicators and output class indicators
in the driving indicators, which can be analyzed using Data Envelopment Analysis in
order to the relative validity of a particular unit. Moreover, in order to rank the indicator
system, TOPSIS or VIKOR methods can be used. These multi-criteria decision tools can be
used individually or in combination. The combined use of these methods allows for more
scientific, verifiable, and robust research results.

However, this research project can also identify the root causes that drive the synergis-
tic implementation of lean-green manufacturing system integration from other methods,
which will lead to better solutions. In addition, more research is required to complete and
further validate the elements that drive the synergistic deployment of lean-green manu-
facturing systems as this project is still at the preliminary level of quantitative research.
Further validation is also needed for different industrial environments, such as process
industries, and especially across industries, such as service industries. Moreover, the ana-
lytical approach will be extended to other areas, such as improving energy efficiency and
reducing water consumption. More research is therefore needed to show that the metrics
system driving the integrated and collaborative implementation of lean-green manufac-
turing systems can be applied across the entire product lifecycle and across all economic
activities. In the future, similar studies can be conducted in other developing economies,
such as Southeast Asia and India. The structural equation modeling approach can be used
to validate the results. In addition, a nonlinear approach with artificial neural networks can
also be used. In order to effectively adopt lean-green systems under smart manufacturing
in manufacturing companies in China, research on people and other corresponding role
factors is needed.

Author Contributions: Conceptualization, X.Z., Y.X. and G.X.; methodology, X.Z. and Y.X.; formal
analysis, Y.X., X.D. and G.X.; investigation, X.Z.; writing—original draft preparation, X.Z., Y.X.,
X.D. and G.X.; writing—review and editing, X.Z. and Y.X. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was funded by the Natural Science Foundation of Hunan Province, China (Project
number: 2022JJ50244); Education Department of Hunan Province (Project number: 21B0695;21A0475);
Project of Hunan social science achievement evaluation committee in 2022 (Project number: XSP22YBC081);
Project of shaoyang social science achievement evaluation committee in 2022 (Project number: 22YBB10).

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Narwane, V.S.; Raut, R.D.; Gardas, B.B.; Narkhede, B.E.; Awasthi, A. Examining smart manufacturing challenges in the context of
micro, small and medium enterprises. Int. J. Comput. Integr. Manuf. 2022, 35, 1395–1412. [CrossRef]

2. Huang, Q.; He, J. The “Third Industrial Revolution” and the Strategic Adjustment of China’s Economic Development. China Ind.
Econ. 2013, 1, 5–18. (In Chinese)

3. Pei, C.; Yu, Y. Germany’s “Industry 4.0” and the new development of Sino-German manufacturing cooperation. Res. Financ. Econ.
2014, 10, 27–33. (In Chinese)

4. Rui, M.J. “Industry 4.0”: A new generation of intelligent production methods. World Sci. 2014, 5, 19–20. (In Chinese)
5. Luo, W. Germany’s “Industry 4.0” strategy for China to promote industrial transformation and upgrading. Ind. Econ. Forum 2014,

4, 52–59. (In Chinese)
6. Li, P.; Wan, J. Industrial Internet development and the deep integration of “two chemical”. J. Chin. Acad. Sci. 2014, 2, 215–222.

(In Chinese)
7. Li, Z.; Zhang, T.; Zhang, Q. A review of information-physical fusion system (CPS) research. Comput. Sci. 2011, 9, 25–31.

(In Chinese)
8. Jiang, H. Industrial Internet and the deep “integration” of the two chemical systems in the same way. China Informatiz. 2014, 8,

11–13. (In Chinese)
9. Hu, H. Germany’s “Industry 4.0” inspiration for China’s deep integration of two. China Economic Times, 4 August 2014.

(In Chinese)

134



Processes 2022, 10, 2714

10. Industry 4.0 Working Group. Germany’s Industry 4.0 strategic plan implementation proposal (above). Mech. Eng. Her. 2013, 8,
23–33. (In Chinese)

11. Zhang, H.; Liu, F.; Liang, J. Exploring the architecture of green manufacturing and several strategic issues in its implementation.
Comput. Integr. Manuf. Syst. 1997, 3, 11–14. (In Chinese)

12. John, L.; Sampayo, M.; Peas, P. Lean & Green on Industry 4.0 Context-Contribution to Understand L&G Drivers and Design
Principles. Int. J. Math. Eng. Manag. Sci. Plus Mangey Ram 2021, 6, 1214–1229.

13. Mittal, V.K.; Sindhwani, R.; Kalsariya, V.; Salroo, F.; Sangwan, K.S.; Singh, P.L. Adoption of Integrated Lean-Green-Agile Strategies
for Modern Manufacturing Systems. Procedia CIRP 2017, 61, 463–468. [CrossRef]

14. Ribeiro, T.B.A.; Ferreira, L.M.D.F.; Magalhães, V.S.M.; GarridoAzevedo, S. Analysis of the impact of lean and green practices in
manufacturing companies: An exploratory study. IFAC-Pap. OnLine 2022, 55, 2419–2424. [CrossRef]

15. Galeazzo, A.; Furlana, A.; Vinelli, A. Lean and green in action: Interdependencies and performance of pollution prevention
projects. J. Clean. Prod. 2014, 85, 191–200. [CrossRef]

16. Dües, C.M.; Tan, K.H.; Lim, M. Green as the new lean: How to use lean practices as a catalyst to greening your supply chain.
J. Clean. Prod. 2013, 40, 93–100. [CrossRef]

17. Wiengarten, F.; Fynes, B.; Onofrei, G. Exploring synergetic effects between investments in environmental and quality/lean
practices in supply chains. Supply Chain. Manag.-Int. J. 2013, 18, 148–160. [CrossRef]

18. Duarte, S.; Cruz-Machado, V. Investigating lean and green supply chain linkages through a balanced scorecard framework. Int. J.
Manag. Sci. 2015, 10, 20–29. [CrossRef]

19. Cherrafi, A.; El Fezazi, S.; Govindan, K.; Garza-Reyes, J.A.; Mokhlis, A.; Benhida, K. A framework for the integration of Green
and Lean Six Sigma for superior sustainability performance. Int. J. Prod. Res. 2017, 55, 4481–4515. [CrossRef]

20. Sobral, M.C.; Jabbour, A.B.L.S.; Jabbour, C.J.C. Green benefits from adopting lean manufacturing: A case study from the
automotive sector. Environ. Qual. Manag. 2013, 22, 65–72. [CrossRef]

21. Melnyk, S.A.; Sroufe, R.; Montabon, F. How does management view environmentally responsible manufacturing? Prod. Inventory
Manag. J. 2001, 42, 55–70.

22. Melnyk, S.A.; Sroufe, R.P.; Montabon, F.L.; Hinds, T.J. Green MRP: Identifying the material and environmental impacts of
production schedules. Int. J. Prod. Res. 2001, 39, 1559–1573. [CrossRef]

23. Handfield, R.B.; Walton, S.V.; Seegers, L.K.; Melnyk, S.A. “Green” value chain practices in the furniture industry. J. Oper. Manag.
Vol. 1997, 15, 293–315. [CrossRef]

24. Chen, C. Design for the Environment: A Quality-Based Model for Green Product Development. Manag. Sci. 2001, 47, 250–263.
[CrossRef]

25. Garza-Reyes, J.A. Lean and Green—A systematic review of the state-of-the-art literature. J. Clean. Prod. 2015, 102, 18–29.
[CrossRef]

26. Zhu, X.; Zhang, H.; Jiang, Z. Application of green-modified value stream mapping to integrate and implement lean and green
practices: A case study. Int. J. Comput. Integr. Manuf. 2020, 33, 716–731. [CrossRef]

27. Zhu, X.; Zhang, H. Construction of Lean-green coordinated development model from the perspective of personnel integration in
manufacturing companies. Proc. Inst. Mech. Eng. Part B J. Eng. Manuf. 2020, 234, 1460–1470. [CrossRef]

28. Zhu, X.; Zhang, H. A lean green implementation evaluation method based on fuzzy analytic net process and fuzzy complex
proportional assessment. Int. J. Circuits Syst. Signal Process. 2020, 14, 646–655.

29. Bc, A.; Lmsca, B.; Ppps, B.; Emfa, B. Simulation-based analysis of catalyzers and trade-offs in Lean & Green manufacturing.
J. Clean. Prod. 2020, 242, 118411–118436.

30. Wei, D.; Sin, Y.; Bing, S.; Sue, L.; Anas, A.; Chee, P.; Ponnambalam, S.G.; LoongLam, H. Enhancing the Adaptability: Lean and
Green Strategy towards the Industry Revolution 4.0. J. Clean. Prod. 2020, 273, 122870.

31. Bhattacharya, A.; Nand, A.; Castka, P. Lean-green integration and its impact on sustainability performance: A critical review.
J. Clean. Prod. 2019, 236, 117697.1–117697.16. [CrossRef]

32. Cherrafi, A.; Elfezazi, S.; Chiarini, A.; Mokhlis, A.; Benhida, K. The integration of lean manufacturing, six sigma and sustainability:
A literature review and future research directions for developing a specific model. J. Clean. Prod. 2016, 139, 828–846. [CrossRef]

33. Cherrafi, A.; Elfezazi, S.; Garza-Reyes, J.A.; Benhida, K.; Mokhlis, A. Barriers in Green Lean implementation: A combined
systematic literature review and interpretive structural modelling approach. Prod. Plan. Control. 2017, 3, 1–14. [CrossRef]

34. Chiarini, A. Sustainable manufacturing-greening processes using specific Lean Production tools: An empirical observation from
European motorcycle component manufacturers. J. Clean. Prod. 2014, 85, 226–233. [CrossRef]

35. Garza-Reyes, J.A.; Villarreal, B.; Kumar, V.; Ruiz, P.M. Lean and Green in the Transport and Logistics Sector—A Case Study of
Simultaneous Deployment. Prod. Plan. Control. 2016, 27, 1221–1232. [CrossRef]

36. Jabbour, C.J.C.; de Sousa Jabbour, A.B.L.; Govindan, K.; Teixeira, A.A.; de Souza Freitas, W.R. Environmental management and
operational performance in automotive companies in Brazil: The role of human resource management and lean manufacturing.
J. Clean. Prod. 2013, 47, 129–140. [CrossRef]

37. Nadeem, S.P.; Garza-Reyes, J.A.; Leung, S.C.; Cherrafi, A.; Anosike, T.; Lim, M.K. Lean manufacturing and environmental
performance e exploring the impact and relationship. In Proceedings of the IFIP International Conference on Advances
in Production Management Systems (APMS 2017): Advances in Production Management Systems. The Path to Intelligent,

135



Processes 2022, 10, 2714

Collaborative and Sustainable Manufacturing, Hamburg, Germany, 3–7 September 2017; Springer: Berlin/Heidelberg, Germany,
2017; pp. 331–340.

38. Reyes, G.; Arturo, J. Green lean and the need for Six Sigma. Int. J. Lean Six Sigma 2015, 6, 226–248. [CrossRef]
39. Verrier, B.; Rose, B.; Caillaud, E. Lean and Green strategy: The Lean and Green House and Maturity deployment model. J. Clean.

Prod. 2016, 116, 150–156. [CrossRef]
40. King, A.A.; Lenox, M.J. Lean and Green? An Empirical Examination of the Relationship between Lean Production and

Environmental Performance. Prod. Oper. Manag. 2001, 10, 244–256. [CrossRef]
41. Bergmiller, G.G.; McCright, P.R. Are lean and green programs synergistic? In Proceedings of the Industrial Engineering Research

Conference, Norcross, GA, USA, 30 May–3 June 2009; pp. 1155–1160.
42. EPA. The Lean and Environment Toolkit Available in: United States Environmental Protection Agency [EB/OL]. 2013; [2019-9-23].

Available online: https://www.epa.gov/sites/production/files/201310/docu-ments/leanenvirotoolkit.pdf (accessed on
15 October 2022).

43. Silva, S.A.S.; Medeiros, C.F.; Vieira, R.K. Cleaner production and PDCA cycle: Practical application for reducing the Cans Loss
index in a beverage company. J. Clean. Prod. 2017, 150, 324–338. [CrossRef]

44. Abreu, M.F.; Alves, A.C.; Moreira, F. Lean-Green models for eco-efficient and sustainable production. Energy 2017, 137, 846–853.
[CrossRef]

45. Herron, C.; Hicks, C. The transfer of selected lean manufacturing techniques from Japanese automotive manufacturing into
general manufacturing (UK) through change agents. Robot. Comput.-Integr. Manuf. 2008, 24, 524–531. [CrossRef]

46. Kassinis, G.; Vafeas, N. Environmental performance and plant closure. J. Bus. Res. 2009, 62, 484–494. [CrossRef]
47. Thanki, S.; Govindan, K.; Thakkar, J. An investigation on lean-green implementation practices in Indian SMEs using analytical

hierarchy process (AHP) approach. J. Clean. Prod. 2016, 135, 284–298. [CrossRef]
48. Chauhan, G.; Singh, T.P. Measuring parameters of lean manufacturing realization. Meas. Bus. Excell. 2012, 16, 57–71. [CrossRef]
49. Hines, P.; Holwe, M.; Rich, N. Learning to Evolve: A Review of Contemporary Lean Thinking. Int. J. Oper. Prod. Manag. 2004, 24,

994–1011. [CrossRef]
50. Manikas, A.S.; Kroes, J.R. The relationship between lean manufacturing, environmental damage, and firm performance. Lett. Spat.

Resour. Sci. 2018, 11, 1–15. [CrossRef]
51. Ye, F.; Zhang, J. Relationship between green supply chain management drivers, green design and performance. Sci. Res. 2010, 28,

1230–1239. (In Chinese)
52. Shaw, S.; Grant, D.B.; Mangan, J. Developing environmental supply chain performance measures. Benchmarking Int. J. 2010, 17,

320–339. [CrossRef]
53. Haslinda, A.; Fuong, C.C. The Implementation of ISO 14001 Environmental Management System in Manufacturing Firms in

Malaysia. Editor. Board 2010, 6, 100–107.
54. Zhu, Q. An empirical study on the influence model of green supply chain management dynamics/pressure. J. Dalian Univ.

Technol. (Soc. Sci. Ed.) 2008, 29, 6–12. (In Chinese)
55. Gandhi, N.S.; Thanki, S.J.; Thakkar, J.J. Ranking of drivers for integrated lean-green manufacturing for Indian manufacturing

SMEs. J. Clean. Prod. 2018, 171, 675–689. [CrossRef]
56. Cabral, I.; Grilo, A.; Cruz-Machado, V. A decision-making model for lean, agile, resilient and green supply chain management.

Int. J. Prod. Res. 2012, 50, 4830–4845. [CrossRef]
57. Reis, L.V.; Kipper, L.M.; Velásquez, F.D.G.; Hofmann, N.; Frozza, R.; Ocampo, S.A.; Hernandez, C.A.T. A model for Lean and

Green integration and monitoring for the coffee sector. Comput. Electron. Agric. 2018, 150, 62–73. [CrossRef]
58. Tang, Y.; Zou, S. Multi-level gray evaluation of enterprise technology innovation capability. Sci. Technol. Prog. Countermeas. 1999,

16, 3. (In Chinese)
59. Zheng, C.H.D.; He, J.N.S.; Chen, T. Research on the evaluation of enterprise technology innovation capability. China Soft Sci. 1999,

10, 3. (In Chinese)
60. Basílio, M.P.; Pereira, V.; Costa, H.G.; Santos, M.; Ghosh, A. A Systematic Review of the Applications of Multi-Criteria Decision

Aid Methods (1977–2022). Electronics 2022, 11, 1720. [CrossRef]
61. Wang, Y.; Luo, Y.; Hua, Z. On the extent analysis method for fuzzy AHP and its applications. Eur. J. Oper. Res. 2008, 186, 735–747.

[CrossRef]
62. Opricovic, S.; Tzeng, G.H. Compromise solution by MCDM methods: A comparative analysis of VIKOR and TOPSIS. Eur. J. Oper.

Res. 2004, 156, 445–455. [CrossRef]

136



Citation: Zanoli, S.M.; Pepe, C.;

Astolfi, G.; Luzi, F. Reservoir

Advanced Process Control for

Hydroelectric Power Production.

Processes 2023, 11, 300. https://

doi.org/10.3390/pr11020300

Academic Editors: Jie Zhang and

Olympia Roeva

Received: 29 November 2022

Revised: 5 January 2023

Accepted: 12 January 2023

Published: 17 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Reservoir Advanced Process Control for Hydroelectric
Power Production

Silvia Maria Zanoli 1,*, Crescenzo Pepe 1, Giacomo Astolfi 2 and Francesco Luzi 2

1 Dipartimento di Ingegneria dell’Informazione, Università Politecnica delle Marche, Via Brecce Bianche 12,
60131 Ancona, Italy

2 Alperia Green Future, 60015 Falconara Marittima, Italy
* Correspondence: s.zanoli@univpm.it

Abstract: The present work is in the framework of water resource control and optimization. Specifi-
cally, an advanced process control system was designed and implemented in a hydroelectric power
plant for water management. Two reservoirs (connected through a regulation gate) and a set of tur-
bines for energy production constitute the main elements of the process. In-depth data analysis was
carried out to determine the control variables and the major issues related to the previous conduction
of the plant. A tailored modelization process was conducted, and satisfactory fitting performances
were obtained with linear models. In particular, first-principles equations were combined with
data-based techniques. The achievement of a reliable model of the plant and the availability of
reliable forecasts of the measured disturbance variables—e.g., the hydroelectric power production
plan—motivated the choice of a control approach based on model predictive control techniques. A
tailored methodology was proposed to account for model uncertainties, and an ad hoc model mis-
match compensation strategy was designed. Virtual environment simulations based on meaningful
scenarios confirmed the validity of the proposed approach for reducing water waste while meeting
the water demand for electric energy production. The control system was commissioned for the real
plant, obtaining significant performance and a remarkable service factor.

Keywords: model predictive control; reservoir; hydroelectric power plant; modelization; forecast;
advanced process control; regulation gate manipulation; water resources management; process
control; process optimization

1. Introduction

In hydroelectric power plants, maximizing the efficiency of water exploitation is
a major challenge for a profitable energy production. This challenge is part of the more
general context aimed at minimizing water waste [1–3]. Over the past decades, hydropower
equipment has been optimized to achieve high performance, availability, and flexibility;
these improvements contribute to the energy transition [4–7]. Hydroelectric power plants
may include different sub-processes, e.g., water collection reservoirs, regulation gates,
intakes, rivers, sand traps, turbines, floodgates. Digitalization is playing a key role in
improving the efficiency of hydropower plants at different levels of the control/automation
hierarchy [8]. In this context, advanced process control (APC) systems [9], optimization
algorithms [10], and Industry 4.0 [11] can represent strategic solutions. In order to design
APC systems and optimization algorithms for non-standard processes and to apply Industry
4.0 principles, suitable cross-fertilization procedures are needed so as to adapt the smart
solutions to the considered case studies [12,13]. Adapting APC, high-level optimization,
and Industry 4.0 solutions developed in industrial plants to the field of hydropower requires
a methodological approach that takes into account the different hardware and software
architectures. APC systems can represent software solutions for improving the conduction
of hydropower plants and standardizing control operations in the field. In this way, plant
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operators can play a role at the supervisory level. The benefits offered by APC systems
increase as the complexity of the process increases. The complexity of the process includes
several aspects, such as the number of variables involved, the types of relationship between
the different variables, and the need for predictive approaches [8,14,15]. Industry 4.0
principles can represent strategic drivers of data exchange between the different levels of
the automation hierarchy, while optimization algorithms at high levels of automation are
able to take into account overall plant benefits—for example, considering the market prices
of electric energy [10]. In the literature, many engineers, researchers, and practitioners have
tackled optimization, estimation, and control challenges for hydroelectric power plants.

High-level optimization problems were tackled in [10,16–22]. In [10], a review of opti-
mization algorithms in solving hydro-generation scheduling problems is presented; long-,
mid-, and short-term hydro scheduling problems are analyzed, and the target of optimizing
the power generation schedule of the accessible hydropower units is presented. Different solu-
tions are detailed, e.g., metaheuristic optimization methods. In [16], the generation scheduling
problem, i.e., the unit commitment problem, is investigated through the optimization of the
amount of energy that must be provided by each turbine generator. Different versions of
the coral reefs optimization algorithm are exploited. In [17], the implementation of reservoir
conduction rules using inter-basin water transfer is proposed, and an optimization model
based on network flow and particle swarm optimization is adopted for the maximization of
the hydroelectric benefits. In [18], the problem of long-term maximization of hydroelectric en-
ergy generation from complex multipurpose reservoir systems is solved. The maximization of
energy production is the main objective, and genetic algorithms are exploited for the solution
of the formulated optimization problems in different scenarios. In [19], a model for a reservoir
system is proposed in order to design optimized strategies for the minimization of raw water
production cost, the maximization of electrical energy production, and to prevent flood situa-
tions. In [20], the authors focus on joint operation and dynamic control of flooding to limit
the water level for cascade reservoirs. An effective tradeoff between the flood control and
hydropower generation is provided. In [21], a salp swarm algorithm is used to optimize the
joint operation of multiple hydropower reservoirs. Multiple strategies combining sine–cosine
operators, opposition-based learning mechanisms, and elitism strategies are applied, and the
proposed approach is tested through simulations. In [22], optimal operation of reservoirs
for power generation plants is proposed. The formulation and implementation of optimal
operation schemes are improved by combining the advantages of conventional and optimal
operation and using the concept of a warning water level in the operational rules. Calculation
under different operating conditions is used to test the developed procedures on a simulated
hydropower station.

APC systems for the energy generation devices of hydropower plants are proposed
in [23–26]. In [23], a method for controlling the real power delivered by a hydroelectric
power plant to a local electrical grid is proposed, based on advanced control techniques,
where internal model control and feedforward strategies are combined. Furthermore, a
control loop for the frequency correction is added, a tuning method for the controller is
proposed, and the designed controller is tested through simulations. In [24], the problem of
load distribution between hydraulic units is tackled. The nonlinearity of the hydro turbine
characteristics, individual peculiarities of the generation units, and process constraints are
taken into account. A field experiment is executed to test the proposed algorithms. In [25],
the hydraulic turbine’s governing system control problem is analyzed; a nonlinear model
is proposed, and Takagi–Sugeno fuzzy linearization and mixed H2/H∞ robust control
theory are applied to design the controller. The developed APC system is tested through
simulations. In [26], modeling and simulation of hydropower plants is assessed in order
to test different structures and algorithms for power, frequency, and voltage control. The
dynamic and stationary behavior of the hydro units is analyzed in order to implement
digital control algorithms.

The high-level optimization algorithms reported in previous studies do not govern
the management of the real-time operation of the plants, while the aforementioned APC
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systems are focused on the control of the energy generation devices. APC systems focused
on reservoirs’ and tanks’ level/volume control are proposed in [27–36] instead. Estimation
and control problems are assessed in [27] for water-level control in reservoirs through flood-
gate manipulation. A nonlinear model predictive control (MPC) with an extended Kalman
filter is the solution proposed by the authors, which is tested through simulations. In [28], a
system of three interconnected tanks is modeled through Takagi–Sugeno fuzzy models, and
a systematic control design procedure is proposed in order to include constraints on the
input/output in the formulation. A bank of linear controllers is designed, and linear matrix
inequalities are exploited. The proposed procedure is tested through simulations. In [29],
a predictive functional control approach is proposed for a three-tank system showing
the potential of a predictive controller equipped with an anti-wind-up method through
simulations. In [30], an MPC approach is proposed for controlling river systems with water
reservoirs, where the main control objective is avoiding the risk of flooding; simulation
results are provided for the testing of the designed controller. In [31], five distributed
MPC schemes using a hydropower plant benchmark are compared, and specific simulation
results are provided; the main objective of the controllers is the coordination of several
subsystems over a large geographical area in order to produce the demanded energy while
satisfying constraints on water levels and flows. In [32], generalized predictive control is
applied to a multivariable model of a pumped-storage hydroelectric power station. The
response of the system with constrained predictive control is compared with the existing
proportional–integral controller through simulations, showing the benefits provided by
MPC. In [33], a predictive control strategy is presented for a process represented by two
liquid tanks with a flow control valve. Modelization, control, and disturbance rejection
topics are analyzed through simulations. An approach to optimal hydraulic-level tracking
based on an inverse optimal controller is proposed in [34], devised with the purpose of
regulating power generation rates in a specific hydropower infrastructure. In addition, a
neural network is implemented to aid the system in the prediction and management of
external perturbations, and the proposed approach is tested through simulations using
data collected from the plant throughout a whole year of operation as a tracking reference.
A multi-objective MPC approach is presented in [35] for real-time operation of a multi-
reservoir system. The approach incorporates the non-dominated sorting genetic algorithm
II (NSGA-II), multi-criteria decision-making, and the receding horizon principle to solve
a multi-objective reservoir operation problem in real time. The control objectives are to
minimize the storage deviations in the reservoirs, to minimize flood risks at a vulnerable
downstream location, and to maximize hydropower generation. Tailored simulations are
used for the testing of the designed control system. In [36], a six-dimensional nonlinear
hydropower system controlled by a nonlinear predictive control method is proposed; a
performance index with a terminal penalty function is selected, and numerical experiments
are used to test the developed control strategy.

The present paper proposes an APC system aimed at water management for reservoirs
in a hydroelectric power plant. Two reservoirs (connected through a regulation gate) and a
set of turbines for energy production constitute the main elements of the process. This paper
aims to provide holistic knobs and solutions for the assessment of the previously cited
aspects of APC systems for hydropower plants. The present paper extends the contents
reported in [37], providing additional details and insights on the different phases of the
developed project. To the best of the authors’ knowledge, in the literature on APC systems
in hydropower plants focused on reservoirs’ level/volume control, the following aspects
have not been explored in depth:

• The procedures for a qualified plant inspection before starting an APC project have
not been thoroughly detailed in the literature. The selection, acquisition, storage,
and analysis of data play a fundamental role in the plant inspection, together with a
detailed study of the plant’s devices.
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• A detailed feasibility study on the application of MPC for controlling hydropower
plants is not present in the literature. Modelization and forecasting need to be assessed
in this phase, together with tailored strategies for model mismatch compensation.

• A procedure that defines the MPC constraints, reference trajectories, and tuning
parameters in real time based on current and predicted process conditions is not
present in the literature on hydropower plants.

• An APC system that takes into account bad data detection, local control loop mal-
functions, and lack of efficiency flags in real time is not present in the literature on
hydropower plants.

• Smart alarm assessment for hydroelectric power plants is not present in the litera-
ture. Smart alarms can represent useful tools during plant conduction, highlighting
inefficiency and/or predicting potential problems.

In addition, to the best of the authors’ knowledge, projects on hydropower plants that
include implementation of real processes that are designed as lasting control applications
and not as temporary tests are not widespread. The field application of an APC system
designed and tested through virtual environment simulations requires significant reliability
and robustness in order to bridge the gap between simulations and field application.

The remainder of this paper is organized as follows: The Section 2 reports the process
description, the control specifications, and the data analysis and modelization methods.
In addition, the APC design, the field implementation, and the computational framework
are described. The Section 3 focuses on data analysis, modelization, forecasting, virtual
environment simulations, and field results. Finally, some conclusions and insights for
future work are reported.

2. Materials and Methods

2.1. Process Description, Control Specifications, and Project Definition

The studied process is represented by a hydroelectric power plant located in the Alto
Adige region (Italy). Figure 1 shows the geographic characterization of the overall plant.
Two artificial water collection reservoirs characterize the process: an upstream reservoir
and a downstream reservoir. The downstream reservoir is located in a valley. At the outlet
of the downstream reservoir, a tunnel (see Figure 1) takes the water towards a penstock
that leads to the power plant (see Figure 2). The electric energy is generated by the rotation
of the involved turbines. The water flow between the two reservoirs is controlled through
a regulation gate, named the Beikircher gate (see Figure 1). The regulation gate, activated
by a butterfly valve, controls the water flow of a pipeline connecting the two reservoirs.
The overall process is schematically reported in Figure 3.

Figure 1. Top view of the plant area.
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Figure 2. Hydroelectric power plant.

Figure 3. Schematic representation of the process.

The power plant is characterized by a double group of Francis-type turbines capable
of providing an overall efficient power of 22 MW and an average annual electric energy
production of 86.81 GWh. In the water catchment area, different rivers are present (see
Figure 1). As shown in Figure 3, the reservoirs are characterized by two inlet water flows
and one outlet water flow. The reservoirs’ level and inlet/outlet water flow rates are
measured by suitable sensors. The water flows entering the upstream reservoir consist of
the main stream of a river from the intake structure and a set of subsidiary intakes (see
Figure 3). Through two side-by-side deicing tanks and two subsequent sand traps, the
incoming water from the intake structures flows into the upstream reservoir. The maximum
derivable flow rate from the intake structure with clean grids is equal to about 9 m3/s. On
the other hand, the subsidiary intakes can provide a maximum flow rate equal to 1.4 m3/s.
The two inlet water flows of the upstream reservoir are measured by a level transducer
located near the reservoir inlet.

The upstream reservoir was constructed on the right bank of a river and has a max-
imum length of 280 m and a maximum width of 150 m, with a usable capacity of about
135,500 m3. The bottom level of the reservoir is at 1216 m above sea level (asl), while
the overflow level is 1223.60 m asl. The minimum level detectable by the level sensor is
1216.80 m asl; below this level, the operation of the upstream reservoir has to be considered
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run-of-river. The maximum detectable level is equal to about 1221.85 m. At the outlet
of the upstream reservoir, the Beikircher gate regulates the water flow, which enters a
tunnel. The length of the tunnel that connects the upstream and downstream reservoirs
is equal to 5534 m. The butterfly valve of the regulation gate is controlled by a built-in
programmable logic controller (PLC). A hydraulic control unit, placed in a structure near
the valve, operates the gate. The flow rate setpoint can be manipulated between 0 and
8 m3/s. According to the plant’s needs, the maximum value is typically limited to 7 m3/s.
The downstream reservoir was constructed on the right bank of the associated river and has
a maximum length of 165 m and a maximum width of 80 m, with a usable capacity of about
52,500 m3. The downstream reservoir’s capacity is lower than the upstream reservoir’s
capacity. The downstream reservoir (see Figure 3), similarly to the upstream reservoir,
is characterized by two inlet flows and a single outlet flow. The downstream reservoir’s
inlet flows are the water flow from the upstream reservoir (regulated by the Beikircher
gate) and the intake structure. The intake structure is represented by the water flowing in
a gravel reservoir and in a sand trap (see Figure 3). The bottom level of the reservoir is
at 1197.20 m asl, while the overflow level is 1203.50 m asl. The minimum level detectable
by the level sensor is 1197.40 m asl; below this level, the operation of the downstream
reservoir has to be considered run-of-river. The maximum detectable level is equal to about
1202.77 m. At the outlet of the downstream reservoir, the water is conveyed towards the
power plant through a tunnel and a penstock. The tunnel is characterized by a length equal
to about 7000 m, while the penstock, which consists of a metal pipe, has a length of about
500 m. A jump equal to about 270 m is observed. After passing through the power plant
and transferring energy to the turbines, the water flows into a free surface drainage channel,
intercepted by two flat gates. The water released by the downstream reservoir is subjected
to a flow rate setpoint regulation. The regulation and the flow rate measurement are located
not at the outlet of the downstream reservoir, but a few meters downstream. The flow rate
regulation is based on the electric energy production plan of the power plant. The electric
energy production plan is known a priori with significant confidence. The production plan
is sent daily to the managers of the plant and determines how much energy the plant will
have to produce hourly during the day. The provided electric power (MW) measurements,
together with the related setpoints, are available for the turbines.

Based on tailored plant inspections and plant operators’/managers’ interviews/reports,
different considerations were made for the process in order to plan the project phases. A list
of the manipulated variables (MVs), controlled variables (CVs), and measured disturbance
variables (DVs) was obtained [38]. The flow rate setpoint (m3/s) of the regulation gate
represents the only MV for the APC system. The CVs are represented by the volume (m3) of
the upstream and downstream reservoirs, while the measured DVs are represented by the
remaining water inlet/outlet flow rates (m3/s) reported in Figure 3: the upstream reservoir
intake, the subsidiary intakes, the downstream reservoir sand trap, and the outlet flow
rate from the downstream reservoir. Measured DVs are manipulated by other controllers
or related to the natural flow of rivers. All of the reported MVs and DVs were measured,
while the CVs were not directly measured. CVs’ indirect measurement computation was
performed using the measurements of the reservoirs’ level.

The previous conduction of the plant was represented by manual and semiautomatic
control logics. This conduction was based on empirical laws and experience with the
process. The main control specifications were as follows:

• Constrained control of the reservoirs’ volume (level). This type of control is usually
referred to as zone control [39].

• Avoid water overflow on the reservoirs: the upstream reservoir has a lower priority
than the downstream one, since the downstream reservoir is closer to the town.

• Avoid water shortages in the reservoirs: the downstream reservoir has a higher priority,
since a lack of water in downstream reservoir could cause a violation of the electric
energy production plan of the hydroelectric power plant.
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• Compliance with the physical constraints and with the technical operative constraints
of the Beikircher regulation gate.

The zone control strategy, resulting from the first specification, is intended for the
constrained control of the reservoirs’ volume (level), respecting the priorities previously
reported in [39]. The constraints can help in avoiding water overflow and water shortages,
ensuring the safe conduction of the plant. An efficient zone control is not always achievable
in the process under study, because only an MV may be available—for example, the inlet
flow rates of the upstream reservoir are not manipulable. The electric energy production
plan of the hydroelectric power plant must be respected, because a violation (in excess or
in deficit) usually causes an economic penalty for the plant [21]. As explained below, the
physical constraints are mainly focused on the Torricelli law [23–25] and on the effective
capacity of the plant devices. The technical operative constraints of the Beikircher regulation
gate are intended to avoid (if possible) too-frequent control moves in order to minimize
the wear damage. In this context, an automatic APC system for real-time control must
guarantee an optimal solution for the flow rate setpoint of the regulation gate (MV) under
all process conditions. Furthermore, smart alarms highlighting abnormal plant conditions
could improve the plant’s conduction. In this way, plant operators can play roles at
a supervisory level. The control specifications and the proposed control strategy are
summarized in Figure 4, while Figure 5 reports the main project phases described below.
The accurate definition of the inputs and outputs to be obtained in each project phase
represents a critical step.

Figure 4. Schematic representation of the control specifications and of the proposed control solution.

Figure 5. Schematic representation of the project management phases.

2.2. Data Selection, Acquisition, and Storage

The selection of the process variables to be acquired and stored, together with the
definition of the hardware and software architectures to be exploited in real time, was a
key phase that required special effort. The plant data were acquired in the field through
the PLCs. First, an accurate data selection phase was performed. All MV and measured
DV values were selected, together with the reservoirs’ level. Also included in the selected
data were variables involved in the lower-level control loops—for example, the process
variables of the regulation gate and the downstream reservoir outlet flow rate—and the
available process variables of the power plant—for example, the electric power of the
turbines. Furthermore, a procedure for the supply of the electric energy production plan
was defined.
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In order to acquire and store the selected data, a suitable architecture was designed
(Figure 6). The selected data were acquired from the plant through the PLCs (PLCs, Figure 6).
Furthermore, the high-level supervisory systems provided the electric energy production
plan in advance (High-Level Supervisory Systems, Figure 6). A PC server was installed
in the plant, and it was connected to the plant’s net infrastructure. On the PC server, a
supervisory control and data acquisition (SCADA) system was installed and a database
was created (PC Server (SCADA and Database), Figure 6). The data selection, acquisition, and
storage procedures were implemented on the PC server. Furthermore, a PC client (Client
Control Room, Figure 6) was installed in the control room of the plant in order to provide
selected signal information to the plant’s operators, engineers, and managers. Tailored
data visualization methods were designed in order to make the provided information
user-friendly.

Figure 6. Designed architecture for data acquisition and storage.

2.3. Data Analysis

Following data selection, acquisition, and storage, data analysis was performed [40–42].
The data analysis sub-phases were difficult to define in the present work. The data analysis
phase was divided into three main sub-phases:

• Analysis and processing of process variables and setpoints;
• Performance evaluation of local control loops;
• Assessment related to the electric energy production plan data and the compliance

with the electric energy production plan.

The sub-phase consisting in the analysis and processing of process variables and
setpoints involved the measurement of the process variables by sensors and the setpoints
commanded on the local controllers. The sensors’ acquisition/measurement and the PLCs’
communication errors/malfunctions were investigated, and the missing data were replaced
on the database by the results of tailored regressions. Suitable data preprocessing techniques
(e.g., validity limits and spike and freezing checks) were applied in order to detect the
bad data, which were discarded. The validity limits and spike and freezing thresholds
were tuned based on the sensors’ data sheets and the historical data. Furthermore, mobile
window filters were used to improve the robustness of the selected measurements. The
applied mobile window filters had the following form:

m f (k) =
m(k) + · · ·+ m(k − N + 1)

N
(1)

where k is the discrete-time instant, N is the number of samples of the window, m(·) represents
the sensor measurements, and mf (k) is the filtered measurement at instant k.

The local control loops’ performance evaluation sub-phase consisted of an assessment
of the performances of the local controllers of the Beikircher regulation gate and of the
downstream reservoir outlet water flow. Some experimental tests were performed consist-
ing of suitable step moves on the gate setpoint, evaluating the rise time, the overshoot, and
the settling time. Furthermore, deviation conditions between the setpoints and process
variables were investigated [43–45]. In order to motivate the potential abnormal behaviors
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of the local controllers—and especially of the regulation gate controller—the Torricelli
law [23–25] was exploited:

QBeik_MAX(k) = Scond·
√

2·g·Δh(k) (2)

where k is the discrete-time instant, QBeik_MAX (m3/s) is the maximum reachable value by
the regulation gate’s flow rate, Scond (m2) is the pipeline section, g (m/s2) is the acceleration
of gravity (constant), and Δh (m) is the height of the water level above the reservoir outlet
conduct. Equation (2) is derived from the Bernoulli equation [23–25]. Table 1 reports the
values of the parameters involved in Equation (2) for the regulation gate’s flow rate. The
involved pipeline connects the upstream reservoir to the regulation gate, so the water
height has to be considered with respect to the level of the upstream reservoir outlet. The
minimum level detectable by the upstream reservoir’s level sensor was taken into account,
i.e., 1216.80 m (see Table 1). If the upstream reservoir’s level (hC in Table 1) is greater than
or equal to about 1218.35 m asl, a flow rate of up to 8 m3/s can be required on the regulation
gate. If the upstream reservoir’s level is greater than or equal to about 1218 m, a maximum
flow rate of up to 7 m3/s can be required on the regulation gate. On the other hand, if the
upstream reservoir’s level is lower than the computed thresholds, the physically reachable
flow rate setpoint on the regulation gate decreases (see Table 1). For these reasons, as
explained in Section 2.7, Equation (2) was also used for real-time modifications of the MV
upper constraints.

Table 1. Parameters for the application of the Torricelli law to the regulation gate’s flow rate.

Parameter Value

Scond 1.45 (m2)
g 9.81 (m/s2)

Δh hC − 1216.80 (m)

The electric energy production plan data were evaluated in order to verify the im-
plemented data-exchange procedure between the SCADA and the high-level supervisory
systems (see Figure 6). Furthermore, an in-depth verification of the compliance of the
defined electric energy production plan was performed.

The previously mentioned data analysis procedures were customized in order to be
implemented in the real-time APC system. A module was designed, named Bad Detection,
Data Conditioning, and DV Prediction module which, among its functions, includes an ad
hoc bad data detection algorithm together with an algorithm that performs data filtering
on mobile windows. Furthermore, the local control loops are checked for malfunction
and compliance with the electric energy production plan is verified within this module.
An overall data analysis reliability flag results from the aforementioned checks. This flag is
exploited by the APC system (see Section 2.7); in this way, bad data detection, local control
loop malfunctions, and f inefficient conditions are included in the real-time implementation
of the APC system.

To the best of the authors’ knowledge, the proposed methods for data selection,
acquisition, storage, and analysis represent an innovation in the literature on APC systems
for hydropower plants. Not using accurate methods of data selection, acquisition, storage,
and analysis may represent a missing key prerequisite for designing a robust APC system.

2.4. Modelization

In order to design an MPC solution for the process under consideration, the mod-
elization is a fundamental requirement, because MPC techniques strictly depend on the
goodness of the obtained process model. A linear modelization approach, based on first-
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principles equations [21,24,46,47] and empirical data-based time delay identification [48],
was adopted. The resulting continuous-time model was as follows:

d
dt

wC(t) = Qingr_C(t) + Qprese_sus(t)− QBeik(t) (3)

d
dt

wV(t) = Qdissab(t) + QBeik(t − 43)− Qgall_Sar(t − 3) (4)

where t is the continuous time variable (min), wC (m3) and wV (m3) are the upstream and
downstream reservoirs’ water volumes, respectively, and QBeik (m3/s) is the regulation gate
flow rate setpoint. Qingr_C (m3/s) is the upstream reservoir’s intake flow rate, Qprese_sus

(m3/s) is the upstream reservoir’s subsidiary intakes’ flow rate, Qdissab (m3/s) is the
downstream reservoir’s sand trap inlet flow rate, and Qgall_Sar (m3/s) is the downstream
reservoir’s outlet flow rate (see Figure 3). In Equations (3) and (4), note the sign of each
term—the inlet flow rates have a positive sign, while the outlet ones have a negative sign.
Furthermore, note that the flow rate of the regulation gate has an immediate effect on the
upstream reservoir, while its action on the downstream reservoir is delayed (delay equal
to 43 min). Finally, it should be noted that due to the regulation and flow rate sensors’
location, a delay (3 min) is also present in the outlet flow rate of the downstream reservoir
(see Section 2.1). For this reason, the resulting process model is a MIMO process with time
delays on the inputs (i.e., MVs and DVs). The empirical data-based time-delay identification
phase was executed by performing suitable step test procedures on the regulation gate’s
flow rate setpoint (MVs) and from data analysis on the downstream reservoir’s outlet
flow rate (DVs) [48]. Equations (3) and (4) consider the regulation gate setpoint. In fact,
the dynamics of the lower-level controller were negligible with respect to the adopted
controller’s sampling time (equal to 60 s).

The reservoirs’ water volume dynamic behavior was modeled through Equations (3)
and (4). Since the reservoirs’ field data are level measurements, an ad hoc volume-level
conversion was investigated and implemented. Equations (3) and (4), enriched with the
aspects reported in Section 2.6, were recast in order to obtain a continuous-time state-space
model. The state-space description provides the dynamics as a set of coupled first-order
differential equations in a set of internal variables (state variables), together with a set of
algebraic equations that combine the state variables into physical output variables [49].
Subsequently, a discretization procedure was performed, using a zero-order hold and a
sample time equal to 60 s, and time delays were included in the process dynamics [49,50].
In this way, the following discrete-time state-space model was obtained:

x(k + 1) = Ax(k) + Buu(k) + Bdd(k)y(k) = Cx(k) + v(k) (5)

where k is the discrete-time instant, x is the state vector, u is the MV vector (scalar), d is the
DV vector that acts on the state, y is the output vector, v is an unmeasured DV vector which
acts on the output, and A, Bu, Bd, and C are matrices of suitable dimensions [39,49,50]. d,
i.e., the state DVs vector, includes the measured DVs reported in Equations (3) and (4),
along with the additional fictitious DVs added for model mismatch compensation (see
Section 2.6). v, i.e., the output DV vector, includes the unmeasured disturbances added for
model mismatch compensation (see Section 2.6).

In Equations (3) and (4), the upstream and downstream reservoirs’ volume is consid-
ered. In order to exploit the reservoirs’ level feedback, a volume-level relationship was
formulated. Poor information on the shape and geometry of the reservoirs was available,
so an estimation of the volume-level relationships was obtained. Based on known volume-
level pairs, different mathematical laws were tested and compared, e.g., nonlinear, linear,
and piecewise linear laws. The best results were obtained using the following piecewise
linear law:

wx = w1 + (hx − h1)·(w2 − w1)/(h2 − h1) (6)

146



Processes 2023, 11, 300

where hx (m) is the level value to be converted into the volume wx (m3), while (w1, h1)
and (w2, h2) are known volume-level pairs. The volume-level pairs were provided by the
plant managers and covered the entire operating range of the reservoirs.

2.5. Forecasting of the Measured DVs

An MPC solution needs accurate CV predictions. On the other hand, CV predictions
depend on the predictions of the measured DVs. Thus, the predictions of the measured
DVs represent an additional significant aspect and are difficult to address for MPC pur-
poses [40,50–52]. Using Equations (3) and (4), the measured DVs were reported, where
Qingr_C (m3/s) is the upstream reservoir’s intake flow rate, Qprese_sus (m3/s) is the upstream
reservoir’s subsidiary intakes flow rate, Qdissab (m3/s) is the downstream reservoir’s sand
trap inlet flow rate, and Qgall_Sar (m3/s) is the downstream reservoir’s outlet flow rate (see
Figure 3). Future values of the flow rates Qingr_C, Qprese_sus, and Qdissab are unknown. Even
though their flow rates are relatively constant or slowly vary for most of the time, there
are nevertheless periods where significant variations are observed—for example, due to
unexpected and unpredictable maneuvers on the pipelines (see Section 3). In these periods,
the DVs’ behavior significantly affected the model performances in term of future predic-
tions. For this reason, Equation (1) was used to filter the values, testing and comparing
different lengths of the window. The tuning phase was a critical step. Effective values
were obtained in each operating condition to be considered over the whole MPC prediction
horizon Hp (see Section 2.7). With regard to the downstream reservoir’s outlet flow rate,
i.e., Qgall_Sar (m3/s), a correlation analysis with the total provided electric power (MW)
was executed using the stored historical data. This analysis was motivated by the fact that
the water flow to be sent to the power plant depends on the electric energy to be produced;
as previously explained, the electric energy production plan is known in advance. The
following relationship was obtained:

Qgall_Sar
∼= Ptot/2.1 (7)

where Ptot (MW) is the total power. Exploiting Equation (7) and the electric energy produc-
tion plan, reliable predictions of Qgall_Sar (measured DV) were obtained.

The computation of the measured DV predictions was performed using the Bad
Detection, Data Conditioning, and DVs Prediction module (see Sections 2.3 and 2.7).

2.6. Model Mismatch Compensation

The model described in Section 2.4 takes into account the inlet and/or outlet flows
that resulted from the plant inspection. The flows considered were the measured flows
used in the previous conduction of the process. From the early stages of the validation
phase of the model described in Section 2.4 with field data, a significant model mismatch
was encountered in many situations. This constituted an unexpected difficulty. A moderate
model mismatch could be justified by the accuracy of the flow and level sensors and the
possible presence of leaks. Furthermore, the presence of rainfall and inaccuracies in the
volume-level conversion (and vice versa) were further causes of possible model mismatch,
but an accurate data analysis made it clear that additional and more significant causes of
uncertainty were present in some periods. The extent of the model mismatch was accounted
for by the presence of unknown and unmeasured inflows and/or outflows. Uncertainties
must be evaluated and taken into account to ensure acceptable control performance. In
order to include a real-time model mismatch compensation and smoothing method, the
combination of two strategies was formulated. First, Equations (3) and (4) were modified
as follows:

d
dt

wC(t) = QingrC (t) + Qpresesus(t)− QBeik(t) + Qloss, wC (t) (8)

d
dt

wV(t) = Qdissab(t) + QBeik(t − 43)− Qgall_Sar(t − 3) + Qloss, wV (t) (9)
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where Qloss, wC (m3/s) and Qloss, wV (m3/s) represent the DVs related to the fictitious flow
rates. With respect to the MVs and to the measured DVs’ flow rates, Qloss, wC and Qloss, wV
can be characterized by positive or negative signs. Furthermore, as an additional strategy,
a v vector was added to the final discrete-time state-space model (see Equation (5)). The
computation of the DVs added for model mismatch compensation was performed using
the Bad Detection, Data Conditioning, and DVs Prediction module (see Sections 2.3 and 2.7).
Qloss, wC and Qloss, wV were observed and computed by evaluating the reservoirs’ outlet
behavior. For example, Qloss, wC was computed through setting the flow rate setpoint of
the regulation gate to zero and evaluating the effective volume decrease of the upstream
reservoir. Values computed for Qloss, wC and Qloss, wV were considered to be constant over
the whole MPC prediction horizon Hp (see Section 2.7). The v vector values were computed
taking into account data for the last 50 min (included the current instant). The update was
performed at most every 50 min. For each output, if the difference between the one-step-
ahead estimation at the current instant and the measurement was greater than a threshold,
only the last measurement was taken into account.

The overall process model was validated based on typical metrics (e.g., goodness-of-fit
statistics) and on MPC purposes. The availability of forecasts on water requests by the
hydroelectric plant and the goodness of fit of the obtained linear process model motivated
the choice of an MPC approach (see Section 3 for the modelization results).

To the best of the authors’ knowledge, the proposed methods for model mismatch
compensation represent an innovation in the literature on APC systems for hydropower
plants. A non-adaptive model mismatch compensation strategy could cause delayed
correction in the presence of fast, unmeasured disturbance actions.

2.7. APC Design

As reported in Figure 5, the APC design phase was executed after the data analysis
and modelization steps. Thanks to the modelization and forecasting results (see Section 3),
MPC was selected as the control strategy [39,50–52]. The main difficulty faced in the APC
design phase was the need to propose a solution that could handle all process conditions.
According to the process dynamic behavior and control specifications, a sampling time
equal to one minute was defined for the APC system.

Figure 7 reports the schematic representation of the APC system’s architecture. At
each control instant k, plant data and parameters (Figure 7, plant data and parameters) were
provided by the SCADA and Database module (see Figure 6 for further details on this
module). Furthermore, the SCADA and Database module provides an initial APC status
flag (Figure 7, APC status) that defines the permission for the APC system to set the MV
setpoint for the process. In other words, this flag defines whether the APC system can
really be used to operate the plant. For example, if a watchdog communication error is
detected in the communication between the SCADA system and the PLCs (see Figure 6),
the APC system’s conduction is disabled. Plant data and parameters and APC status were
processed using the previously defined Bad Detection, Data Conditioning, and DVs Prediction
module (see Sections 2.3 and 2.6). This module provides smart alarms to the plant (see
below). Furthermore, this module performs the checks and the operations described in
Sections 2.3 and 2.6, computing an overall data analysis reliability flag (see Section 2.3). This
flag influences the final APC status flag, which is provided by the module together with
the conditioned plant data and the prediction of the DVs (see Figure 7). For example,
if a bad condition is detected on a plant measurement, the APC status flag is used to
inhibit the APC system’s actions. Some of the outputs computed by the Bad Detection,
Data Conditioning, and DVs Prediction module were provided to the MPC Parameters Selector
module. This module, based on the current and predicted process conditions, defines the
MPC constraints, reference trajectories, and tuning parameters in real time (see below).
The outputs computed by the MPC Parameters Selector module are provided to the MPC
module (see Figure 7). The MPC module, based on a receding horizon strategy (see below),
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computes the MV value to be applied to the plant (Figure 7, u(k)). Furthermore, smart
alarms are also provided by the MPC module (see below).

Figure 7. Schematic representation of the APC system’s architecture.

A detailed analysis was performed based on the obtained process model and the DVs’
forecasting in order to define a reliable prediction horizon Hp. The selected prediction
horizon was equal to 130 min. No move-blocking strategies [53] were implemented, and the
control horizon Hu was set equal to Hp. The proposed MPC strategy is based on a quadratic
programming (QP) problem. The quadratic cost function to be minimized is as follows:

V(k) =
Hu−1

∑
j=0

‖û(k + j|k)‖2
S(j) +

Hu−1
∑

j=0
‖Δû(k + j|k)‖2

R(j) +
Hp

∑
j=1

‖ŷ(k + j|k)− r(k + j|k)‖2
Q(j) + ρ·ε2(k) (10)

subject to the following linear constraints:

i. lbdu(k) ≤ Δû(k + j|k) ≤ ubdu(k), j = 0, . . . , Hu − 1
ii. lbu(k) ≤ û(k + j|k) ≤ ubu(k), j = 0, . . . , Hu − 1

iii. lbh,y j(k)− γlbh,y j·ε(k) ≤ ŷj(k + i|k) ≤ ubh,y j(k) + γubh,y j·ε(k),
j = 1, 2; i = Hw j, . . . , Hp

iv. lbs,y j(k)− γlbs,y j·ε(k) ≤ ŷj(k + i|k) ≤ ubs,y j(k) + γubs,y j·ε(k),
j = 1, 2; i = Hw j, . . . , Hpv. ε(k) ≥ 0

(11)

In Equation (10), ‖·‖ represents the Euclidean norm, û and ŷ are the predictions of the
MVs and the CVs, respectively, and Δû represents the future control moves on the MVs. û
and ŷ are parametrized based on the known information up to the current control instant k
and on Δû terms [39]. Within the known information up to the current control instant k,
the DV predictions are included. The r terms are the reference trajectories on the CVs. The
MVs’ magnitude and moves are penalized over the control horizon in Equation (10), while
the CVs’ tracking errors are penalized on the prediction horizon. The suitable positive
semidefinite matrices R, S , and Q can weight the described terms. In Equation (11), lbdu,
ubdu, lbu, and ubu define the MVs constraints over the control horizon. The MVs’ constraints
are hard constraints, i.e., they can never be violated. On the other hand, two groups of CVs
constraints were included in the formulation: The first group is represented by the terms
lbh,y and ubh,y in Equation (11). These constraints are initially set as hard constraints, i.e.,
the related γ terms are equal to zero in Equation (11); then, based on the process conditions,
they can be converted to soft constraints (see below). These CV constraints refer to the
reservoir volume constraints associated with the minimum and maximum volumes (i.e.,
water shortage and water overflow). A second group is represented by the lbs,y and ubs,y
terms in Equation (11); these constraints are defined based on the process conditions and are
always soft constraints; these constraints are always tighter with respect to the first group.
Their relaxation is allowed through a slack variable ε. The slack variable ε is included in
the constraints (see Equation (11)) through suitable γ coefficients, while its introduction in
the cost function Equation (10) is performed through a positive coefficient ρ [54].
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In order to meet the specifications reported in Section 2.1, the downstream reservoir
volume (CV) was set with a greater priority with respect to the upstream reservoir volume
(CV); the γ coefficients related to the associated soft constraints in Equation (11) were used
for this purpose. In Equation (11), Hw j represents the first prediction instant where the
associated CV can be constrained; its definition is based on the obtained process model
considering the MV time delays. The decision variables were included in the Δû and ε
terms. The QP problem was solved through the MATLAB quadprog solver [55]. At each
control instant k, the MPC Parameters Selector module of Figure 7 considers the upper MV
constraints provided by the SCADA system taking into account the Torricelli law (see
Section 2.3) for their potential modification.

At predetermined hours of the day (typically every six hours starting from midnight), the
MPC Parameters Selector module computes a long-range prediction of the reservoirs’ volume
up to the next prediction time instant. When exploiting a defined lower volume threshold for
each reservoir, a potential water shortage indication is given. This indication can be exploited
as smart alarm and for the setup of the MPC problem reported in Equations (10) and (11).
If a water shortage condition is predicted at the current control instant, none of the soft CVs
are considered in Equation (11), and all of the MVs’ weights are zeroed in Equation (10).
However, the lbh,y and ubh,y constraints are maintained in Equation (11). Furthermore, a
reference trajectory is assigned to the reservoirs’ volume—the upstream reservoir’s volume
tracks its hard lower constraint, while the downstream reservoir’s volume tracks its hard upper
constraint. In this way, the best action to fill the downstream reservoir is guaranteed through
the introduction of reference trajectories. If a water shortage condition is not predicted at the
current control instant, the MPC Parameters Selector module evaluates the DVs’ prediction
and, in particular, the prediction of the Qgall_Sar flow rate in order to check whether there
will be electric energy production on the prediction horizon. If no production is detected
and the downstream reservoir volume is lower than a defined threshold (max), the MPC
Parameters Selector module defines a zone control from the MPC formulation as shown in
Equations (10) and (11); the Q matrix weights are zeroed in Equation (10). In Equation (11),
lbh,y and ubh,y are considered to be hard constraints, while lbs,y and ubs,y are not. In this way,
an optimal solution can be sought in order to guarantee the transit of the only needed water
from the upstream reservoir to the downstream reservoir. On the other hand, if production is
detected, the lbs,y and ubs,y soft constraints are added, but the S matrices’ weights are zeroed
in Equation (10) by the MPC Parameters Selector module, in order to avoid minimizing the
regulation gate opening.

If the MPC module finds a solution (whether in cases of water shortage or not), the first
term of the computed control sequence û(k + j − 1|k)—i.e., û(k|k) = u(k)—is sent to the
plant. If the MPC module does not find a solution (i.e., infeasibility), a suitable optimization
flag is computed by the MPC module and provided to the MPC Parameters Selector module
(see Figure 7). The optimization flag reports the cause of the failure—the MPC formulation
needs to be adjusted, and a new MPC problem is solved to find a solution. If the current
volume of the upstream reservoir violates its ubs,y constraint—i.e., an overflow condition is
likely to occur for the upstream reservoir—and the downstream reservoir’s current volume
is no greater than its soft upper constraint, the hard upper constraint of the upstream
reservoir’s volume is set as soft. Furthermore, two conditions are distinguished, depending
on the violation of the soft lower constraint of the downstream reservoir level. If the
violation takes place, the same solution for the water shortage condition is adopted. If the
condition is not verified, the CVs’ constraints are not considered, and the upstream reservoir
volume tracks its soft lower constraint while the downstream reservoir volume tracks its
soft upper constraint. Furthermore, the MVs’ weights are not zeroed in Equation (10). In
this way, the best action to avoid wasted water is guaranteed through the introduction of
suitable reference trajectories.

If the second MPC attempt fails or the previous conditions are not satisfied, a heuristic
law is applied to adjust the MPC formulation in order to find a solution. The heuristic law
takes into account the current downstream reservoir volume and computes the desired
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MV target. This computation is performed by the MPC Parameters Selector module, which
suitably processes the constraints of the MV, taking into account the desired target. A range
(min, max) is defined for the downstream reservoir volume, represented by a lower and an
upper threshold. If the downstream reservoir’s volume is greater than a defined threshold
(max), a zero value is desired for the MV; the MPC Parameters Selector module suitably
processes the constraints of the MV, taking into account the desired target. Otherwise, if the
lower threshold is violated, the MV target must be equal to the allowed maximum value.
Finally, if the downstream reservoir’s volume is within the defined range, the following
equation is used:

utarget(k) = ubu(k)·
(

1 − wV(k)− min
max − min

)
(12)

where min and max are the defined thresholds, ubu is the upper constraint of the MV (see
Equation (11)), and wV(k) is the current downstream reservoir volume obtained thanks to
the volume-level relationship reported in Equation (6).

Through the aforementioned procedural steps, the APC system can properly handle
the feasibility issues associated with the MPC optimization problem. Moreover, if the
optimizer does not find a solution on the first or second attempt, the proposed heuristic
law allows the APC system to efficiently control the process.

A set of smart alarms was designed in order to improve the reliability of the proposed
APC system. Smart alarms were computed and sent by the Bad Detection, Data Conditioning,
and DVs Prediction module and by the MPC module. Smart alarms computed by the Bad
Detection, Data Conditioning, and DVs Prediction module refer to the aspects reported in
Section 2.3—for example, a smart alarm on the detected missed compliance with respect to
the electric energy production plan. Examples of smart alarms sent by the MPC module
refer to the different checks described above, e.g., water overflow or shortage prediction.

To the best of the authors’ knowledge, the proposed APC system, which takes into
account bad data detection, local control loop malfunctions, and lack of efficiency flags used
in real time, represents an innovation in the literature on hydropower plants. Additional
novelties are represented by the proposed MPC Parameters Selector module reported in
Figure 7 and by the designed smart alarms.

2.8. Computational Framework and Field Implementation

The computational framework exploited for all of the project phases—excluding the
commissioning phase—was represented by a laptop computer with the following specifi-
cations: Intel(R) Core(TM) i8-3840QM CPU with 3 GHz HDD. A MATLAB environment
was used for data analysis, modelization, DV forecasting, and virtual environment simula-
tions [55]. The MATLAB Identification Toolbox, MATLAB Control System Toolbox, and
MATLAB Optimization Toolbox were exploited for process identification and controller
synthesis. The MATLAB functions for scatterplots were also exploited. Furthermore, a
MATLAB environment was also used for the project maintenance in order to analyze
the APC system’s performance and its key performance indicators (KPIs) [55]. For the
commissioning phase (i.e., field implementation), the architecture reported in Figure 6,
enriched with the schematic representation of Figure 7, was exploited.

3. Results and Discussion

The project phases reported in Figure 5 were implemented in order to target the APC
system commissioning at the real plant. The commissioning was executed in December
2019, and different upgrades of the controller were carried out during the project main-
tenance. The APC system obtained Industry 4.0 compliance certification, thanks to the
architecture reported in Figure 6 and the functional aspects depicted in Figure 7. Figure 8
depicts some pages of the graphical user interface (GUI) of the APC system. In the first
panel, a schematic representation of the plant is reported, together with the available pro-
cess measurements; note the regulation gate between the two reservoirs. In the second
panel, the APC system’s main variables are reported, together with their current values
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and the related constraints/parameters. Moreover, the flags that define the initial APC
status flag (Figure 7, APC status) can be noted; these flags refer to the overall status of the
APC application and to the Beikircher regulation gate (see the top-left side of Figure 8).
Furthermore, the electric energy production plan (red line) and the produced electric energy
are shown in a customized display.

Figure 8. Results: panels of the GUI of the APC system.

3.1. Data Analysis Results

As explained in Section 2.3, data analysis represents one of the key phases of the
present work. Significant data analysis results were obtained; in the following, three
remarkable examples of the data analysis results are reported. Analyzing the upstream
reservoir’s intake flow rate process variable (Qingr_C (m3/s)), unexpected behaviors were
observed. Figure 9 reports an example of this behavior (one day of data). For forecasting
purposes, the filtering procedures reported in Sections 2.3 and 2.6 were used, and a filtered
process variable was obtained using a window of N = 20 samples, i.e., 20 min (see
the red line in Figure 9). Analyzing the performance of the previous conduction of the
plant, represented by manual and semiautomatic control logics, abnormal behaviors of
the regulation gate’s flow rate control loop were observed. In Figure 10, two plots are
reported (one day of data): the first plot represents the flow rate setpoint (blue) and the
process variable (green) of the regulation gate, while the upstream reservoir level (red) is
depicted in the second plot. As can be noted, sometimes the control loop of the regulation
gate does not present reliable tracking performances. In fact, persistent deviation between
the setpoint and the process variable can be observed. Analyzing the upstream reservoir
level (red line) in Figure 10, and based on the theoretical analysis of the Torricelli law
reported in the previous sections, the cause of the abnormal behavior of the control loop
was deduced. Under the previous conduction, the Torricelli law was not used for real-time
conditioning of the MV upper constraint. This affected the performances of the control
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loop of the regulation gate, and it was not an optimal condition for running an APC system
at a higher control hierarchy level.

Figure 9. Data analysis results: upstream reservoir intake process variable and filtered process variable.

Figure 10. Data analysis results: Beikircher regulation gate control loop variables and upstream
reservoir level.

Analyzing the compliance of the real electric energy production with respect to the
electric energy production plan, some abnormal conditions were observed through data
analysis. One day of data are reported in Figure 11; the setpoint (red line) and the process
variable (blue line) of the electric power production are depicted, together with the planned
electric power (green line). As can be noted, the electric energy production plan is not
respected, because an anticipation of about 80 min is observed. As detailed in the previous
sections, reliable forecasting of the electric energy production is a fundamental requirement
for the APC system and for avoiding penalties. A smart alarm was introduced in the
APC system for the non-compliance with the electric energy production plan, and the data
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analysis reliability flag (see Sections 2.3 and 2.7) was exploited for the inhibition of the APC
system in this critical condition.

Figure 11. Data analysis results: electric energy production plan and real production.

3.2. Modelization, Forecasting of Measured DVs, and Model Mismatch Compensation Results

As previously described, the selection of the MPC strategy was a consequence of the
fact that the modelization, measured DV forecasting, and model mismatch compensation
results were remarkable. A significant example of the measured DVs’ forecasting perfor-
mances is reported in Figure 12, where the reliability of Equation (7) is illustrated, i.e.,
the achieved relationship between the downstream reservoir’s outlet flow rate and the
electric energy power. Two months of data are reported in two different plots: power–flow
rate pairs are represented in blue, while a yellow line depicts the obtained linear law. The
known terms of the linear law were neglected.

Figure 12. Measured DVs’ forecasting results: electric power production plan and downstream
reservoir outlet flow rate (two months of data).
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An example of the cause of the introduction of the time delays in Equation (4) is
reported in Figure 13, where a step test experiment is presented. The figure shows the
delayed effect of the gate opening (QBeik term in Equation (4)) on the downstream reservoir
level. The downstream reservoir level is shown in the first plot, while the second plot
reports the downstream reservoir’s inlet–outlet flow rates: the green line is the flow rate
at the Beikircher gate (QBeik), the light blue is the intake from the sand trap (Qdissab), and
the black and red lines represent the scheduled water flow request from the hydroelectric
plant and its effective flow rate value (Qgall_Sar), respectively. In the selected period, only
the inlet flow rate controlled by the regulation gate was varied, while the others were
largely constant. The variation was performed at about 10:41, causing a slope change on
the downstream reservoir level after about 43 min, at 11:24.

Figure 13. Modelization results: time delay between the Beikircher regulation gate’s flow rate and
the downstream reservoir level.

Figures 14 and 15 show the motivation behind the adopted model mismatch compen-
sation strategy. Here, the model performances on the upstream and downstream reservoirs’
levels are depicted for two different days. Blue lines represent the process variables, while
orange lines represent the model results. The first plot of the figures represents the model’s
performances without model mismatch compensation; as can be noted, the model diverges.
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In the second plot, a model mismatch compensation strategy is added. The v vector term’s
computation (see Section 2.6) is reported through a dark yellow line, and the benefits of the
modification can be observed. Finally, Figure 16 reports an example of the performance
of the upstream reservoir level model. The blue line indicates the field process variable,
while the red line represents the model’s performance exploiting the available data on
input–output flow rates. The one-hour-ahead prediction (exploiting the measured DVs’
forecasting) computed at 15:18 on the selected day is depicted by an orange line; as can be
observed, the behaviors of the orange and red lines are similar.

Figure 14. Model mismatch compensation results: upstream reservoir level with and without model
mismatch compensation.

Figure 15. Model mismatch compensation results: downstream reservoir level with and without
model mismatch compensation.
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Figure 16. Modelization results: upstream reservoir level (blue line), predicted level with available
data on input–output flow rates (red line), and one-hour-ahead prediction (orange line).

3.3. Virtual Environment Simulation Results

Before the installation of the APC system at the real plant, tailored virtual environment
simulations were performed in order to test the developed controller. Figure 17 reports an
example of one-day simulation results. A model mismatch between the simulated plant
and the internal model of the controller was added in order to effectively test all of the
proposed APC system, including the model mismatch compensation aspect. In the first plot
of Figure 17, the measured disturbances are reported. The upstream reservoir’s subsidiary
intakes are reported in green, the upstream reservoir’s intake is depicted in light blue,
and the downstream reservoir’s sand trap is represented by a blue line. Furthermore, the
current data of the downstream reservoir’s outlet flow rate are represented in red, and the
values assumed for it by the conversion of the production plan are depicted by a black
line. The second and the third plots of Figure 17 refer to the upstream and downstream
reservoirs, respectively. Black lines represent the hard constraints, cyan lines represent the
soft constraints, and light blue lines represent the real level, while orange lines represent
the modeled level. When infeasibility is detected, the orange lines are replaced by red lines
with a greater width. The dark yellow line represents the values computed for the v term
of Equation (5), while the purple horizontal lines represent the water shortage prediction
indication. The Beikircher regulation gate’s flow rate setpoint (MV) is represented by a
purple line.

During the simulated day, two electric energy production periods are present (see
the black and red lines in the first plot of Figure 17). In the first part of the simulation, no
water shortage condition was predicted and no production requests were predicted; the
soft constraints were not present in the MPC formulation (note the absence of cyan lines
in the first part of the reservoirs plots in Figure 17). The controller did not perform any
move on the MV, leaving it at 0 m3/s and guaranteeing an acceptable behavior at the level
of the two reservoirs. At about 05:50, the production request started on the prediction
horizon. In this condition, without any indication of water shortage, soft constraints were
present in the MPC formulation (note the presence of cyan lines in the middle part of the
reservoir plots in Figure 17). The controller started to move the MV when, at about 08:00, it
predicted a violation of the downstream reservoir level’s soft constraint. The alternation
of non-productive and productive periods repeated between 12:00 and 16:00. From about
16:45 to about 20:00, a water shortage condition was detected. According to the rules
reported in Section 2.7, the MPC formulation was adapted in order to send as much water
as possible to the downstream reservoir. Furthermore, at about 17:00, the infeasibility
condition was verified and the heuristic law ensured reliable behavior of the controller.
When the water shortage condition disappeared, the MPC formulation was updated and
the MV was moved to 0 m3/s in order to avoid a useless anticipated transit of the water
from the upstream reservoir to the downstream reservoir.
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Figure 17. Virtual environment results: measured disturbances, upstream reservoir, and downstream reservoir.

3.4. Field Results

Using the developed field architecture, the field results were suitably stored in order
to allow an accurate evaluation of the APC system’s performance. An example of the field
performance of the developed APC system is reported in Figure 18. In the first plot, the
electric energy production plan is depicted (green line), together with the setpoint (red line)
and the process variable (blue line). The upstream and downstream reservoirs’ levels are
depicted by blue lines in the second and third plots, together with their lower and upper
soft constraints (red lines). Finally, the Beikircher regulation gate’s flow rate setpoint and
process variable are reported in Figure 18 (red line and blue line, respectively), together
with the upper and lower hard constraints (red lines).
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Figure 18. Field results: electric energy production, upstream reservoir, downstream reservoir, and
Beikircher regulation gate.

159



Processes 2023, 11, 300

Two production periods were present on the considered day, and the electric energy
production plan was always respected. The upstream reservoir’s level was always within
the defined constraints, while the downstream reservoir’s level violated its lower constraint
under two conditions of the day. However, the maximum observed violation was less
than 2% of the difference between the upper and the lower constraints, i.e., a negligible
violation. It should be noted that the regulation gate’s flow rate setpoint was not increased
in advance in the first production period, because the APC system predicted that the water
volume already present in the downstream reservoir was adequate; on the other hand, in
the second production period, the regulation gate’s setpoint was increased in advance due
to the lower starting point of the downstream reservoir level.

4. Conclusions

An APC system based on an MPC strategy for hydroelectric power plants is proposed
in the present paper. A hydroelectric power plant located in Italy was selected as a case
study. Two reservoirs (connected through a regulation gate) and a set of turbines for
energy production constituted the main elements of the process. Insights into the project
phases—i.e., data analysis, modelization, controller design, and field implementation—
were provided. In particular, an assessment on data selection, acquisition, storage and
analysis was presented, together with a feasibility study on MPC applications for con-
trolling hydropower plants. Furthermore, two modules were introduced in the classic
MPC architecture in order to enhance the soundness and the reliability of the proposed
solution. These modules cover different functions, e.g., real-time bad data detection and
real-time definition of the controller parameters based on the current and predicted process
conditions, together with the computation of smart alarms. The proposed APC system
represents a reliable control tool, as proven by the high performances and the remarkable
service factor obtained on the real plant. The service factor is the percentage of time for
which the APC system is fully in service. The service factor after about three years from
commissioning is higher than 90%. The results of this KPI prove the robustness of the
proposed solution in terms of performances in real-time control.

Future works will focus on the further improvement of the modelization and controller
synthesis phases. Furthermore, the studies will be aimed at obtaining high-level supervisors
in order to further enhance the plant’s benefits.

Author Contributions: Conceptualization, S.M.Z. and C.P.; Data Curation, S.M.Z., C.P., F.L., and
G.A.; Formal Analysis, S.M.Z. and C.P.; Investigation, S.M.Z. and C.P.; Methodology, S.M.Z. and
C.P.; Software, S.M.Z., C.P., and F.L.; Validation, S.M.Z. and C.P.; Visualization, S.M.Z., C.P., and F.L.;
Writing–Original Draft S.M.Z. and C.P.; Writing–Review and Editing, S.M.Z. and C.P. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Agenda 2030. Available online: https://unric.org/it/agenda-2030/ (accessed on 7 November 2022).
2. UNDP. Available online: https://www.undp.org/ (accessed on 7 November 2022).
3. PNRR. Available online: https://www.mise.gov.it/index.php/it/pnrr (accessed on 7 November 2022).
4. Hydropower Europe. Available online: https://hydropower-europe.eu/ (accessed on 7 November 2022).
5. Kougias, I.; Aggidis, G.; Avellan, F.; Deniz, S.; Lundin, U.; Moro, A.; Muntean, S.; Novara, D.; Pérez-Díaz, J.I.; Quaranta, E.; et al.

Analysis of emerging technologies in the hydropower sector. Renew. Sustain. Energy Rev. 2019, 113, 109257. [CrossRef]
6. Kougias, I. Hydropower Technology Development Report 2020; EUR 30510 EN; Publications Office of the European Union: Luxem-

bourg, 2020. [CrossRef]
7. Ramos, H.M.; Carravetta, A.; Nabola, A.M. New Challenges in Water Systems. Water 2020, 12, 2340. [CrossRef]
8. Yang, W. Hydropower Plants and Power Systems—Dynamic Processes and Control for Stable and Efficient Operation; Springer: Cham,

Switzerland, 2019. [CrossRef]

160



Processes 2023, 11, 300

9. AIChE. Available online: https://www.aiche.org/resources/publications/cep/2016/june/understand-advanced-process-
control (accessed on 7 November 2022).

10. Thaeer Hammid, A.; Awad, O.I.; Sulaiman, M.H.; Gunasekaran, S.S.; Mostafa, S.A.; Manoj Kumar, N.; Khalaf, B.A.; Al-Jawhar,
Y.A.; Abdulhasan, R.A. A Review of Optimization Algorithms in Solving Hydro Generation Scheduling Problems. Energies 2020,
13, 2787. [CrossRef]

11. Bundesministerium für Wirtschaft und Klimaschutz. Available online: https://www.plattform-i40.de/ (accessed on 7 November 2022).
12. Zanoli, S.M.; Pepe, C.; Rocchi, M. Control and optimization of a cement rotary kiln: A model predictive control approach. In

Proceedings of the 2016 Indian Control Conference (ICC), Hyderabad, India, 4–6 January 2016. [CrossRef]
13. Zanoli, S.M.; Pepe, C.; Orlietti, L.; Barchiesi, D. A Model Predictive Control strategy for energy saving and user comfort features

in building automation. In Proceedings of the 2015 19th International Conference on System Theory, Control and Computing
(ICSTCC), Cheile Gradistei, Romania, 14–16 October 2015. [CrossRef]

14. Munoz-Hernandez, G.A.; Mansoor, S.P.; Jones, D.I. Modelling and Controlling Hydropower Plants; Springer: London, UK, 2013.
[CrossRef]

15. Handbook of Water Resources Management: Discourses, Concepts and Examples; Springer: Cham, Switzerland, 2021. [CrossRef]
16. Marcelino, C.G.; Camacho-Gómez, C.; Jiménez-Fernández, S.; Salcedo-Sanz, S. Optimal Generation Scheduling in Hydro-Power

Plants with the Coral Reefs Optimization Algorithm. Energies 2021, 14, 2443. [CrossRef]
17. Passos de Aragão, A.; Teixeira Leite Asano, P.; de Andrade Lira Rabêlo, R. A Reservoir Operation Policy Using Inter-Basin Water

Transfer for Maximizing Hydroelectric Benefits in Brazil. Energies 2020, 13, 2564. [CrossRef]
18. Bakanos, P.I.; Katsifarakis, K.L. Optimizing Current and Future Hydroelectric Energy Production and Water Uses of the Complex

Multi-Reservoir System in the Aliakmon River, Greece. Energies 2020, 13, 6499. [CrossRef]
19. Westerhoff, T.; Scharaw, B. Model based management of a reservoir system. In Proceedings of the 1999 European Control

Conference (ECC), Karlsruhe, Germany, 31 August–3 September 1999. [CrossRef]
20. Chen, J.; Guo, S.; Li, Y.; Liu, P.; Zhou, Y. Joint Operation and Dynamic Control of Flood Limiting Water Levels for Cascade

Reservoirs. Water Resour. Manag. 2012, 27, 749–763. [CrossRef]
21. Qiu, H.; Zhou, J.; Chen, L.; Zhu, Y. Multiple Strategies Based Salp Swarm Algorithm for Optimal Operation of Multiple

Hydropower Reservoirs. Water 2021, 13, 2753. [CrossRef]
22. Zhang, Y.; Wu, J.; Yu, H.; Ji, C. Formulation and Implementation of Short-Term Optimal Reservoir Operation Schemes Integrated

with Operation Rules. Water 2019, 11, 944. [CrossRef]
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Abstract: The slide valve-type direct-acting relief valve with external orifice (SVTDARVWEO) is
widely used in hydraulic systems, and its response characteristics are influenced by key factors. It is of
great significance to carry out research on the influencing factors of the response characteristics of the
SVTDARVWEO. The working principle of the SVTDARVWEO is analyzed in the present study. The
simulation model of the SVTDARVWEO is established using AMESim. The influence of the orifice
diameter, viscosity coefficient, valve element mass, spring stiffness, oil seal length, and valve element
diameter on the response characteristics of the SVTDARVWEO is studied. The results show that:
(1) The smaller the orifice diameter is, the smaller the oscillation frequency, amplitude and maximum
overshoot of pressure, flowrate, displacement and velocity are. (2) When the viscosity coefficient is
50 N/(m/s), 55 N/(m/s) and 60 N/(m/s), the pressure, flowrate, displacement and velocity oscillate
periodically, but the amplitude of the oscillation decreases gradually, and the oscillation frequency
is 250 Hz. When the viscosity coefficient is 60 N/(m/s), the pressure, flowrate, displacement and
velocity will reach their respective stable values earlier. (3) When the valve element mass is 0.01 kg,
0.015 kg and 0.02 kg, the pressure, flowrate, displacement and velocity oscillate periodically, but the
amplitude of oscillation decreases gradually. When the valve element mass is 0.01 kg, the pressure,
flowrate, displacement and velocity will reach the stable value earlier. (4) The smaller the spring
stiffness is, the greater the maximum overshoot of pressure, flowrate, displacement and velocity is,
and the higher the number of oscillations to reach the stable value are, in addition to more time being
required. (5) With the increase in oil seal length, the maximum overshoot of pressure and velocity,
stability value of displacement also increase correspondingly. (6) With the increase in the valve
element diameter, the stable value of pressure decreases, and the oscillation frequency of pressure,
flowrate, displacement and velocity increase, but the oscillation amplitude decreases.

Keywords: SVTDARVWEO; AMESim; response characteristics; influencing factors

1. Introduction

The direct-acting relief valve (DARV) relies on the pressure oil in the hydraulic system
to directly act on the valve element to balance it with the spring force, so as to control the
opening and closing of the overflow port in order to keep the hydraulic pressure of the
controlled system or circuit constant, and to realize the functions of pressure stabilization,
pressure regulation or pressure limitation. The application of the DARV mainly includes
constant pressure overflow, safety protection, back-pressure generation, remote pressure
regulation and multi-stage pressure control. (1) Constant pressure relief. Figure 1 is a typical
inlet throttle speed-control system. When the system pressure is lower than the opening
pressure of the DARV, the DARV will close. At this time, the system pressure depends
on the load. When the system pressure reaches the set value of the DARV, the DARV is
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normally open and the system pressure is limited. When the load speed change of the
actuator causes the flowrate change, the regulating function of the DARV keeps the system
pressure essentially constant, and overflows the excess oil back to the tank, thus realizing
constant pressure overflow. (2) Security protection. Figure 2 shows the parallel throttling
speed-control circuit with a constant displacement pump. Figure 3 shows the volumetric
throttling speed-control circuit with a variable displacement pump. Figure 4 shows the
volumetric speed-control circuit with a variable/constant displacement pump/motor. In
the above three circuits, the DARV is often used as a safety valve to prevent overloading
of the system. Under normal conditions, the DARV is normally closed. When the system
pressure is too high due to fault, abnormal load and other reasons, the DARV opens to
overflow in order to protect the safety of the entire hydraulic system. (3) Back pressure
generation. As shown in Figure 5, by connecting the DARV-3 to the oil return path of the
actuator 4, a certain oil return resistance is created to improve the motion smoothness of
the actuator. (4) Remote pressure regulation. As shown in Figure 6, by connecting the
DARV-3 with the remote control port of the pilot relief valve and adjusting the pressure
of the DARV-3, the pilot relief valve can be remotely regulated within the set pressure
range. (5) Multi-stage pressure control. Figure 7 is a typical three-stage pressure control
circuit. The DARV-2 and DARV-3 are connected with the remote control port of the pilot
relief valve through a three-position four-way solenoid directional valve. The multi- stage
pressure control of the hydraulic system is realized by switching the different working
positions of the solenoid directional valve. The pressure regulating value of the pilot relief
valve is set as p1, and the pressure regulating value of DARV-2 and DARV-3 are set as p2
and p3, respectively. When the solenoid directional valve works in the middle position, the
working pressure of the system is p ≤ p1. When the solenoid directional valve is switched
to the left and right positions, the working pressure of the system is p ≤ p2 and p ≤ p3,
respectively.

The structure of the DARV mainly includes slide valve, cone valve, ball valve, etc. The
SVTDARVWEO is widely used in medium- and low-pressure hydraulic systems due to its
simple structure, easy processing, convenient adjustment and high sensitivity. However,
the response characteristics of the SVTDARVWEO are influenced by factors such as the
orifice’s diameter, viscosity coefficient, valve element mass, spring stiffness, oil seal length,
and the valve element’s diameter. Therefore, it is of great significance to carry out research
on the influencing factors of the response characteristics of the SVTDARVWEO.

 

Figure 1. Constant pressure relief circuit of inlet throttle speed-control system.
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Figure 2. The parallel throttling speed-control circuit with constant displacement pump.

 

Figure 3. The volumetric throttling speed-control circuit with variable displacement pump.

   
(a) (b) (c) 

Figure 4. The volumetric speed-control circuit with variable/constant displacement pump/motor.
(a) VDP—CDM, (b) CDP—VDM, (c) VDP—VDM.
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Figure 5. The back pressure generation circuit.

 

Figure 6. The remote pressure regulation circuit.

 

Figure 7. The multi-stage pressure control circuit.
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In the last few decades, there have been many relevant studies on the direct-acting re-
lief valve. Song et al. [1] developed a numerical model using CFD techniques to investigate
the fluid and dynamic characteristics of a direct-operated safety relieve valve (SRV), and
examined the comparison of the effects of the design parameters, including the adjusting
ring position, vessel volume and spring stiffness. Burhani and Hos [2] addressed the static
and dynamic behavior of a direct spring-operated PRV of conical shape in the presence
of two-phase non-flashing flow, and recorded the effect of the system parameters, such
as spring stiffness and reservoir capacity. Zong et al. [3] established the accuracy of CFD
models for the prediction of the flow force exerted on the disk of a direct-operated pressure
safety valve in energy system. Kadar et al. [4] presented a delayed oscillator model of
pressure relief valves with outlet piping which contained a time delay originated in the
pipe length and the velocity of sound in the pipe. Fu et al. [5] designed a direct-acting
relief valve with permanent magnet spring to solve the problems of helical compression
spring, and established the nonlinear model of air gap-magnetic force to reveal the impact
of different configurations and air gap adjustments on magnetic field distribution. Burhani
et al. [6] addressed the effect of non-flashing multiphase flow on the dynamic behavior
of direct spring operated pressure relief valve, and developed a formula providing an
order-of-magnitude estimation of the opening time of direct spring-operated pressure relief
valve. Liao et al. [7] developed a two-degree-of-freedom fluid–structure coupling model
of a direct-acting relief valve for underwater applications, and carried out parameter opti-
mization with reliability analysis via an optimization closed loop. Zahariea [8] developed a
functional diagram to perform numerical analysis of an electromagnetic normally closed
direct-acting ball valve with cylindrical seat using the MATLAB/Simscape/SimHydraulics
programming language. Wen et al. [9] developed a 2-DOF fluid–structure coupling dy-
namic model to explain the sudden jump of pressure as the variation of water depth for a
direct-acting relief valve used by a torpedo pump as the variation of water depth. Erdodi
and Hos [10] proposed two CFD-based methods for the analysis of the fluid forces and
valve stability, including steady-state CFD method and dynamic CFD simulations. Liu
et al. [11] established the mathematic model of sea water direct-acting relief valve (SDARV),
and conducted related dynamic characteristic simulations. Wu et al. [12] established a
mathematic model of a direct-operated seawater hydraulic relief valve under deep sea,
and conducted stability analysis of the relief valve. Syrkin et al. [13] used the method
of phase trajectories to establish the controller’s parameters and modes, and obtained
the dynamic characteristics providing the absence of self-oscillations at the expense of
additional damping of the shut-off and regulating elements. Raeder et al. [14] proposed
an approach involving numerical simulation of non-stationary 3D gas dynamics, which
enables one to determine a spatial structure of flow in a direct-acting safety valve and its
quantitative characteristics (pressure, density, velocity, temperature). Sohn [15] investi-
gated the fluid dynamics of a spring-loaded-type safety valve operated with steam through
computational fluid dynamics (CFD), and analyzed the opening process by running the
total ten-step simulations of lift level from 0 to 100%. Dempster et al. [16] questioned the
accuracy of the scaling approach, examined the influence of the effect of built-up pressure
in the discharge region of the safety relief valve, and investigated the problem theoretically
using a CFD technique via the commercial code FLUENT. Zong et al. [17] performed the
numerical and experimental investigation on a direct-operated pressure safety valve to
deeply explore the mechanism of the discontinuities. Suzuki and Urata [18] developed a
balanced-piston-type water hydraulic relief valve, which focused on preventing cavitation
and improving the static characteristics and stability. Bazsó and Hős [19] presented some
detailed experimental results on the static and dynamic behavior of a hydraulic pressure
relief valve with a poppet valve body. Hős et al. [20] derived a model of an in-service
direct-spring pressure relief valve, which coupled low-order rigid body mechanics for the
valve to one-dimensional gas dynamics within the pipe. Hős, Bazsó and Champneys [21]
developed a mathematical model of a spring-loaded pressure relief valve connected to a
reservoir of compressible fluid via a single, straight pipe. Hős et al. [22] carried out the
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study of gas-service direct-spring pressure relief valves connected to a tank via a straight
pipe by deriving a reduced-order model for predicting oscillatory instabilities such as
valve flutter and chatter. Hyunjun, Dawon, and Sanghyun [23] used a multi-objective
genetic algorithm to carry out the optimum design of direct spring-loaded pressure relief
valve in water distribution system. Hyunjun et al. [24] explored the optimization of a
direct spring-loaded pressure relief valve (DSLPRV) to consider the instability issue of a
valve disk and the surge control for a pipeline system. Lei et al.’s [25] study concerned
the flow model and dynamic characteristics of a direct spring-loaded poppet relief valve.
Kim et al. [26] presented design concepts to improve the disadvantages of conventional
direct-acting relief valves such as the low pressure precision, the low allowable flow rate,
and unstable chattering phenomena. Dimitrov and Krstev [27] examined experimentally
and theoretically the transients in hydraulic systems with direct-operated pressure relief
valves, and determined the coefficient of hydrodynamic force acting on the valve poppet.

The novelty and significance of this work is that it establishes the AMESim simulation
model of the SVTDARVWEO, and analyzes the influencing factors (such as the orifice’s
diameter, viscosity coefficient, valve element mass, spring stiffness, oil seal length, and
valve element diameter) of the response characteristics of the SVTDARVWEO systematically
and comprehensively, provides theoretical basis for the design and manufacturing of the
SVTDARVWEO, and offers a reference for the design and manufacturing of other valves,
including pneumatic valves and hydraulic valves, helping manufacturers to reduce the
development costs and shorten the development cycle.

The rest of this paper is organized as follows. In Section 2, the working principle
of the SVTDARVWEO is analyzed. In Section 3, the AMESim simulation model of the
SVTDARVWEO is established. The influence of the orifice’s diameter, viscosity coefficient,
valve element mass, spring stiffness, oil seal length, valve element diameter on the response
characteristics of the SVTDARVWEO is analyzed in Section 4. Finally, some conclusions
are drawn in Section 5.

2. Working Principle of the SVTDARVWEO

Figure 8 is the structural diagram of the SVTDARVWEO, the typical feature of which
is that the orifice is not on the valve element but external to the valve element. The basic
working principle of the SVTDARVWEO is as follows: the pressure oil of the hydraulic
system flows to the inlet of the SVTDARVWEO (port P) through a pipe, and then it is
divided into three paths: the first path acts on the ring with an area of A2 at the upper part
of the valve element (pressure: p2); the second path acts on the ring with an area of A3 at
the lower part of the valve element (pressure: p3); and the third path acts on the circular
bottom with an area of A4 at the lower part of the valve element (pressure: p4) through
thin pipes and orifice. In addition, the top of the valve element is affected by the pressure
p1, and the effective area is A1. The valve element is jointly affected by the following forces:
the hydraulic force F1 (F1 = p1 A1) acting on the top of the valve element (area: A1); the
hydraulic force F2 (F2 = p2 A2) acting on the upper part of the valve element (area: A2); the
hydraulic force F3 (F3 = p3 A3) acting on the lower part of the valve element (area: A3); the
hydraulic force F4 (F4 = p4 A4) acting on the bottom of the valve element (area: A4); the
mass force G(G = mg); the spring force Fs(Fs = k(x0 + x)); and the viscous friction force
f ( f = μA v

h ). When the resultant force of the hydraulic forces acting on the valve element
3 is greater than the spring force, mass force, viscous friction occurs between the valve
element and the valve body, and the valve port is opened, allowing the oil to overflow to
the oil tank through the port T.

It can be seen from Figure 8 that A1 = A4, A2 = A3; therefore, the values of F2 and F3
are equal and opposite, which can offset each other. In addition, since p1 is connected to
port T, p1 = 0 and F1 = 0. According to the above analysis, the resultant force of hydraulic
forces acting on the valve element 3 is F4. As long as (F4 ± G) > (Fs + f ) is satisfied, the
valve port can be opened and the oil overflows to the oil tank.
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Figure 8. The structural diagram of the SVTDARVWEO.

3. AMESim Simulation Model of the SVTDARVWEO

With the development of fluid mechanics, hydraulic transmission, modern control
theory, and other related disciplines in addition to the the rapid development of computer
technology, hydraulic simulation technology and software are becoming an increasingly
mature and become a powerful tool for designers of hydraulic components and systems.
At present, hydraulic simulation software mainly includes MATLAB, EASY5, FluidSIM,
HyPneu, DSHplus, HOPSAN, Automation Studio, 20-sim, AMESim, etc. Compared with
other hydraulic simulation software, such as the familiar MATLAB, the biggest advantage
of AMESim is that it does not need to establish the mathematical model of the system.
The establishment, expansion or change of the simulation model is carried out through
the graphical user interface, which frees users from numerical simulation algorithms,
time-consuming programming, and tedious mathematical modeling, so as to focus on the
design of the physical system itself in the engineering project, and modeling and simulation
analysis can be conducted directly without special learning of programming language.
Another advantage of AMESim is that it has a variety of simulation methods, such as
batch-processing simulation, discontinuous continuous simulation, steady-state simulation,
dynamic simulation, etc. It can dynamically switch the integration algorithm and adjust the
integration step according to the characteristics of the system model at different simulation
times, thus improving the stability of the system model and ensuring the accuracy of the
simulation results.

AMESim is an advanced engineering system simulation modeling environment based
on bond graph, integrating component libraries in mechanical, hydraulic, pneumatic,
control, thermal, electrical and magnetic fields. Component libraries in different fields
can be connected to each other, providing a complete platform for system engineering
design, enabling users to build complex multidisciplinary simulation system models on
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the same platform and, on this basis, to conduct in-depth simulations and analysis, as
well as to study the steady and dynamic performance of any component or system on
this platform. HCD (hydraulic component design) is the library of hydraulic component
designs in AMESim, which enables users to build sub models of any component from very
basic modules, and to further study the steady and dynamic performance of the component,
thus greatly enhancing the function of AMESim.

Based on the structure and working principle of the SVTDARVWEO, the AMESim
simulation model of the valve is established using the hydraulic component design library
(HCD), one-dimensional mechanical library (Mechanical), and standard hydraulic library
(Hydraulic), as shown in Figure 9. In this model, the thick solid line represents the oil
pressure action surface, and the arrow represents the pressure action’s direction. The four
pressure action surfaces in the model correspond to the four pressure action surfaces of
the valve element. The position of the orifice in the model corresponds to the position of
the orifice in the structural diagram. The following basic assumptions were made when
building the AMESim simulation model:

(1) The operating temperature and ambient temperature do not change;
(2) The physical and chemical properties of the working medium do not change;
(3) The working medium is not polluted;
(4) There is no geometric shape error between valve element and valve body;
(5) The radial fit clearance between valve element and valve body is equal;
(6) There is no assembly error between spring and valve element;
(7) The foundation is stable without vibration;
(8) The working environment is the earth, and the gravity acceleration remains un-

changed, g = 9.8 m/s2;
(9) No internal and external leakage;
(10) The influence of gravity can be ignored;
(11) All parts will not deform during operation.

Figure 9. AMESim simulation model of the SVTDARVWEO.
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4. Results and Discussion

Basic parameters: operating temperature T = 40 ◦C, density ρ = 850 kg/m3, bulk
modulus K = 17, 000 bar, absolute viscosity ν = 51 cP, flowrate Q = 10 L/min. By
changing the value of each parameter, the influence of each parameter on the response
characteristics of the SVTDARVWEO is studied.

4.1. Influence of Orifice Diameter on Response Characteristics

The simulation parameters are shown in Table 1. The values of viscosity coefficient,
valve element mass, spring stiffness, oil seal length, and valve element diameter remain
constant, and the orifice’s diameter is set as 1 mm, 2 mm, 3 mm and 4 mm, respectively. The
influence of the orifice’s diameter on the response characteristics of the SVTDARVWEO
is studied.

Table 1. Simulation parameters—group 1.

Orifice Diameter
Viscosity

Coefficient
Valve Element

Mass
Spring Stiffness Oil Seal Length

Valve Element
Diameter

(mm) (N/(m/s)) (kg) (N/mm) (mm) (mm)

1~4 100 0.01 1 0 10

The pressure response characteristics with orifice diameters of 1 mm~4 mm are shown
in Figure 10a. The final stable value of the pressure is 10.02 bar. When the orifice diameters
are 1 mm, 2 mm, 3 mm and 4 mm, the maximum pressure overshoot is about 4.608 bar,
2.712 bar, 2.353 bar and 2.26 bar, respectively. When the orifice’s diameter is 1 mm, the
oscillation frequency is the lowest, about 167 Hz. When the orifice’s diameter is 2 mm, the
oscillation frequency is about 200 Hz. When the orifice’s diameter is 3 mm and 4 mm, the
oscillation frequency is close to about 250 Hz. In addition, when the orifice’s diameter is
1 mm, 2 mm, 3 mm and 4 mm, it needs to oscillate to about 0.06 s before the pressure can
reach the stable value.

The flowrate response characteristics with an orifice’s diameter of 1 mm~4 mm are
shown in Figure 10b. The final stable value of the flowrate is 10 L/min, and the flowrate
before 0.004 s is 0 L/min. After 0.004 s, the flowrate oscillates to about 0.06 s before it
becomes stable. When the orifice’s diameter is 1 mm, the oscillation frequency is the lowest,
about 167 Hz. When the orifice’s diameter is 2 mm, the oscillation frequency is about
200 Hz. When the orifice’s diameter is 3 mm and 4 mm, the oscillation frequency is close to
about 250 Hz. When the orifice’s diameter is 2 mm, the maximum flowrate overshoot is
the highest, about 7.171 L/min. The maximum flowrate overshoot of orifice diameters of
1 mm, 3 mm and 4 mm is 6.646 L/min, 6.558 L/min and 6.37 1 L/min, respectively.

The displacement response characteristics of the valve with an orifice’s diameter of
1 mm~4 mm are shown in Figure 10c. The final stability value of the displacement is
0.156 mm, the displacement before 0.004 s is 0 mm, and the vibration after 0.004 s is about
0.06 s before it becomes stable. When the orifice’s diameter is 1 mm, the oscillation frequency
is the lowest, about 167 Hz. When the orifice’s diameter is 2 mm, the oscillation frequency
is about 200 Hz. When the orifice’s diameter is 3 mm and 4 mm, the oscillation frequency
is close to about 250 Hz. When the orifice’s diameter is 1 mm, the maximum displacement
overshoot is the lowest, about 0.107 mm. The maximum displacement overshoot of the
orifice diameters of 2 mm, 3 mm and 4 mm is close, being 0.125 mm, 0.122 mm and 0.12 mm,
respectively.

The velocity response characteristics of the valve element with an orifice’s diameter of
1 mm~4 mm are shown in Figure 10d. The final stable value of the valve element velocity is
0 m/s. The valve element velocity before 0.004 s is 0 m/s. After 0.004 s, the valve element
velocity oscillates to about 0.06 s and is 0 m/s again. When the orifice’s diameter is 1 mm,
the oscillation frequency is the lowest, about 167 Hz. When the orifice’s diameter is 2 mm,
the oscillation frequency is about 200 Hz. When the orifice’s diameter is 3 mm and 4 mm,
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the oscillation frequency is close to about 250 Hz. When the orifice’s diameter is 1 mm, the
peak velocity of the valve element is the lowest, about 0.13 m/s. The peak velocity of the
valve element with orifice diameters of 2 mm, 3 mm and 4 mm is close, being 0.187 m/s,
0.192 m/s and 0.193 m/s, respectively.

(a) 

(b) 

Figure 10. Cont.
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(c) 

(d) 

Figure 10. (a) The pressure response characteristics—orifice diameter: 1 mm~4 mm. (b) The flowrate
response characteristics—orifice diameter: 1 mm~4 mm. (c) The displacement response characteristics
of the valve element—orifice diameter: 1 mm~4 mm. (d) The velocity response characteristics of the
valve element—orifice diameter: 1 mm~4 mm.

4.2. Influence of Viscosity Coefficient on Response Characteristics

The simulation parameters are shown in Table 2. The values of orifice diameter, valve
element mass, spring stiffness, oil seal length, valve element diameter remain constant,
and the viscosity coefficient is set as 40 N/(m/s), 45 N/(m/s), 50 N/(m/s), 55 N/(m/s)
and 60 N/(m/s), respectively. The influence of the viscosity coefficient on the response
characteristics of the SVTDARVWEO is studied.

173



Processes 2023, 11, 397

Table 2. Simulation parameters—group 2.

Orifice Diameter
Viscosity

Coefficient
Valve Element

Mass
Spring Stiffness Oil Seal Length

Valve Element
Diameter

(mm) (N/(m/s)) (kg) (N/mm) (mm) (mm)

2 40~60 0.01 1 0 10

The pressure response characteristics with the viscosity coefficient of 40 N/(m/s)~
60 N/(m/s) are shown in Figure 11a. When the viscosity coefficient is 40 N/(m/s) and
45 N/(m/s), the pressure oscillates periodically, the amplitude of the oscillation does not
decrease, and the oscillation frequency is relatively high (333 Hz). When the viscosity
coefficient is 50 N/(m/s), 55 N/(m/s) and 60 N/(m/s), the pressure oscillates periodically,
but the amplitude of the oscillation gradually decreases, and the oscillation frequency is
relatively low (250 Hz). In addition, it can be seen that the larger the viscosity coefficient is,
the smaller the amplitude of pressure oscillation for adjacent oscillation periods is. It can
be predicted that when the viscosity coefficient is 60 N/(m/s), the pressure will reach the
stable value earlier.

The flowrate response characteristics with the viscosity coefficient of 40 N/(m/s)~
60 N/(m/s) are shown in Figure 11b. The final stable value of flowrate is 10 L/min, and
the flowrate before 0.004 s is 0 L/min. When the viscosity coefficient is 40 N/(m/s) and
45 N/(m/s), the flowrate oscillates periodically, the oscillation amplitude does not decrease,
about 10 L/min, and the oscillation frequency is relatively high (333 Hz). When the viscosity
coefficient is 50 N/(m/s), 55 N/(m/s) and 60 N/(m/s), the flowrate oscillates periodically,
but the amplitude of the oscillation gradually decreases, and the oscillation frequency is
relatively low (250 Hz). In addition, it can be seen that the larger the viscosity coefficient is,
the smaller the amplitude of flowrate oscillation for adjacent oscillation periods is. It can
be predicted that when the viscosity coefficient is 60 N/(m/s), the flowrate will reach the
stable value earlier.

The displacement response characteristics of the valve element with the viscosity
coefficient of 40 N/(m/s)~60 N/(m/s) are shown in Figure 11c. The displacement before
0.004 s is 0 mm. When the viscosity coefficient is 40 N/(m/s) and 45 N/(m/s), the
displacement oscillates periodically, the amplitude of the oscillation does not decrease
(about 0.165 mm), and the oscillation frequency is relatively high (333 Hz). When the
viscosity coefficient is 50 N/(m/s), 55 N/(m/s) and 60 N/(m/s), the displacement oscillates
periodically, but the amplitude of the oscillation gradually decreases, and the oscillation
frequency is relatively low (250 Hz). In addition, it can be seen that the larger the viscosity
coefficient is, the smaller the amplitude of displacement oscillation for adjacent oscillation
periods is. It can be predicted that when the viscosity coefficient is 60 N/(m/s), the
displacement will reach the stable value earlier.

The velocity response characteristics of the valve element with the viscosity coeffi-
cient of 40 N/(m/s)~60 N/(m/s) are shown in Figure 11d. The velocity before 0.004 s is
0 m/s. When the viscosity coefficient is 40 N/(m/s) and 45 N/(m/s), the velocity oscillates
periodically, the amplitude of the oscillation does not decrease (about 0.3 m/s), and the os-
cillation frequency is relatively high (333 Hz). When the viscosity coefficient is 50 N/(m/s),
55 N/(m/s) and 60 N/(m/s), the velocity oscillates periodically, but the amplitude of the
oscillation gradually decreases, and the oscillation frequency is relatively low (250 Hz). In
addition, it can be seen that the larger the viscosity coefficient is, the smaller the amplitude
of velocity oscillation for adjacent oscillation periods is. It can be predicted that when the
viscosity coefficient is 60 N/(m/s), the velocity will reach the stable value earlier.
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(a) 

(b) 

Figure 11. Cont.
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(c) 

(d) 

Figure 11. (a) The pressure response characteristics—viscosity coefficient: 40~60 N/(m/s). (b) The
flowrate response characteristics—viscosity coefficient: 40~60 N/(m/s). (c) The displacement re-
sponse characteristics of the valve element—viscosity coefficient: 40~60 N/(m/s). (d) The velocity
response characteristics of the valve element—viscosity coefficient: 40~60 N/(m/s).

4.3. Influence of Valve Element Mass on Response Characteristics

The simulation parameters are shown in Table 3. The values of orifice diameter,
viscosity coefficient, spring stiffness, oil seal length, and valve element diameter remain
constant. The valve element mass are set to 0.01 kg, 0.015 kg, 0.025 kg, 0.025 kg and 0.03 kg,
respectively. The influence of the valve element mass on the response characteristics of the
SVTDARVWEO is studied.
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Table 3. Simulation parameters—group 3.

Orifice Diameter
Viscosity

Coefficient
Valve Element

Mass
Spring Stiffness Oil Seal Length

Valve Element
Diameter

(mm) (N/(m/s)) (kg) (N/mm) (mm) (mm)

2 100 0.01~0.03 1 0 10

The pressure response characteristics of a valve element with a mass of 0.01 kg~0.03 kg
are shown in Figure 12a. When the valve element mass is 0.025 kg and 0.03 kg, the pressure
oscillates periodically and the amplitude of the oscillation does not decrease (about 3.5 bar).
When the valve element mass is 0.01 kg, 0.015 kg and 0.02 kg, the pressure oscillates
periodically but the amplitude of oscillation decreases gradually. In addition, it can be seen
that the pressure oscillation frequency is about 200 Hz. With the increase in valve element
mass, the pressure oscillation frequency will decrease, but not to a large extent. The smaller
the valve element mass is, the smaller the amplitude of pressure oscillation for adjacent
oscillation periods is. It can be predicted that when the valve element mass is 0.01 kg, the
pressure will reach the stable value earlier.

The flowrate response characteristics of a valve element with a mass of 0.01 kg~0.03 kg
are shown in Figure 12b. The final stable value of flowrate is 10 L/min, and the flowrate
before 0.004 s is 0 L/min. When the valve element mass is 0.025 kg and 0.03 kg, the flowrate
rate oscillates periodically and the oscillation amplitude does not decrease (about 10 L/min).
When the valve element mass is 0.01 kg, 0.015 kg and 0.02 kg, the flowrate rate oscillates
periodically, but the amplitude of oscillation decreases gradually. In addition, it can be
seen that the oscillation frequency is about 200 Hz. As the valve element mass increases,
the flowrate oscillation frequency will decrease, but the reduction is not significant. The
smaller the valve element mass is, the smaller the amplitude of flowrate oscillation for
adjacent oscillation periods is. It can be predicted that when the valve element mass is
0.01 kg, the flowrate will reach the stable value earlier.

The displacement response characteristics of a valve element with a mass of
0.01 kg~0.03 kg are shown in Figure 12c. The displacement before 0.004 s is 0 mm. When
the valve element mass is 0.025 kg and 0.03 kg, the displacement oscillates periodically
and the oscillation amplitude does not decrease, which is about 0.170 mm. When the valve
element mass is 0.01 kg, 0.015 kg and 0.02 kg, the displacement oscillates periodically but
the amplitude of the oscillation decreases gradually. In addition, it can be seen that the
oscillation frequency is about 200 Hz. With the increase in the valve element mass, the
displacement oscillation frequency will decrease, but not to a large extent. The smaller the
valve element mass is, the smaller the amplitude of displacement oscillation for adjacent
oscillation periods is. It can be predicted that when the valve element mass is 0.01 kg, the
displacement will reach the stable value earlier.

The velocity response characteristics of a valve element with a mass of 0.01 kg~0.03 kg
are shown in Figure 12d. The velocity before 0.004 s is 0 m/s. When the valve element mass
is 0.025 kg and 0.03 kg, the velocity oscillates periodically and the amplitude of oscillation
does not decrease, which is about 0.25 m/s. When the valve element mass is 0.01 kg,
0.015 kg and 0.02 kg, the velocity oscillates periodically but the amplitude of the oscillation
decreases gradually. In addition, it can be seen that the oscillation frequency is about
200 Hz. With the increase in the valve element mass, the velocity oscillation frequency
will decrease, but to a small extent. The smaller the valve element mass is, the smaller the
amplitude of velocity oscillation for adjacent oscillation periods is. It can be predicted that
when the valve element mass is 0.01 kg, the velocity will reach the stable value earlier.
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(a) 

(b) 

Figure 12. Cont.
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(c) 

(d) 

Figure 12. (a) The pressure response characteristics—valve element mass: 0.01~0.03 kg. (b) The
flowrate response characteristics—valve element mass: 0.01~0.03 kg. (c) The displacement response
characteristics—valve element mass: 0.01~0.03 kg. (d) The velocity response characteristics—valve
element mass: 0.01~0.03 kg.

4.4. Influence of Spring Stiffness on Response Characteristics

The simulation parameters are shown in Table 4. The values of orifice diameter,
viscosity coefficient, valve element mass, oil seal length, and valve element diameter
remain constant, and the spring stiffness is set to 1 N/mm, 10 N/mm, 20 N/mm, 30 N/mm,
50 N/mm, respectively. The influence of spring stiffness on the response characteristics of
the SVTDARVWEO is studied.
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Table 4. Simulation parameters—group 4.

Orifice Diameter
Viscosity

Coefficient
Valve Element

Mass
Spring Stiffness Oil Seal Length

Valve Element
Diameter

(mm) (N/(m/s)) (kg) (N/mm) (mm) (mm)

2 100 0.013 1,10,20,30,50 0 10

The pressure response characteristics with a spring stiffness of 1 N/mm~50 N/mm
are shown in Figure 13a. The pressure corresponding to different values of spring stiffness
oscillates and the oscillation frequency is about 250 Hz. After a certain oscillation, the
pressure will eventually reach the stable value. The corresponding pressure stability
values for a spring stiffness of 1 N/mm, 10 N/mm, 20 N/mm, 30 N/mm and 50 N/mm
are 10.020 bar, 10.197 bar, 10.390 bar, 10.580 bar and 10.950 bar, respectively, and the
corresponding maximum pressure overshoots are 2.712 bar, 2.613 bar, 2.504 bar, 2.396 bar
and 2.184 bar, respectively. When the spring stiffness is 1 N/mm, the number of oscillations
to reach the stable pressure value is the largest and the time required is the longest, but
the opening pressure is the lowest. When the spring stiffness is 50 N/mm, the number
of oscillations to reach the stable pressure value is the lowest and the time required is the
shortest, but the opening pressure is the highest.

The flowrate response characteristics with a spring stiffness of 1 N/mm~50 N/mm
are shown in Figure 13b. The flowrate before 0.004 s is 0 L/min, and 0.007 s reaches the
maximum flowrate overshoot. The flowrate corresponding to different spring stiffness
values oscillates and the oscillation frequency is about 250 Hz. After a certain oscillation,
the flowrate will eventually reach the stable value of 10 L/min. The greater the spring
stiffness is, the smaller the maximum flowrate overshoot is. The maximum flowrate
overshoot corresponding to a spring stiffness of 1 N/mm, 10 N/mm, 20 N/mm, 30 N/mm
and 50 N/mm is 7.171 L/min, 6.679 L/min, 6.168 L/min, 5.692 L/min and 4.84 L/min,
respectively. When the spring stiffness is 1 N/mm, the number of oscillations is the
maximum and the time to reach the stable flowrate value is the longest. When the spring
stiffness is 50 N/mm, the number of oscillations to reach the stable flowrate value is the
lowest and the time required is the shortest.

The displacement response characteristics with a spring stiffness of 1 N/mm~50 N/mm
are shown in Figure 13c. The displacement before 0.004 s is 0 mm, and the maximum dis-
placement overshoot is reached at 0.007 s. The displacement corresponding to different
spring stiffness values oscillates and the oscillation frequency is about 250 Hz. After a
certain oscillation, the displacement will eventually reach the stable value. The displace-
ment stability values corresponding to a spring stiffness of 1 N/mm, 10 N/mm, 20 N/mm,
30 N/mm and 50 N/mm are 0.156 mm, 0.155 mm, 0.153 mm, 0.152 mm and 0.149 mm,
respectively, and the corresponding maximum displacement overshoots are 0.125 mm,
0.114 mm, 0.103 mm, 0.093 mm and 0.076 mm, respectively. When the spring stiffness
is 1 N/mm, the number of oscillations is the maximum and the time to reach the stable
displacement value is the longest. When the spring stiffness is 50 N/mm, the number of
oscillations to reach the stable displacement value is the lowest and the time required is
the shortest.

The velocity response characteristics with spring stiffness of 1 N/mm~50 N/mm are
shown in Figure 13d. The velocity before 0.004 s is 0 m/s, and the maximum velocity
overshoot is reached at 0.006 s. The velocity corresponding to different spring stiffness
values oscillates and the oscillation frequency is about 250 Hz. After a certain oscillation,
the velocity will eventually reach the stable value of 0 m/s. The maximum velocity
overshoots corresponding to spring stiffness of 1 N/mm, 10 N/mm, 20 N/mm, 30 N/mm
and 50 N/mm are 0.187 m/s, 0.178 m/s, 0.169 m/s, 0.16 m/s and 0.144 m/s, respectively.
When the spring stiffness is 1 N/mm, the number of oscillations is the maximum and the
time to reach the stable velocity value is the longest. When the spring stiffness is 50 N/mm,
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the number of oscillations to reach the stable velocity value is the lowest and the time
required is the shortest.

(a) 

(b) 

Figure 13. Cont.
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(c) 

(d) 

Figure 13. (a) The pressure response characteristics—spring stiffness: 1~50 N/mm. (b) The
flowrate response characteristics—spring stiffness: 1~50 N/mm. (c) The displacement response
characteristics—spring stiffness: 1~50 N/mm. (d) The velocity response characteristics—spring
stiffness: 1~50 N/mm.

4.5. Influence of Oil Sealing Length on Response Characteristics

The simulation parameters are shown in Table 5. The values of orifice diameter,
viscosity coefficient, valve element mass, spring stiffness, and valve element diameter
remain constant. The oil sealing length is set as 0 mm, 0.5 mm, 1.0 mm, 1.5 mm and
2.0 mm respectively. The influence of oil sealing length on the response characteristics of
the SVTDARVWEO is studied.
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Table 5. Simulation parameters—group 5.

Orifice Diameter
Viscosity

Coefficient
Valve Element

Mass
Spring Stiffness Oil Seal Length

Valve Element
Diameter

(mm) (N/(m/s)) (kg) (N/mm) (mm) (mm)

2 100 0.013 1 0~2 10

The pressure response characteristics of the SVTDARVWEO with an oil seal length of
0 mm~2 mm are shown in Figure 14a. The pressure corresponding to different oil sealing
lengths oscillates with a frequency of about 200 Hz. After a certain oscillation, the pressure
finally reaches the stable value of 10.02 bar. With the increase in oil seal length, the time
to reach the maximum pressure overshoot increases correspondingly, and the maximum
pressure overshoot also increases correspondingly. The maximum pressure overshoot
corresponding to the sealing length of 0 mm, 0.5 mm, 1.0 mm, 1.5 mm and 2.0 mm is
2.712 bar, 7.625 bar, 10.214 bar, 13.707 bar and 13.683 bar, respectively.

The flowrate response characteristics of the SVTDARVWEO with an oil seal length
of 0 mm~2 mm are shown in Figure 14b. The flowrate corresponding to different seal oil
lengths oscillates with the oscillation frequency of about 200 Hz. After a certain oscillation,
the flowrate finally reaches the stable value of 10 L/min. With the increase in oil sealing
length, the time for overflow port to generate flowrate and the time for reaching the
maximum flowrate overshoot increase accordingly. The maximum flowrate overshoot
corresponding to the oil seal length of 0 mm, 0.5 mm, 1.0 mm, 1.5 mm and 2.0 mm is
7.171 L/min, 17.002 L/min, 24.806 L/min, 33.488 L/min and 25.167 L/min, respectively. It
is worth noting that the maximum flowrate overshoot does not occur when the maximum
oil seal length is 2 mm, but when the oil seal length is 1.5 mm.

The displacement response characteristics of the SVTDARVWEO with an oil seal
length of 0 mm~2 mm are shown in Figure 14c. The displacement corresponding to
different oil sealing lengths has oscillation, and the oscillation frequency is about 200 Hz.
After a certain oscillation, the displacement finally reaches its own displacement stability
value. With the increase in oil seal length, the displacement stability value and the time
to reach the displacement stability value also increase correspondingly. The displacement
stability values corresponding to the sealing length of 0 mm, 0.5 mm, 1.0 mm, 1.5 mm
and 2.0 mm are 0.156 mm, 0.656 mm, 1.156 mm, 1.656 mm and 2.156 mm, respectively.
With the increase in oil sealing length, the maximum overshoot of displacement increases
correspondingly. The maximum overshoot of displacement corresponding to the oil sealing
lengths of 0 mm, 0.5 mm, 1.0 mm, 1.5 mm and 2.0 mm is 0.125 mm, 0.313 mm, 0.362 mm,
0.449 mm and 0.516 mm, respectively.

The velocity response characteristics of the SVTDARVWEO with an oil seal length
of 0 mm~2 mm are shown in Figure 14d. The velocity corresponding to oil seal lengths
oscillates, with an oscillation frequency of about 200 Hz. With the increase in oil seal
length, the time to reach the velocity stability value increases correspondingly, and the
maximum overshoot of velocity increases correspondingly. The maximum overshoot of
velocity corresponding to an oil seal length of 0 mm, 0.5 mm, 1.0 mm, 1.5 mm, and 2.0 mm
is 0.187 m/s, 0.493 m/s, 0.602 m/s, 0.78 m/s, and 0.813 m/s, respectively.
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(a) 

(b) 

Figure 14. Cont.
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(c) 

(d) 

Figure 14. (a) The pressure response characteristics—oil sealing length: 0~2 mm. (b) The flowrate
response characteristics—oil sealing length: 0~2 mm. (c) The displacement response characteristics—
oil sealing length: 0~2 mm. (d) The velocity response characteristics—oil sealing length: 0~2 mm.

4.6. Influence of Valve Element Diameter on Response Characteristics

The simulation parameters are shown in Table 6. The values of orifice diameter, vis-
cosity coefficient, valve element mass, spring stiffness, and oil seal length remain constant.
The valve element diameters are set as 10 mm, 11 mm, 12 mm, 13 mm, 14 mm and 15 mm,
respectively. The influence of valve element diameter on the response characteristics of the
SVTDARVWEO is studied.

The pressure response characteristics of a valve element with a diameter of 10 mm~15 mm
are shown in Figure 15a. The pressure corresponding to different valve element diameters
oscillates, and the pressure finally reaches its stable value after a certain oscillation. With
the increase in valve element diameter, the pressure stability value decreases. The pressure
stability values corresponding to the valve element diameters of 10 mm, 11 mm, 12 mm,
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13 mm, 14 mm and 15 mm are 10.02 bar, 10.015 bar, 10.011 bar, 10.009 bar, 10.007 bar
and 10.006 bar, respectively. In addition, it is easy to see that with the increase in valve
element diameter, the pressure oscillation frequency increases and the pressure oscillation
amplitude decreases.

Table 6. Simulation parameters—group 6.

Orifice Diameter
Viscosity

Coefficient
Valve Element

Mass
Spring Stiffness Oil Seal Length

Valve Element
Diameter

(mm) (N/(m/s)) (kg) (N/mm) (mm) (mm)

2 100 0.013 1 0 10~15

(a) 

(b) 

Figure 15. Cont.
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(c) 

 

(d) 

Figure 15. (a) The pressure response characteristics—valve element diameter: 10~15 mm. (b) The
flowrate response characteristics—valve element diameter: 10~15 mm. (c) The displacement response
characteristics—valve element diameter: 10~15 mm. (d) The velocity response characteristics—valve
element diameter: 10~15 mm.

The flowrate response characteristics of a valve element with a diameter of 10 mm~15 mm
are shown in Figure 15b. The flowrate before 0.004 s is 0 L/min, and the flowrate cor-
responding to different valve element diameters oscillates. After a certain oscillation,
the flowrate finally reaches the stable value of 10 L/min. With the increase in valve ele-
ment diameter, the flowrate oscillation frequency increases and the flowrate oscillation
amplitude decreases.

The displacement response characteristics of a valve element with a diameter of
10 mm~15 mm are shown in Figure 15c. The displacement before 0.004 s is 0 mm, and the
displacement corresponding to different valve element diameters oscillates. After a certain
oscillation, the displacement finally reaches its respective stable value. As the valve element
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diameter increases, the displacement stability value decreases. The displacement stability
values corresponding to the valve element diameters of 10 mm, 11 mm, 12 mm, 13 mm,
14 mm and 15 mm are 0.156 mm, 0.142 mm, 0.130 mm, 0.120 mm, 0.112 mm and 0.104 mm,
respectively. With the increase in the valve element diameter, the displacement oscillation
frequency increases while the amplitude decreases, and the time for the displacement to
reach the stable value also decreases.

The velocity response characteristics of a valve element with a diameter of 10 mm~15 mm
are shown in Figure 15d. The velocity before 0.004 s is 0 m/s. The velocity corresponding
to different valve element diameters oscillates. After a certain oscillation, the velocity
finally reaches the stable value of 0 m/s. With the increase in valve element diameter, the
frequency of velocity oscillation increases while the amplitude of oscillation decreases, and
the time for the velocity to reach the stable value also decreases.

5. Conclusions

Based on the working principle of the SVTDARVWEO, the simulation model of the
SVTDARVWEO is established using AMESim. The influence of orifice diameter, viscosity
coefficient, valve element mass, spring stiffness, oil seal length, and valve element diameter
on the response characteristics of the SVTDARVWEO is analyzed, and the following
conclusions are obtained:

(1) The smaller the orifice diameter is, the smaller the oscillation frequency, amplitude
and maximum overshoot of pressure, flowrate, displacement, and velocity is. When
the orifice diameter is 1 mm, the oscillation frequency is the lowest, about 167 Hz.
When the orifice diameter is 2 mm, the oscillation frequency is about 200 Hz. When
the orifice diameter is 3 mm and 4 mm, the oscillation frequency is close to about
250 Hz. The flowrate, displacement and velocity before 0.004 s are 0, and the pressure,
flowrate, displacement and velocity will oscillate to about 0.06 s to reach individual
stable values.

(2) When the viscosity coefficient is 40 N/(m/s) and 45 N/(m/s), the pressure, flowrate,
displacement and velocity oscillate periodically, the amplitude of the oscillation does
not decrease, and the oscillation frequency is about 333 Hz. When the viscosity coeffi-
cient is 50 N/(m/s), 55 N/(m/s) and 60 N/(m/s), the pressure, flowrate, displacement
and velocity oscillate periodically, but the amplitude of the oscillation gradually de-
creases, and the oscillation frequency is about 250 Hz. The flowrate, displacement and
velocity before 0.004 s are 0. When the viscosity coefficient is 60 N/(m/s), the pressure,
flowrate, displacement and velocity will reach individual stable values earlier.

(3) When the valve element mass is 0.025 kg and 0.03 kg, the pressure, flowrate, dis-
placement and velocity oscillate periodically and the amplitude of oscillation does
not decrease. When the valve element mass is 0.01 kg, 0.015 kg and 0.02 kg, the
pressure, flowrate, displacement and velocity oscillate periodically, but the amplitude
of oscillation decreases gradually. The oscillation frequency is about 200 Hz. As the
valve element mass increases, the displacement oscillation frequency will decrease,
but to a small extent. The flowrate, displacement and velocity before 0.004 s are 0.
When the valve element mass is 0.01 kg, the pressure, flowrate, displacement and
velocity will reach individual stable values earlier.

(4) When the spring stiffness is 1 N/mm~50 N/mm, the pressure, flowrate, displace-
ment and velocity corresponding to different spring stiffness values oscillate and the
oscillation frequency is about 250 Hz. After the oscillation, the pressure, flowrate,
displacement and velocity will eventually reach individual stable values. The greater
the spring stiffness is, the smaller the maximum overshoot of pressure, flowrate,
displacement and velocity is. The flowrate, displacement and velocity before 0.004 s
are 0. When the spring stiffness is 1 N/mm, the pressure, flowrate, displacement
and velocity return to individual stable values with the largest number of oscillations
and the longest time required. When the spring stiffness is 50 N/mm, the number of
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oscillations of pressure, flowrate, displacement and velocity to reach individual stable
values is the lowest and the time required is the shortest.

(5) The pressure, flowrate, displacement and velocity corresponding to different oil seal
lengths will oscillate, and the oscillation frequency is about 200 Hz. After certain
oscillations, the pressure, flowrate, displacement and velocity finally reach individual
stable values. With the increase in oil sealing length, the time to reach the maximum
overshoot of pressure, the maximum overshoot of pressure, the time to generate flow
at the overflow port, and the time to reach the maximum overshoot of flow all increase
correspondingly. At the same time, the displacement stability value and the time
to reach the displacement stability value increase correspondingly, with the time to
reach the velocity stability value and the maximum overshoot of velocity increasing
correspondingly.

(6) When the valve element diameter is 10 mm~15 mm, the pressure corresponding to
different valve element diameters oscillate, and the pressure, flowrate, displacement
and velocity will finally reach individual stable values after certain oscillations. The
flowrate, displacement and velocity before 0.004 s are 0. With the increase in valve
element diameter, the stable value of pressure decreases, the oscillation frequency
of pressure, flowrate, displacement and velocity increases, the oscillation amplitude
decreases, and the time for displacement and velocity to reach individual stable values
also decreases.
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Abstract: The objective of this research was to develop a technological architecture proposal that al-
lows for the supervision and control of the operational parameters of gas injection (flow, temperature,
and pressure) in a cluster of a high-pressure gas injection plant. The proposal provides a supervision
and control system for the HPGIP I high-pressure gas injection plant that includes instrumentation
equipment (transmitters and actuators), a remote terminal unit (RTU) as a control device, and the
creation of a control logic as the basis for the development of the SCADA GALBA®, through which
the operational variables involved in the process of the gas injection plant can be visualized and con-
trolled, allowing the automatic regulation of the flow of gas that enters the deposits. Automatization
of the process allows for the elimination of the average error differential that increases from 2 to 5%
when the control valve is opened manually. Currently, the MUC-67 and MUC-68 wells that make up
cluster 5 require a control valve opening of 20% and 5%, respectively, and this percentage is directly
affected by the average valve opening error when performed manually. In addition, there is a savings
of around 40 min in the response time by the operators for the adjustment of the opening or closing
parameters of the control valve manually. The proposal allows for the different control actions on the
variables or parameters of gas injection present in the clump to be carried out from a control room.

Keywords: supervision; control; remote terminal; cluster; high pressure; gas injection

1. Introduction

Industrial automation consists of governing the activity and evolution of processes
without the continuous intervention of a human operator [1,2]. The main advantages of
automation are: replacing human operators in hazardous environments, monotonous tasks,
activities involving great physical wear or beyond human capabilities of size, strength,
endurance or speed, and economic improvement for companies or society as a whole [3,4].

In this context, the action of replacing a manual process with an automated one in
an industry involves relevant progress in two main aspects, production and management,
provided that there is an ideal architecture and it is adapted to the processes that allow
the elements of the system to work in harmony, fulfilling their activities [5,6]. In this
sense, in the oil and gas industry, the different production, control, and maintenance
activities depend exclusively on information technologies, and only with them is it pos-
sible to achieve an efficient level of operation [7,8]. In this regard [9–11], point out that
low-cost automation promotes cost-effective reference architectures and new develop-
ment approaches to increase the flexibility and efficiency of production operations in the
oil industry.

Hydrocarbon industries have been faced with the need to adapt and empower them-
selves with new technologies to optimize their production processes. For this reason, these
industries have focused on keeping crude oil fields operational through techniques that
allow them to continue exploiting them and, therefore, guarantee quality standards in the
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products and services they offer, taking full advantage of the benefits of these advances
and being competitive with other companies [12–14]

Control systems are present in the exploration, production, refining, transportation,
and distribution processes of the oil industry, providing security and reliability, minimiz-
ing work accidents and the use of labor [15–17]. Automation is an essential element in
Petroleos de Venezuela (PDVSA), which uses it mainly for the supervision and control
of the operational variables of its processes and facilities. PDVSA for the planning of the
exploitation process considers the productivity profiles of each oil and gas production field,
as well as the requirement of fluid injection for the maintenance of pressure or artificial lift
of the well that becomes necessary when the latter loses pressure causing fluctuations in
the flow or natural course of extraction.

Extracting the maximum amount of oil from the reservoir is one of the challenges of
this industry. The oil industry makes great efforts to develop new technologies to increase
the production of residual oil reserves in an economical and environmentally sustainable
way [18]. In this sense, in the Eastern Production Executive Directorate (EPED), formed by
the operational fields Orocual, Furrial, Jusepin, Carito, and Pirital, they operate through the
maintenance of reservoir pressure by means of secondary recovery with gas injection. In the
case of the Carito and Pirital fields, as a consequence of having the highest production of
crude oil and gas, it is necessary to inject more gas to maintain the pressure and replacement
factor, and in this way, guarantee the optimum functionality of these fields.

Among the plants that make up the EPED, there is HPGIP I, which is a secondary
recovery plant, which is responsible for the operation of the 1, 2, 3, 4, 5, and 6 blocks in
order to ensure the operational conditions contained in the structural design of the plants
for their optimal performance, such as the static pressure, suction temperature, and flow of
condensed gases according to the handling capacity of the equipment.

The secondary recovery system does not have adequate supervision of the pro-
cesses [19]; in this sense, the control of the pressures injected into each well is carried
out manually, which causes pressure drops and therefore a reduction in the flow of crude
oil, generating a reduction in the planned production of crude oil. In HPGIP I, only blocks
1 and 2 operate within its facilities, so the rest are located in a remote geographical area,
with a small population and difficulty in access, as is the case of cluster 5. A cluster can be
defined as a drilling configuration of wells that are very close on the surface and which,
thanks to directional drilling, manage to diversify in the subsoil; it serves to save space,
time, costs, and environmental impacts in the drilling process [20–23]

Cluster 5 is made up of injection wells MUC 67 and MUC 68 and does not have a gas
injection measurement, nor an automatic control that allows for regulating its flow since it
only has a manual action valve. The percentage of opening of the gas flow control valve
depends on the conditions of the well (temperature and pressure). These conditions change
and this demonstrates that a greater or lesser percentage of opening of the control valve is
required. Cluster 5, which is 10 km from the PIGAP 1 plant, makes it difficult to open the
valve in a timely manner, as personnel have to travel to the site to open it (currently, the
valve is opened manually). Additionally, inadequate injection of gas into the well (more
or less than required) not only impacts the oil production of the day but also damages the
reservoir for future production.

Depending on the conditions of the well, an additional continuous volume of gas
equivalent to the gas/liquid ratio would have to be injected, which would represent the
optimal injection rate in the hypothetical case where the injection point coincides with the
midpoint of the interval drilled, since the analysis refers to the node corresponding to the
flow of the bottom hole pressure of the well. An injection below or above the optimum
would increase the flow below the well, reducing its production capacity [24]

In this sense, the objective of the present investigation is to develop an automated
system for the supervision and control of operative variables of cluster 5 of the gas injection
plant, with the purpose of achieving the control and supervision of the operative variables,
with emphasis on the flow that is injected into the reservoirs, with the possibility of
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regulating the gas injection, thus guaranteeing control in two different states, local and
remote, in the valves by configuring them and other control devices. The field complies
with PDVSA regulations and rules.

2. Methods

This research is based on field research with a descriptive level and feasible project
modality. The feasible project consists of the research, elaboration, and development of a
viable operational model to solve problems, requirements, or needs of organizations or
social groups [25]

The development of the proposal was based on the methodology “Management
Guidelines for Capital Investment Projects (MGCIP)” developed by PDVSA. The (MGCIP)
contains practical guidelines for the execution of a project in a standardized and orderly
manner, so that no detail and/or important step is overlooked, and thus guarantees, with
a high degree of confidence, that the projects will be successful and meet the corpora-
tion’s requirements [26]. The (MGCIP) is structured in five phases for the development
and operation of a project within the Venezuelan oil industry, which are visualization,
conceptualization, definition, implementation, and operation.

The project only covered the first four phases, since it is an automation proposal so
the final activities of the implementation and operation phase are outside the scope of the
project. Each of the phases is described below:

Phase I: Visualization
In this phase, operational and technological requirements were identified and analyzed.

Among the activities carried out in this phase are the following:

- Description of the production process.
- Description of cluster 5.

Phase II: Conceptualization
In this phase, an evaluation of the technologies to be implemented to monitor the

operational parameters and variables of the HPGIP I gas injection cluster 5 was carried out.
The activities carried out in this phase were as follows:

- Evaluation and selection of equipment and components.
- Elaboration of the proposal for the system architecture.

Phase III: Definition
The objective of this phase was to develop detailed engineering to carry out the

execution of the project. The activities carried out in this phase were as follows:

- Elaboration of the system flow diagram.
- Carrying out the wiring diagram.
- Development of the list of system signals.
- Elaboration of the displays for the interface with the SCADA system.

Phase IV: Implementation
In this phase, we started with the integration of the devices, as well as with the

construction of the deployments to later link them with the Guardian of the Alba (GALBA)
SCADA. GALBA SCADA is a field data acquisition, supervision, and control system [27,28]
made by PDVSA under free software [29]. The activities carried out were:

- Configuring the equipment and devices.
- Connection and testing of the equipment to the data site.
- Construction of the control logic.
- Development of the deployment for the GALBA SCADA.

3. Results and Discussion

This section can be divided into subheadings. It should provide a concise and pre-
cise description of the experimental results, their interpretation, and the experimental
conclusions that can be drawn.
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3.1. Phase I: Visualize
3.1.1. Description of the Production Process

Secondary recovery methods

Secondary recovery methods lie in the injection of fluids into a reservoir in order to
maintain pressure; these substances are injected by certain wells known as injectors, with
the displacement of a part of the crude towards the other wells being achieved, and they
are producers [20,21]. Generally, the secondary recovery process is used when the natural
flow that exerts pressure on the reservoir does not have enough energy to push the oil, and
the main flows that are injected for secondary recovery are water and gas.

Secondary recovery process by gas injection

This is a process where gas is injected into a reservoir with the purpose of increasing
oil recovery from the reservoir [30,31], as well as controlling oil production and gas conser-
vation; the main objective is to maintain pressure within the reservoir. Gas injection is an
impermeable process, which means that it does not mix with the crude oil unless the gas is
enriched with hydrocarbons or injected at high pressure [32].

Description of the HPGIP I plant

This plant is a gas injection giant that raises 156 pressures from 84.37 kg/cm2 to
632.76 kg/cm2. The capacity of compression is 157 injections of 1000 million cubic feet per
day. It is composed of five modular trains and turbo compressor units, each one mainly
made up of a gas turbine model MS-5002-C, NouvoPignone brand of 50,938.33 kw of power,
and three centrifugal compressors in series, model BCL 406/B, BCL 305/C, and BCL305/B.
Each train requires a volume of six MMPCFD of gas to feed the turbine which provides the
required power to the compressors.

In addition, HPGIP has a multiple discharge network that allows the distribution of
gas to six clusters, which are made up of seventeen injector wells that help maintain the
production of the Punta de Mata Division. On the other hand, it also has auxiliary systems
that collaborate for the correct functioning of the facilities and operations to be carried out,
which are indicated below:

• Injection network system.
• Relief and ventilation system.
• Fire protection system.
• Instrument air system.
• Air system.
• Oily water drainage system.
• Power supply and electrical distribution system.
• Starting gas system.
• Fuel gas system.
• Process safety system, gas detectors, CO2 unit systems, control room, and UV/IR (alarms).
• Mist injection cooling system (osmosis).

Gas distribution process and injection networks

Gas injection produces enough energy to pressurize the reservoir of low-production
wells located in the vicinity of the injection wells. It is important to mention that the
injection wells result from the conversion of production wells in a state of abandonment
and/or closed due to low production; for this purpose, work must be carried out on the
heads and facilities that are part of the structure of the well [18]. Figure 1 shows the diagram
of the gas injection process in a cluster.
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Figure 1. Diagram of the gas injection process in a cluster.

The gas from the turbocompressor units enters the discharge manifold with an ap-
proximate pressure of 527.30 kg/cm2, for the average injection of 1000 MMPCFD through
the injection networks, which are distributed in six clusters that supply gas to seventeen
gas injection wells. Next, Table 1 indicates how the wells are distributed with respect to the
cluster, with their respective valve opening percentage per well (% choke).

Table 1. Well distribution.

Clusters % Choke Well

Cluster #1 50% MUC-53
50% MUC-59

Cluster #2 25% MUC-54
25% MUC-57
25% MUC-55
25% MUC-60

Cluster #3 40% MUC-56
50% MUC-66
40% MUC-58
50% MUC-65

Cluster #4 40% MUC-91
40% MUC-83
40% MUC-69

Cluster #5 20% MUC-67
5% MUC-68

Cluster #6 40% CRC-24
40% CRC-25

Each of the injection wells has an associated injection manifold through which the well
can be opened or closed manually, and the inflow through the injection well can also be
regulated. In the gas injection network, it must be determined how much energy is required
by a reservoir in order to estimate a flow, which is completed by reservoir engineers using
an energy recovery factor.

195



Processes 2023, 11, 698

Therefore, if each reservoir requires an amount of energy and there is a failure in one
of the turbocompressor units, the person in charge of safeguarding the clusters has the
power to close a well and thus the gas will be distributed to the other clusters that require a
high gas injection; on the other hand, they have the ability to regulate the flow that enters a
reservoir according to the needs of the reservoir at a given time.

3.1.2. Description of Cluster 5

In spite of belonging to the distribution of wells of the high-pressure gas injection
plant (HPGIP I), cluster 5 is located outside these facilities; it is located in a remote area
to the west of the Muscar Operational Complex (MOC), on the Punta de Mata-Maturin
National Highway, in the municipality of Ezequiel Zamora. This cluster has two associated
injector wells, MUC-67 and MUC 68.

As for the operating architecture, it has a control or telemetry house, which includes
antennas and communication radios, which are not operational due to theft of the power
lines and transformers. It also has a ball valve used by the well operator to regulate the
flow of gas or to control the opening and closing of the well. In the fully open position, the
valve is approximately 75% of the pipe size in size. There is a Shaffer safety valve which
is intended to carry out the emergency shutdown of the well when the fluid exceeds the
preset limit, avoiding the explosion of the system in the event of excess pressure; however,
this device is currently out of operation, so the emergency shutdown is performed through
the ball valve; a manometer, which measures the gas pressure in the pipeline, which is
independent of electrical power because it is purely mechanical.

The orifice plate and the manual flow control valve complete the system; the latter
regulates the gas injection and, despite being a rigid and transcendental process, it is
worn and corroded due to the action of the natural elements and little intervention and
maintenance of the system.

3.2. Phase II: Conceptualize

In this phase, the various technologies available on the market are studied in relation
to the monitoring and control processes of operational variables.

3.2.1. Identify the Equipment and Devices Available on the Market

The control devices, taking into account the brands, models, and characteristics most
used by PDVSA to guarantee the homologation of the platform according to the regulations
of the Executive Directorate of Automation, Information Technology, and Telecommu-
nications of PDVSA, the governing body of guaranteeing technological services to the
Venezuelan oil industry, are the following:

- Controller 1: Linux-based PAC. Inside this device is a 1.33 GHz Intel Atom Z520
Series CPU. This model comes with VGA, USB, RS-232/485, Ethernet modules, and
E-8K serial I/O slots designed for a high-performance profile. User programs can be
saved to an external storage device, such as a CF card or USB mass storage device.
Users can develop applications using the GNU C language. Users can achieve the
redundancy function.

- Controller 2: Ideal for oil, gas, pipeline, electrical, and industrial combustion applica-
tions. They provide support for applications that require wide temperature ranges
and low power consumption, and remote applications powered by solar cells or wind
power. Among its main features are the following. An advanced 32-bit processor with
integrated real-time multitasking, an operating system (RTOS), eight analog inputs
(two with a point-to-point HART interface), two analog outputs, eight discrete inputs,
four discrete outputs, and three pulse inputs, an integrated Ethernet, two serial ports
(RS232/RS485), and one HART port; a multi-drop interface; the Native protocols
include Modbus RTU, Modbus ASCII, and Modbus TCP; 6 M Flash, 1 M RAM, and
32 K Ferroelectric RAM for long-term storage of configured parameters.

196



Processes 2023, 11, 698

- Controller 3: It has an SD card (secure digital) that provides non-volatile storage in
which the user program is permanently stored. Key features include: An integrated
1 gigabit (Gb) Ethernet port which provides high-speed motion and I/O control; a
screen which makes it easy to diagnose and solve problems; and increased security
and new capabilities. The energy storage module avoids the need for a battery. The
controller’s digitally signed firmware provides an additional layer of security. It
provides role-based access control to routines and add-on instructions.

Multivariable transmitter technology: Among the most widely used equipment in
PDVSA’s operating platform are the following:

- Multivariable Transmitter 1: Capable of three process measurements and flow cal-
culations, all integrated into a single device, it allows for changes in process condi-
tions and provides an accurate reading every time. It is compact in size and eas-
ily fits into any system due to its features, with 10 years of stability and features
such as flow reading up to 0.65% on turndown, differential pressure reading, and a
200:1 differential pressure ratio. It has the HART communication protocol mounted
on a 4–20 mA loop.

- Multivariable Transmitter 2: This makes optimal use of the unique features of the
DPharp sensor to give greater insight into processes and its features include ±0.04%
differential pressure accuracy, ±0.1% static pressure accuracy, ±0.9 ◦F external temper-
ature accuracy, 4500 psi MWP, and a HART-type communication protocol. Likewise it
has two 4–20 mA loop analog inputs to read two variables, be it differential pressure,
static pressure, external temperature, or flow signal.

- Multivariable Transmitter 3: This offers accurate measurement of instantaneous flow,
cumulative flow, process pressure, differential pressure, and temperature. As a fully
digital transmitter, the product offers a built-in choice of Modbus protocol over serial
and/or Ethernet communications. It has an optional analog output: 0–20 mA, serial
type protocol: Modbus RTU. It is powered with a voltage of 9 to 30 VDC, and has
a differential and absolute pressure of ±0.05%, temperature accuracy of ±0.15 ◦C
(±0.27 ◦F), and Stability of approximately 5 years.

Actuators: The actuators most used by PDVSA are the following:

- Actuator 1: This provides a small to medium thrust output for bracket-mounted
applications. It includes operation of built-in butterfly valves and turbine valves,
louvers, dampers, and other similar equipment. Its type of control is all/nothing and
adjustable position control. Linear and spring return form the actuation.

- Actuator 2: This responds to signals from electronic processes or remote manual
adjustments. It allows manual adjustments when there is no power. It is built on
the basis of stepper motor technology, allowing it to travel precisely to any position
without overshooting. It has a standard 4–20 mA input and output signal.

- Actuator 3: A compact actuator with a quick on–off maneuver and 0–90◦ rota-
tion to automate the ball, butterfly, and taper plug valves, among others. Among
its characteristics are the following: a multivolt power supply of 100–240 V AC
(125–320 V DC), 24 V AC/DC, or 400 V tri 50–60 Hz; regulation stops; a digital action
command; an on–off action command; manual control in case of emergency; a visual
position indicator; 4–20 mA-type proportional control; and maximum rotation under
command from 180◦ to 270◦.

Relay 1: They are switching elements between the control system and the actuators
and/or sensors, allowing one to connect, separate, control, amplify, or multiply the current
or voltage. Among its main features are the type of input voltage: AC/DC and UC; The
relay rated current: Max. 10A; the solid-state relay rated current: Max. 10A; Contacts: Max.
two normally open changeover contacts; connection technology: a screw, a push-in, and a
spring; Bridging: A1, A2, 11, and 14; and it is expandable with logic and time functions in
combination with PLC logic, RTU, and other control devices.
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3.2.2. Identify the Equipment and Devices Available on the Market

After identifying the technologies, we proceeded the evaluation and selection of the
most relevant ones for the control process, which are the ones that will make up the control
system in cluster 5.

Criteria for the selection of the control device: We proceeded with the identification of
the criteria to be considered for the selection of the control device that will later be used for
the proposal of the system architecture; among them are:

• Programming: Coding that requires fewer instruction numbers and fewer lines of
code. Encoding that contains a structure similar to that of the equipment installed in
other facilities.

• Communication: The ability of the control device to achieve communication with
field devices.

• Robustness: The ability to adapt and withstand critical environments.
• Technical support and maintenance: The ability to make contact with the manufacturer

for the facilitation and availability of materials and user manuals.
• Cost: Economical and accessible.

Criteria for the selection of the field devices

For the selection of the transmitter and actuator, we proceed with the identification
of the most relevant criteria; due to the fact that both will be part of the proposal for the
system architecture of cluster 5 and are field devices, the same criteria are considered for
both among the criteria as follows:

• Security.
• Communication protocols.
• Adaptability.
• Maintainability.
• Cost.
• Margin of error.

Technical evaluation for the selection of devices and equipment for the system architecture.
The steps to make a comparative matrix are as follows:

• Each criterion was associated with a corresponding letter, i.e., row A represents
criterion A, row B corresponds to criterion B, and so on.

• Subsequently, a weight was assigned to each criterion, selecting the degree of impor-
tance of the criterion (1: none; 2: low; 3: medium; 4: high), which is placed in the
respective box of the comparison value.

• After emptying the matrix of all the comparisons, the points of each criterion were
added, and each of them was weighted, with each having a weight of 1 to 10, where 1
is the minimum and 10 is the maximum.

• In the lower part of the matrix, each of the options studied was placed with a range
of numbers from 1 to 5 to indicate whether the technology is appropriate to meet the
evaluation criteria, as shown in the Figure 2.

Evaluation of the control device.

According to the comparison made in the table above, it is shown that controller 2 is the
one that best meets the proposed requirements, with it obtaining a total of 89.94 points
over controllers 1 and 3 with weightings of 78.14 and 87.23, respectively. For the criterion
related to programming, controller 2 obtained a score of 24.54 while controller 1 obtained
116.36 points and Controller 3 was the winner of this first criterion with 32.72 points.
Because the programming environment of controller 3 is more flexible than the other
devices, it is noted that all of the devices comply with the standardized languages in the
IEC 1131-3 standard (block diagram, ladder logic, structured text, and instruction list).
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Figure 2. Evaluation matrix for control devices. Yellow Highlight: This is to highlight the highest
score achieved in the technical comparison.

Evaluation and selection of the multivariable transmitter.

The results shown in the Figure 3 indicate that multivariable transmitter 1 is the most
suitable for the architecture of the control system with a final weight of 107.00 points,
while multivariable transmitter 2 and multivariable transmitter 3 had scores of 99.00 and
92.00 points, respectively. Multivariable transmitter 1 stands out in certain criteria such
as its adaptability and margin of error, elements that are critical due to the moment of
selecting a transmitter; it must have the characteristic of easy adaptation to the system and
also provide a reading of the same operational variables, which are necessary to take the
corresponding actions regarding the control to be exercised in the system.

Figure 3. Evaluation matrix for the transmitters. Yellow Highlight: This is to highlight the highest
score achieved in the technical comparison.
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Evaluation and Selection Actuators

The results obtained show (See Figure 4) that actuator 2 is the most ideal and it is
indicated for the architecture of the control system, with it reaching a score of 111.00 points,
while actuator 1 and actuator 3 reached scores of 103.00 and 97.00 points, respectively.
Actuator 2 stands out in the criteria such as its adaptability and costs, with costs being one
of the most important factors when selecting equipment that meets the needs of the system
in the same way that it contemplates easy adaptability to the process, remembering that the
actuator is the equipment that allows the passage of the gas flow towards the injection well.

Figure 4. Evaluation matrix for the actuators. Yellow Highlight: This is to highlight the highest score
achieved in the technical comparison.

Selection of devices and equipment

According to the results obtained in the evaluation of the different devices, it is
proposed for the following devices and equipment to be part of the system architecture:

• Controller 2.
• Multivariate transmitter 1.
• Actuator 2.

It is considered for use relay 1 to be used since it is one of the most used by the
company, PDVSA, and due to its characteristics described above, it supplies the minimum
needs for the system architecture, allowing the change in the required logical states, which
are local and remote.

3.2.3. Elaboration of the Proposal for the System Architecture

Taking into account the current situation and the needs of the process to be addressed
to carry out the supervision of the operational variables and to regulate the flow of gas
to be injected into the injector wells of cluster 5, a structure was defined to guarantee the
integration of the elements of the system, ensuring the functionality and adaptability to
the process. This architecture contemplates the instrumentation to the control system that
allows the supervision of the variables. In this order of ideas, the elements of the system
architecture are shown in Figure 5:
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Figure 5. System architecture.

As shown in Figure 5, the proposed architecture contemplates a supervision system,
specifically the GALBA SCADA, developed in Venezuela to carry out PDVSA’s supervision
processes, through equipment with free software located in the control room, and in the
particular case of this study, the software will be managed from AIT’s offices to carry out
the corresponding operation and evaluation tests.

In turn, the control level consists of a remote terminal unit (RTU), specifically a data
site [32], which facilitates control actions in harsh and extreme industrial environments,
such as oil, gas, pipeline, and electrical applications [33,34]. The data site controller can
be programmed using Isagraf Workbench software, which allows for the development of
control logic according to the programming standards of IE34,35C 61131-3. This software
allows for the development of the control logic that will be subsequently transferred
or downloaded to the RTU, with it performing the necessary compilations to verify its
correct operation.

Finally, for the field level in which the actions or commands are executed, for the
control and display of variables ordered by the RTU, it is necessary to establish the in-
strumentation equipment or field devices, which interact directly with the variable to be
measured or regulated. For this reason, the devices to be used in the proposed architecture
are listed below:

• A multivariate transmitter for MUC 67.
• A multivariate transmitter for MUC 68.
• An actuator for the flow control valve for MUC 67.
• An actuator for the flow control valve for MUC 68.

It is necessary to mention that the installation of both the transmitters and actuators
for the flow control valves is carried out with their corresponding instrumentation wiring,
and in this process, the devices are tested in the laboratory.

3.3. Phase III: Define

The objective of this phase was the development of detailed engineering to carry out
the execution of a project; these details are, among others, the flow diagram of the system,
which graphically represents the stages of the process; the connection diagram, which
allows for understanding the connection of the different elements and the signal flow of the
process; the list of system signals, which identifies and defines how the data transmission
is carried out and is taken as a starting point for the elaboration of the GALBA SCADA®

database; and finally, the elaboration of the displays that will be used as part of the SCADA
system. The following is a description of each of the activities involved in this phase:
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3.3.1. Developing the System Flow Diagram

This diagram shows the relationship of the different elements of the system and, in
addition, helps to understand the sequence of steps from the start or access to the GALBA
SCADA® system, user identification that carries out the supervision action of the variables
perceived in the field (pressure, temperature, and gas flow), and action that consecutively
grants the administrator or operator the option to control the values displayed through the
total or partial opening/closing of the control valves, with the purpose of guaranteeing
the stability, safety, and productivity of the process. Figure 6 shows a flow chart of the
proposed system.

Figure 6. System flow chart.

3.3.2. Making the Connection Diagram

In order to understand the connection of the different elements and the signal flow
of the process (analog, digital, and HART), the connection diagram of the system was
developed, which shows the wired connections of the data site remote terminal unit with
the different actuators and multivariables implemented in the proposed architecture, for
which it was necessary to identify the specific location of each of the communication
elements of controller 2.

3.3.3. Develop a List of System Signals

Once the proposed system architecture was defined, which represents a generalized
vision of the process, it was necessary to identify and define how data transmission is
carried out in the system. For this purpose, a list of signals must be elaborated, which
represents the basis on which the integration of the proposed structure is achieved.

In this sense, the starting point for the development of the database is the list of signals
representative of the process of supervision and control of the operational variables of
cluster 5. It is necessary that the signals sent and received by the remote terminal unit
used (the data site) are defined in the GALBA SCADA® database, in order to be integrated
into the displays, considering the TAGS or tags in addition to the registers or addresses
of the devices.
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3.3.4. Development of the Displays for Interfacing with the SCADA System

For the development of this activity, the 3D design software Blender® was used, since
it is the one used by PDVSA for the elaboration of displays and graphic representations
of devices and equipment, to achieve a visual integration that allows for contemplation
of a general scheme of the process. Graphic representations of each of the devices and
equipment that will be part of the representative scheme of cluster 5 were made.

General display for graphical visualization of the devices and equipment.

This section presents an overview and graphic representation of cluster 5, which has
two gas injector wells and a gas injection manifold that is fed through HPGIP I.

Figure 7 shows the operational display of cluster 5 where the upper part of the collector
is focused, the section where the control action is executed. The operational screen allows
for detailed observation of the distribution of the instruments in the field; finally, this
screen will be converted into a PNG format image that represents the visual part of the
SCADA® system.

Figure 7. Cluster rendering five.

Subsequently, animations were assigned to the control valves, since they are the devices
in the field that will change their status according to actions carried out by the operator; for
graphic purposes, when the actuator is red, this indicates the total closure of the valve; on the
other hand, when the actuator is green, the valve is partially or totally open.

3.4. Phase IV: Deploy
3.4.1. Configure Equipment and Devices

In this phase the corresponding configuration of each of the multivariable transmitters
was performed; then, the configurations for the RTU data site were established. The following
is a list of the configurations performed.

- Configuration of the multivariable transmitters: This activity starts with the configu-
ration of the transmitters for the assignment of a HART address to the device, which
is carried out with a tool called hand help. Subsequently, a TAG previously created in
the signal list is associated with it, which is nothing more than a tag that associates a
specific variable read by the transmitter.

- Configuration of the HART address: The HART address identifies the device, in order
to bring a sequence of the arrival of signals to the control device and an order of
membership through which the HART address is associated with the device.
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3.4.2. Connection and Testing of the Devices to the Data Site

Once the equipment was configured, it proceeded to connect them, taking as a starting
point and reference the connection diagram previously made. First, the multivariable
transmitter is identified and connected to the RTU data site, with it locating the correspond-
ing pins, then the actuators are connected to the corresponding outputs to finally start
testing the devices through MODSCA® software, which has an interface that allows reading
and/or writing in the data site registers. First, the communication between the control
device and the MODSCAN® must be established through the Modbus TCP protocol.

3.4.3. Construction of the Control Logic

Once the connection of the equipment has been made, the communication between
the RTU and the computer has been established, and the signals are identified in the
signal list, we proceed with the construction of the control logic of the RTU data site;
the development of the same is completed with DATASITE WORKBENCH® software in
version 5.22 distributed by Rockwell Automation, with this being the default software for
the development of control logic.

Actuator logic: For the elaboration of the actuator control logic, we proceeded the
construction of a scaling of the write and read values to be interpreted, remembering that
the write and read from the MODSCAN environment are from 10,000 to 50,000, where
10,000 represents 0% (valve fully closed) and 50,000 represents 100% (valve fully open); the
logic was developed in the functional block diagram language, as shown in Figure 8.

Figure 8. Logic of analog output signals.

Once the scaling was created, both the writing and reading of data were restricted,
denoting that the maximum value that the operator can write to regulate the control valve
actuator is 100% and the minimum value is 0% in the same way for reading data. If the
operator enters a value greater than the established value, the logic will interpret it as 100%;
otherwise, if they enter a negative value, the control logic will interpret it as 0%. Finally,
all of the logic presented above is a set of subroutines that are mentioned in the main
program. See Figures 9 and 10. Later in Figure 11, we can see the logic for remote and local
status control.

The logic presented above allows the reading of the analog input signal, which the
operator manipulates in the local state, to become the valve position command when it
returns to the remote state.

Reading of operational variables: To obtain the operational variables from the register
to which they are associated, the DS settings software allows for assigning of an address
in a range in which the variables can be observed; for this case, we want to monitor the
pressure, temperature, and flow. Through the logic shown in the Figure 12, you can obtain
the reading of the variables and associate them with an output address.
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Simulation of the control logic: Once the control logic is completed, we proceed to
verify if it works correctly; first, a compilation of the logic was performed. Usually the
programming software indicates if any error occurs in the programming when compiling
the same; if it was verified that no error had occurred, we proceed to the simulation of the
control logic as shown in Figure 13.

Figure 9. Main program, analog output signals.

Figure 10. Main program and analog input signals.
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Figure 11. Logic for remote and local status control.

Figure 12. Logic for reading operational variables.

Next, in Figure 14, the programming in the ladder diagram carried out in the PLC of
the main execution routine is shown; in it, the call of the different subroutines is integrated
for its subsequent execution. Later in Figure 15, the programming is shown to obtain the
scaling of the signals. Figure 16 details the programming for assigning the analog and digital
input to the operation variables and Figure 17 shows the corresponding programming for
the selection of the operation that needs to be performed.

206



Processes 2023, 11, 698

Figure 13. Control logic simulation.

Figure 14. Main execution routine.

3.4.4. GALBA SCADA Deployment Development

For the development of the GALBA SCADA®, first, a new project must be created
through JCONFIG, which is assigned the name CLUSTER_5; then, a user is created, which
will be used to enter the JDESKTOP later on. Then, we proceeded to the creation of the
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controller to which the signals to be integrated into the database will be associated once
the device is configured as shown in the following figure, where a name is assigned to
the device DATASITE_ETHERNET and the IP address with which it is connected to the
network is assigned.

Figure 15. Signal scaling.

Figure 16. Analog and digital input assignment to variables.

Subsequently, the analog and digital signals were integrated into the JCONFIG
database; this process can be carried out in two ways: the first one is through the cre-
ation of a document with the extension. csv where all the necessary data for the database
can be stored, one document for the analog signals and another one for the digital signals
to be imported to the database. Then, in the JEDITION environment, we proceeded to
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configure and design all of the elements for the GALBA SCADA® in order to obtain a screen
for supervision and control of the processes, which is nothing more than a man-machine
interface of cluster 5.

The Figure 18 shows the reading of the operational variables and the corresponding
MeterEx to the perform control actions on the actuator.

Figure 17. Operation selection.

Figure 18. Display in JEDITION and the palette tool.
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Through the interface offered by SCADA GALBA®, it will be possible to facilitate the
work of operators in the field and it will be possible to regulate the amount of gas injected
into each of the gas injection wells by opening or closing the actuator, a process that is
carried out in the PDVSA industry.

4. Conclusions

The evaluation of the current situation, through the operating philosophy of PDVSA,
allowed for the establishment of comparisons of the process and, at the same time, high-
lighted the existing problems in terms of reading the parameters associated with gas
injection, in order to understand and face situations by diagnosing needs, which al-
lowed for development of a proposal to optimize the process and consequently reduce
operating costs.

The identification of the technology used in the production process, in addition to the
necessary requirements, suggested a technological architecture proposal for the supervision
of variables such as flow, temperature, and pressure, while it is possible to control the
pressure of the gas injected into the wells. The instruments chosen for the measurement
and/or control of the operating variables have the necessary characteristics adapted to the
PDVSA process.

Regarding the architecture design and its technical specifications, two multivariate
transmitters were used that encapsulate a HART communication protocol, which allows
for its multipoint connection, which is ideal for the characteristics of the remote terminal
unit of the site of data; in the case of the actuators, they handle a protocol of 4–20 mA. The
use of relays in the system allows the change of local–remote status through digital signals.

The connection and adaptation of the different equipment, such as multivariable
transmitters and actuators to the remote terminal unit, made it possible to apply functional
tests with satisfactory results. Among these results, the measurement of variables and the
regulation or opening/closing of the actuator stand out for the design and development of
the control logic for the two process states, including the local one, so that the corresponding
field operator of cluster 5 performs corrective actions manually, and the remote one, in
which supervision and control of the parameters are carried out performed from the
control room.

The proposed system allows us to control the opening percentage of the gas flow
control valve, the opening percentage depends on the well conditions (flow, temperature,
and pressure). These conditions change and this generates the need for a greater or lesser
opening percentage of the control valve. With manual valves, an operator adjusts the
flow measurement and the opening necessary for its control, and they need to carry out
on-site monitoring at each key point in the system. The opening and closing of the valve
is carried out manually until a proper balance is achieved with variations of two to five
percent precision, with the variation affecting the diameter of the pipe which directly affects
the injection of gas, causing the affectation of the crude fluid and ther affectation of the
reservoir. Currently, the MUC-67 and MUC-68 wells that make up cluster 5 require a
control valve opening of 20% and 5%, respectively, and this percentage is directly affected
by the average valve opening error when performed in the manual way. Cluster 5 is located
10 km from the HPGIP 1 plant, which makes it difficult to open the valve on time. Automatic
opening allows timely decisions to improve well production without affecting the useful
life of the reservoir. The present investigation serves as a reference for the implementation
of a technological architecture that allows for the supervision of variables such as the
flow, temperature, and pressure of the wells, while it is possible to control the pressure
of the gas injected into the wells, through the automatic opening of the control valves
proposed for gas injection wells present in the oil industry, specifically in high-pressure gas
injection plants.

In PDVSA, the study can be replicated in other clusters that contain gas injection
wells as a secondary recovery method, since the Venezuelan oil industry maintains an
approved homologated platform where the equipment considered takes into account the
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standards established by PDVSA. Oil companies that use secondary recovery processes
through gas injection may replicate the study considering the nature and particularity
of their platform, which could lead to the use of the proposed control logic and possible
change in the equipment and/or devices used in the present investigation.
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Abstract: The excessive consumption of fossil fuel, energy shortage and global warming along with
environmental deterioration have increasingly become a global issue. In order to deal with the energy
crisis, energy conservation has been developed and applied in vehicles and construction machiner-
ies, i.e., excavators, loaders and forklifts. Due to the shortcoming of low efficiency, high-energy
consumption and bad exhaust, the energy conservation of construction machinery for pumping
concrete is necessary and urgent. This paper aims to carry out a review on energy conservation of
construction machinery for pumping concrete. The research methodology comprises a quantitative
analysis method and literature investigation method. First, the structure and working principle of
construction machinery for pumping concrete are expounded, and energy consumption ways of con-
struction machinery for pumping concrete are analyzed. Then, research developments in the energy
conservation of construction machinery for pumping concrete are summarized. Finally, challenges
with the energy conservation of construction machinery for pumping concrete are presented.

Keywords: energy conservation; concrete pump; hybrid power; control strategy; parameter matching;
energy management

1. Introduction

With the rapid development of the global economy, governments have been focusing
on the construction of infrastructures such as high-rise buildings, water power stations and
long-span bridges where fresh concrete are required to be transported quickly. Reducing
time, as the mark of differentiating modern and conventional construction modes, is a
feasible way to realize rapid construction [1]. In order to satisfy the increasing requirement
of rapid construction, pumping concrete known as a common technique for transporting
fresh concrete has been extensively used in various construction sites worldwide. Pumping
concrete can make the construction of many infrastructures feasible, i.e., high-rise buildings
and long-span bridges, within a very short time period [2–8]. It not only can significantly
improve the work efficiency and shorten the construction process duration, but also can
notably lighten labor intensity and ensure good construction quality [9,10].

In recent years, the excessive consumption of fossil fuel, energy shortage and global
warming as well as environmental deterioration have increasingly become a global issue.
In order to deal with the energy crisis, energy conservation has been developed and ap-
plied in vehicles and construction machineries, i.e., excavators [11–14], forklifts [15–17],
cranes [18–22] and loaders [23–26]. Concrete pumps, a kind of construction machinery for
pumping concrete, have been widely used in many fields such as high-rise buildings, water
power stations and long-span bridges. Traditional concrete pump has some disadvantages
including low efficiency, high-energy consumption and bad exhaust. The application of
energy conservation to concrete pumps will improve engine efficiency, reduce energy con-
sumption and promote engine exhaust; thus, carrying out research on energy conservation
for concrete pumps is necessary and urgent.
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With the application of automatic control technology, visualization technology, fault di-
agnosis and monitoring technology, etc., the concrete pump has become the high knowledge-
intensive and high value-added product. Many concrete pump manufactures and research
institutions have been carrying out a number of studies on concrete pumps. Now, they
are aware of the importance and urgency of energy conservation for concrete pumps and
have put much effort into this. To date, in the literature, many contributions toward energy
conservation for concrete pumps can be found.

This paper aims to carry out a review on the energy conservation of construction
machinery for pumping concrete. The research methodology of this paper comprises a
quantitative analysis method and literature investigation method. The remainder of this
paper is organized as follows: In Section 2, the methodology of this study is described.
In Section 3, the structure and working principle of concrete pumps are expounded, and
energy consumption ways for concrete pumps are analyzed. In Section 4, recent research
developments in the energy conservation of concrete pumps are summarized. The chal-
lenges with energy conservation for concrete pumps are presented in Section 5. Finally,
conclusions are drawn in Section 6.

2. Methodology

The methodology for this study includes a quantitative analysis method and literature
investigation method. Figure 1 shows the overview of the basic research process for this
study, which includes 6 steps as follows.

 

Figure 1. The basic research process.

Step 1: Purpose
First, it is clear that the purpose of this study is to comprehensively and deeply

understand the issue of energy conservation for concrete pumps.
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Step 2: Objectives
At present, there are three types of concrete pumps widely used in the world, namely

trailer concrete pumps, transported concrete pumps and truck-mounted concrete pumps.
Therefore, this study selected three types of concrete pumps as the research objectives.

Step 3: Data collection
Currently, there are numerous documents related to concrete pumps. Effective col-

lection of documents required for this study ensured the integrity and credibility of this
study. The research literature was retrieved from academic databases including WOS,
Google Scholar and CNKI using the search strategy of (“concrete pump” AND “energy
conservation” OR “energy saving”).

Step 4: Analysis of energy consumption ways for concrete pumps
The three types of concrete pumps are composed of multiple components, and there is

a conversion between different types of energy. There is an energy loss in the process of
energy conversion and transmission. This paper describes the basic structure and working
principle of three types of concrete pumps, and analyzes the energy consumption ways for
three types of concrete pumps.

Step 5: Developments in energy conservation of concrete pumps
To date, researchers and manufacturers of concrete pumps have developed a variety

of energy conservation methods and technologies for concrete pumps, each of which has
its own characteristics. This paper analyzes the research developments in the energy
conservation of concrete pumps.

Step 6: Challenges with energy conservation of concrete pumps
Due to the limitations of relevant technologies, there are still some challenges with the

energy saving of concrete pumps. Moreover, this paper discusses the challenges with the
energy conservation of concrete pumps.

3. Analysis of Energy Consumption Ways for Concrete Pumps

3.1. Structure and Working Principle

There are three types of concrete pumps, namely trailer concrete pumps, transported
concrete pumps and truck-mounted concrete pumps, as shown in Figure 2.

   
(a) (b) (c) 

Figure 2. Three types of concrete pumps. (a) Trailer concrete pumps [27]. (b) Transported concrete
pumps [28]. (c) Truck-mounted concrete pumps [29].

As shown in Figure 3, trailer concrete pumps mainly consist of an engine, a hydraulic
pump, control valves, a main system and auxiliary system. The main system including
a pumping system, oscillating system and agitating system is used to realize pumping
concrete. The auxiliary system including outrigger system, cleaning system, lubrication
system and cooling system is used for the maintenance of the concrete pump.
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Figure 3. Structure diagram of trailer concrete pump.

Mechanical power offered by the engine is inputted into the hydraulic pump, and then
the hydraulic pump rotates and sucks oil from the tank, consequently discharging oil into
the oil pipe. By this mechanism, mechanical power provided by the engine is transferred to
hydraulic power. The pressure oil from hydraulic pump flows through control valves into
cylinders or hydraulic motors. Cylinders or hydraulic motors are driven by the pressure oil.
By this mechanism, the hydraulic power in the cylinders or hydraulic motors is converted
to mechanical power; cylinders or hydraulic motors carry out corresponding pumping
work, oscillating work, agitating work or cooling work, etc.

As shown in Figure 4, besides the structure of the trailer concrete pump, the gearbox,
transfer box and vehicle chassis are included in the structure of the transported concrete
pump. The transfer box is used to distribute mechanical power from the gearbox between
vehicle chassis and hydraulic pump.

The transported concrete pump has two work conditions: driving condition and
pumping condition. When working in the driving condition, by operating the transfer box,
the channel from the gearbox to vehicle chassis is linked but the channel from the gearbox
to the hydraulic pump is meanwhile cut off. When working in the pumping condition, by
operating the transfer box, the channel from the gearbox to the hydraulic pump is linked
but the channel from the gearbox to the vehicle chassis is meanwhile cut off.

As shown in Figure 5, besides the structure of the transported concrete pump, the
rotating system and boom system are included in the structure of the truck-mounted
concrete pump. Figure 6 shows that boom system consists of booms and cylinders together
with conveying pipes for delivering fresh concrete. The boom system is mounted on a
rotating platform, and it can rotate 365◦ with the rotating platform. Each boom can rotate
around its own axis. By combining the boom system and rotating system, fresh concrete
can be poured to any expected position.

Similar to the transported concrete pump, the truck-mounted concrete pump also
has two work conditions: driving condition and pumping condition. In addition, when
working in the pumping condition, the hydraulic motor will drive the rotating platform
to rotate and the cylinders linking booms will drive the corresponding boom to extend or
retract so that it can ensure that fresh concrete can be transported to an expected position.
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Figure 4. Structure diagram of transported concrete pump.

 

Figure 5. Structure diagram of truck-mounted concrete pump.
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Figure 6. Boom system of truck-mounted concrete pump [30].

3.2. Analysis of Energy Consumption Ways

As mentioned above, the trailer concrete pump just has the pumping condition. Both
transported concrete pump and truck-mounted concrete pump have two work conditions:
driving condition and pumping condition. Since when working in driving conditions,
there have been a number of studies on energy conservation about vehicles, this paper only
focuses on analyzing energy consumption ways when working in pumping conditions.

The energy flow route of the trailer concrete pump, transported concrete pump and
truck-mounted concrete pump power flow route can be seen in Figures 7 and 8. It can be
seen that the energy provided by diesel engine flows through the hydraulic pump into
the concrete pumping system, and finally drives the external load. With regard to the
trailer concrete pump, the diesel engine and hydraulic pump are directly linked. As for
transported concrete pump and truck-mounted concrete pump, the diesel engine is linked
with the gearbox, then with the transfer box and then with the hydraulic pump. When
mechanical power is inputted into the hydraulic pump, it thus rotates so that mechanical
power is converted to hydraulic power. Oil, as the medium of the hydraulic system
realizing energy converting, flows along oil pipes and through control valves and into
cylinders or hydraulic motors to drive the external load. The energy consumption includes
mechanical friction loss, impact loss, path pressure loss, local pressure loss, leakage loss,
throttling loss and overflow loss.

3.2.1. Mechanical Friction Loss

When diesel engine works normally, there is friction that happens between the cylinder
liner and piston ring. Commonly, an axial plunger pump is used in concrete pumps, so
friction occurs on three key friction pairs: plunger and cylinder bore, cylinder block and
port plate, slipper and swash plat. For the cylinder, there are two friction pairs, namely
cylinder barrel and piston, piston rod and cylinder head, where friction happens. With
regard to hydraulic motors used in the agitating system and rotating system, friction occurs
between the motion part and static part. The boom system cylinders are mounted in rotary
joints to connect two adjacent booms; therefore, friction happens in these rotary joints.
Since the diesel engine is linked to the hydraulic pump directly or through the gearbox
and transfer box by coupling, friction definitely occurs. In a word, mechanical friction
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loss mainly exists in the internal of the diesel engine and hydraulic pump, cylinders and
hydraulic motors and rotary joints. The energy flowing path is from diesel engine to
hydraulic pump (Figure 7) or from diesel engine to gearbox to transfer box to hydraulic
pump (Figure 8).

 
Figure 7. Energy flow route of trailer concrete pump.

 

Figure 8. Energy flow route of transported/truck-mounted concrete pump.
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3.2.2. Impact Loss

At present, the pumping system of concrete pumps is mainly a double-cylinder
reciprocating piston pump driven by hydraulic pressure. The successful pumping of fresh
concrete is accomplished by alternating two cylinders. When changing the control signal of
the control valve to change its working position quickly, one cylinder pumping concrete
would shift to sucking fresh concrete, and the other cylinder sucking fresh concrete would
shift to pumping concrete. At the time when the control valve changes the working position,
since the sudden changing of the external load, and oil in oil pipes cannot change their
direction rapidly, hydraulic pressure in the corresponding oil pipes would abruptly shift
from high value to low value or from low value to high value. The instantaneous high
pressure caused by the rapid changing of oil flow is much higher than normal working
pressure, even several times higher than the normal working pressure, which forms a
hydraulic impact. After the oil absorbs part of the hydraulic impact, its temperature would
increase quickly, thus causing system leakage and energy loss.

The oscillation system is used to control the swing of the S-tube to connect the concrete
cylinder of the pumping system by operating two oscillation cylinders under hydraulic
pressure. The direction changing time of the oscillation system is very short. When
changing the working position of the control valve, the inertial force caused by fresh
concrete in the S-tube during the swing process would lead to pressure in the oscillation
system rising abruptly, thus resulting in a hydraulic impact.

Moreover, when the rotating system works in the braking mode and the agitating
system changes its agitating direction and outrigger system, cleaning system, lubrication
system, etc., and they shift their direction, an impact would inevitably occur, consequently
consuming some energy and causing impact loss.

3.2.3. Path Pressure Loss

When oil flows through the same diameter pipes, i.e., pipes linking hydraulic pump
and control valves and cylinders or hydraulic motors, due to friction between oil and pipes
together with the interaction of oil particles under the viscosity of oil, a path pressure loss
would inevitably occur in these pipes.

3.2.4. Local Pressure Loss

When the cross section area of the hydraulic components of concrete pumps change
abruptly, such as elbow of pipes, joint of pipes, cylinder inlet or outlet, once hydraulic oil
flows through these sections, since its direction and velocity would change abruptly and
thus forms some whirlpool and cavitation, oil particles would also crash with each other,
so that results in local pressure loss.

3.2.5. Leakage Loss

Leakage exists in all hydraulic systems of concrete pumps mainly including a pumping
system, oscillation system, boom system, outrigger system and agitating system. Generally,
the leakage amount increases with the increase in temperature and pressure. Especially,
under the high external load thus the high pressure of system, leakage loss would share a
certain proportion of energy consumption.

3.2.6. Throttling Loss

When the rotating system works and the rotating platform rotates to drive the boom
system to an expected position, at this time, the rotating system needs to be braked. Since
boom system has a large inertial force, during the braking process, the inertial of pressure
oil and motion mechanism also compel the actuator hydraulic motor to keep rotating.
Meanwhile it acts upon the oil in the return chamber and thus increases pressure in the
return chamber. In fact, the pressure in the return chamber can be several times the normal
working pressure. Under high pressure, oil would be squeezed from the opening gap of
the control valve, thus a throttling loss occurs and converts the inertial force of the motion
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mechanism to heat consumption. In addition, for adjusting the extending or retracting
velocity of cylinder linking two adjacent booms, throttle valves are employed so that
throttling loss exists.

3.2.7. Overflow Loss

Relief valves are indispensably employed in the pumping system, oscillation system,
agitating system, etc., to assure safety of the subsystem mentioned above. Once the system
pressure exceeds a set value, relief valves are opened and overflow begins. Furthermore,
balance valves are widely used in a rotating system and boom system to lock the working
position of the rotating platform and booms. If pressure caused by the load of the rotating
system and boom system is higher than the set value of corresponding balance valves, it
thus results in overflow loss.

3.2.8. Power Matching Loss

Currently, no matter what work condition concrete pump is in, diesel engine always
works in the same fuel consumption mode, but cannot be regulated reasonably according
to different load, which results in diesel engine works in the area of high fuel consumption
ratio long term. The original reason is that the output power of diesel engine cannot match
with the absorption power of hydraulic pump, thus causes power of diesel engine cannot
be utilized fully and results in energy loss.

4. Developments of Energy Conservation of Concrete Pump

According to the results of the literature search, the methods for energy conservation of
concrete pumps can be classified into three types: the power matching approach, dual-fuel
approach and dual power approach, as shown in Table 1.

Table 1. Classification of methods for energy conservation of concrete pumps.

Type Fuel-Saving Rate Title

Power matching approach

10% Research on Power Matching and Energy Saving Control of the Truck
Mounted Concrete Pump [31]

16% Energy Optimization by Parameter Matching for a
Truck Mounted Concrete Pump [32]

16% Global power matching on truck- mounted concrete pump based on
genetic algorithm [33]

5% Double-parameter control on concrete pumps for
pressure-difference-sensed inversion [34]

20% Analysis and Research of Energy Saving Technology for Concrete Pump
Truck [35]

15% Research and conduct of power saving strategy on closed hydraulic system
for mounted concrete pump truck [36]

11% Study on Automatic Gear Control of Gearbox of Concrete Pump Truck [37]

10% Research on the Energy Saving Technology of the Truck Mounted Concrete
Pump [38]

20% Study on power-matching control of the concrete pump truck’s power
system [39]

20% Research on power-matching of energy-saving for power system of the
concrete pump truck [40]

11.67% Modeling of universal characteristics and optimization of operating
conditions of concrete pump truck based on neural network [41]

10% An Energy Saving Control Strategy for Operation of Concrete Pump
Trucks [42]
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Table 1. Cont.

Type Fuel-Saving Rate Title

31.79% Research of Energy-saving Control Methods for Concrete Pump Trucks [43]

26.5% Study on Energy Saving Control Strategy of Concrete Pump Truck [44]

10% Study on the energy-saving parameter matching of dynamic system of the
truck-mounted concrete pump [45]

Dual-fuel approach 63% Research and Application on the Truck Mounted Concrete Pump with
Dual Fuel Mixed Combustion and Energy-saving [46]

Dual-power approach __ A New Type Dual-power Hydraulic System and Its Application to
Concrete Pump Trucks [47]

4.1. Power Matching Approach

The core idea of the power matching approach is to match the diesel engine, the hy-
draulic pump and the load by adjusting the speed of the diesel engine and the displacement
of the hydraulic pump, so that the diesel engine can work near the economic curve, and
the hydraulic pump can fully absorb the power of the diesel engine, so as to improve the
working efficiency of the whole machine and reduce fuel consumption. The schematic
of the power matching approach of energy conservation for concrete pumps is shown in
Figure 9.

Yang et al. [31] proposed the power matching control strategy of hydraulic pumps
and diesel engines based on the analysis of the complex operating conditions of the truck-
mounted concrete pump and the working characteristics of the diesel engine. When the
load changes, the speed induction fuzzy control is adopted. By adjusting the speed of the
diesel engine and the displacement of the hydraulic pump, the diesel engine can work near
the economic curve, and the hydraulic pump can fully absorb the power of the diesel engine.
By properly controlling the hydraulic pump and diesel engine, the power utilization rate
is improved, thus improving the efficiency of the whole machine and the reliability of
the diesel engine. According to the working condition analysis and fuel consumption
test results of the truck-mounted concrete pump in the assessment, the proposed power
matching control strategy is expected to reduce the fuel consumption of the whole machine
by more than 10%.

Ye et al. [32,33] proposed a global power matching strategy based on engine fuel
consumption rate and hydraulic pump efficiency to solve the problems of low efficiency
and high-energy consumption of truck–mounted concrete pumps. The law of load change
was summarized by mathematical statistics. The fuel consumption curve of diesel engine
was drawn through bench test. The efficient working area of the hydraulic pump under
different pressure, rotating speed and displacement was defined through the efficiency test.
Based on a genetic algorithm, the combination optimization of engine fuel consumption
rate and hydraulic pump efficiency was realized, and the engine speed and hydraulic pump
displacement were jointly adjusted, so that the output control index changed adaptively in
real time with the change in load conditions, so as to ensure that all components worked
in the high-efficiency zone at the same time. The comparison test results of the fuel
consumption for the new and old power matching strategies showed that in the area where
the pumping capacity is 10~80 m3/h, the truck-mounted concrete pump has remarkable
energy-saving effect, the fuel-saving rate could reach 22~46%, and the comprehensive
fuel-saving rate was 16%.
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(a) 

 
(b) 

Figure 9. Schematic of power matching approach of energy conservation for concrete pumps.
(a) Power matching approach of trailer concrete pump. (b) Power matching approach of
transported/truck-mounted concrete pump.

In order to overcome the time varying and uncertain factors of the parameters of the
concrete pumping system and the sudden change in the load, Ye et al. [34] proposed a
two-parameter control strategy of engine speed and hydraulic pump displacement, which
improved the rapidity and stability of the response of the control system. Through the field
test, it was concluded that the load of the pumping system of the truck-mounted concrete
pump had the characteristics of periodicity and mutation. Through the fuel consumption
test, it was found that the fluctuation of the engine speed had a serious impact on the
fuel consumption. Based on the dynamic equation of the system, a pressure differential
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induction reversing two-parameter control system was designed, which realized the double
closed-loop control of the engine speed and the hydraulic pump displacement of the truck-
mounted concrete pump. The test showed that the average fuel consumption was reduced
by 5% by using the dual-parameter control strategy.

Xia et al. [35] designed the energy-saving control system of truck-mounted concrete
pump based on the power matching strategy of engine and hydraulic pump. The system
took energy saving as the control goal to realize the joint regulation of the engine and
hydraulic pump. The controller of the concrete pump truck could automatically adjust
the output power of the engine according to the change in the actual working conditions,
and maintained a good match with the load, so that the engine always ran at the best
working point or the best working area, so that the output power of the engine could be
fully utilized. The test data showed that when the working displacement of the concrete
pump truck was in the range of 10~70%, the energy-saving effect was significant, and
the fuel-saving rate could reach 22~46%. When the working displacement of the concrete
pump truck was within 70~80%, the energy saving was average, and the fuel-saving rate
was about 13%. When the working displacement of the concrete pump truck was 80~100%,
the energy saving was not obvious, at about 1%. The average fuel-saving rate of the whole
region was more than 20%.

According to the characteristics of the closed hydraulic system of the concrete pump
truck, Shi et al. [36] proposed the energy-saving method of adopting adaptive PID control
to control the engine speed and the displacement of the closed hydraulic pump on the basis
of ensuring the system load flow and system power demand. The results showed that,
according to the power and fuel consumption curve of the engine, the composite control of
the engine speed and the displacement of the variable displacement pump under different
working conditions could achieve good energy-saving effect on the premise of meeting the
requirements of working conditions, especially in the middle and small power range of
the load, the energy-saving effect was obvious, and the average energy saving was more
than 15%.

In view of the shortage that the concrete pump truck uses a fixed gear for pumping,
Shi et al. [37] proposed a method to select the optimal transmission ratio by automatically
switching the gear of the gearbox according to the load during the pumping process. The
comparison test of fuel consumption between the new and the old pumping control scheme
was carried out. The test showed that when the pumping volume of the new scheme was
50~100%, the energy-saving effect was obvious, and the energy-saving was up to 11%.

Based on the research on the working characteristics of the truck-mounted concrete
pump under various working conditions and the universal characteristics of the engine,
Wang et al. [38] developed the power matching control technology of the whole machine
based on the adaptive variable torque model, and incorporated the service subsystems
of the whole machine (pumping, distribution, mixing, boom, etc.) into the power control
system to achieve the perfect match between the power system of the whole machine and
the multi-load external working conditions, which could ensure that the engine had a
stable load rate under any working conditions, making the engine always work at the
economical fuel consumption point. The test results showed that the proposed energy-
saving technology could reduce the fuel consumption of truck-mounted concrete pump by
more than 10%.

Cheng [39] proposed a power matching strategy by controlling diesel engine and
hydraulic pump simultaneously. When the load changes, regulating the flowrate of the
variable displacement pump reasonably and timely so that when the revolving speed of the
diesel engine varies, the torque of the diesel engine can be adjusted and the diesel engine
can work nearby the economical point. The test results showed that the average fuel-saving
rate was about 20% by employing the proposed energy-saving technology.

Li et al. [40] proposed to use the interval setting matching method and speed induction
control to carry out a power energy-saving matching control on the engine and hydraulic
system to reduce the useless power loss of the engine, so that the matching control of the
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engine and hydraulic pump could be carried out automatically with the size of the load,
thus reducing fuel consumption. The actual vehicle test showed that this power matching
control method had a significant energy-saving effect, which made the truck-mounted
concrete pump deliver the same amount of concrete under the same working conditions
with a fuel-saving rate of 20%.

He et al. [41] used the BP neural network to establish the universal characteristic
model for the engine of a certain type of truck-mounted concrete pump, and optimized the
working conditions of this type of truck-mounted concrete pump and obtained the engine
speed that best matched the hydraulic system under four working conditions. The test
results showed that the optimized engine working conditions based on the model had an
obvious fuel-saving effect, with a maximum fuel saving of 11.67%.

Jie et al. [42] proposed a global power matching energy-saving control strategy of
concrete pump trucks based on the load operation mode. The engine speed and hydraulic
pump displacement are jointly adjusted by a dedicated controller to achieve the matching
between the engine, hydraulic pump and load. In the real vehicle application, the proposed
strategy achieved more than 10% fuel-saving rate under 80% load pumping condition.

Zeng et al. [43] proposed to realize the energy-saving control strategy of matching an
engine hydraulic pump load by adjusting the relationship between engine speed, hydraulic
pump swashplate opening, hydraulic pump pressure and the number of commutations
per minute, so as to improve the working efficiency of the whole machine and reduce fuel
consumption. The test results show that the maximum fuel-saving rate can reach 31.79%.

Wu et al. [44] proposed an energy-saving control strategy to match the power of the
engine and the hydraulic pump of the truck-mounted concrete pump. When the load
changed, the engine could work near the economic curve by adjusting the engine speed
and the displacement of the hydraulic pump, and the hydraulic pump could fully absorb
the power of the engine. The results showed that the average oil-saving rate reached 26.5%.

Pu [45] put forward an energy-saving parameter matching strategy of a load adaptive
power system, which dynamically adjusted the speed of engine and displacement of the
hydraulic pump according to the change in load conditions, so that the engine always
worked near the economic working curve. The test results showed that the proposed
parameter matching strategy could effectively reduce the fuel consumption of the power
system, and the average fuel-saving rate was more than 10%.

4.2. Dual-Fuel Approach

The dual-fuel approach means that two fuels are simultaneously fed into the internal
combustion engine and mixed and burned in the internal combustion engine. The pro-
portion of the two fuels is adjusted by the controller in real time according to the external
load conditions, so as to reduce the consumption of fossil energy and reduce the emissions
generated by burning fossil energy. The schematic of the dual-fuel approach of energy
conservation for concrete pumps is shown in Figure 10.

Li et al. [46] studied the key technology in the application of oil and gas blended
combustion technology on the truck-mounted concrete pump, in which, on the basis of
the original diesel engine, a set of fuel supply and electric control systems was added,
and the automatic matching energy-saving control strategy of the engine load rate was
adopted, so that the truck-mounted concrete pump could realize the diesel and natural
gas-blended combustion switching operation mode under both driving and pumping
conditions. According to the statistics of all test data, the blended combustion engine
consumed 770.5 L of diesel oil and 1360.53 cubic meters of gas at all speeds, and 2078.3 L of
diesel oil in the pure diesel mode under the same conditions.
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(a) 

 
(b) 

Figure 10. Schematic of dual-fuel approach of energy conservation for concrete pumps. (a) Dual-
fuel approach of trailer concrete pump. (b) Dual-fuel approach of transported/truck-mounted
concrete pump.

4.3. Dual-Power Approach

He et al. [47] stated that the dual-power approach referred to the method of using
two power sources (internal combustion engine and electric motor). When the vehicle was
operating in the field or it was inconvenient to use electricity, the engine provided power to
drive the working device; When the vehicle worked in a narrow, closed space or flammable
and explosive conditions, it could be switched to the electric motor working mode by
connecting AC power and performing the corresponding operation, and the electric motor
provided power to drive the working device, which could greatly improve the economy
and exhaust emissions on the premise of meeting the safety and reliability of the equipment.
The schematic of the dual-power approach of energy conservation for concrete pumps is
shown in Figure 11.
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Figure 11. Schematic of dual-power approach of energy conservation for concrete pumps. (a) Dual-
power approach of trailer concrete pump. (b) Dual-power approach of transported/truck-mounted
concrete pump.

In view of the problems existing in the application of emergency power, He et al. [31,47]
proposed a dual-power hydraulic system composed of a diesel engine and electric motor.
When the conventional hydraulic system driven by electric motor cannot work, the diesel
engine provides emergency power to the emergency hydraulic system by the manual
operation of the remote controller. Through the control of the hydraulic valve group,
the coordinated action of each actuator is realized, and the boom retraction, concrete
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pumping and cleaning are completed. The prototype commissioning and construction site
application show that the parameters and indicators of the proposed dual-power hydraulic
system meet the expected design requirements, meet the emergency power requirements
in construction, have high cost performance and convenient operation.

According to the above statistical results, it can obviously be seen that the power
matching approach is the most widely used in energy conservation for concrete pumps,
which indicates that this is a research hot spot. In addition, although there is less research
on the dual-power approach and dual-fuel approach, it also provides a new research idea
for this area of study. With the breakthrough of fuel technology and power technology,
it is believed that the dual-power approach and dual-fuel approach will gradually be
successfully applied.

5. Challenges with Energy Conservation of Concrete Pumps

A pumping system is a common part of trailer concrete pumps, transported concrete
pumps and truck-mounted concrete pumps, and it works in a continuous periodical
pumping process. From different working conditions of concrete pumps, it can obviously
be concluded that load power varies periodically with different loads in a large range, and
accordingly, the working condition of diesel engine also changes periodically, and therefore,
diesel engine cannot always work in a high-efficiency region. This is the main reason that
concrete pumps have low-fuel economy.

A hybrid power system including Petrol–Hydraulic hybrid and Petrol–Electric hybrid
systems has the potential to improve fuel economy by operating diesel engine in a high-
efficiency region. Petrol–Hydraulic hybrid consists of a diesel engine converting chemical
energy to mechanical energy and a hydraulic motor converting hydraulic energy to me-
chanical energy, and Petrol–Electric hybrid consists of a diesel engine converting chemical
energy to mechanical energy and an electric motor converting electrical energy to mechani-
cal energy. Because hybrid power system can significantly improve fuel economy it has
been applied successfully in buses [48–52], vehicles [53–59], hydraulic excavators [60–66],
hydraulic cranes [67–69], hydraulic forklifts [70–73], etc. Equipping concrete pumps with a
hybrid power system offers a feasible way to achieve better energy conservation efficiency.
In this paper, we forecast some trends on energy conservation for concrete pumps.

5.1. Reasonable Selecting of Structure Type

The working conditions of concrete pumps are complex, and different concrete pumps
have different load characteristics; thus, it may suit for a different type of hybrid power
structure. The serial or parallel structure type of concrete pumps should be comprehen-
sively compared according to different working conditions and load characteristics so that
concrete pumps can achieve better energy conservation efficiency.

5.2. Reasonable Optimizing of Control Strategy

The control strategy plays an important role in energy conservation and emission
reduction in concrete pumps. There are so many types of concrete pumps, and the same type
of concrete pump has different working characteristics under different working conditions.
Therefore, the control strategy of hybrid concrete pumps should be studied on the basis of
analyzing the load characteristics of concrete pumps so that concrete pumps can obtain the
anticipated efficiency of energy conservation.

5.3. Reasonable Matching of Component Parameters

A Petrol–Hydraulic hybrid or Petrol–Electric hybrid power concrete pump is a
mechanic–electric–hydraulic integration product, and it exists for the definite coupling of
mechanic, electric and hydraulic power. The working performance of the whole machine
is to be improved greatly if the reasonable matching of each component parameters can
be realized. Thus, it should analyze the coupling characteristic among components and
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further study the parameter matching method on the basis of analyzing the characteristics
of each component which is used to compose a hybrid power concrete pump.

5.4. Reasonable Effectiveness of Energy Storage Component

The energy storage component which includes a storage battery, super capacitor or
accumulator is the important part for a hybrid concrete pump, and its performance has
great influence on the working performance of a hybrid concrete pump. Due to the working
characteristics of large-load changing, frequent working, a bad working environment, etc.,
the requirements such as power density, energy density, storage capacity, working lifetime
and reasonable use are raised as to the effectiveness of the energy storage component.

5.5. Reasonable Design of Energy Management System

The energy required by a hybrid concrete pump varies because of different working
conditions and load characteristics during the working process. If a reliable energy manage-
ment system distributing energy in different working stages can reasonably be designed,
the target of energy conservation is to be eventually realized.

6. Conclusions and Future Work

This paper expounds the structure and working principle of concrete pumps, analyzes
the energy consumption ways for concrete pumps, summarizes the developments in energy
conservation for concrete pumps, and presents the challenges with energy conservation of
concrete pumps.

The research results of this paper indicate that the power matching approach is
the most widely used approach in energy conservation of concrete pumps. In addition,
both the dual-power approach and dual-fuel approach provide a new research idea for
energy conservation of concrete pumps even if the research on the two approaches is less.
It is expected that the dual-power approach and dual-fuel approach will gradually be
successfully applied with the breakthrough of fuel technology and power technology.

By selecting the structure type, optimizing the control strategy, matching component
parameters, enhancing the effectiveness of the energy storage component and designing a
reasonable energy management system, it can achieve the goal of energy conservation for
concrete pumps.

In our future research work, we will deeply study the technology with regard to
applying a hybrid power system for concrete pumps. Specifically, we will carefully study
the structure type of a hybrid system suitable for concrete pumps, further study and
optimize the control strategy, study the parameter matching method and study the en-
ergy storage system of a hybrid system for concrete pumps, as well as study its energy
management system.
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Nomenclature

PE Power of diesel engine
PEloss Power loss of diesel engine
PEe Effective power of diesel engine
PP Power of hydraulic pump
PPloss Power loss of hydraulic pump
PPe Effective power of hydraulic pump
PH Power of concrete pumping system
PHloss Power loss of concrete pumping system
PHe Effective power of concrete pumping system
PL Power of external load
PG Power of gearbox
PGloss Power loss of gearbox
PGe Effective power of gearbox
PT Power of transfer box
PTloss Power loss of transfer box
PTe Effective power of transfer box
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