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Preface

Astronomical instrumentation is at the doorstep of a new era. In the domain of space astronomy,

we have obtained the first scientific outcome of the recently launched James Webb Space Telescope and

are experiencing rapid growth in the field of small missions, including CubeSats, a newly available

platform. In the domain of ground-based astronomy, we are approaching the commissioning of

extremely large telescopes and their first-light instruments, but we are also witnessing a number of

small missions, which have become possible with new image sensors, robotic mounts, and other

technologies. The present Special Issue of Photonics is focused on novel developments for optical

systems in astronomy. It could be of interest for engineers developing scientific instrumentation and

for astronomers.

Eduard Muslimov and Gennady G. Valyavin

Guest Editors

vii





Citation: Zhang, Z.; Zhang, G.; Cao,

J.; Li, C.; Chen, W.; Ning, X.; Wang, Z.

Overview on Space-Based Optical

Orbit Determination Method

Employed for Space Situational

Awareness: From Theory to

Application. Photonics 2024, 11, 610.

https://doi.org/10.3390/

photonics11070610

Received: 19 December 2023

Revised: 8 June 2024

Accepted: 10 June 2024

Published: 27 June 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

photonics
hv

Review

Overview on Space-Based Optical Orbit Determination Method
Employed for Space Situational Awareness: From Theory
to Application
Zhe Zhang 1,2, Gaopeng Zhang 1,2,*, Jianzhong Cao 1,2,*, Cheng Li 1,2, Weining Chen 1,2, Xin Ning 3

and Zheng Wang 4

1 Xi’an Institute of Optics and Precision Mechanics of CAS, Xi’an 710119, China; zhangzhe@opt.ac.cn (Z.Z.);
licheng@opt.ac.cn (C.L.); cwn@opt.ac.cn (W.C.)

2 Xi’an Key Laboratory of Spacecraft Optical Imaging and Measurement Technology, Xi’an 710119, China
3 School of Astronautics, Northwestern Polytechnical University, Xi’an 710119, China; ningxin@nwpu.edu.cn
4 Research Center for Unmanned System Strategy Developments, Northwestern Polytechnical University,

Xi’an 710119, China; wz_rcussd@nwpu.edu.cn
* Correspondence: zhanggaopeng@opt.ac.cn (G.Z.); cjz@opt.ac.cn (J.C.)

Abstract: Leveraging space-based optical platforms for space debris and defunct spacecraft detection
presents several advantages, including a wide detection range, immunity to cloud cover, and the
ability to maintain continuous surveillance on space targets. As a result, it has become an essential
approach for accomplishing tasks related to space situational awareness. However, the prediction
of the orbits of space objects is crucial for the success of such missions, and current technologies
face challenges related to accuracy, reliability, and practical efficiency. These challenges limit the
performance of space-based optical space situational awareness systems. To drive progress in
this field and establish a more effective and reliable space situational awareness system based on
space optical platforms, this paper conducts a retrospective overview of research advancements
in this area. It explores the research landscape of orbit determination methods, encompassing
orbit association methods, initial orbit determination methods, and precise orbit determination
methods, providing insights from international perspectives. The article concludes by highlighting
key research areas, challenges, and future trends in current space situational awareness systems and
orbit determination methods.

Keywords: space situational awareness; orbit association methods; initial orbit determination; precise
orbit determination; angle-only measurement

1. Introduction

Since the launch of the first satellite on 4 October 1957, approximately 15,302 artificial
spacecraft have been deployed through 6346 launch missions worldwide by the end of 2022
(as shown in Figures 1 and 2) [1]. The fragments generated from those rocket launches and
disabled spacecraft have resulted in millions of pieces of space debris, posing a significant
threat to operational satellites in space [2,3]. In 1983, the space shuttle Challenger experi-
enced the first ever significant collision with space debris in human history. This incident
resulted in damage to Challenger’s window and the premature termination of the mission.
Subsequently, several severe instances of space debris colliding with operational satellites
in orbit have been observed. In each case, the impact caused substantial damage or even
the complete disintegration of the affected spacecraft [4]. With the space environment
becoming increasingly crowded, it is crucial to ensure the safety of space assets in orbit and
prevent potential damage from space debris collisions. This urgency highlights the need
for timely and continuous sensing and measurement of the operational orbits of objects
in space.

Photonics 2024, 11, 610. https://doi.org/10.3390/photonics11070610 https://www.mdpi.com/journal/photonics1
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Figure 1. The number of launch missions worldwide from 1957 to 2022.

Figure 2. The number of spacecraft launched worldwide from 1957 to 2022.

Recognizing the imperative of protecting on-orbit spacecraft from collisions with space
debris, major spacefaring nations worldwide have universally developed their own space
situational awareness systems. In the mid-20th century, the United States and the Soviet
Union pioneered the development of ground-based space situational awareness systems.
As we entered the 21st century, other spacefaring nations, including Europe, Japan, India,
and China, significantly enhanced their capabilities in space situational awareness, aiming
to address the challenges posed by the increasingly congested space environment and
ensure the security of their respective space assets.

In recent years, significant attention has been directed towards space-based optical
systems for space situational awareness. Unlike ground-based systems, those dependent
on space-based optical platforms provide unique advantages, such as a wide observational
field, extended daily monitoring time, and immunity to atmospheric or cloud cover. These
features facilitate the timely and continuous surveillance of both space regions and targets.
Furthermore, through orbital networking or orbital maneuvers, space-based optical space
situational awareness systems can attain persistent monitoring and conduct close-range
reconnaissance of space targets.

In the technical framework of space situational awareness utilizing optical monitor-
ing systems in space, the determination of the orbits of space targets constitutes its core
and foundation. After acquiring detection data, space-based situational awareness plat-
forms employ orbit determination methods to convert sensor data into precise parameters
defining the orbital state of the targets. This process serves as the essential bridge for
transforming sensor detection information into assessments of the orbits of space targets
and alert information. This foundational procedure is integral for estimating the on-orbit
operational status of space targets, cataloging space objects, and conducting analyses
related to space contact and collisions.

In this paper, a comprehensive overview of the development history of space situa-
tional awareness systems and the present state of research on orbit determination methods
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employing space-based optical platforms is provided. First, it delineates the status of space
situational awareness policies and equipment in major spacefaring nations, analyzing the
practical engineering demands in this domain. Subsequently, the existing state of rele-
vant theoretical research in the three stages of orbit determination—short-arc association,
initial orbit determination, and precise orbit determination—is introduced. Finally, the
paper summarizes key issues in the current theoretical research and underscores research
directions that merit particular attention in the future development of this field.

2. The Evolution of Space Situational Awareness Policies

Research on space situational awareness originated in the 1980s and gained significant
attention in the 1990s [5]. In August 1998, the U.S. government underscored the critical
significance of space situational awareness in its official document [6]. In 2018, space
situational awareness was officially recognized as one of the four primary U.S. space
missions. The related document explicitly emphasized that a comprehensive understanding
of the space environment is foundational to the execution of U.S. space commands and
operations in the space domain [7].

In 2019, the United States formally introduced the term Space Domain Awareness
(SDA) to supplant space situational awareness. This signifies the official acknowledgment
of space as an operational domain, alongside land, sea, and air [8]. The documents titled
“Space Capstone Publication, Spacepower” published in 2020 and “Space Doctrine Notes,
Operations” published in 2022 by the U.S. government underscored that the Space Domain
Awareness mission entails understanding all factors, intentions, capabilities, and current
conditions that may impact U.S. space activities. These documents particularly highlighted
the importance of space situational awareness in anticipating potential future scenarios
in the space domain [9,10]. Important milestones in the development of the U.S. space
situational awareness policies are shown in Figure 3.

Figure 3. Milestones of the U.S. SSA policies.

In addition to the United States, European countries have embarked on establishing
an independent system to detect, assess, and forecast space threats since the last century.
The development of a European space situational awareness system was initially led by
European spacefaring countries, notably France [11]. In 2008, the Council of the European
Union adopted resolutions to advance European space policies, emphasizing the need for
Europe to enhance its monitoring capabilities for space facilities and debris to strengthen
its global standing in space endeavors [12]. Since 2009, the European Space Agency (ESA)
has spearheaded the Space Situational Awareness Program, categorizing it among the
six European major space programs alongside the Galileo Global Satellite Navigation
System [13].

The primary objectives of the European space situational awareness system include
monitoring and tracking space objects, observing and forecasting space environments,
and detecting space targets in low Earth orbits (LEOs). These objectives aim to achieve
space collision avoidance, re-entry trajectory analysis, and orbit evolution of space targets
to ensure the safety of European space facilities [14–16]. In 2010, the European Council
formally acknowledged the importance of space situational awareness in both military
and civilian areas in its seventh Space Council resolution [17]. Subsequently, the European
Council reiterated the significance of space situational awareness in a series of related
meetings in 2011 [18,19].

In 2014, the European Parliament adopted Resolution No. 541 concerning the estab-
lishment of the Space Surveillance and Tracking (SST) System, systematically outlining
concepts, necessity, mission goals, and series of resolutions related to SST [20]. In 2015, the
EU established the SST Alliance to coordinate SST-related affairs. In 2016, the European
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Space Strategy was promulgated, emphasizing Europe’s commitment to strengthening
existing space target monitoring and tracking capabilities and evolving them into a more
robust space situational awareness system in the future [21]. In 2018, the EU Commis-
sion submitted the European SST system development report for the years 2014–2017 to
the European Parliament. The report systematically summarized the development of the
European space monitoring and space target tracking system during that period, provid-
ing prospects for the future development of the system in both technical and managerial
aspects, underscoring European high regard for constructing a space target monitoring
system [22].

In 2022, European leaders proposed considering space as a strategic zone for Europe
and called for the formulation of a European Space Security and Defense Strategy. In
response, the European Commission put forth the first European Space Security and De-
fense Strategy, emphasizing the prominent position of space situational awareness [23,24].
Presently, aligning with the European development plan for its space situational awareness
system, Europe has established ground radar systems, such as the Grand Réseau Adapté
à la Veille Spatiale (GRAVES), for space situational awareness. Concurrently, the EU is
planning to respectively launch the Hera satellite in 2024 and the ClearSpace-1 satellite in
2026 to carry out tasks related to space debris cleanup. Plans are also underway to launch
the Vigil satellite in the 2020s to monitor the space environment, gradually advancing to-
ward the goal of constructing the European space situational awareness and space defense
system. Figure 4 shows the important milestones in the development of European space
situational awareness policies.

Figure 4. The development of Europe SSA policies.

In addition to the United States and Europe, Russia has developed its space situational
awareness system known as the Russian Space Surveillance System (RSSS) [25]. The origins
of the Russian space situational awareness system can be traced back to the Soviet era in the
1960s when a world-class network of ground-based radar stations and optical telescopes
was established, ensuring the efficient monitoring of space targets [26]. Moreover, owing to
historical factors, Russia has maintained a top-tier level of theoretical research in the field
of space situational awareness [27].

In recent years, India has demonstrated a growing interest in space situational aware-
ness. India established the Directorate of Space Situational Awareness and Management
and, in 2019, initiated the construction of the Space Situational Awareness Control Cen-
tre to specifically oversee India’s activities and research programs in space situational
awareness [28,29]. In 2022, India entered into a cooperation agreement with the United
States, covering aspects such as the sharing of space situational awareness information [30].
Additionally, starting from 2022, the Indian Space Research Organisation (ISRO) has an-
nually released a Space Situational Assessment Report on its official website. This report
provides information on the global launch scenario and typical space collision risks of
the previous year, highlights future trends in space situation, and offers insights into the
development in the field of space situational awareness [31,32]. Japan is also in the planning
stages for constructing a space-based situational awareness system composed of radars,
optical telescopes, and analysis systems. The goal is to monitor space debris and analyze
its potential threats to on-orbit satellites and astronauts [33].

In general, the concept of space situational awareness emerged in the 1990s and has
garnered widespread attention in the 21st century. With the ongoing advancement of space
technology, the concept of space situational awareness has evolved, expanding from its
initial focus on the discovery and perception of space objects to encompass the measurement
and estimation of the motion states of these objects, continuous monitoring of key space
targets and regions, orbit prediction of space objects, and warning of collision threats.
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Looking ahead, as space technology continues to advance, more complex space mis-
sions will demand higher requirements for the scope and precision of space situational
awareness. Existing space situational awareness systems primarily detect and perceive
unknown targets one by one within their detection range. The development of large-
scale spacecraft constellations urgently calls for perception systems capable of addressing
clustered targets.

Furthermore, to ensure the long-term operation of increasingly sophisticated space
payloads on orbit, it is crucial to minimize the probability of collisions between these pay-
loads and space debris. This places higher demands on the sensitivity of space situational
awareness systems, necessitating the research and development of equipment and systems
capable of detecting extremely small space debris.

In order to reduce the detection time of space collision threats, providing more time
for spacecraft to generate and execute collision avoidance strategies, space situational
awareness systems need to have a longer detection range and higher recognition speed. This
enables the early and swift identification of potential close encounters and collision threats.

3. Typical Space-Based Situational Awareness Facilities

The current global systems for detecting and alerting against threats to space assets are
broadly categorized into ground-based and space-based surveillance systems based on their
spatial distribution [34–37]. Ground-based systems, being the initial development, formed
the early space surveillance infrastructure for major spacefaring nations, leveraging their
high power and capacity for large detection payloads. However, the Earth’s curvature and
susceptibility to atmospheric and cloud cover may limit ground-based systems, imposing
significant constraints on their detection range and effective operational time. Additionally,
their distance from space targets results in lower resolution for detecting targets on HEO.

In contrast, space-based surveillance systems utilize detection payloads on satellites,
mitigating issues related to atmosphere and clouds on Earth. They offer a broader field
of view compared to ground-based systems through maneuverability. Moreover, these
systems, equipped with satellite maneuvering and multi-satellite networking capabilities,
can ensure continuous monitoring and close observation of specific space targets or regions.
To achieve comprehensive, continuous, and high-precision space situational awareness
on a global scale, nations worldwide have increasingly emphasized the development of
space-based platforms in recent years [34]. In this section, typical detection payloads for
space situational awareness systems shown in Table 1 are presented to provide a more
intuitive and comprehensive understanding of current development status of this field.

In the 1990s, the United States launched one of the earliest and most representative
space-based situational awareness satellites, the Midcourse Space Experiment (MSX). It
carried a suite of optical detection instruments, including an infrared imaging telescope,
a space-based visible (SBV) camera, and the ultraviolet and visible imagers and spectro-
graphic imagers (UVISI) [38]. The SBV camera is considered a groundbreaking space-based
visible light detection instrument. The optical aperture of SBV is 15 cm, operating in the
spectral range of 0.3–0.9 µm. Its focal plane is composed of four low-noise visible light
CCD chips with a field of view of 1.4◦ × 1.4◦ each, stitched together to form a total field
of view of 1.4◦ × 5.6◦ [39]. This camera signifies the validation of space-based optical
detection technology and provides crucial insights for the development of subsequent
space detection systems.

Building upon the success of the MSX satellite, the United States further strengthened
its space situational awareness capabilities by establishing the space-based surveillance
system (SBSS). The first satellite of the SBSS mission, launched in 2010, carried a TMA
visible light camera with 30 cm aperture, 3◦ × 3◦ field of view, and 2.4 million pixels.
Mounted on a gimbal, TMA demonstrated the capability to flexibly adjust its field of view
under a fixed satellite posture. The detection range of TMA covered LEO, MEO, and HEO,
with a positioning accuracy of 10 m for low-orbit targets and 500 m for high-orbit targets.
According to the plan of the SBSS project, the system was originally intended to establish
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a constellation of space-based monitoring satellites operating in LEO, thereby enhancing
positioning accuracy for targets in HEO to approximately 250 m [40].

To address the issue of too many false collision alerts caused by insufficient ground-
based detection resolution, the Space-based Telescopes for the Actionable Refinement of
Ephemeris (STARE) satellite was launched into a polar orbit to validate the capability
of space-based surveillance systems to update the orbital parameters of on-orbit targets.
According to relevant research, this satellite carries a coaxial reflection system payload
with an 85 mm aperture, a field-of-view angle of 2.08◦ × 1.67◦, and a pixel size of 6.7 µm,
comprising 1280 × 1024 pixels [39,40].

To validate whether satellite maneuvers can enhance target detection capability,
Canada launched the smallest space-based telescope to date, the Microvariability and
Oscillations of Stars (MOST) satellite [41]. This satellite carries a 15 cm aperture optical
telescope with a field-of-view angle of 2◦ × 2◦ and features 1024 × 1024 pixels [42].

After the launch of the MOST satellite in Canada, the United States launched the Wide
Area Space Surveillance System (WASS), utilizing a network of multiple LEO satellites
to monitor stationary orbit targets on Earth. Each satellite in this system carries multiple
wide-angle cameras, with each camera having a field-of-view angle of up to 60◦ × 4◦ and
an aperture of 28 mm. The cameras are equipped with a long sunshade to achieve a 4◦ sun
avoidance angle [41].

The most well-known space situational awareness satellite of Canada is the Sapphire
satellite. This satellite employs a three-mirror anastigmat design which is similar to the
SBV, with a 15 cm aperture and a field of view of 1.4◦. The detector of this satellite utilizes a
trajectory speed mode to achieve a higher signal-to-noise ratio. It is capable of monitoring
and tracking objects with a magnitude as faint as 15 [40,42].

The space-based optical telescope (SBO), developed in Europe for space debris mon-
itoring, features a CMOS sensor with an optical aperture of 20 cm, pixel size of 18 µm,
and a field-of-view angle of 6°. It possesses robust capabilities for monitoring space debris
targets, enabling observation of 2 cm-sized objects in HEO [39].

In addition, the AsteroidFinder satellite developed by Germany carries an optical
payload with a 25 cm aperture. It employs an off-axis three-reflection dispersive imaging
catadioptric optical system with a field-of-view angle of 2◦ × 2◦, pixel size of 13 µm, and
a resolution of 2k × 2k pixels. By incorporating a field stop in the optical system, the
camera of this satellite achieves effective stray light suppression, enabling the detection of
spacecraft and space debris in LEO. This satellite validates the capability of space-based
optical detection systems for detecting centimeter-sized space targets, marking a significant
milestone in the development of space situational awareness systems [39,40].

Table 1. Key performance parameters of space situational awareness satellite payloads.

Satellite Optical Aperture Pixel Size Pixel Number Field of View

MSX 15 cm Unknown Unknown 1.4◦ × 5.6◦

SBSS 30 cm Unknown 2.4 million 3◦ × 3◦

STARE 8.5 cm 6.7 µm 1280 × 1024 2.08◦ × 1.67◦

MOST 15 cm Unknown 1024 × 1024 2◦ × 2◦

Sapphire 15 cm Unknown Unknown 1.4◦

SBO 20 cm 18 µm Unknown 6◦

Asteroid 25 cm 13 µm 2k × 2k 2◦ × 2◦

In general, space-based situational awareness facilities are predominantly equipped
with an optical detection payload to monitor and assess space objects and the space en-
vironment. Compared to radar detection, optical detection is envisioned as the primary
means for future space-based target monitoring. Optical detection consumes less energy
for long-range detection and can be combined with real-time image processing to enhance
resolution. In terms of monitoring capabilities, space-based situational awareness systems
predominantly rely on visible light cameras as their effective payloads. However, due to the
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diversity of space targets, there is a growing trend towards multi-spectral joint detection,
such as combining visible light with infrared detection or utilizing multi-band infrared
detection.

Regarding the selection of monitoring constellations and the number of satellites, with
the advancement of small satellite technology and space satellite formation techniques,
space situational awareness payloads are increasingly integrated with small or multiple
satellites. Additionally, a single monitoring satellite may carry various sensors to cover a
broader monitoring range and multiple spectral bands.

In the choice of space camera, off-axis three-mirror optical systems and even more
complex optical systems are becoming more widely used to address the growing demand
for wide-field space-based surveillance.

4. Orbit Association Methods

Space-based optical space situational awareness systems offer several advantages,
including a short detection wavelength, a large frame information capacity, and the ability
to monitor multiple space targets. Currently, this kind of system has emerged as the
mainstream solution for monitoring space target and has entered the experimental and
application phases.

In the development of space-based space situational awareness systems, one of the
crucial technologies is predicting the orbits of identified space targets based on optical
imaging results. This process, often referred to as orbit determination, serves as the core
and foundation of space-based space situational awareness tasks [35]. Orbit determination
can be categorized into batch processing and sequential processing, depending on specific
processing methods [36]. It can also be classified into real-time tracking and post-event
tracking based on processing timeliness.

According to the orbit model used in the orbit determination process, orbit determina-
tion tasks can be classified into dynamic orbit determination, kinematic orbit determination,
and reduced-dynamic orbit determination. In terms of processing steps, the orbit deter-
mination process involves orbit association, initial orbit determination (IOD), and orbit
refinement (or precise orbit determination) [37].

In scenarios where optical observations are the sole source of information, obtaining
direct measurements of the distance and velocity of space targets in relation to the observing
platform is unattainable. Only information about the relative angles and angular velocities
of the target’s motion can be gathered. Before commencing the initial orbit determination,
it is crucial to confirm, through orbit association, whether multiple observation results
pertain to the same target [43].

The admissible region method is a classical approach for correlating diverse observa-
tion outcomes [44]. This method utilizes the mechanical principles governing the motion
of space targets as constraint conditions, restricting the feasible range of distances and its
change rate (equivalent to the orbital elements) from observation platforms to the target
during angle-only measurement process. Subsequently, the orbital element of the target
will be determined within the feasible range.

Expanding upon the admissible region method, as shown in Table 2, Tommei et al.
introduced an approach that integrates the gravity as a constraint on the the motion of the
targets. Simultaneously they utilized the orbital altitudes of the targets as a constraint to
construct the feasible domain of their motion. This method, grounded in the admissible
region framework, successfully achieves the association of the observed short arcs of the
space targets [45].

Following the principles laid out by Tommei et al., Maruskin et al. proposed a recursive
intersection method to address the problem of orbit association. This approach employs
orbital mechanical energy, distance from Earth, and permissible ranges for perigee and
apogee as constraints for feasible target orbital solutions. It calculates intersections of
different orbital segments corresponding to multiple observations, and associates different
observed orbit segments according to the existence of intersections associated with various
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observation results [46]. The recursive intersection method simplifies the orbital association
process but requires manual screening and processing of results during implementation,
making it unsuitable for associating large-scale orbital observation data.

Fujimoto et al. mapped the feasible domain where the targets might exist to a 6D
Poincaré space, which is divided into multiple hypercubes. In the Poincaré space, the
density of virtual particles, representing the probability of the existence of the observed
target in space, is distributed among different hypercubes. Bayesian theorem is then
employed to achieve the association between different observation segments [47–49]. The
approach, characterized by linearizing the mapping process and discretizing the feasible
domain, effectively mitigates computational costs and maintains robustness even in the
presence of observation errors. Nevertheless, it does not apply to the GEO association
problems [50].

Siminski et al. reframed the orbit association problem into an optimization process
by employing a loss function and corresponding optimization methods. Depending on
whether the optimization problem used in the trajectory association process is an initial
value problem (IVP) or a boundary value problem (BVP), the associated methods are
categorized into two classes [51,52]. Among them, the BVP-based approach utilizes dis-
tance assumptions and Lambert problem solvers to determine feasible orbits for observed
targets, exhibiting better completeness and efficiency. On the other hand, the IVP-based
methods determine the orbits of the targets through the admissible region method, offering
advantages in terms of clarity.

Table 2. Comparison of the orbit association methods mentioned in this section.

Developers Characteristics Inputs Outputs Main Equations

Tommei et al.
[45]

Regard the gravity as a constraint on
the motion of targets and utilized

the orbital altitudes as a constraint to
construct the feasible domain

Arc of observations
and the

corresponding optical
attributable

Admissible region
of the orbit of

target
C = C1 ∩ C2

Maruskin
et al. [46]

Simplified the association process
and further limited the size of
admissible region in the range

range-rate plane

Arc of observations
and the

corresponding optical
attribute

Admissible region
of the orbit of

target
C = 4∩

i=1
Ci

Fujimoto
et al. [47–49]

Mapped the feasible domain where
the target might exist to a 6D

Poincaré space

Multiple observations
and the sensor

position

Correction of
observations X ≈ X∗ + Φ[δρ, δρ̇]T

Siminski et al.
[51,52]

Reframed the association problem
into an optimization process

Range and range-rate
hypothesis

Improved range
and range-rate

hypothesis

L(p) = (a2 − â2)
T(C â2 + Ca2 )(a2 − â2);

L(p, k) = (ż− ˆ̇z)T(C ˆ̇z + Cż)(ż− ˆ̇z)

It is notable that a significant challenge in existing orbit association methods lies in
the high rate of erroneous orbit associations for distinct targets within the same satellite
constellation. To enhance the accuracy of orbit associations for different targets within the
same constellation, Cai et al. introduced a novel approach known as the “Common Ellipse
Method”. This method addresses the orbit association problem by examining the proximity
of the hypothetical ellipses representing the target trajectories in the observational data to a
common ellipse. Simulation results demonstrate a notable improvement in the accuracy of
orbit associations using this method [43].

5. Initial Orbit Determination Methods

In the initial stages of orbit determination, challenges arise due to the limited field
of view of monitoring camera and the high relative velocity between space targets and
monitoring platforms. A single monitoring spacecraft often struggles to maintain contin-
uous tracking of the target motion. Consequently, the estimation of a space target orbit
is usually based on limited observational data, a technique referred to as short-arc orbit
determination [53]. Representing the orbit of a space target uniquely requires six orbital
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elements. However, a single optical observation can only provide information about two
angles of the target and their corresponding times. Hence, achieving short-arc orbit de-
termination during the initial phase typically requires obtaining six sets of observations,
including angles and times from three separate instances as depicted in Figure 5.

Figure 5. Schematic diagram of angle-only orbit determination based on three observations.

The most classic algorithms for initial orbit determination are the Gauss method and
the Laplace method shown in Table 3 [54,55]. Among them, the Gauss method initiates
by formulating a system of equations for target positioning, involving 18 unknowns.
This process leverages the geometric relationship between the observation platform and
the target, along with the spatial target position vector expression based on Lagrange
coefficients and the conservation theorem of angular momentum. Finally, the Gauss
method utilizes multiple observations, incorporating target angle information and the
position of the observation platform, to solve these equations [56]. However, the accuracy
of the Gauss method diminishes when the curvature of the observed arc is low since the
curvature of the observed trajectory is used as a divisor during the computation, and it
may encounter singularity and instability problems during its usage [50]. Considering the
impact of observational errors, results obtained by the Gauss method may face challenges
in subsequent differential corrections for least squares fitting, potentially resulting in
divergence in the orbit determination process [57].

On the other hand, the Laplace method solves the geocentric distance of the target
iteratively by utilizing the azimuth of the observed vector, the azimuthal velocity, and
the angular acceleration derived differentially from the observed data. Building upon
this, the method utilizes observational geometry to ascertain the position and acceleration
of the target, enabling the determination of the target’s six orbital elements. Theoretical
research and application instances show that the Laplace method proves to be a more
straightforward and practical method for orbit determination missions, particularly when
dealing with orbit determination problems with very limited observational data [58].
However, it is crucial to acknowledge the inherent difficulty in accurately determining the
geocentric distance of space targets due to errors in determining the target’s geocentric
distance relative to angle information from the observation platform. This challenge
becomes particularly pronounced in scenarios with sparse observational data during short-
arc orbit determination. The inherent limitations of the Laplace method make it difficult to
precisely determine the geocentric distance of observed targets, potentially leading to an
ill-condition during the matrix inversion process when calculating the position vector of
the target, sometimes even resulting in orbit determination failure [43,59,60].

Distinct from the Gauss method and the Laplace method, the Gooding method
and the double r method are other two widely recognized techniques for initial orbit
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determination [61,62]. Schaeperkoetter systematically compared the Gauss method, the
Laplace method, the double r method and the Gooding method in terms of accuracy, con-
vergence, robustness and suitability for space-based platforms. The results consistently
showed that the Gooding method exhibited optimal performance in initial orbit determina-
tion problems in the majority of cases [63]. When estimating the direction of the target, the
accuracy of the Gooding method typically surpassed other methods by several orders of
magnitude. In terms of the shape estimation of orbits, the precision of the Gooding method
and double r method was generally comparable. In scenarios involving near-polar orbits
and issues where the initial distance estimation for the target orbit is unknown, the Laplace
method often performs the best.

To further enhance the precision and speed for solving the initial orbit determina-
tion problems, Schmidt et al. investigated the observability of the target relative to the
monitoring platform. They proposed an algorithm for determining the shape of the target
orbit under the condition of angle-only measurements [64]. Newman and others addressed
observability issues in the angle-only initial orbit determination problems through non-
linear second-order Volterra sequences [65,66]. Subsequently, Shubham et al. optimized
the algorithms proposed by Newman and achieved higher computational efficiency [67].
Geller et al. developed another orbit determination method by setting the camera offset
from the vehicle [68,69]. Gong et al. employed neural networks to map the observation vec-
tors to space orbits, effectively addressing the nonlinear challenges introduced by complex
dynamic models [70]. While machine learning methods exhibit commendable performance
in orbit determination, they concurrently escalate the computational demands for space
situational awareness tasks, significantly hampering the operational efficiency of associated
algorithms. Within the highly constrained computational hardware of onboard computers,
these substantial increases in computational workload may even lead to a considerable
escalation in overall computation. According to the research of Moniruzzaman et al. [71],
GPUs can extend the computing speed of CPU-based algorithms, providing the possibility
of real-time computing. Dai et al. [72] pointed out that GPU can improve the computational
efficiency by concurrently executing the matrix operation process that decouples each other
in the calculation of orbit dynamics problems, thereby greatly reducing the computational
time complexity. Based on this principle and in order to reduce the on-board computation
workload, Lim et al. utilized GPU to handle the increased computational demands caused
by artificial intelligence algorithms in space situational awareness, and they achieved
significant acceleration effects in addressing these concerns [42].

With the development of spacecraft control and cluster techniques, observing space
objects through multiple observation stations, as shown in Figure 6, has become practical
and attracted widespread attention [61,73]. In the late 20th century, Jia et al. proposed the
reference vector method which utilizes statistical characteristics of the observation data to
achieve an approximate optimal estimation of the target state [74]. However, this method
has low accuracy and cannot be used in practice [75]. Subsequently, Lu et al. introduced
a unit vector method to iteratively approximate the initial state of space targets by con-
structing two coordinate systems. This method has a wide application range and converges
fast, but it may be inaccurate or even diverge when the observed arcs are too long [76,77].
Building upon the unit vector method, Yang et al. proposed a space target initial orbit
determination method for multi-camera arraies. This method first establishes equations
for solving the initial state of the targets, then incorporates measurements from different
time into the equation to form a system of equations. By solving the equations using
the least squares method, the dynamic state of the target will be ultimately obtained. By
comprehensively utilizing the computational results from multiple measurement devices,
this approach leverages the advantages of camera arrays, achieving higher computational
accuracy compared to traditional methods such as the Laplace method and the Gauss
method [78].
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Figure 6. Schematic diagram of angle-only orbit determination based on multiple observation devices.

Table 3. Comparison of the mentioned initial orbit determination methods in this section.

Methods Characteristics Inputs Outputs Main Equations

Gauss method The most classic method for
initial orbit determination

The direction of
three observations

Geocentric
distance of the

target
r2 = c1r1 + c3r3

Laplace
method Straightforward and practical The direction of

three observations

Geocentric
distance of the

target
r + R = ρρ̂

Proposed by
Schmidt
et al. [64]

Proposed method for
determining the shape of orbit

relative angle
measurements

values of several
of the relative
orbit elements

[ix, iy, iz]T = ([xd − aecos(β0)/2]î +
[yd0 + aesin(β0)] ĵ + [zmaxsin(ψ0)]k̂)

/sqrt(a2
e (1− 3cos2(β0)/4) +

ae(2yd0sin(β0)− xdcos(β0)) + x2
d +

y2
d0 + z2

maxsin2(ψ0))

Proposed by
Geller

et al. [68,69]

Developed novel orbit
determination method by

setting the camera offset from
the vehicle

three line-of-sight
observations for
relative motion

coasting trajectory
to the center of

mass of an object

initial position
and velocity of

target

kiilos(i) =
φrr(i){k0ilos(0)− d(0)}+ φrv(i)

{φ−1
rv (1)[k1ilos(1)−

φrr(1){k0ilos(0)− d(0)} − d(1)]}+
d(i)

Proposed by
Gong

et al. [70]

Effectively addressed the
nonlinear challenges in orbit

determination by using machine
learning methods

three sets of
bearing angle and
the absolute orbit

state of the
observer

the initial
relative orbit
state of the

target

L =
1
m ∑m

i=1(yi − ŷi)
2 +

λ

2n ∑ω ω2

(Loss Function)

6. Precise Orbit Determination Methods

In the initial orbit determination phase, the perturbation factors are usually not taken
into consideration [58]. To augment the accuracy of the predicted orbit of the target, it is
imperative to iteratively refine the initial orbit based on subsequent observational data and
in conjunction with a precise orbit dynamic model.

Distinguished from the initial orbit determination, precise orbit determination involves
optimizing the estimation of the initial states of space targets and parameters of the orbit
dynamic model using a series of observations with associated errors. Essentially, it is a
optimal state estimation problem [58].

The methods employed for solving precise orbit determination problems generally
revolve around the concept of least squares estimation [79]. Building upon this concept,
a series of estimation methods have been developed, including unbiased least squares
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estimation, standard least squares estimation, weighted least squares estimation, and
least squares estimation. Typically, the methods grounded in the least squares framework
for precise orbit determination begin with the initial orbit determination process. Then,
the estimates are incorporated into the precise orbit determination model to update the
calculation results iteratively to improve the accuracy.

As shown in Table 4, Kozai proposed the first analytical prediction algorithm for
precisely determining the orbital elements of LEO objects [80]. Building upon that, Hilton
et al. simplified the gravity model as well as the drag model and introduced the Simplified
General Perturbations method (SGP) [81]. Lane et al. further refined the SGP, leading to the
development of the first practical orbit precise determination method, the SGP4, used by
the North American Aerospace Defense Command (NORAD) [82,83]. Hujsak extended
SGP4 and introduced the Simplified Deep-space Perturbation 4 method (SDP4) to precisely
determine the orbits of deep-space targets [81]. Han et al. conducted an accuracy test on
SDP4 and SGP4 using typical orbits. The results showed that SGP4/SDP4 models exhibit
high computational speeds and can achieve the required accuracy for orbit prediction when
dealing with near-circular orbits in MEO and GEO. The maximum deviation from the
determined orbit to the nominal orbit was less than 3 km. However, for near-circular orbits
with altitudes less than 50 km or highly eccentric orbits with eccentricity greater than 0.6
and perigee altitude less than 50 km, the computational results showed large discrepancies,
and more precise computational models are needed to assist in updating the precise orbit
determination of the targets [84,85].

The convergence speed and accuracy are core indicators for evaluating the perfor-
mance of precise orbit determination methods and can be influenced by various factors such
as the performance of the orbit prediction model, distribution of observation arcs, accuracy
of the observation data, data density, and more [86]. A systematic study conducted by the
U.S. National Research Council on the impact of different factors on orbit prediction models
revealed that factors including the accuracy of atmospheric drag models, solar radiation
pressure models, gravity field models, the performance of orbit correlation and orbit prop-
agation methods during initial orbit determination, the algorithm for approximating the
uncertainty of the orbit determination results, sensor measurement errors, and nonlinear
estimation and filtering methods for handling uncertainties of measurement result may
influence the orbit prediction results. Simultaneously, the research emphasized that with
the rapid increase in the number of space objects, traditional orbit determination methods
are no longer sufficient to meet current needs in determining the orbit of space objects.
There is a need for research in orbit determination algorithms with superior performance
to achieve higher demand in space situational awareness [87].

Against the backdrop of rapid development in space satellite networking technology,
precise orbit determination techniques for multi-satellite platforms have emerged as a
new research hotspot. Wang et al. proposed a dual-satellite optical orbit determination
method for GEO satellites by deploying monitoring satellites on both sides of the targets.
Experimental studies have shown that this method can improve the observability of targets,
and the orbit determination accuracy of the target can be improved by three orders of
magnitude compared to single-satellite orbit determination [88]. Liu et al. conducted
research on the orbit determination effects for targets in near-Earth orbits under differ-
ent conditions, deploying two, four and six observation satellites. The results revealed a
positive correlation between orbit determination accuracy and the number of observation
satellites. However, the enhancement effect diminishes gradually as the number of observ-
ing satellites increases. Therefore, adopting a dual-satellite evenly distributed space-based
target orbit determination scheme is deemed to have the highest efficiency-to-cost ratio [89].
Shao et al. conducted a study on the monitoring effects of targets in GEO when deploy-
ing multiple surveillance satellites in a inclination LEO orbits. The findings suggest that
increasing the number of observation satellites from two to six can significantly enhance
the observation accuracy from the kilometer level to the decimeter level [90].
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Due to the rapid increase in the number of space debris, precise orbit determination
and prediction for space debris cluster have become another hot spot [91]. Building upon
the investigation of factors influencing the growth of space debris, Toshiya et al. proposed
a method to quantitatively estimate the density and quantity of space debris. However,
it does not provide a method to estimate the orbits of space debris [92]. Hu et al. con-
ducted a dedicated study on the selection of dynamic models in the orbit prediction of
space debris. They systematically examined the influence of disturbance factors, including
gravity field models, atmospheric drag, three-body gravity fields, and solar radiation, on
the orbit prediction accuracy of space debris. The research offers quantitative insights into
the selection of dynamic models in the precise orbit prediction processes for space debris in
different orbital regimes. However, it primarily relied on established initial value problem
integrators for recursive calculations and did not specifically delve into the investigation
of the orbit estimation model [93]. In addressing the challenges of low computational
efficiency with numerical methods and low accuracy with analytical methods in the precise
orbit determination process, Li Bin proposed an analytical method for solving the orbit
propagation problems with both rapidity and high precision. This method employs numer-
ical integration method with large step size to compute the mean orbital elements of space
targets, utilizes an analytical algorithm to reconstruct the short-period terms of the targets,
and finally recombines the mean orbital elements and short-period terms to determine
orbits fast and accurately [94]. Zhang et al. presented a method for orbit prediction in
large-scale space debris clusters. They categorized the debris cluster into nominal and
correlated debris. Numerical integration was employed for a small number of nominal
debris to ensure accuracy in the prediction. For a larger quantity of correlated debris, a
semi-analytical method based on Taylor expansion was utilized to enhance the computa-
tional speed while maintaining prediction accuracy. This approach achieved a balanced
consideration between computational efficiency and accuracy [95].

Table 4. Comparison of the mentioned precise orbit determination methods in this section.

Developers Characteristics Inputs Outputs Main Equations

Kozai [80]
Established the first analytical

precise orbit determination
method

Initial states of a
close earth satellite

Prediction of
satellite orbit

R1 = GMA2(I/3− Isin2i/2)(I −
e2)−3/2/a3

Wang
et al. [88]

Proposed a dual-satellite optical
orbit determination method for

GEO satellites

Initial state of the
target, priori of

estimate and
related covariance

matrix

Optimal
estimation of the
orbits of space

targets

(HT R−1H + P̄−1
0 )x̂0 =

HT R−1y + P̄−1
0 X0

Li Bin [94]

Proposed an analytical method
for solving the orbit propagation

to determine orbit fast and
accurately

Initial states of a
close earth satellite

Prediction of
satellite orbit r̂ = f (r̂, t)3×3

Zhang
et al. [95]

Presented a method for orbit
prediction in large-scale space

debris clusters

Initial states of
nominal space

debris

Predicted orbits
of space debris

cluster
[xi] = x0 + ∆xi

o

7. Challenges and Development Trends in Orbit Determination Methods for
Space-Based Optical Platforms

The rapid increase in the quantity of space objects and space debris has heightened the
need for improved speed and precision in orbit determination for space targets. Effectively
addressing the challenge of enhancing the efficiency and accuracy of existing orbit determi-
nation methods within space situational awareness systems is of paramount importance.
Furthermore, the development of strategies to swiftly and accurately predict the orbits of
satellite constellations or extensive space debris resulting from space collisions has become
a central concern for contemporary space situational awareness systems. Given the current

13



Photonics 2024, 11, 610

state of space situational awareness systems and the anticipated future demands for orbit
prediction, essential research in this field can be focused on the following key areas.

7.1. High-Precision Orbit Prediction Methods for Space Targets at Long-Distance

With the rapid escalation in the quantity of spacecrafts and space debris, the respon-
sibilities of space situational awareness systems are undergoing a substantial surge in
complexity. A critical focal point for advancing these systems lies in the development
of algorithms for orbit determination that are not only more robust but also more effi-
cient and accurate. This becomes especially challenging given the constraints posed by
the limited number of space situational awareness platforms and their detection capa-
bilities. Tackling these challenges is indispensable for realizing the precise and prompt
tracking of distant space targets, thereby forming the linchpin for future endeavors in space
collision prevention.

7.2. High-Performance Orbit Determination Methods for Large-Scale Satellite Cluster Targets

Due to the characteristics of space missions, large-scale constellations of satellites are
commonly positioned in LEO, where they encounter specific perturbations from atmo-
spheric drag. Compounding this, since these constellations tend to share similar orbital
altitudes, the perturbations affecting their orbits may display similarities. The paramount
challenge is to adeptly and precisely forecast the orbits of these extensive satellite constella-
tions using their characteristics while operating within the constraints of limited on-orbit
computational resources. Addressing this issue is imperative to fulfill the stringent require-
ments for avoiding space collisions arising from on-orbit activities of large constellations,
elevating it to a pressing matter that demands attention.

7.3. Orbit Prediction Methods for Large-Scale Space Debris

Space collision will generate a large number of space fragments, posing a significant
threat to orbiting space objects and creating substantial computational loads. Therefore,
establishing a precise, low-computational-cost model for the evolution of fragment orbit
after a space collision is of great significance for assessing the consequences of space
collisions and defending against space debris.

7.4. Orbit Design for Space-Based Situational Awareness Systems

The operational orbits of a space-based surveillance systems have a crucial impact on
the observability of space targets relative to the surveillance platforms and the precision of
target trajectory measurements. Designing adaptive operational orbits tailored to specific
space surveillance platforms and monitoring tasks to achieve the continuous and accurate
monitoring of targets is a key research focus of space situational awareness.

8. Conclusions

This article provides a comprehensive overview of space situational awareness systems
and orbit determination methods. The escalating presence of space debris has underscored
the critical importance of space situational awareness systems, prompting major spacefaring
nations to invest in diverse space target surveillance systems. To enhance space situational
awareness capabilities, these nations are increasingly directing their efforts towards the
development of space-based optical platforms.

Addressing the core challenge of orbit determination for space-based optical space
situational awareness platforms, scholars have proposed theoretical frameworks, estab-
lishing a three-stage system comprising orbit association, initial orbit determination and
precise orbit determination. However, the evolution of huge space constellations and the
rapid proliferation of space debris impose heightened requirements on the construction of
space situational awareness systems and the efficacy of associated methods. Numerous
theoretical and technical challenges persist in achieving precise orbit determination for
space targets.

14



Photonics 2024, 11, 610

Anticipating future demands for enhanced space situational awareness, further in-
depth research into space target orbit determination methods is imperative and will serve
as the theoretical bedrock for ensuring the secure operation of spacecraft.
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Abstract: A high-precision catadioptric telescope such as a space-borne telescope is usually tested
with interferometer to check the optical quality in assembly. The coarse and fine alignment of the
telescope are mainly based on the information from the coordinate measuring machine and the
fringe pattern of the interferometer, respectively. In addition, further fine-tuning can be achieved
according to the variation in wavefront error and Zernike data. The issue is that the vast majority of
the catadioptric telescopes contain plural lens surfaces which could produce unwanted ghost fringes,
disturbing the wavefront measurement. Technically, off-axis installation to shift away ghost fringes
from central interferogram could be acceptable in some cases. Nevertheless, in this paper, the source
of ghost fringe in interferometric measurement for catadioptric telescopes is investigated with light
path simulation, and a solution of reducing the f-number of the diverger lens is proposed to eliminate
the ghost fringe disturbance. Both simulation and experimental results verify the effectiveness of the
proposed concept.

Keywords: catadioptric telescope; interferometry; ghost fringes

1. Introduction

Optical telescopes such as catadioptric and full-mirror-type systems are often applied
in astronomical research, earth observation missions and deep space exploration. The
ROCSAT-2 and Pleiades HR both served as successful earth observation satellites with
a lifetime of more than 10 years; they featured the high-end catadioptric type and full-
mirror-type systems with an aperture over 60 cm, respectively [1,2]. Recently, Canon
Electronics Inc. has developed several low-cost micro-satellites equipped with the optical
payload consisting of their own digital camera and a 40 cm diameter catadioptric telescope
aiming at commercial earth observation applications [3]. The examples above show that
the catadioptric telescope plays an important role in high-end and low-cost solutions for
space telescopes.

In this paper, a catadioptric telescope was designed to conduct an earth observation
mission in a 500–600 km altitude orbit and it could provide multi-spectral images with
a 450–890 nm wavelength band. The catadioptric telescope is a circularly symmetric
system and features easier fabrication and faster alignment compared to more advanced
architectures such as the full-mirror off-axis system which usually replaces the corrector
lens with a tertiary mirror. In order to meet the tight schedule of deploying a constellation
of remote sensing satellites, the catadioptric telescope could be a decent candidate for the
optical payload of the earth observation mission. The optical layout of the telescope is
shown in Figure 1; it consists of a 40 cm diameter primary mirror (M1), a 14 cm diameter

Photonics 2024, 11, 453. https://doi.org/10.3390/photonics11050453 https://www.mdpi.com/journal/photonics19



Photonics 2024, 11, 453

secondary mirror (M2) and a 4-lens corrector module [4], where the color rays represent
the light path of each field.
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The alignment and assembly of the corrector lens are accomplished with an allocated max-
imum range of tilt and decenter error budgets less than ±60 arcsec and ±75 µm, respec-
tively. 

The optical quality of the entire system is usually measured with an interferometer. 
Figure 2 shows the full light path of the double-pass interferometric measurement system 
of the catadioptric telescope with a Twyman–Green interferometer which adopts a spher-
ical diverger lens with an f-number of 7. An auto collimation flat mirror with a clear aper-
ture of 24 inches is employed to construct a double-pass architecture for the interferomet-
ric measurement. In addition, a pinhole array, consisting of five pinholes with a diameter 
of 1 mm, as illustrated in Figure 2, is used to define the measurement fields, including one 
on-axis field and four off-axis fields, and is placed on the image plane of the telescope. 

A converging beam (He-Ne laser 632.8 nm), produced by the interferometer and the 
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Figure 1. Optical layout and light path of catadioptric telescope.

Both mirrors are made of a low coefficient of thermal expansion (CTE) substrate with
high-reflectance silver coating on their optical surfaces, and the lenses are made of fused
silica with broad-band anti-reflective coating (reflectance less than 2%) on each surface. The
alignment and assembly of the corrector lens are accomplished with an allocated maximum
range of tilt and decenter error budgets less than ±60 arcsec and ±75 µm, respectively.

The optical quality of the entire system is usually measured with an interferometer.
Figure 2 shows the full light path of the double-pass interferometric measurement system
of the catadioptric telescope with a Twyman–Green interferometer which adopts a spherical
diverger lens with an f-number of 7. An auto collimation flat mirror with a clear aperture
of 24 inches is employed to construct a double-pass architecture for the interferometric
measurement. In addition, a pinhole array, consisting of five pinholes with a diameter of
1 mm, as illustrated in Figure 2, is used to define the measurement fields, including one
on-axis field and four off-axis fields, and is placed on the image plane of the telescope.

A converging beam (He-Ne laser 632.8 nm), produced by the interferometer and the
diverger lens, focuses onto the pinhole and then passes through the corrector to enter
the telescope. After being reflected by M2 and M1 sequentially, it becomes collimatedly
incident onto the auto collimation flat mirror. The reflected beam from the auto collimation
flat mirror then returns to the telescope and interferometer by following the original light
path. This to and fro route becomes the so-called double-pass light path. Finally, an
interferogram can be obtained with the superposition of the return beam from the telescope
and the reference beam from the reference mirror on the detector of the interferometer.

Before executing the interferometry, a sequence of mechanical alignments with a coor-
dinate measuring machine (CMM) is conducted which will eventually leave an alignment
error at the micrometer scale. The interferometry is then used for fine-tuning the position of
optical components by monitoring the wavefront error (WFE). The final system wavefront
data will be acquired in multiple average based on the standard deviation to eliminate the
influence of random disturbances such as vibration and turbulence.

The full-field interferograms and corresponding WFE maps are shown in Figures 3 and 4,
respectively. The interferogram shows a coarse fringe from the overall telescope optics
and several fine fringes which constitute unwanted disturbance called ghost fringe. Con-
sequently, the WFE map in Figure 4 shows broken patches where the ghost fringes are
located, and those broken patches highly disturb the evaluation of the wavefront error. The
other four off-axis fields present nominal WFE maps without ghost fringe disturbance.
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Technically, the ghost fringes can be shifted away from the on-axis interferogram
with a slight off-axis installation of the setup shown in Figure 2, and this approach can
be acceptable in cases where the full-field WFE results satisfy the requirement with good
aberration symmetry, but it is not applicable in general. Ghost images are classified
according to the number of reflections encountered in the ghost ray path [5]. In imaging
applications, ghost images could cause contrast reduction and veil parts of the image [6].
The light reaching the nominal image plane could also degrade the image quality [7]. Too
many concentrated ghosts can disqualify a candidate lens design, equivalent to the effect of
aberration [8]. The intensity of a ghost image is proportional to the product of the reflection
coefficient of the coating on the refractive interfaces involved in the ghost light path and
inversely proportional to the area of the ghost image [9]. In this paper, the source of the
ghost fringe for the catadioptric telescope is investigated and the solutions to resolve the
issue without off-axis installation are proposed and verified.

2. Source of Ghost Fringe in Catadioptric Telescope

In experiments, when a mask is located between the primary mirror and the corrector,
blocking the laser beam from entering the mirrors, the ghost fringes still remain on the
interferogram, as shown in Figure 5. This shows that the ghost fringe mainly comes from
the corrector lens. When adjusting the position of the corrector, the ghost fringe shifts on
the interferogram in accordance.
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Theoretically, there should be an infinite number of ghost fringes. For practical
engineering purposes, only the ones with sufficient intensity to disturb the correct reading
of the original system fringe should be considered. Therefore, only the ghost light path
with the first reflection from a refractive surface will be examined. As there are four lens
elements in the corrector module, there should be a total of eight ghost light paths meeting
this condition. However, to form a clear ghost fringe on the interferogram, the ghost light
path should have a focus point close to that of the original system interferometric light
path, i.e., the position of the pinhole shown in Figure 2. As a consequence, the most likely
source of the ghost fringe come from the surfaces which are concave toward the pinhole,
i.e., surface 1 of lens 1 (L1S1), L2S2, and L4S1, as illustrated in Figure 6, where the corrector
module and the light path through it in Figure 1 are highlighted to show the labels of
optical surfaces for the corrector.
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The distances between the center of curvature of those three surfaces and the pinhole
are listed in Table 1. According to the table, the center of curvature of L1S1 is the one closest
to the pinhole, and the corresponding ghost fringe could be the largest and strongest. Its
light path through the pinhole is simulated and illustrated in Figure 7.

Table 1. Distance between pinhole and center of curvature of three surfaces.

Surface Distance (mm)

Pinhole 0

L1S1 −22.7

L2S2 48.2

L4S1 −99.6
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An alternative approach to get around the disturbance of ghost fringes is to tilt the
corrector module such that the reflected ghost light is directed out of the path toward the
detector or image plane [10]. To further confirm the source of the ghost fringe, the corrector
module was tilted with respect to the center of curvature of the three surfaces listed in
Table 1. For example, when tilting the corrector with respect to the center of curvature of
L1S1, the corresponding ghost fringe from L1S1 will stay at its original position. Based
on the abovementioned optical simulation and experimental results, it is confirmed that
the largest ghost fringe is from L1S1, whereas the other two smaller ghost fringes are from
L2S2 and L4S1.

3. Elimination of the Ghost Fringe

For eliminating the ghost fringes, several solutions have been proposed, including
anti-reflection coating, polarization alteration, optical parameter manipulation, etc. The
most direct way with minimum modification on the original optical system would be
anti-reflection coating at the wavelength of the interferometer on the surfaces causing ghost
fringes. Figure 8 shows the spectral reflectivity of the coating for L1S1, where new coating
has been designed specially for anti-reflection at the 632.8 nm wavelength of the He-Ne
laser, which is used as the light source in the interferometer. The interferogram of the
corrector and the WFE of the whole telescope with nominal and new coating on L1S1 are
shown in Figure 9, which indicates that the new coating is effective in eliminating the
ghost fringe. Nevertheless, the modification is made only for accommodating interfero-
metric measurements in the assembly process, which might not be an optimal design or
might even cause side effects in real applications. This means that the approach is not a
generic solution.
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Figure 9. Interferogram of corrector only and WFE map of telescope with nominal AR coating and
new AR coating.

By examining the light path shown in Figure 7, reducing the size of the pinhole should
be able to block more energy from the ghost light path while allowing through the desired
light from the telescope, consequently reducing the relative contrast of the ghost fringe.
However, the minimum pinhole size is normally determined by the feasibility of the optical
alignment process. An alternative but equivalent modification would be to change the
f-number of the diverger lens of the interferometer.

The analysis of the influence of the f-number on the ghost fringe was conducted
with the non-sequential mode of Zemax [11,12] by calculating the contrast of coherent
irradiance. An aberration-free module, consisting of three lens elements, was designed to
act as the diverger lens in the interferometric light path, as shown in Figure 2. A 1 mm
diameter pinhole with absorbing coating material was located at the image plane of the
telescope. The whole interferometric system consisted of a diverger lens module, a reference
mirror, a light source at 632.8 nm with 1 w/cm2 power, and an interferogram detector with
1000 × 1000 pixels.

For the first configuration, perfect AR coating with 100% transmittance was applied to
all surfaces of the corrector lens module to simulate the interferometric fringe of the whole
telescope. The corresponding coherent irradiance on the interferogram and cross-sectional
distribution are shown in Figure 10. The maximum value of coherent irradiance was
calculated by averaging the top 100 data points and the result was 0.0083 w/cm2.

26



Photonics 2024, 11, 453Photonics 2024, 11, 453 10 of 16 
 

 

  
Figure 10. Coherent irradiance of interferogram and cross-sectional distribution for the whole tele-
scope. 
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telescope.

Secondly, in order to simulate only the ghost fringe from L1S1, the mirror surface was
applied on L1S1, as shown in Figure 11. With this setup, the coherent irradiance purely
from L1S1 could be obtained, as shown in Figure 12. The maximum value of coherent
irradiance was 0.0106 w/cm2.
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Finally, the superposition of the telescope fringe and the ghost fringe was simulated by
applying 50% transmittance coating on L1S1. The gray scale graph of coherent irradiance
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with both the original telescope fringe and the ghost fringe from L1S1 is shown in Figure 13.
Based on this diagram, the contrast of the original fringe to the ghost fringe could be
evaluated, which was around 60%.
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Figure 13. Coherent irradiance of interferogram and cross-sectional distribution for the superposition
of telescope fringe and ghost fringe from L1S1.

A similar analysis can be performed for different f-numbers of the diverger lens
module. Figure 14 shows the contrast of the telescope fringe to the ghost fringe with
different f-numbers of the diverger lens module from F/7 to F/4. It indicates that the
contrast increases with the reduction in f-number, and it exceeds 100%, i.e., the intensity of
the telescope fringe surpass that of the ghost fringe from L1S1, at F/4 of the diverger lens.
The comparison of the superposition fringe for F/7 and F/4 is shown in Table 2.
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Table 2. Comparison of telescope fringe, ghost fringe and superposition fringe for F/7 and F/4.

F/7 F/4

Telescope Fringe
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4. Experimental Results 
Based on the simulation and analytical results with Zemax, the corresponding exper-

iment was carried out for verification. For the spatial filter (pinhole) obscuration test, the 
size was changed from the original diameter of 1 mm to 0.3 mm, as shown in Figure 15, 
and the corresponding test result is shown in Figure 16. The light from the ghost fringe 
could be partially obscured by a 1 mm diameter pinhole but was largely obscured by a 0.3 
mm diameter pinhole. The relative contrast of the telescope fringe to the ghost fringe 
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4. Experimental Results

Based on the simulation and analytical results with Zemax, the corresponding experi-
ment was carried out for verification. For the spatial filter (pinhole) obscuration test, the
size was changed from the original diameter of 1 mm to 0.3 mm, as shown in Figure 15,
and the corresponding test result is shown in Figure 16. The light from the ghost fringe
could be partially obscured by a 1 mm diameter pinhole but was largely obscured by a
0.3 mm diameter pinhole. The relative contrast of the telescope fringe to the ghost fringe
could be increased, which is beneficial for the reconstruction of the WFE map with less
data loss. However, the smaller the pinhole, the more time-consuming the alignment.

Photonics 2024, 11, 453 13 of 16 
 

 

could be increased, which is beneficial for the reconstruction of the WFE map with less 
data loss. However, the smaller the pinhole, the more time-consuming the alignment. 

 
Figure 15. Light path through pinhole with different pinhole sizes. 

 
Figure 16. Interferogram of telescope without pinhole and with pinhole sizes of 1 mm and 0.3 mm. 

The alternation is to reduce the f-number of the diverger lens while keeping the pin-
hole size at 1 mm. Figure 17 shows the interferogram and the WFE map of the telescope 
for the f-number of the diverger lens at F/4 and F/7. It indicates that a nearly perfect WFE 
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Figure 16. Interferogram of telescope without pinhole and with pinhole sizes of 1 mm and 0.3 mm.

The alternation is to reduce the f-number of the diverger lens while keeping the
pinhole size at 1 mm. Figure 17 shows the interferogram and the WFE map of the telescope
for the f-number of the diverger lens at F/4 and F/7. It indicates that a nearly perfect
WFE map was obtained with F/4, which matched the desired improvement obtained in
the simulation.
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5. Conclusions 
High-quality catadioptric telescopes have been increasingly used in commercial ap-

plications in recent years. The fast assembly of this kind of telescopes, with various spec-
ifications to meet the launching schedule of satellites, has become a more important issue. 
The proposed approach was verified as an effective solution for the alignment of catadiop-
tric telescopes without the disturbance from ghost fringes. Once a suitable f-number of 
the diverger lens is found, it can be used for the testing of the same batch. For the other 
batches with different specifications, the only part that needs to be changed in the whole 
interferometric test system is the diverger lens. Due to the fact that the solution is applied 
to the interferometer side, a similar concept can be applicable to all the other high-quality 
optical systems involving transmissive optical elements. 
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5. Conclusions

High-quality catadioptric telescopes have been increasingly used in commercial ap-
plications in recent years. The fast assembly of this kind of telescopes, with various
specifications to meet the launching schedule of satellites, has become a more important
issue. The proposed approach was verified as an effective solution for the alignment of cata-
dioptric telescopes without the disturbance from ghost fringes. Once a suitable f-number
of the diverger lens is found, it can be used for the testing of the same batch. For the other
batches with different specifications, the only part that needs to be changed in the whole
interferometric test system is the diverger lens. Due to the fact that the solution is applied
to the interferometer side, a similar concept can be applicable to all the other high-quality
optical systems involving transmissive optical elements.
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Control of the Optical Wavefront in Phase and Amplitude
by a Single LC-SLM in a Stellar Coronagraph Aiming
for Direct Exoplanet Imaging
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Abstract: This article presents a novel approach to actively compensate wavefront errors in both
phase and amplitude using a Liquid Crystal Spatial Light Modulator (LC-SLM) for direct exoplanet
imaging. This method involves controlling the wavefront to address challenges posed by stellar
coronagraphy. Experimental results demonstrate successful wavefront error compensation in both
phase and amplitude components. This technique shows promise for direct exoplanet imaging and
may be applied onboard orbital telescopes in the future.

Keywords: stellar coronagraphy; direct imaging; LC-SLM; rotational shear interferometer; wavefront
sensing; wavefront control and correction; exoplanets

1. Introduction

In photonics, one of the most intriguing tasks is to visualize a point-like image of an
Earth-type planet in the vicinity of a neighboring star (of Solar type) at a distance on the
order of 10 parsecs. Formally, the spatial resolution of a meter class telescope in the optical
wavelength range is sufficient by Rayleigh criterion to detect the outstanding peak of an
exoplanet point spread function (PSF) at a stellocentric is unnecessary distance of 1...10 λ/D.

However, the luminosity ratio of star/planet is about 109 . . . 1010. The planet has
insufficient contrast as the faint light source relative to the host star light source. We shall
consider a two-meter class telescope because the effect of exozodi is surrounding and
therefore masking a stellar vicinity [1,2]. If the telescope has an ideal optical quality and has
a stellar coronagraph mounted after, such a coronagraph instrument can show a planet on
an attenuated diffraction background of the host star or, more precisely, on the attenuated
background of the stellar PSF wings.

Modern space optics offers diffraction-limited resolution; however, optics is not free from
residual aberrations and micro-roughness, which result in a visible halo effect around the main
maximum of the PSF. Certainly that masks the image of the faint planet light source. To move
from a theoretical to a practical scope, one has to use precise adaptive optics (AO) in order
to eliminate the wavefront (WF) error (WFE). The adaptive optics system aims to measure
the WFE and then to compensate for it. One fundamentally analyses the diffraction problem
resumes wavefront error in terms of complex amplitude [3]. One has to compensate not only
for the phase component of the WFE, but also for its amplitude component.

The amplitude component of the WFE is caused by some zonal inhomogeneity in
transmittance or/and reflection; as well, it is due to Fresnel diffraction on the micro-
roughnesses, residual aberrations, and aperture boundaries of every optical element (or
optical surface) mounted in the plane not being conjugated with the pupil of the optical
system, e.g., a secondary telescope mirror, downstream coronagraph optics, a spider,
apertures etc. Moreover, a fringe field effect can be caused in the LC layer that could distort
the phase and amplitude wavefront profiles in outgoing light from the LC-SLM itself [4].
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A portrait of the Fresnel diffraction can be primitively illustrated via the Talbot effect
for a periodic structure or via sharp boundary oscillating. To compensate for the WFE in the
Fresnel zone (not in the Fraunhofer zone), we require an increasing number of controllable
pixels or actuators if deformable mirrors (DM) are used.

In the present communication, we show new technique and demonstrate the start-up
laboratory experiments aiming at the phase–amplitude correction for the WFE in a stellar
interference coronagraph.

Omitting details, we shall address the reader to the published papers on the character-
istics and operations of the stellar coronagraph, as constructed by a classical Lyot schematic
with and without apodization schemes [5–7], and, in particular, by a coronagraph based on
destructive interference process [8,9].

The working principle of an interfero coronagraph [10] is to superimpose with antiphase
two pupil images being shifted [8], reversed, or rotated [11], or differently superposed [12]. The
listed interferometers result in a destructive interference process. Therefore, an interferometer
eliminates the starlight being received from the on-axis direction. Planetary (or companion)
light does not interfere destructively because of the off-axis tilt (or shift or shear in a pupil).
The image component from a planet becomes split into two copies; by superposition, they are
spatially separated and do not interfere destructively. Interfero-coronagraphy is advantageous
in terms of its broad spectral band achromaticity and, more generally, because of its small
inner working angle (IWA). The IWA characteristic can be considered as the spatial resolution
of a coronagraph instrument. The achromatic interfero-coronagraph (AIC) is known to have
one of the smallest possible IWAs (0.38 λ/D), such as it was initially referred to in [10] with
the fixed angle of a 180-deg. rotational shear. Later, it was redesigned into a modified Sagnac
scheme, implementing the common path (or cyclic path or cavity) (CP-AIC) [13] aiming to
relax the mechanic instability.

The severe functional disadvantage of an interfero coronagraph is known as the stellar
leakage effect. Due to this effect, the starlight cannot be completely suppressed because the
apparent size of the star is not physically infinitesimal [5]. The observed size of a star is
far beyond the spatial resolution of a single dish optical telescope, but physically, the star
size causes a non-fully coherent point-like source; considering spatial coherence, it causes
an extended source. Numerous methods to reduce the stellar leakage effect, due to the
infinitesimal apparent size of the star, have been proposed from the 180-deg. rotational
shift to smaller angles [11] or to apply an apodization, e.g., a Sonine type [14].

In the present communication, the proposed method is applicable to the listed possible
efforts to reduce the star leakage effect.

2. Method

Precise wavefront correction in phase and amplitude is ultimately required as pre-
optics schematics for the coronagraph for its functionality. AO compensates for optical
aberrations including optical defects given by the optical surfaces and apertures. Light
radiation is collected by a telescope under or above the telluric atmosphere, and it is
analyzed after a coronagraph by a field camera, spectroscopy, or different instrument. It
is important to note that the measurement of the wavefront has to be organized after the
coronagraph. Otherwise, a non-common-path wavefront error (NCP WFE) is caused by a
different or incompletely similar optical path to the wavefront sensor (WFS). This generates
additional phase and amplitude errors that become magnified [15] by the coronagraph.

Aiming active adaptive optics to control the WFE in phase and amplitude, we used a
phase-only liquid crystal spatial light modulator (LC-SLM) mounted in a specific polariza-
tion schematic as shown in Figure 1 inside the dashed-line box I. In our work, we used the
reflective type LC-SLM. In Figure 1, the LC-SLM is shown in transmittance mode for the
purpose of simplification. It is better to mount the LC-SLM by an incident angle less than
15◦ to minimize depolarization effects, which can reduce the SLM modulation contrast [16].
In our setup the incident angle was about 4◦.
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Figure 1. Optical schemes: I. Polarization scheme to orient LC-SLM (in dashed-line box) and II. Image
superposition in rotation–shear interferometer (in dot-line box) simplified.

Math algebra of the polarization of Jones vectors and matrices was applied to describe
the action of the phase-only LC-SLM being used as a phase and amplitude WFE corrector.
We considered the output of the following polarization scheme: entrance linear polarization
with the azimuth orientation at 45◦ to the X axis, LC-SLM with the phase modulation axis
along X, and the final linear polarizer with transmission at 45◦ to X. See this set, in the
dash-line box I in Figure 1.

Then, the phase–amplitude control of the WF is realized as:

Eout = Pβ=45◦SLM Ein (1a)

=
1
2

(
1 1
1 1

)(
eiα 0
0 1

)
1√
2

E eiϕ
(

1
1

)
(1b)

=
1

2
√

2

(
eiα + 1

)
E eiϕ

(
1
1

)
, (1c)

= Ẽ eiϕ̃A

(
1
1

)
(1d)

where Ein = E eiϕ 1√
2

(
1
1

)
defines an entrance wave, with the polarization linear state with a

45-deg. azimuth respective X axis, with the complex amplitude E eiϕ at entrance, where E
denotes the modulus (or amplitude) and ϕ—the phase. At the output of box I in Figure 1,
the complex amplitude is denoted by Ẽ eiϕ̃A .

SLM =

(
eiα 0
0 1

)
defines the phase-only LC-SLM (liquid crystal spatial light mod-

ulator) with the phase angle modulation α along X, which is controlled by an externally
applied electric voltage.

Pβ=45◦ = 1
2

(
1 1
1 1

)
defines the linear polarizer oriented by its transmission axis at

45-deg. to the X axis.
From Equation (1c), it can be seen that the control of α leads to a change not only in the

phase but also in the amplitude of the complex field. This useful property is next applied
to a phase–amplitude correction of the wavefront.

Presented here, a phase–amplitude correction of the WFE is entirely developed for
the optical schemes, which use the principle of a nulling interferometer with rotational
shift functioning as a stellar coronagraph [11,13]. A shear interferometer has two mutually
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shifted waves being superposed. This allows two degrees of freedom: two controls (modu-
lations) αA and αB, at two “coupled” points “A” and “B” of the initial wavefront, which are
superimposed. We aim these controls to obtain the mostly accurate “dark field” destructive
interference condition.

Let us consider that the shear interferometer superposes two electric fields EoutA and
EoutB in points “A” and “B”. This is illustrated in Figure 1; see the dot-line box II. Before
the interferometer, at the initially separated WF symmetric points “A” and “B”, by the
SLM we control the complex amplitudes EoutA(αA) = ẼA eiϕ̃A and EoutB(αB) = ẼB eiϕ̃B ; see
Equation (1d). The destructive interference regime requires both the following conditions
(i) and (ii).

(i): A zero-phase difference before the interferometer while we count on an additional
phase shift of π implemented inside the nulling interferometer [11,13]:

∆ϕ = ϕ̃A − ϕ̃B → 0. (2a)

(ii): The equality of the moduli of the complex amplitudes:

ẼA

ẼB
→ 1. (2b)

Therefore, to satisfy both the phase (2a) and amplitude (2b) conditions, we have to
consider the electric fields in two coupled (by following superposition) points A and B in a
pupil before 180◦ RSI. Their waves interfere further in the conjugated pupil plane at the
dark port (with implemented anti-phase) of the interferometer at the point denoted as
A + B (See Figure 1, dot-line box II).

Now, we recall the polarization scheme in Figure 1, in dashed-line box I. Then the
complex amplitudes of the electric field at points A and B with respective αA and αB
modulations via the LC-SLM control are defined according to (1a)–(1d):

EoutA(αA) =
1

2
√

2

(
eiαA + 1

)
EA eiϕA

(
1
1

)
= ẼA eiϕ̃A , (3a)

EoutB(αB) =
1

2
√

2

(
eiαB + 1

)
EB eiϕB

(
1
1

)
= ẼB eiϕ̃B , (3b)

We stress here, again, our notations for the complex amplitudes moduli: EA, EB and
phases ϕA, ϕB (without tilde) which describe the initial wavefront (before the LC-SLM),
while the complex amplitudes moduli ẼA, ẼB and the phases ϕ̃A, ϕ̃B (with tilde) denote
the corresponding values after the LC-SLM and polarizer (after the polarization scheme
Pβ=45◦SLM Ein; see Equation (1a).

After passing the interferometer, on its dark port, by coherent wave subtraction, we
have the complex field amplitude at point A + B by the superposition of waves EoutA , EoutB :

EA+B = EoutA + EoutB (4a)

=
EA

2
√

2

(
eiαA + 1

)
eiϕA +

EB

2
√

2

(
eiαB + 1

)
ei(ϕB+π). (4b)

The CCD detects the intensity IA+B of the interference pattern, e.g., in the A + B point
after ensemble averaging (where 〈. . .〉 defines the ensemble average over an exposure time):

IA+B=〈EA+B EA+B〉
= EoutA

2 + EoutB
2 + EoutAEoutB + EoutBEoutA

, (5)

where the upper underline denotes the complex conjugate (in matrix form it denotes the
Hermitian conjugate).
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Substituting (4) into (5), we can express the detected intensity IA+B through the
complex amplitude moduli (EA, EB) and the phase difference ∆ϕ = ϕA − ϕB of the electric
fields in the entrance pupil WF and the corresponding SLM modulations (αA, αB):

IA+B = I(EA , EB, ∆ϕ; αA, αB
)

(6a)

= EA
2 + EB

2 + EA
2 cos(αA) + EB

2 cos(αB)− EAEB
(
cos
(
∆ϕ
)
+ cos

(
αA + ∆ϕ

)
+ cos

(
αB − ∆ϕ

)
+ cos

(
αA − αB + ∆ϕ

))
. (6b)

2.1. Measurement of the Wavefront

For the sake of brevity, we show here the algorithm of the wavefront measurement to
determine amplitude and phase difference EA, EB; ∆ϕ by IA+B intensity measurements,
which is their function, (6a). We study Equations in (6): if one measures a series (j = (1..3)
of three intensities I j

A+B = Ij(EA, EB, ∆ϕ; α
j
A, α

j
B) in the plane conjugated to the pupil (the

SLM is set in the pupil) by providing certain SLM modulations as parameters α
j
A and α

j
B in

the coupled points A and B, he determines the phase difference ∆ϕ and the amplitudes EA
and EB for the next step of WFE correction.

For example, a three-step j = (1..3) procedure to determine ∆ϕ, aA, aB detects three
intensities by SLM modulations set as {αA, αB} =

{
(0, 0), (π, 0), (0, π)

}
:





I1
(
EA, EB, ∆ϕ; 0, 0

)
= I(0, 0),

I2
(
EA, EB, ∆ϕ; π, 0

)
= I(π, 0),

I3
(
EA, EB, ∆ϕ; 0, π

)
= I(0, π).

(7)

Entrance wavefront characteristics ∆ϕ, EA, EB we determine from solving the system
of Equation (7) by their expression as (6b):

EA =

√
I(0, π)

2
, (8a)

EB =

√
I(π, 0)

2
, (8b)

∆ϕ = arccos

(
I(0, 0)− 4EA

2 − 4EB
2

8EAEB

)
. (8c)

Certainly, the wavefront measurement method can be modified and improved in
accuracy, e.g., by increasing the number j of measurements I j

A+B = Ij(EA, EB, ∆ϕ; α
j
A, α

j
B),

similar to phase shifting interferometry [17].
We resume here that by means of Equations (8a)–(8c), it is possible to measure the

wavefront error in terms EA, EB, ∆ϕ at symmetric (or coupled by electric fields superposition)
points A and B. Therefore, we can restore the spatial distribution of WFE pixel wise.

2.2. Wavefront Correction by Phase-Amplitude Modulation

We intend to show here a method to correct the wavefront error, taking into account
three measured wavefront characteristics: EA, EB, ∆ϕ. These measured WFE characteristics
at the coupled pupil points A and B are associated with subsequent interference in the
A + B point. This correction method is easily extended to cover all the pupil points.

2.2.1. Phase Correction

To present the WFE correction problem, at first, we simplify considering the phase-only
WFE: ∆ϕ 6= 0, ∆E = (EA − EB) = 0.

Figure 2 depicts schematically the principle of phase correction in the coupled points
A and B. Here, the ϕA and ϕB denote the phases in the coupled points A and B (set diametri-
cally opposite) in the pupil plane where the SLM is installed. After passing through the RSI
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interferometer, an optically conjugated pupil plane is formed. Here, in the points denoted
A + B, L (in the left half-plane) and A + B, R (in the right half-plane), the interference signals
intensities of interference pattern IA+B, L, IA+B, R become proportional to the cosine of
∆ϕ = ϕA − ϕB:

IA+B, R ∼ cos(−∆ϕ), (9a)

IA+B, L ∼ cos(∆ϕ). (9b)
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Because the cosine function is even visually through the recorded intensity, there is
no difference between the left and right half-planes: IA+B, R = IA+B, L, but physically, the
relationship (9) turns out to be important to organize the proper wavefront correction.

The measured phase difference ∆ϕ is added then as an additional phase shift to the
phase of point A (on the left) or to the right point B (but with a negative sign of ∆ϕ not
shown in the figure). In Figure 2, next after passing through the interferometer RSI, at
the two points A + B, L and A + B, R (shown in green), the corrected phase difference
becomes ∆̃ϕ ≡ 0, which means the phase-only aberrations (or wavefront errors) have been
successfully corrected.

2.2.2. Phase- and Amplitude Wavefront Error Correction

We analyze here the algorithm to correct a more complex WFE by ∆ϕ 6= 0 (in phase),
∆E = EA− EB 6= 0 (and in amplitude), which in contrast to the phase-only correction (discussed
above in Section 2.2.1), contains an additional amplitude imbalance correction option.

For simplicity, we denote IA+B = IA+B, R = IA+B, L, see Equation (9a,9b). According to
Equations (4) and (5), we search for such modulations αA and αB that cause a zero-intensity
at this point: IA+B =

〈
EA+B EA+B

〉
→ 0 . We solve therefore the following equation:

EA
EB

(
eiαA + 1

)
eiϕA =

(
eiαB + 1

)
ei(ϕB), (10)

aiming to find two unknowns, αA and αB, each of which depends on four variables: the
moduli of complex amplitudes of fields EA, EB, and the phases ϕA, ϕB. We reduce four
variables to two variables, which are physically relevant in the frame of our model, namely
the amplitude ratio: k = EA

EB
and the phase difference: ∆ϕ = ϕA − ϕB. The k and ∆ϕ are real

38



Photonics 2024, 11, 300

numbers, and they were measured by Equations (8a)–(8c). Equation (10) has the following
solution:

αA = tan−1



−1 + 2 EA

EB
cos ∆ϕ −

(
EA
EB

cos ∆ϕ

)2
+
(

EA
EB

sin ∆ϕ

)2

2 EA
EB

(
−1 + EA

EB
cos ∆ϕ

)
sin ∆ϕ


, (11a)

αB = tan−1




(
EA
EB

)2
− 2 EA

EB
cos ∆ϕ + cos 2∆ϕ

−2
(

cos ∆ϕ − EA
EB

)
sin ∆ϕ


. (11b)

We did not simplify the arctangent arguments in αA

(
EA
EB

, ∆ϕ

)
, Equation (11a), and in

αB

(
EA
EB

, ∆ϕ

)
, Equation (11b), and we left them in ratios to use the function

tan−1
(

Y
X

)
= arctan2(X, Y) [18].

3. Simulation

Figure 3 illustrates some numerical verifications to validate the analytical solution
found by Equation (11). In the figure, an analytical solution via Equation (11) is shown by
the red cross unnecessary mark and coincides visually with the minimum in intensity in the
logarithmic scale log10(IA+B(αA, αB)) of the interference pattern shown by the background
colormap. The latter was evaluated by a trivial enumeration of αA, αB in the mesh region
αA, αB ∈ [−π, π] by the values k = EA

EB
= 1.11; ∆ϕ = −0.1 radians, where the used k and

∆ϕ have been chosen arbitrarily. The red cross mark position in {αA, αB} coordinates mesh
assigns the global minimum.
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Figure 3. Check for an analytical solution Equation (11). In title are shown initial amplitude imbalance
k and phase difference ∆ϕ.

In Figure 4, we analyze an intensity transmission characteristic T(αA, αB), which
shows the attenuation of the signal (from a faint exoplanet) in a single pupil pixel because
we corrected the amplitude imbalance of k = 1.11. In a pixel, the planetary intensity signal
transmission T(αA, αB) ≈ 0.65 becomes reduced relative to unitary because an amplitude
correction attenuates the transmission of both signals from the star and planet. We have
considered here the WFE in point A + B by k = EA

EB
= 1.11; ∆ϕ = −0.1. The Figure 4

background has the colormap that is the two-dimensional distribution of T(αA, αB) being
evaluated in the domain of αA, αB ∈ [−π, π].
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Figure 4. Transmission characteristic T(αA, αB) can be associated with the planetary signal intensity
i.3n a single pixel.

In Figure 5, in a ±15 λ/D focal image domain we show several simulation graphs to
compare the images (1) in non-coronagraphic mode, (2) in coronagraphic mode without
any WFE correction, (3) in coronagraphic mode with WFE phase-only correction, and (4) in
coronagraphic mode with WFE phase and amplitude correction. These images are resumed
by azimuth-averaged stellocentric cross-sections (5).
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Figure 5. Non-coronagraphic (1) and coronagraphic images (2)–(4) simulated by phase error λ/50
rms and the amplitude error 5%; (3) phase-only corrected image; (4) phase and amplitude corrected
image resolves a planet companion; (5) azimuth-averaged radial stellocentric profiles corresponding
(1)–(4) shows gradual scattered stellar background suppression.

In simulations in Figure 5, one can see that, caused by diffraction and scattering on
residual aberrations and surface micro-roughness, the stellar background shows the gradual
suppression by means of the coronagraph without and with the wavefront control. The
wavefront control was performed by correcting the phase-only wavefront errors at first, then
correcting both the phase and amplitude WFE. In these simulations, the parameters were
phase deviations of about λ/50 rms at λ = 600 nm and amplitude deviations of about 5%.
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4. Laboratory Experiment

In the laboratory experiment, we studied the above proposed approach to correct the
complex value wavefront error simultaneously in phase and amplitude at the wavelength
632.8 nm. In addition to our previously published efforts [9] where we performed the phase-
only wavefront control, here, we succeeded in both measuring the complex number WFE,
and then controlling the WFE in phase and amplitude operating by a spatial light modulator
(SLM) being inserted in the optical and polarization scheme, as in Figure 1. We used a
commercially available LC-SLM from HOLOEYE© (Berlin, Germany): model PLUTO-
2.1-VIS-016. It has an 8 µm pixel size with a resolution up to 1920 × 1080 active pixels
and a response time of ~66 ms [19]. The LC-SLM was capable of providing a maximum
phase shift of about 5.2 π (on the working wavelength 630 nm), but it was calibrated to
provide only reduced 2π of maximum phase shift, that was sufficient for the described
correction method. The camera used in the setup was a CMOS monochrome camera from
Edmund Optics© (Barrington, NJ, USA), model EO-5012M with a pixel size of 2.2 µm and
a resolution of up to 2056 × 1920. It was synced with the LC-SLM by a dedicated frame
sync signal. Several experimental results are shown in Figure 6, where we demonstrate
the gradually reducing azimuth-averaged cross-sections of the non-coronagraphic PSF,
the coronagraphic PSF without WFE correction, and the coronagraphic PSF with WFE
correction in phase and amplitude; see panel (a). In Figure 6 in panels (b) and (c), we show
noncorrected fragments of pupil intensities after the coronagraph, where the WFE was
noncorrected and corrected. Corresponding histograms are shown in panels (d) and (e). If
one analyzes pupil fragments (b) and (c), he finds at first the decreased intensity level; see
the colorbar scale on the left. Integrally, this decrease corresponds in numbers to the ratio
of the coronagraphic PSF without applied WFE correction (shown in the azimuth-averaged
section by the red color graph in panel (a)) to the coronagraphic PSF with WFE correction
(shown by the orange color graph). Additionally, the corresponding histogram (in panels
(d) and (e)) demonstrate that the intensity deviations decrease after correction. Because
of amplitude attenuation, we estimated the virtual planetary signal had its throughput at
about 0.92 as averaged over all pixels.
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Figure 6. Experimental data of wavefront error correction in phase and amplitude regime. (a) Azimuth-
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pupil, the same areas before and after correction with corresponding histograms in panels (d,e).
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5. Discussion

In the present article, we have continued the studies of our previous communication [9],
where we just roughly sketched some general possibilities about how to correct wavefronts,
not only in phase but simultaneously in amplitude. This is realized by the LC-SLM providing
general polarization modulation at first, then it is converted in phase and in amplitude
wavefront components by the linear polarizer mounted after the LC-SLM. Therefore, in the
present communication, we have aimed to find and to test a practical analytical solution for
wavefront error active correction both in phase and amplitude. This is shown analytically as
well by numerical simulation and in a simple experiment in an optical lab.

Here, our goal was not to reach a high coronagraphic contrast in stellar light sup-
pression, but we studied an appropriate optical architecture to control WFE. At first, we
measured both the WFE phase and amplitude components. Then we operated by control-
ling voltages at an adaptive optics unit (LC-SLM) to correct wavefront error simultaneously
in phase and amplitude. The advantages are the following: (i) both the wavefront measure-
ment and the correction have been realized without any mechanical motion in the optical
scheme and without its reconfiguration; (ii) such a WFE measurement was performed after
the coronagraph, therefore we excluded possible non-common-path aberrations (NCPAs).

The simple approach presented here was found analytically and it was tested numerically
by simulations using the Proper [20]. Finally, we designed an optical experiment in the lab,
which has demonstrated the right tendency in deeper signal suppression in coronagraphic
mode for an on-axis light source (that imitated starlight) by wavefront correction.

In future, we are optimistic about applying this technique onboard of an orbital
telescope for direct exoplanet imaging. LC-SLM technology was scientifically tested under
a thermo-vacuum environment [21], however not yet under the space requirement. A
possible LC-SLM mounting can be in a chamber with an optical window, with stabilized
normal temperature and pressure. Radiation tests are not known, but a telescope can
be launched in a low orbit beneath the Van Allen radiation belt. Active adaptive optics
competes with the static correction, but in space, an orbital telescope is stabilized statically
up to certain level. Solar radiation plus heat generation by electronics causes a low speed
mechanical instability of the primary mirror geometry and to optics having requirements
greater than λ/100 in optical wavelength domain. Therefore, precise adaptive optics with
the functions of measurement and the control of the wavefront in phase and simultaneously
in amplitude remains advanced.
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Abstract: The article presents a brief review of cooling systems that ensure various temperature
levels (from 0.1 K to 230 K) for radio astronomical receivers of photonic and electronic (or optical
and radio) devices. The features of various cooling levels and the requirements for the design of the
cooling systems are considered in detail, as well as the approaches to designing interfaces for cooled
receivers: vacuum, cryogenic, electrical, mechanical, optical, and other interfaces required for effective
operation. The presented approaches to design are illustrated by a series of joint developments of the
authors carried out over the past 45 years, including those produced over the past year.

Keywords: radio astronomy; cryogenic receivers; cryogenic systems; radio waves; IR and optics
ranges; terahertz range

1. Introduction

Cooling systems, including those operated at deep cryogenic temperatures (LHe and
lower levels), are frequently utilized to increase the sensitivity of the photonic and electronic
devices used in the astronomic research [1–8]. Such cryogenic systems are represented
by a wide range of hardware, from very big cryosystems [9,10] to extremely miniature
refrigerators [11]. High sensitivity and an extremely small intrinsic noise are the main
requirements for astronomical receivers. Deep cryogenic cooling meets these requirements
like nothing else. “Why do low temperatures gain the attention of researchers? The fact is
that the area near the absolute zero turned out to be not so “dead” as they thought a century
ago: all movement stops, everything freezes, period! On the contrary, low-temperature
physics can compete easily with any other field of natural science in terms of the abundance
of physical phenomena, which are observed when substances are cooled to the temperature
of liquid helium and lower”. © [12].

Cooling systems are characterized by different temperature levels, which mainly
determines their design. We should dwell on the very definition of the temperature and the
scale on which we work. In this review, the Kelvin scale will be used in Dalton’s infinite
round-trip interpretation.
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An equally important issue in the design of a cooling system for astronomical receivers
is the operating frequency range. Partly, it defines the level of the required cooling. All
these issues are discussed in the corresponding sections of the paper.

Astronomy has traditionally presented the most ambitious challenges in the devel-
opment of highly sensitive receiving equipment for both optical astronomy and radio
astronomy and their intersection in the terahertz range. Now, the cryogenics community
publishes many papers about the development of cryogenic hardware for astronomy in
its journals (for example, Cryogenics [13]), and astronomical journals regularly describe
cryogenic astronomical equipment in their instrument-related sections (for example, the
Astronomical Journal [14]). The pioneer of application of cryogenics in astronomy was
G.C. Messenger [15]. Meanwhile, the active use of refrigerators in radio astronomy began
with the work of W. Gifford and H. McMagon in 1959 [16] based on the technologies
presented by Guy K. White [17]. Further, in 1966, the fundamentals for the development of
a cryosystem, including its application in astronomy, were described by R.F. Barron [18].

In approximately the same years, Stirling machines were used actively in optical
astronomy [19]. The basic principles of cooling the optical and IR detectors were outlined
in [5,7,8,11,12].

In this paper, we analyze the development of the related equipment and methods
and review the basic principles of designing cryogenic cooling systems for photonic and
electronic receiving devices for astronomy, illustrating the discussion by both our own
developments and the best examples of modern astronomical cryogenic equipment used
in many observatories around the world. World leadership in astronomical apparatus
developments is gained on the frontier associated with space technologies. Space technolo-
gies are actively represented in two series of regular conferences [20,21] held by the IEEE
community and the Space Cryogenic Workshop [12,22] held by the Cryogenic Society of
America. It is here where the cutting edge of the research and development of cryogenic
equipment for astronomy is formed, where the authors of this paper work, and where the
results are reported.

The presented summative review has not only the academic interest, but also a signifi-
cant practical value. The development of terahertz astronomy, which fills the gap between
the optical and radio ranges, involves the addition of several dozen existing telescopes for
creation of an extensive network of instruments in new territories of the Earth, where there
are currently no terahertz instruments at all. A series of projects for the development of
THz astronomy in northeastern Eurasia provides for the development of an extensive line
of cryogenic receivers.

2. Classification of Cooling Systems for Astronomy

Cooling systems are used in a wide range of human activities, from fundamental
physics research and advanced technology to medicine and cosmetology [23–25]. Each
area forms its own approaches to the design of cryosystems and chooses independently the
most effective approaches and technologies from their vast variety. The cooling of optical
and radio receivers has formed a certain development culture on its own. In this line,
astronomers need devices with the most ambitious and advanced specifications. At the
same time, the types and features of the cryosystems manufactured for various astronomical
telescopes have fundamental differences depending on an extensive set of factors, ranging
from the band of the electromagnetic spectrum, in which the receiving device operates, to
the atmospheric and climatic conditions at the observatory location and the design of the
telescope, where the cooled receiving device operates.

Cryogenics as a science emerged over 100 years ago. The foundations of approaches to
engineering of cryogenic systems were also laid many decades ago. Development engineers
devised certain approaches to classification and methodology in the related fields and have
accumulated extensive experience and knowledge about the properties of various materials
for cryogenics. All this knowledge is summarized in extensive bibliography. However, there
are certain cryogenic Bibles which each developer trusts and holds in his or her bookcase.
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In the English-language segment of the literature, such a Bible is the Brookhaven Reference
Book [26], and in the Russian-language segment, it is the Malkov Reference Book [27]. After
extensive discussions and disputes regarding which one is better, personal communication
between the developers of cryosystems led eventually to the recognition that the books
complement each other well and to the mutual exchange of available reference books.
However, direct application of the available extensive knowledge and design approaches
in specific fields and particular astronomy branches seems inconvenient. Not everything is
equally suitable, and many things required, including new ones, simply do not exist. This
publication is intended to systematize the current status of the developments in this area.

2.1. Frequency Range of Astronomical Instruments and Their Cooling Problems

Having started in the optical range of the electromagnetic wave spectrum due to
the excellent photodetecting devices which each of us is endowed with, astronomy has
acquired a multi-frequency character by now and is currently equipped with millions of
eyes, i.e., detectors capable of operating at extreme sensitivity levels in the entire spectrum
of electromagnetic radiation (EMR) (Figure 1), from ultra-low frequencies to the gamma ray
part of the spectrum. In the areas at the spectrum edges, cryogenic cooling is not needed
today in practice due to the perfection of semiconductor technologies in the low-frequency
range and to the enormous energy of the X-ray and gamma quanta, which do not require
cooling to be detected in the range of extremely high frequencies.
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The EMR ranges, where the main scientific efforts of astronomers are focused today,
cover two areas, specifically, the terahertz (THz) and the optical ranges, including the
VUV (vacuum ultraviolet) band. These ranges require receivers with deep cryogenic
cooling. This does not mean that there is no progress in the development of other ranges.
It does exist and also requires cryogenic cooling sometimes. However, the scale of the
need for cryogenics in that field is not comparable with the demand for photonic devices
in optics or for electronic devices in the THz range. However, the THz range lies exactly
between the traditional microwave radio electronics and the far-infrared optics combining
the technologies and approaches inherent in both of them.

Therefore, the presentation below will focus on the problems of astronomy of
these ranges.

46



Photonics 2024, 11, 257

2.2. Temperature Levels of Cooling for Astronomical Receivers

Astronomy uses a wide range of cooling from the boundary of cryotemperatures to
extremely low sub-Kelvin levels. Table 1 shows the general classification of temperature
levels of systems used.

Table 1. Classification of cryogenic systems by the temperature level.

Group Name Temperature Range Applications

Non-cryogenic temperatures T > 100 (120) K
- climate chambers for testing astronomical receivers

and their components
- non-cryogenic cooling of photodetectors

High cryogenic temperatures ≤100 K - cooling of photodetectors to reduce the dark current

Nitrogen level ~77 K

- high-temperature superconductors
- cooling of photodetectors
- cooling of microwave radio receivers
- radiation shields in deep cooling systems

Hydrogen level ~20 K
- cooling of photodetectors, radio receivers of the

centimeter and millimeter (MM) range,
semiconductor amplifiers up to the MM range

Helium level ~4 K
(up to 1.6 K with pumping)

- detecting devices based on superconductors of the
second kind, generally used for SIS junctions

- superconducting readout electronics
- antenna systems, cryogenic chambers for testing,

and laboratory experiments

Sub-Kelvin cooling <1 K

- superconductors of the first kind
- superconducting electronics
- quantum computers and quantum communications
- highly sensitive receiving systems for modern

astronomy, generally used for bolometers

Extremely low temperatures reached ~10−9 K

- problems of metrology
- quantum standards of time and frequency, including

those for VLBI astronomy
- fundamental physics

The professional community divides the cryogenic temperatures into conventional
levels. Cryogenic temperatures are the temperatures below 100 K (120 K in the USA).
Non-cryogenic cooling is used quite widely in optical astronomy, as well as in climatic
test chambers, in order to study the characteristics of devices and materials. The cryotem-
perature range is characterized by liquefaction and, for the most part, solidification of the
majority of the gases present in the atmosphere. In particular, at T = 90 K, oxygen turns
into liquid at atmospheric pressure. Nitrogen, which liquifies at 77 K, is extremely widely
used in astronomy as both an independent and relatively cheap cryo-agent and an auxiliary
agent for cooling radiation shields at deeper cooling. The main accepted temperature levels
are given in Table 1.

The next characteristic level is the hydrogen level (~20 K). Here, not only the phase
transition of the main hydrogen isotope occurs, but the Debye also temperature zone begins
for the main structural materials, from which the components of cooled astronomical
receivers are made. This leads to a dramatic change in their thermal characteristics (heat
capacity, thermal conductivity, and thermal diffusivity). Despite certain fears caused by the
explosive hazard of hydrogen mixed with atmospheric oxygen, liquid hydrogen is still used
as a cryo-agent by the professional community. Also related to the hydrogen temperature
level is a wide class of closed-cycle refrigerators, which have been and are used currently
in astronomical applications, although more often as cryo-vacuum pumps of cryo-vacuum
chambers for a wide variety of purposes, from vacuum deposition installations, where
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detectors for astronomy are manufactured, to testing chambers, where pre-launch studies
of space equipment are carried out. However, hydrogen-level refrigerators are also used to
cool astronomical receivers. It should be noted that they do not contain gaseous hydrogen,
since the working gas is helium. Almost until the end of the 20th century, regenerators of
cryorefrigerators, where heat exchange takes place due to gas expansion, were made of
antimonial lead. The efficiency of such regenerators dropped dramatically in the vicinity
of the hydrogen temperatures due to the transition of the material through the Debye
temperature. When rare-earth regenerators began to be used instead of antimony–lead
alloys, the problem was resolved, and the operating temperature of such refrigerators
dropped to the helium level (4 K and lower, to the limit of 2 K). As is known, when the
pressure decreases from the atmospheric level to vacuum, the temperature of the main
helium isotope 4He can reach 1.6 K. This is the helium temperature level.

Lower temperatures (at the sub-Kelvin levels, i.e., below 1 K) require different ap-
proaches to cooling, including the use of the 3He isotope, thermomagnetic cycles, laser-
based and other cryocooling technologies. Note that these temperatures are extremely
actively used by astronomers for deep cooling of superconducting detectors in the tera-
hertz range.

Even lower temperatures currently achieved by physicists are frequently used for
other purposes, primarily the study of the extreme conditions not found in nature, such
as Bose–Einstein condensate. Such a setup, operated at a temperature of about 10 nano-
Kelvin [28], is installed in a laboratory adjacent to the laboratory of the authors of this paper.
The application of the results of these studies in astronomy also has great prospects. On this
basis, it is possible to construct highly stable time and frequency standards necessary for
precision radio astronomical observations in the VLBI (very large baseline interferometer)
mode. However, this is a distant prospect. Today, physicists have already passed the
nano-Kelvin milestone. Among the many practical temperature scales in use [29–31]
for astronomical instrumentation, the Kelvin–Dalton logarithmic scale, which is infinite
towards absolute zero, is applied. The levels of the cryogenic temperatures listed in
Section 2.1 will be further illustrated by examples of the development of the corresponding
astronomical instruments. However, when we speaking about temperature of cryogenically
cooled receivers, we should remember that the temperature of different components of the
receiver is not the same and any thermometer measures only its own temperature.

The second fact upsets experimenters even more: although temperature is a measure of
kinetic energy by definition, it must be measured in the equilibrium state. Since cryogenic
receivers, as a rule, are not in the equilibrium state, their temperature in the strict sense is
uncertain; this creates an extensive range of interesting scientific and engineering problems
in the context of the radiophysical and optical properties of the receiving systems, which
are discussed below, for the receiver elements that are not in the equilibrium state.

2.3. Main Types of Cryosystems for Astronomy

Cryosystems used to cool astronomical radiation receivers can be divided into the
following groups: cryo-accumulators, cryorefrigerators, and their variations, as well as
their combinations. Along with the cooling systems based on the use of gases and gas
machines, various types of gas-free cooling systems are known, in particular, first of all,
thermoelectric and thermomagnetic ones. In recent years, laser cooling systems have also
appeared, though they have not yet found application in astronomical research. One of the
obvious and very popular applications of the devices with deep (nano-Kelvin) laser gas
cooling in the Bose–Einstein condensate state opens up enormous prospects in increasing
the stability of time and frequency standards actively used to synchronize astronomical
receivers operating in the regime of a VLBI.

2.3.1. Dewars or Cryo-Accumulators and Liquid Nitrogen Cooling Solutions

Cryo-accumulators use a pre-cooled cryo-agent in various phase states:
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• gaseous agent (a cold flow of N2, H2 and He gases);
• solid agent (carbon dioxide); and
• liquefied gas (nitrogen < 77 K, hydrogen < 20 K, helium < 4 K).

For millimeter- and submillimeter-range (or subTHz) receivers, liquid nitrogen or
helium is used most often (depending on the requirements). Receivers in cryo-accumulators
are placed in either a boiling liquefied gas or a so-called “vacuum basement”, i.e., the cavity
between the outer and inner walls of the Dewar vessel. As a variant of the cryo-battery
circuit, there is a flow circuit containing a separate Dewar transport vessel, as well as
a closed or open line for supplying the cryo-agent to the cooling facility. The scheme
of the cryo-accumulator with a “vacuum basement” is similar to the cryorefrigerator
scheme, where a cryopanel with cooled receiver elements is attached to the cold stage of
the refrigerator cooler. In essence, the energy required to maintain the temperature of the
cooled object (elements of the receiving path of the astronomical receiver) below the state
of thermodynamic equilibrium with the environment is stored in the form of a liquefied
cooled gas and is easily estimated as the volume of the stored cryo-agent multiplied by the
sum of its specific vapor formation temperatures and heat capacity at a temperature drop
(see Formula (1)):

E = m (λδ
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is the
temperature difference used for cooling, and C is the specific heat of the phase transition.

The design of nitrogen Dewars (for example, Figure 2a shows a photo of the developed
and manufactured nitrogen-filled cryostat) is quite simple, and design optimization is not
difficult, whereas helium-filled Dewars require a more thorough thermal design. As a rule,
they need nitrogen radiation shields to prevent radiation thermal inflows. To that end, in
addition to the helium tank, the design provides a nitrogen tank with its own filling system.
Estimates of heat flows are presented in Section 4.3.2. However, there is also the experience
of creating nitrogen-free (Figure 2b) helium Dewars for astronomy, where radiation shields
are cooled by evaporating helium of the appropriate temperatures.
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The choice of the working gas and the volume of the Dewar is determined by the heat
flows and the release of the cooled receiver itself. The analysis of the parameters of such
systems, which are typical for astronomy, is given in Section 4.3.2.

Along with relatively simple liquid-nitrogen Dewars, many equally simple, efficient,
and energy-saving closed-cycle refrigerators have been used in astronomy, mainly the Stir-
ling machine. To reduce vibration loads, which are the main disadvantage of refrigerators
as compared to Dewars, the split-Stirling version or other thermodynamic cycles were used
more often, until the Cryotiger became a certain perfection of such machines. Comparable
runs of cooling systems for various photodetectors using Cryotiger closed-cycle refriger-
ators were produced in various configurations for equipping optical telescopes [2,32,33]
(Figure 3).
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2.3.2. Hydrogen Level Refrigerators for Astronomy and Telecommunications

The hydrogen level of cooling has been and is used now actively in astronomy and
radio telecommunications. Various types of cm and mm radio frequency detectors and am-
plifiers can be cooled by such coolers, which are relatively cheap, compact, and economical
compared to the helium coolers.

The success in using low-noise HEMT (high electron mobility transistor) amplifiers
produced by Saturn Research Institute (A.M. Pilipenko) in astronomical satellites at SAO
RAS (Special Astrophysical Observatory of the Russian Academy of Science) gave rise to
their further extensive use with other antennas: RT-22 (Simeiz), RT-13 (Metsahovi), and
RT-64 at Bear Lakes and Kalyazin. In particular, a unique set of equipment for astronomy
and telecommunications was created on the basis of these HEMT amplifiers.

One should also mention the extremely efficient system of cooling at the hydrogen
level, which was developed by the authors of this publication and is used for the X-band
antennas at Bear Lakes and Kalyazin, both for astronomical observations and for deep
space communications. It worked successfully and is working currently as a component
of the Spektr-R and ExoMars missions [34]. A photo of the cryogenic system is shown in
Figure 4.
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The key parameters that characterize the quality and, as a result, efficiency of such
a receiver is the ratio of noise temperatures. If the receiver without cryogenics produces
about 40 K of the noise at the input, and the antenna noise is 14 K, it is obvious that the
atmosphere is not dominant, but makes a significant contribution. Cooling to a temperature
of 6 K results in a decrease in the receiver noise to 5 K, and the system noise with the
contribution of the atmosphere rises up to 19 K. This leads to a reduction in noise by almost
three times and a similar increase in sensitivity. Strictly speaking, the system is closer to the
helium level in terms of the temperature than to the level of liquid hydrogen, but it still
does not belong to the class of helium refrigerators. The gain and the operating range of
such a receiver are 30 dB and 8.4–8.5 GHz, respectively.

2.3.3. Cooling Systems of the Helium Level

Helium-level systems are actively used for cooling various coherent detectors (mixers),
from Schottky barrier diodes (DBS) to mixers based on superconducting junctions. This
approach has been presented both in classic papers, like [35–37], and in modern papers
about receivers [38].

One of the most striking examples of an observatory, where detectors are cooled to
the helium level, is SOFIA, a stratospheric aircraft-borne observatory [39]. The detecting
devices are maintained at a temperature of 1.7–1.9 K.

However, it should be recognized that in recent years, with the transition to pulse tubes
and rare-earth regenerators, helium-level refrigerators have been used more frequently.

Until recently, very little attention has been paid to the potential of deep cooling of the
receivers to the helium level, which is one of the main types of the cryogenic systems used
in optical telescopes. The reason was mentioned above. Specifically, it is that the BTA (Big
Telescope Alt-Azimuthal) optical telescope operating in the optical and IR ranges does not
need such systems, and on the RATAN-600 radio telescope, there is no need for cooling
below the level of liquid hydrogen, since it operates at relatively long wavelengths in the
conditions of a fairly significant atmospheric background. At the same time, the helium
level was actively used in both the liquid and dry configurations of the refrigerator when

51



Photonics 2024, 11, 257

developing the SAO receiver for RT-22 after the transition from the mixer to the DBS to the
mixer at the superconducting junctions.

Currently, SAO RAS is preparing to switch to helium-level technologies for cooling the
subTHz receivers on the BTA telescope. Moreover, the temperature of 4 K will be used only
as a system of precooling for refrigerators of a deeper cooling level, which are presented in
the next section. The cryogenic systems that are used in SAO RAS are described in more
details in [40].

At the beginning of the cryogenic cooling era, cryo-accumulators and Dewars were
mainly used in astronomy. However, the convenience of using refrigerators that do not
require liquid gases has made them most popular in observatories. The ideology of
unified cartridges with closed-loop 4 K refrigerators (Figure 5) should be recognized as a
semi-industrial masterpiece of the approach to the design of cryosystems of astronomical
receivers. It is implemented at the ALMA Observatory in an array of 64 telescopes, each of
which is equipped with a set of cooled receivers of various frequencies of the THz range
and replicated in hundreds of copies [41].
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Cryogenic refrigerators, or gas fridge machines, operate by throttling or expanding the
working gas in a cooler based on various thermodynamic cycles: Joule–Thomson, Stirling,
Gifford–McMahon, etc., originating from the Carnot cycle and ultimately described by the
equation of the state of the ideal gas (2):

PV = νRT, (2)

where V is the volume, P is the pressure, ν = m/M is the amount of substance in moles, R is
the gas constant, and T is the thermodynamic temperature.

Refrigerators of this kind are actively used to cool astronomical receivers down to the
nitrogen, hydrogen, and helium temperature levels. Here, the energy of maintaining the
temperature of the cooled object below the temperature of the thermodynamic equilibrium
with the environment is received from an electrical power source. At the same time, energy
has a very significant value. The fact is that following the basics of thermodynamics, the
efficiency of the cycle drops sharply. Whereas nitrogen-level refrigerators having a cooling
capacity of several watts consume only hundreds of watts, L-helium-level refrigerators
with a cooling capacity of 1–2 watts require a compressor power of 4–7 kW. However, it
should be recognized that the given values of nitrogen refrigerators relate to the Stirling
cycle, which is essentially close to the ideal reverse Carnot cycle. Helium refrigerators
employ other cycles and, in particular, the presented values relate to Gifford–McMahon
machines (Figure 6) and the coolers based on pulse tubes.
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Figure 6. 4 K cryostat based on a Gifford–McMahon cryomachine for a 2–3 mm superconducting
receiver for the RT-13 radio telescope, Metsahovy Aalto High School.

There are two main methods of cooling detectors to a temperature below 0.3 K,
specifically by using adiabatic demagnetization refrigerators or refrigerators based on
dissolution of 3He in 4He. At the turn of and just below 0.3 K, sorption refrigerators also
work on 3He and 4He.

2.3.4. Cryosorption Cryostats

Cryosorption devices are actively used in astronomy (for example, in [42]), when
it is necessary to achieve sub-Kelvin (subK) temperatures. One of the first mentions of
the development of a 0.3 K system for mounting a subTHz receiver on the BTA optical
telescope is given in [43], and the system development was only at the design stage then.
In that article, a cryogenic system was proposed that provided the operating temperature
T~0.3 K of the receiving antenna arrays. This is a closed-cycle system; i.e., it does not
require liquid refrigerants (nitrogen and helium). It is based on a refrigerator on pulse
tubes and two sorption pumps on 3He and 4He. Despite the lack of funding for this project
at that time, the development of this cryogenic system was continued, and the next stage of
development was already presented in [44]. The photos of the elements of the 0.3 K cooling
system are shown in Figure 7.
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2.3.5. Dilution Cryostats

An even lower cooling level (0.1 K and below) required for radio astronomy can be
provided by dilution cryostats. A mixture of two isotopes of helium 3He and 4He at a
temperature below 0.8 K decays spontaneously into two phases, depleted and enriched 3He,
which ensures cooling in the dilution cryostat to transfer the 3He atom from the enriched
phase to the depleted one, it is necessary to spend energy (absorption of the heat of the
dissolution process). If the 3He atom crosses the phase interface continuously, the mixture
will be effectively cooled. Thus, the principle of operation of the dilution cryostat is based
on the circulation of 3He and its transfer from one phase of the mixture to another.

Compared to the adiabatic demagnetization systems, the advantage of this system
is that it is a continuously operating device and does not require the use of magnetic
salts or an external source of a powerful magnetic field, which can negatively affect other
components of the experiment (for example, detectors). In addition, its mass is very small
at the coldest stages, and the cooling power can be distributed over a large focal plane,
which avoids the narrow joints and heavy supports required by adiabatic systems. It is
also possible to cool mechanical supports and electrical wires (by removing the heat that
is transferred from higher temperatures through a reverse flow heat exchanger) without
reducing the minimum temperature (for an example, see [45]).

The schematic diagram of operation of the classical dilution cryostat [46] is shown
in Figure 8. The performance of the dissolution cycle (W/(mol/s)) is determined by
the formula

dQ
dt

=
(

94.5T2 − 12.5T2
c

)dn
dt

, (3)

where Q is the power supplied to the dissolution chamber (mixer); T and Tc are the temper-
atures of the mixer and concentrated 3He at the entrance to the mixer, respectively; dn/dt
is the circulation rate of 3He, and the typical values of circulation rate are 10−4–10−3 mol/s.
At T = 0.1 K, these rates are dQ/dt > 100 µW, which is tens to hundreds of times more than
what is required for the operation of low-temperature radiation and particle detectors or
for most experiments in solid state physics and research in nanotechnology.
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Figure 8. Schematic diagram of the operation of a classical dilution cryostat.

A sophisticated (and more commonly used) dilution refrigerator operates in a continu-
ous cycle. In this case, a mixture of 3He/4He is liquefied in a condenser that is connected via
a choke to the area of the mixing chamber rich of 3He. The 3He atoms, passing through the
phase interface take energy from the system. Next, it is necessary to distinguish between
dilution refrigerators with external and internal pumping. In the first case, the 3He vapor
is pumped out by a high-vacuum pump (turbomolecular or diffusion). In the second, it is
carried out by a sorption pump.

Note that standard closed-cycle dilution refrigerators require gravity and cannot be
used in space observatories. If there is an open loop, this is possible, as, for example, it was
for the Planck mission [47–49] (see Figure 9). These issues are considered in some detail in
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dissertation [50]. As shown in [51], a modified version of a closed-loop dilution cryostat
has already been proposed and will be discussed below.
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Figure 9. Schematic diagram of an open-cycle cryostat that was used onboard the Planck
Space Observatory.

The design of a dilution refrigerator with an open cycle is completely different from
the designs of “classic” dilution refrigerators: 3He and 4He circulate from different tanks
through capillaries and are mixed in a mixing chamber, providing cooling, and then the
mixture is not recycled, but thrown into space. The resulting mixture is used to pre-cool
clean streams using a countercurrent heat exchanger before being released into space.
The heat exchanger consists of three capillaries soldered in parallel and connected at one
end by a junction forming a mixing chamber. This design works in zero gravity, because
the separation of the liquid and vapor phases, for which gravity is required, is excluded,
and in this mixing chamber design, surface tension replaces gravity to separate rich and
lean phases. The isotopes are pre-cooled to 4.5 K by external cooling. Further cooling to
a temperature below 1.6 K is achieved due to the internal expansion process using the
Joule–Thomson (JT) effect in the return line of the mixing chamber.

As noted above, the author of [51] proposed a modified closed-loop cryostat that can
be used for space missions, in which the mixture is not ejected into space, but is divided into
components that are re-circulated in the system afterwards. A schematic representation of
such a cryogenic system is described in detail [52]. The low-temperature part of the cooler
(the countercurrent heat exchanger, the mixing chamber, and the loading heater) is much
the same as that for the dilution cryostat with an open cycle, given the above. However,
the main difference between this cooler and the open-cycle version is the addition of a
3He-4He separation/circulation system. The returned mixture enters the alembic, where
the two components are separated. The double-layer spiral heater in the alembic evaporates
almost pure 3He, which circulates with the help of a room temperature compressor. The
4He liquid in the alembic passes through a heavy-duty filter and circulates via a fountain
pump operating at a temperature of about 2 K. The spent 3He and 4He are cooled first in a
tank with a temperature of 1.7 K, and then in an alembic, before being sent down through
a countercurrent heat exchanger. The mixing chamber is a Y-shaped connection of three
capillaries forming a heat exchanger, so that capillary forces, rather than gravity, separate
the enriched phase from the depleted one.

There exists now a modified closed-loop cryostat that can be used for space missions,
in which the mixture is not ejected into space, but is divided into components that are then
re-circulated into the system [51]. It should be recognized that commercial refrigerators of
subK levels (Oxford [53], Bluforce [54] etc.) have been available on the market for more than
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10 years. However, these machines are designed for laboratory experiments, and in radio
astronomy, they are used only for testing concepts and samples, not for really working on
telescopes’ ultra-sensitive detectors of the subTHz frequency range. It is difficult to imagine
the installation of such refrigerators into the focus of even a ground-based telescope. In
this connection, their own cryogenic systems are manufactured for each of the tasks.

Special requirements for cryosystems are imposed by the subTHz observatories located
not on Earth, but onboard various carriers, from airplanes and balloons to spacecraft. One
of the most interesting examples of this kind follows.

2.3.6. SubK Systems for Balloon Missions

Balloon missions (balloon observatories) are less ambitious than space missions, but
no less important. One should mention, for example, such well-known missions as the
BOOMERANG experiment [9,55] and the “young” OLIMPO mission [56,57]. Strictly
speaking, high-altitude balloons rising to altitudes above 40 km are located at the boundary
between the atmosphere and space. It is physically almost Space. The pressure and density
of atmospheric gases decrease exponentially to infinity. Formally too, in different countries,
the boundary of space lies at different levels, from 40 to 100 km. In particular, the density
of the atmosphere at the heights described in this subsection does not exceed 0.5% of the
ground level. Such a low density of the atmospheric gases determines that the possibility
of THz-wave observations from balloons is practically no worse than from spacecraft,
but much less costly, including the possibility of returning, recharging, and reusing the
cryosystem and receivers for subsequent flights.

One of the problems associated with a long balloon experiment is the requirement that
the cryostat must operate autonomously during the entire measurement time. In this con-
text, passive cryostats with cryogenic liquids are the best option. Publication [58] presents
a description of such a cryostat, as well as a comparison of designs for the BOOMERANG
and OLIMPO missions. For such projects, in addition to maintaining a stable tempera-
ture, important factors are the duration of work (more than two weeks) and the structural
strength, which should be designed so as to withstand external thermal and mechanical
loads. The low temperature of the outer stratosphere determines the design of vacuum seals
in the outer shell of the cryostat, while the “shock” when the parachute opens determines
the design of the support system for various internal cryostat tanks. The OLIMPO cryostat
is an element of the telescope: the inner frame, which supports both the mirrors and the
cryostat housing the detector system, can be tilted to set the viewing angle from 0◦ to 60◦.
The photo is shown in Figure 10.
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3. Specific Features of Cryogenic System Technology for Astronomical Instruments

The cooling systems for astronomical receivers are calculated and designed in the
context of specific tasks and limitations. More than 45 years of experience in the devel-
opment of such cooling systems by the team of the authors of this article has formed a
set of approaches and technologies presented below. The main problem of such systems,
especially deep-cooling ones, is the need for effective thermal insulation of the cold zone,
including the cooled receiver and the cold part of the cooler. The best heat insulator of
all materials is vacuum. That is why all cryostats for cooling of astronomical receivers
are vacuum devices. The issues of vacuum maintenance are of crucial significance in the
design of a cryosystem. On the one hand, along with effective thermal insulation, the
structural elements of the cryosystem should ensure the reliable fixed position of the cooled
receiver relative to the telescope located at the ambient temperature. On the other hand,
there should be no significant heat flow along the elements of the supporting structure,
which the cryosystem parries. Consideration of the full balance of heat flows is the key
cryodesign task. Modern design packages have made this task much easier in recent years.
However, there are quite a lot of uncertainties and sources of errors in the calculations.

Along with thermal insulation, a number of structural elements of the cryosystem
requires extremely low thermal resistance of materials, such as, in particular, effective
thermal conductors between the cooler and the cooling object, which cannot always be
fully combined in space.

All these problems, as well as a number of less general and more specific, but some-
times more complex, issues, can be combined into the problem of interfaces: thermal,
mechanical, electrical, optical, electrodynamic, vacuum, etc. In fact, if one has a cold source,
an EMR receiver, and a telescope, it is only necessary to solve the problems of the interfaces
between them.

3.1. Cryogenic Interface and the Basic Elements of the Cryo Design Calculation

The cooling system is selected basing on the balance of heat flows and the cooling
capacity of the cooler. For cryo-accumulators, the minimum interval between cryo-agent
refueling sessions is taken into account. When designing refrigerators, sufficient power
should be provided for counteracting all heat inflows.

Let us estimate the parameters of the cryosystem’s cooling capacity for local cooling
of the elements of the receiving devices. The total heat inflow that the cryosystem should
compensate is determined by the combination of the internal (Joule) heat release QJ of the
active elements of the device and the external heat inflows (convective Q1, radiation Q2
and conductive Q3 (by elements)) of the load-bearing structures:

QΣ = QJ + Q1 + Q2 + Q3. (4)

The Joule heat dissipation QJ for superconducting detectors and mixers at typical DC
modes (at the voltage and current being about 3 mV and 30 µA, respectively) is:

QJ = VI ∼ 0.1× 10−6 W. (5)

The convective component of the thermal conductivity of the residual gas in the
cryostat can be reduced easily due to efficient gas pumping. At the pressures inside a
vacuum cryostat with a cryosorption pump, which do not exceed 10−7 Torr, and the typical
geometry of the receiver and cryosystem, the heat inflow through the residual gas will not
exceed 10−6 W.

The radiation component of the heat inflow splits into two fractions: one flow-
ing through the signal window (Q21) and the other through the other surfaces of the
device (Q22):

QΣ = Q21 + Q22. (6)
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In this case, the first term is expressed as:

Q21 = ε1λi

(
T4

1 − T4
2

)
S0, (7)

where ε1 is the reduced thermal radiation coefficient, λi is the blackbody radiation constant,
T1 and T2 are the temperatures of the external environment and the cold surfaces of the
receiver, respectively, and S0 is the window surface area. This term is fundamentally
unavoidable, since any filter that transmits the useful received radiation cannot completely
avoid being heated by the radiation passing through it. The total heat input should
not exceed the refrigerating capacity of the refrigerator or the capacity (volume) of the
Dewar tank.

3.2. Vacuum Interface

Vacuum cryostats, which are the basis of any cooling system for astronomy, is char-
acterized by the size, shape, depth, and method of providing vacuum. The density of
connections between vacuum interfaces is ensured by their tightness. However, the vac-
uum level, and hence the vacuum pumping and control technologies, should be selected
and maintained for reasons of reasonable sufficiency. In particular, the determining factor
is the dominance of other components over the components Equations (5) and (6) in the
overall balance.

At the same time, it is clear that different systems require different vacuum levels.
For example, superconducting nanodetectors have negligible Joule heat dissipation and
compact dimensions that minimize heat flows. The operating temperature is only one
Kelvin, and the cooling capacity of such systems is less than one microwatt. Therefore, the
vacuum levels required for such receivers reach values of 10−8 to 10−10. At the same time,
the productivity of the 4 K refrigerators based on pulse tubes is three orders of magnitude
higher, and you can afford to limit yourself to 10−4 ÷ 10−5 in order to minimize the heat
exchange between the cold and warm walls of the system by varying the values of Dewars
characteristic of astronomical receivers. Moreover, in reality, such systems require prelimi-
nary pumping to 10−2 ÷ 10−3, after which the cryosystem is started and, as it enters the
appropriate mode and passes the characteristic condensation temperatures of the atmo-
spheric gases (90 K for oxygen, and 77 K for nitrogen) due to cryosorption, the refrigerator
equipped with a small charcoal cryosorption panel begins to feed itself pumping the inter-
nal volume of the Dewar to values of 10−5 to 10−6. Cryosystems operating at a temperature
level higher than the nitrogen one, which are often used to cool the photodetector devices
of optical telescopes, have big problems in terms of the vacuum interface. Cryosorption at
such temperatures is not efficient enough and requires either good pre-pumping, with deep
pre-cleaning and degassing of all internal components of the receiver, or the installation of
a pumping device that is periodically switched on, such as a getter-based pump.

3.3. Mechanical Interface

The main purpose of the mechanical interface is the mechanical assembly of the
cryosystem structure with a cooled receiver as a whole. Along with the standard set
of technologies for cryosystems, the task associated with the vibrations generated by
the mechanical system of the refrigerator is of key importance. Considering the notice-
able power level of the compressor (up to 10 kW) and the vibration of the cooler engine
(Gifford–McMahon cooler) or the valve switch (pulse tubes), this task is gaining signifi-
cant importance. There are various forms of cryostats: cylindrical (Figure 2), rectangular
(Figure 6), trapezoidal, as presented in Figure 11, and even more complex; see [40].
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3.4. Optical Interface

For photodetectors, the optical interface is of key importance in providing vacuum
insulation. It transmits the received signal, the attenuation of which needs to be minimized,
but also the adjacent section of the IR spectrum, thus bearing the main thermal load, which
must be withstood by the cryosystem. The calculation and manufacture of high-quality
strip illumination resolves this problem to a noticeable extent. This is also facilitated by a
lower temperature and a greater cooling capacity at these temperatures, compared with the
THz radio receivers and lower-frequency astronomical receivers. For radio receivers, quasi-
optical or waveguide windows are used for the signal input. They are essentially optical and
also have selective illumination. Sometimes, cooled radio receivers are also equipped with
a control optical interface for visual control of the interior of the cryostat. Conventionally,
the category of optical interfaces can also include sealed inputs of optical fibers, through
which optical signals can be brought into the vacuum cryostats of cryogenic receivers.

3.5. DC, RF and Digital Interfaces

Various kinds of electrical interfaces of cryostatic systems are needed both for the
supply and removal of DC (digital current) and RF (radiofrequency) signals of power
supply systems, monitoring, etc. For this, there is an extensive set of the nomenclature of
both vacuum inputs and thermally connected wires, sensors, electrically controlled keys,
valves, regulators, alarms, etc., which are commercially available and periodically updated
on the website and in the index issue of the journal Cold Facts [59]. However, in recent
years, the appearance of cryogenic systems both in general and for astronomy specifically
has changed radically. In the 1980s, the cryostat was a tank of an appropriate size, with
a window and a wiring harness connecting the sensors and the devices of the outdoor
monitoring system. A manometric condensation sensor was used to measure temperature
as the most accurate device. Moreover, the engineers of the support group who helped the
astronomers during the observations were on continuous duty monitoring the work of the
cryogenics. Now, the cryosystem is primarily a computer with a proper hard drive and
the special software, while the tank and the refrigerator have become less significant. In
general, an astronomer, i.e., an operator, who is usually sitting thousands of kilometers
from the telescope with a cryosystem, may not even know what it looks like and how it
works, having a small and convenient interface that signals the state of the receiver as a
whole, including its cryogenics, and provides the opportunity to conduct observations.

For the designers of cryosystems of astronomical receivers, all the lifehacks of electrical
interfaces are still relevant, including the features of laying and organization of interceptions
(anchoring) on wires and loops, through which signals are sent at intermediate temperature
levels. If it is necessary to output microwave signals, specialized vacuum and thermal
isolating coaxial lines and waveguides are used. The problem with quasi-optical supersized
(multi-mode) waveguides operating under the temperature difference, rather than in the
state of thermodynamic equilibrium, is rather difficult and requires a special approach to
its analysis, which is described in Section 4.3. However, it has been solved. Among the

59



Photonics 2024, 11, 257

novelties that are similar in the application of the technology, one should mention the fiber
lines used for channeling optical radiation. However, all the approaches used for cables
are applicable here, with an additional bonus that the thermal conductivity of the glass,
from which the optical fibers are made, is several orders of magnitude lower than that of
the metals used for RF and DC.

4. Development of Cryogenic Systems for Astronomy: Technical Solutions of
Combined Optical and Radiophysical Problems

This section will briefly present the individual technical solutions for the problems
of cryogenic cooling outlined above and related to the combination of optical and radio-
physical problems. These solutions were taken as the basis for successful developments
and subsequently replicated in various applications. A review of our own developments of
cryosystems for astronomy is presented here. The unity of approaches is purely conditional,
and it is not a matter of novelty. The experience of developing more than 100 different
cryosystems of different temperature levels for astronomy, in my opinion, is worthy of
presentation in terms of the most interesting examples. The main highlight of the presented
developments is that after making cryosystems for radio astronomy receivers, and a little
later, for cooling photodetectors in optical astronomy, for a long time, today we have moved
on to the tasks of THz radio receivers in quasi-optical telescope systems, including those
for THz radio receivers for the BTA optical telescope.

4.1. 4 K Cryostating Systems

An optical cryostat based on the Cryomech PT410 cryorefrigerator has been developed.
It is designed for studying the thermophysical properties of materials (thermal coefficient of
linear expansion, heat capacity, thermal conductivity), structures and mechanisms, and 4 K
superconducting receivers, as well as for cooling samples and elements of the optical path
with the possibility of using the Cryomech PT410 cryorefrigerator. A photo of the assembled
cryogenic system and the system mounted on an antivibration rack is shown in Figure 12.
This system has become practically replicable, and 5 similar versions have been created.
As development progressed, it was possible to significantly improve the characteristics.
An almost unprecedented result was achieved: one of the systems (among hundreds of
cryostats made), which was created for the Institute of Microstructure Physics, achieved all
the required performance characteristics immediately after assembly, without adjustments
or modifications. A series of these developments has produced many interesting results for
astronomy and space missions.
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The main characteristics of the closed-cycle microcryogenic unit system (MCS) RDK-
408D2 (SHI) with optional Cryomech coolers are as follows:

• Operating temperature: 4 K ± 0.1 K; with a load: 0.8–1.5 W
• Vacuum level: 10−4 mbar; flange KF D25 for pumping
• 2 flanges for installation of optical windows with a diameter of 25 mm;
• Input of electrical and RF signals
• Size of the working cavity: diameter 185 mm, height 70 mm, overall dimensions not

more than 1600 mm; the diameter is not less than 700 mm; there are several options
• A built-in interface for reducing the influence of temperature fluctuations with the

possibility of observations when MCS is disabled
• Availability of optical windows
• The system should operate being installed on an antivibration rack

The main scientific results obtained using the equipment are as follows:

1. A prototype of the actuator that was designed for moving the main mirror of the
Millimetron observatory at cryogenic temperatures has been tested already [60]. Pho-
tographs of the test sample are shown in Figure 13. Some results of the experimental
studies are presented below

Photonics 2024, 11, x FOR PEER REVIEW 20 of 38 
 

 

 

 
(a) (b) 

Figure 13. The device under study: (a) the actuator; (b) the gearbox and the stem, the device under 

test. 

The research was carried out jointly by “Applied Mechanics” JSC and the Astro Space 

Center of Lebedev Physical Institute of the Russian Academy of Sciences (ASC LPI). 

The result was that at ~10 K the temperature of the actuator-measured deviation 

was less than 0.6 μm and was true to type RMS at 18 μm. 

2. Measurements of the thermal conductivity and heat capacity of beryllium samples 

intended for the manufacture of the switching mirror of the space cryogenic telescope 

“Millimetron” were carried out.  

A photograph of the mounted sample and the results of experimental studies regard-

ing its thermal conductivity and heat capacity are shown in Figure 14. 

 

 
(b) 

 
(a) (c) 

Figure 13. The device under study: (a) the actuator; (b) the gearbox and the stem, the device
under test.

The following characteristics of the actuator have been confirmed experimentally:

- Resolution in full-step mode: 0.64 µm;
- Resolution in microstep mode (practically achievable): 0.3 mm;
- Range of movement: ±3 mm;
- Repeatability error: from 0.2 to 1.55 µm (0.8 µm, on average) in a range of 150 µm;
- Minimum consumption power (continuous operation): 600 µW (T = 8...10 K);
- Minimum consumption power when moving: 1 µm through 4 µW·s (mJ) (T = 8...10 K).

The research was carried out jointly by “Applied Mechanics” JSC and the Astro Space
Center of Lebedev Physical Institute of the Russian Academy of Sciences (ASC LPI).

The result was that at ~10 K the temperature of the actuator-measured deviation was
less than 0.6 µm and was true to type RMS at 18 µm.

2. Measurements of the thermal conductivity and heat capacity of beryllium samples
intended for the manufacture of the switching mirror of the space cryogenic telescope
“Millimetron” were carried out.

61



Photonics 2024, 11, 257

A photograph of the mounted sample and the results of experimental studies regarding
its thermal conductivity and heat capacity are shown in Figure 14.
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(a)  photo  of  the  sample mounted  on  the  cold  plate  of  a  cryostat;  (b)  results  of measuring  the 
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Figure 14. Study of thermal conductivity and heat capacity of beryllium at cryogenic temperatures:
(a) photo of the sample mounted on the cold plate of a cryostat; (b) results of measuring the tem-
perature dependence of thermal conductivity; (c) results of measuring the dependence of the heat
capacity on the temperature.

4.1.1. Solving the Problem of Vibrations and Temperature Fluctuations in
Cryogenic Refrigerators

Refrigerator cooling systems, along with an extensive list of advantages, have a very
significant disadvantage that limits their use for astronomical applications. Due to the peri-
odic operation of the refrigerator cooler, temperature pulsations and mechanical vibrations
occur. This is unacceptable when operating sensitive astronomical equipment. This paper
presents the results of vibration studies and suggests some measures for reducing these
negative effects.

The vibroacoustic effect of mechanical MCS parts has an interfering effect on detectors,
amplifiers, measurement systems, etc. A low-temperature closed-cycle cryorefrigerator
refrigeration unit was selected as the test object for studying vibration levels. The purpose
of the test was to measure the vibration levels created by the hardware at the points of the
intended location of the tested and reference sensors. The tests were carried out using the
following equipment:

• Accelerometers B&K 4371-2
• Charge amplifiers B&K 2651-2
• Power supply B&K 2805
• 2-channel ADC M-AUDIO Transit

The measurements were carried out at room temperature (thermal insulation shells
were not installed on the installation). Two accelerometers with synchronous recording
of signals on a laptop computer were used for measurements. One sensor was placed
at the intended location of the electromagnetic radiation receivers on a low-temperature
plate inside the working area of the installation. The second accelerometer was placed
consecutively near the main sources of vibration activity included in the stand. The signals
were recorded under three different modes of operation of the installation:
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• All mechanisms were disabled (recording duration ~60 s).
• All main mechanisms (the pumps and compressors) were turned on; the cooler was

turned off (recording duration ~60 s).
• All main mechanisms (the pumps and compressors) were “on”; the cooler was “on”

(recording duration ~30 s).

Figure 15 shows an example of the time realizations of the vibration acceleration signal
measured at the points at the center of the lower plate inside the working area of the
installation and on the cooler during its operation. Figure 16 shows the amplitude spectra
of vibration displacement at the same control points obtained by averaging over 30 samples
with a length of 1 cm.
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The excitation signal is a sequence of short pulses with a repetition period of about
0.6 s. The lower graph (Figure 15) corresponds to the spectrum of the source of the exciting
force. The upper graph (Figure 15) illustrates the frequency dependence of the response to
the impact from the cooler in the working area of the installation.

The graphs in Figure 16 demonstrate good vibration isolation of the load-bearing
structures located inside the working area of the installation from the main vibro-active
sources of the stand in the range above 1 kHz. The nature of the cooler operation determines
the signal in the form of successive pairs of pulses. The pulses alternate along the carrier
frequency, which is clearly seen in Figure 15, where only the low-frequency ones are visible
(suppression of about 150 times), and the high-frequency ones are almost completely
absorbed by the vibration isolation (suppression of at least 500 times).

The low-frequency range is the most energy-intensive and dangerous in terms of
vibration displacement amplitudes. Figure 17 shows the averaged amplitude spectra of
vibration displacement at the control point at the center of the lower plate in the working
area of the installation in the 0–200 Hz range. The spectra were obtained by averaging
6 samples of a signal with a duration of 5 s. In the low-frequency range, the response at
the control point is a set of discrete components that were created during the operation
of the cooler (140 Hz, 176 Hz, etc.) and other installation mechanisms (24.8 Hz, 51.8 Hz,
78.8 Hz, etc.).
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Figure 17. The averaged amplitude spectrum of vibration displacement (frequency resolution 0.2 Hz).
The black curve is the background level (all mechanisms are off), the blue curve shows the case with
all the main mechanisms except the cooler, and the red curve is the case where all the mechanisms
and the cooler are on. The control point is at the center of the lower plate inside the working area of
the installation. The legend gives the integral values of the amplitudes of vibration displacements in
the band 8–200 Hz in dB relative to 1 micrometer.

As can be seen from Figure 17, at this point of the plate the level of each narrow-
band component individually does not exceed 0.1 µm. The integral level of the vibration
displacement amplitude in the 8–200 Hz band is given in the legend of the graph and is
~0.3 µm when all the mechanisms of the installation and the cooler were working.

The frequency resolution of the spectra shown in Figure 17 is 0.2 Hz. The width of
the discrete components is significantly smaller, as can be seen from Figure 18, which
shows the amplitude spectra at the control point on the lower plate obtained at different
frequency resolutions.
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Figure 18. Averaged amplitude spectrum of vibration displacements. All mechanisms and the cooler
were active. The black and red curves correspond to a frequency resolution of 0.2 Hz and 0.05 Hz,
respectively. The control point is at the center of the lower plate inside the working area of the
installation. The legend gives the integral values of the vibration displacement amplitudes in the
8–200 Hz range.

The sufficiently high level of the intrinsic noise of the measuring channel used at
this stage and the limited registration time did not allow for reliable measurement of
the vibration spectrum in the range near zero frequencies. It was possible to extend
the frequency range into the low-frequency region using accelerometers with a built-in
amplifier. It was also recommended to consider the possibility of using an optical vibration
measurement method (laser vibrometer), which is operable, in particular, at the operating
temperature of the object.

Attention should be paid to the unevenness of the vibration level on the low-temperature
plate where the receiver was located. Figure 19 shows the averaged amplitude spectra of
the vibration displacement for the two control points at the center (red curve) and the edge
(black curve) of the lower plate in the working area of the installation. The vibration levels
in the narrow frequency bands could differ by ~20 dB at different points of the plate, and
the integral levels, by 6 dB.

Since the equipment was installed on the 10th floor, where the cryogenic nanoelectron-
ics laboratory is now located, the studied samples show the influence of people and buses
passing nearby. During the measurements, a significant influence of external interference
in the room on the measurement levels was noted, which is due to the lack of measures
taken to vibro-isolate the installation from the floor where it was placed.

Based on the results of the vibration tests of the stand, the following conclusions can
be made:

• The vibrations in the working area were determined by the periodic action of the
cooler, and the width of the discrete components of the vibrations was obviously
<0.1 Hz.

• The vibration displacement levels of the narrow-band components at the control
points on the lower plate in the working area of the installation did not exceed 0.22 µm
(<0.1 µm in the center of the plate). The integral level of vibration displacement in the
8–200 Hz band ranged from 0.3 µm to 0.6 µm at different points of the plate.
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• To provide measurements in the frequency range of 0.5 Hz, it is recommended to use
a laser vibrometer. It is also recommended to evaluate its measuring capability at the
operating temperatures. The measurable levels achievable by using standard laser
vibrometers will be no worse than 100 nm up to zero frequencies.

• To develop recommendations for reducing the vibration level of the structure in the
working area of the installation, a more detailed measurement of the acoustic vibration
characteristics of the stand (transmission coefficients from the source to the working
area) should be carried out, and measures should be taken to ensure vibration isolation
of the installation as a whole. For the following measurements, a measuring path with
a lower noise level should be used.

• Of course, for the final verification of the data obtained, it is useful to conduct a test
during cooling; for this, it is necessary to provide thermal and vacuum isolation of the
measuring equipment, since the individual parameters, in particular, heat capacity,
thermal conductivity, sound propagation velocity in the medium can vary depending
on the temperature.
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Figure 19. Averaged amplitude spectrum of vibration displacements (frequency resolution of 0.2 Hz).
All mechanisms and the cooler are active. The red curve is at the control point in the center of the
lower plate; the black curve is at the edge of the lower plate. The legend gives the integral values of
vibration displacement amplitudes in the 8–200 Hz range.

4.1.2. Antivibration 4 K Cryostating System

The closed-cycle cryostating system with a reduced level of mechanical vibrations (vi-
bration damping system) is designed to study samples of highly sensitive superconducting
detectors, including not only THz but optical too. Photos of the cryosystem are shown in
Figure 20. As a basic configuration (prototype), the 4 K system presented in the previous
section was used. The vibration damping system includes the both design solutions and
a specially designed structure of cooling pipes and screens, which soften the mechanical
contact integrally, which leads to deterioration in the transmission of acoustic waves or
vibration damping. Experiments have shown that the vibration damping system makes it
possible to reduce the vibration level of the cryosystem panel, on which the elements of the
receiver detector are supposed to be placed, by 7–8 dB in comparison with the vibrations of
the basic configuration system. The vibration displacement level of the prototype ranged
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from 50 to 150 µm. In the experiments of this cycle, the vibration level did not exceed
1 µm, and was almost an order of magnitude lower than the requirements of the terms of
reference and the measurement metric program, which is obviously sufficient for receiving
systems of sub-Hz waves, where the criterion for the negligibility of the vibration effect is
A_ν = λ/20 (here, A_ν is the vibration amplitude and λ is the wavelength).
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Figure 20. Photos of the antivibration 4 K cryostating system: (a) cryostat with windows (on both
halves of the housing shell), an original easily removable system for connecting the body halves
(in the middle) and a bellows vibration decoupler (at the top); (b) cryostat with the vibration
damping system.

The main characteristics of the system are:

- Operating temperature: 4 K ± 0.1 K; with heat load: 1 W;
- Vacuum level: 10−4 mbar;
- Vibration displacement of the 4 K plate in the horizontal plane: no more than 10 µm;
- close-cycle MCS RDK-408D2 (SHI), mounting of MCS: cold head up
- 4 flanges KF D50 for mounting of optical windows with a diameter of 50 mm (optional),

3 flanges KF D50 or the mounting of electrical and RF connectors;
- Working cavity size: diameter 200 mm, height 90 mm;
- Overall dimensions of the product: diameter 400 mm, height 800 mm.

Additional options for the basic configuration are the presence of a vibration damping
system, quick access to test samples and the possibility of quick installation of various
equipment on 8 KF50 flanges.

Vibrations of cryogenic systems
Cryosystems with refrigerators based on pulse tubes are used for long-term experi-

ments. The main disadvantage of such systems is the additional mechanical noise, which
contributes to the general noise of receiving systems, which must be reduced in the case of
high-precision/high-sensitivity experiments. There are various mechanisms for suppress-
ing such noise vibrations, for example, compressor decoupling, damping pads, etc. The
4 K level cooling system with the vibration damping system, which was developed by the
authors of this paper, has been presented above.

The problem of damping the vibrations of the refrigeration unit was resolved using
both the special features in the design of the elements of the case and the layout of the
cryostat, and the special design of the cold pipes and screens, which generally soften the
mechanical contact, leading to a decrease in the transmission of acoustic waves or vibration
damping. But this obviously cannot but affect the heat transfer mechanisms and even vac-
uum conditions, which can lead to undesirable consequences in the cooling characteristics
of the receiver. In fact, a compromise is required between achieving the required thermal
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and acoustic performance. Vibration measurements of the sample simulator were carried
out with a laser vibrometer in the horizontal direction. The laser beam was directed at
the sample through an optical window in the housing. The cryosystem was mounted in a
clean room on the optical table of the PEARL-10 multi-petawatt laser stand (see Figure 21a,
right). The compressor with a capacity of 7 kW was installed in an adjacent room (with a
separate foundation and no requirements for the cleanliness of the room) and connected to
the cryostat and cooler by flexible metal hoses laid into the clean area of the silo, where the
cryostat was located.
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Figure 21. Some results of measuring the vibration level of various elements of the cryosystem:
(a) Vibrations of the sample simulator in the horizontal direction and the presence/absence of an
additional support; (b) vibrations of the bracket in the vertical direction; (c) vibrations of the table in
the vertical direction.

After a successful vibroacoustic test, the cooling capacity and the maximum achievable
temperature of the cryostat design upgraded from the point of view of acoustics were
checked. As expected, the nominal characteristics of the cryostat were not achieved during
the first test. The computational, theoretical, and experimental works were carried out
to find the compromise mentioned above [2,3,25,40]. The main measures to achieve the
nominal temperature in 4 K were as follows:
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- To reduce the 4 K radiation losses, the support was covered with superinsulation
(Figure 22a)—an additional cooling line made of a spring ring of soft annealed copper
was installed under the 4 K panel and on the cold finger of the cryomachine to improve
heat transfer between them (“cornflower”) (Figure 22b). A great deal of this work
regarding this element of the process has been carried out on microphonics and
their treatment.
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Figure 22. Additional measures to bring the cryogenic installation to the operating mode: (a) 4 K
support in the super insulation; (b) soft copper “cornflower” cooling pipe having a thickness of
0.5 mm.

4.1.3. The Low-Vibration 4 K Cryostating System for Studying Thermal Deformations of
the Panels of the Main Mirror of the Millimetron Space Mission at Cryogenic Temperatures

Together with the ASC LPI, a cryovacuum chamber was created for studying the
thermal deformations of the panels of the main mirror of the “Millimetron” space telescope.
A photo of the cryosystem is shown in Figure 23.
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The main characteristics of the system are:

• Operating temperature: 4 K ± 0.5 K
• Residual pressure inside the cryostat: 10–5 mbar
• The level of vibration displacements on a cold plate: no more than ±0.5 µm in the

frequency range up to 300 Hz
• Vacuum inlets: 32 fiber optic, 2 KF25, KF16, and an optical window
• Overall dimensions: height 1450 mm, diameter 830 mm

4.1.4. Cryovacuum Resonator Complex

The cryovacuum resonator complex [61,62] (see Figures 24 and 25) is a unique new-
generation laboratory hardware system for studying the dielectric parameters of gases
and condensed matter (in the temperature range from −50 ◦C to + 200 ◦C), as well as the
reflectivity of surfaces (reflection losses) in the frequency range from 100 to 520 GHz, and
the pressure range from 10−3 Torr to atmospheric pressure at temperatures of 4–370 K. The
radiation loss in the investigated substance determines the Q factor of two quasi-optical
Fabry–Perot resonators located in the vacuum chamber. The length of the resonators differs
by half: the long (symmetrical) resonator is formed by two identical spherical mirrors, and
the short (asymmetrical) resonator is formed by one spherical and one flat mirrors. Deep
cryogenic cooling (up to 4 K) is used to conduct reflectivity studies. A symmetrical resonator
is used as a reference, and a test specimen of the reflector is mounted on the flat mirror of
the asymmetric resonator. For thermal isolation from the resonator housing, the mirror with
the specimen is fixed on fiberglass racks and is connected to the second stage of the cooler
by a flexible cooling wire. The copper housing is connected to the first stage of the cooler
and is also isolated from the chamber walls. The temperature deviation along the length of
the housing does not exceed two degrees at 70 K. As the cryogenic basis of the equipment,
a cryovacuum chamber with a closed-cycle RDK-415D cryorefrigerator manufactured by
Sumitomo Heavy Industries, Ltd. with a Gifford–McMahon thermodynamical cycle of the
helium temperature level is used. This refrigerator is able to provide cooling without a
load to a temperature below 3 K in the second stage and up to 60 K in the first stage.
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Figure 25. Photos of the cryovacuum resonator complex, IAP RAS, April 2022.

Also, the experimental setup is used in the temperature range from −50 ◦C to +200 ◦C
to study the spectra of gases. However, in this article, we will not consider this research
line because no deep cooling is provided in this mode, only down to −50 ◦C (more details
can be found on the website of the Department of Microwave Spectroscopy of the IAP
RAS—URL https://mwl.ipfran.ru/#/ (accessed on 3 March 2024). Recently, a new vacuum
chamber has been developed and manufactured for such studies (see Figure 26) in order to
increase the number of experiments.
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Figure 26. A new vacuum stand for the study of gas spectra in the subTHz frequency range at
temperatures from −50 ◦C to +200 ◦C, IAP RAS, May 2023; “the first launch” in November, 2023.

The chamber is equipped with a pressure and temperature monitoring system and is
thermally insulated from the external environment. The vacuum system provides metered
injection and pumping of gases. The temperature of the mirrors, the casing, and the sample
is controlled by the automated LakeShore Temperature Monitor system (the sensors are
marked T1–T7 in Figure 24).

Main characteristics of the equipment are as follows:
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• Frequency range: 36 ÷ 520 GHz
• Temperature range for gases: within 220–370 K with the possibility of long term

stabilization at any temperature, within 10–220 K without temperature stabilization,
and 4 K–900 K for dielectrics and metals

• Gas pressure: 0–1500 Torr
• Sensitivity to changes in absorption in gas: ~0.001 dB/km (4 × 10−9 cm−1)
• The range of measured values of the refractive index: 1–10 with a relative error up

to 10−4

• Measured thickness of the dielectric plane-parallel plates: 0.002–30 mm with an
accuracy of up to 10−4

• Minimum diameter of the solid sample under study: ~12 mm (on 140 GHz)
• Range of measured values (tgδ): 10−2 ÷ 10−7 with a relative error of up to 5%
• Range of measured values of reflection losses: 10−1 ÷ 10−4 with an average relative

measurement error ~5% at the level of reflection losses ~10−3

The main scientific results obtained with this equipment
A wide class of metal coatings for antennas of ground-based and space-based radio

telescopes has been studied for the creation of highly sensitive cooled receivers. The
reflectivity of mirrors with different internal structures made of ultrapure silver, copper,
gold, aluminum [63], and beryllium alloy [63] has been studied. It has been shown that
when specimens are cooled to the liquid helium temperatures, the reflection losses vary
significantly depending on the structure of the surface of the reflecting layer and the
presence of impurities, and a limit for reducing reflection losses is found. Reflection losses
have been investigated for the film reflectors of the Millimetron Space Observatory [61].

The prospects of using materials with high-temperature superconductivity (HTS) [64]
as well as classical superconductors of the second type based on Nb and NbTiN [62] are
shown. Data on the losses of reflection of millimeter waves by these materials were obtained
for the first time.

The dielectric properties of a wide class of dielectrics and semiconductors (crystals,
ceramics, amorphous substances, plastics, etc.) have been studied. These studies have
made it possible to create a reference database for the selection of materials used. In
particular, a cycle of studies of dielectrics with ultra-low absorption in the millimeter and
submillimeter ranges for the input and output windows of megawatt generators (within the
framework of the ITER program) has been carried out. Based on the research performed,
thermal calculation of the windows based on CVD diamonds for the output and input of
heavy-duty radiation has become possible. A class of dielectric liquids which have a great
potential for cooling energy output windows in high-power and heavy-duty generators of
the millimeter and submillimeter ranges has been determined.

The main result of the research performed is to obtain data on the radio and thermal
physical properties of new materials and composites used for cryogenic receivers, antennas,
and other systems of astronomical radio telescopes. The data obtained were used in the
design of the Millimetron space mission.

4.2. CCD Matrix Cooling Systems

CCDs (charge-coupled devices) are used in many areas, both in fundamental science
and in military and astronomical applications. As mentioned in the introduction, one
of the most effective ways to reduce noise characteristics and consequently increase the
sensitivity of the receiving device is to cool the device itself. Nitrogen-level cooling (~80 K)
is also quite popular for optical and infrared photodetectors [65,66]. In this subsection, we
will present only a short description of the cooling device for CCD, while the lineage of
CCD array cooling systems developed for BTA SAO RAS was presented in our previous
paper [40]. However, for some CCD matrices, “soft” cooling up to −40 ◦C is usable [67].

Based on accumulated experience, specialized chambers were manufactured for cool-
ing CCD matrix in the vacuum ultraviolet range with a temperature range from 80 K to
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230 K. Since ground-based observations cannot be made in this range, it is assumed that it
will be used for the Spectrum -UV space mission. Also, a cryogenic test system was created
for cooling several objects with gaseous or liquid nitrogen to simulate the conditions of
deep space, where the cameras manufactured for cooled CCD matrix of the VUV range
were tested. This is a system consisting of a nitrogen Dewar vessel, insulated metal hoses,
the interfaces for supplying cold to consumers, and a temperature control and stabilization
unit. The characteristics and photos of the systems are given in Table 2.

Table 2. Characteristics of the cooling systems for the UV Spectrum project.

Photo Characteristic Advantages

Chamber with remote cooling
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temperature control
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heat flow

4.3. Components of Cryogenic Astronomical Receivers That Are out of the State of
Thermodynamic Equilibrium

A mandatory element of cryogenic systems for receiving devices is a sealed optical
window (for signal input to the detecting cell), and often there are thermally coupled
waveguide and quasi-optical lines inside the systems that supply the signal to a deeply
cooled device (amplifier, mixer, detector). For the first time, these issues were addressed
in publication in [68]. As noted above, these elements are characterized by the fact that
they are not in a state of thermodynamic equilibrium, and strictly speaking, even the term
“temperature” is not applicable to them without reservation. The related features in the
calculation, analysis, and design of such systems are discussed below.

4.3.1. Physical Temperature and Noise of a Sealed Window

The task of analyzing and creating a cryoreceiver window is reduced to constructing
a vacuum-dense and transparent entrance for the received radiation with a minimum of
parasitic heat flows inside the cryostat. The heat flux and the temperature distribution over
the window surface are calculated based on the thermal conductivity Equation (3):

∂

∂x
k∂T
∂x

+
∂

∂y
k∂T
∂y

+
∂

∂z
k∂T
∂z

+ q(x, y, z) = Cpρ
∂T
∂τ

, (8)
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where x, y, z are the Cartesian coordinates, q is the heat source, Cp is the heat capacity,
and ρ is the thermal conductivity of the material. As a result, it was found that under
certain conditions, the temperature of the central zone of the window can differ quite
significantly from the ambient temperature (by 5–15 K). At the same time, it is very likely
that the temperature of the outer surface will be below the dew point for a certain range
of ambient temperature and humidity, which will inevitably lead to the precipitation of
water condensate, and that is extremely undesirable due to the significant absorption
of water waves in the 0.1–1 THz range. The presence of an infrared filter [69] between
the cold receiver input and the window improves the picture significantly. The infrared
filter, which is a layered or loose structure fixed on the radiation screen of the cryostat,
absorbs most of the radiation from the heated environment lying outside the band of
received signals. Along with undesirable condensation, radiation cooling of the window
has positive consequences: the colder central zone of the window, through which the
received signal mainly passes, has slightly lower temperatures and losses. As a result, the
overall noise temperature of the receiver decreases. Based on the obtained temperature
distribution, in [68] the transfer equation is solved and a refined noise temperature is
obtained, which is 5–7% less than the calculated one without cooling for the implemented
configurations of windows and receivers.

Another important feature when designing a cryogenic system is that the larger the
optical window is, the greater the thermal load becomes. For example, with a window
diameter of about 100 mm and a background load of 300 K, the external power is about
9.5 watts. Various combinations of radiation filters, such as Zaytex, Fluorogold, HDPE, etc.,
are used for the solution.

The authors of the article have achieved success in the installation and operation of
hermetic optical windows having various diameters (including “extra-large” ones) and
made of various materials. Some examples are given in Figure 27.
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4.3.2. Dissipative Transmission Line at the Temperature Drop

In addition to the window, a specific element of the cryogenic receiver is an incoming
thermo-decoupling feeder, which, however, is sometimes absent if the horn of the antenna
irradiator is placed inside the cryostat. The thermally coupled waveguide in the millimeter
and submillimeter wavelength ranges is usually supersized and sometimes combines
the function of transition to the main section of the waveguide. Here, we also solved a
problem similar to the one discussed in the previous section. Specifically, the temperature
distribution profile along the length of the line is determined on the basis of the thermal
conductivity equation [68]. Knowing that the loss factor depends on the conductivity and
the size of the waveguide, we can determine the attenuation constant as the product of the
factor by the linear function D(λ) of the working wavelength. The calculated distributions
of the temperature and specific losses along the length of the line allow us to solve the
transfer equation uniquely [70] for it and calculate its noise temperature (9):

Tn =
∫ X

0
Tal(x)exp

(∫ X

0
l(ξ)dξdx

)
, (9)

where 0 and X are the coordinates of the waveguide ends, Ta = Ta(x) is the law of distribution
of the physical temperature along the length of the waveguide established from the solution
of the equation of thermal conductivity, and l(x) is the law of distribution of losses in a
waveguide of a given section.

Another issue is the definition of the three-dimensional heat flux in a waveguide active
device. The equation of thermal conductivity with allowance for the internal heat source
was solved to estimate the temperature of an active device placed in a waveguide chamber.
This configuration is typical for converters and amplifiers of millimeter and submillimeter
waves. Consider the three-dimensional problem of thermal conductivity for a model of
a cubic device cooled from one of the faces (T|x=L = T0 ) and located in vacuum without
heat transfer along the remaining faces (dT/dx|x=0 = 0; dT/dy|y=0,L = 0; dT/dz|z=0,L = 0), with
an internal heat source q having a heat dissipation characteristic of a diode (transistor) and
characteristic dimensions l being approximately 2 orders of magnitude smaller than the
external size L of the device (waveguide chamber). In this case, the distribution function of
the source along the x coordinate has the form:

Q(x) = f (x) =
{

0, x− L
2 > l/2

q/l3, x− L
2 ≤ l/2

(10)

For the rest of the coordinates, the distribution of the heat source is recorded similarly.
Let us write the function

Umnk(x, y, z) = cos
(mπ

L
y
)

cos
(nπ

L
z
)

cos
(

2k + 1
L

πx
)

(11)

satisfying the boundary conditions described above. Here, we introduce a variable t equal
to the difference between the physical temperature and the temperature of the cooled
wall, coupled with a cooler of conditionally infinite cooling capacity, while t|x=L = 0 and
dt/dn = 0. We define the Laplace operator of the Function (11)

∆Umnk = −
π2

L2

[
m2 + n2 +

(
2k + 1

2

)2
]

Umnk (12)

The solution of the thermal conductivity equation can be written as:

V(x, y, z) = ∑∞
m,n,k=0 VmnkUmnk(x, y, z), (13)
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where

Vmnk = (2/L)3
∫ L

0

∫ L

0

∫ L

0
Umnk(x, y, z)V(x, y, z)dxdydz. (14)

Solving the system of Equations (12)–(14) with respect to t, one can find the tempera-
ture of the source at the center of the cube analytically, without using numerical methods:

Tc = t + T0 = t + N f q/(kl) (15)

Here, N f is the the form factor. For the “small cube in a large cube” model with a 1:100
aspect ratio, the form factor is N f = 0, 19.

Calculation (15) shows that the overheating of a standard planar millimeter-wave
Shottky barrier diode in vacuum can reach 10–13 K, with heating up to 10 K due to the
contribution of the planar structure itself.

5. Conclusions

This paper provides a brief overview of the principles of operation, basic designs,
and features of the design and manufacture of cryogenic systems of various temperature
levels used to cool detection devices of various frequency ranges for astronomy and
other applications. The specific features of the cryodesign of such systems are considered:
methods for thermal calculations of cryostats of various temperature levels for astronomical
receivers were proposed, the fluctuation characteristics of refrigerators and their vibration
were studied, measures were proposed to reduce the influence of these negative processes
on the characteristics of the receivers, and original designs of optical inputs to cryostats
with extremely low losses of the useful signal were proposed. Also, some transfer issues
of radiation in a signal transmission channel that is nonstationary in temperature were
considered. The main result of the article is the presented development of an extensive
range of cryogenic astronomical equipment for different observatories. Based on these
developments of both optical (photonic) and radio-astronomical (electronic) equipment, a
new project by the authors of the article is being built to develop receiving equipment in the
intermediate terahertz range for new telescopes that are expected to be built in northeastern
Eurasia (the Caucasus and Siberia in Russia [71], Uzbekistan [72], and China [73]), or,
for example, within the framework of the EHT project expansion program [74]. These
observatories will be certainly equipped with cryogenic receivers based on the experience
described in the article, and there is a close collaboration with international teams involved
in the development of the above-listed observatories. The work not only summarizes the
results of development of a series of cryogenic receivers for various observatories, but also
presents a set of original technical solutions for both the cryogenic systems themselves and
various interfaces that provide efficient cooling with a minimum of negative impacts of
cryogenics on the operation of the receivers.

The work can also serve as a kind of a manual for designers of cryogenic systems for
astronomical receivers of various wavelengths.
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Abstract: In this paper, we present a project of a multi-channel wide-field optical sky monitoring
system with high temporal resolution—Small Aperture Imaging Network Telescope (SAINT)—
mostly built from off-the-shelf components and aimed towards searching and studying optical
transient phenomena on the shortest time scales. The instrument consists of twelve channels each
containing 30 cm (F/1.5) GENON Max objectives mounted on separate ASA DDM100 mounts with
pointing speeds up to 50 deg/s. Each channel is equipped with a 4128 × 4104 pixel Andor Balor
sCMOS detector and a set of photometric griz filters and linear polarizers. At the heart of every
channel is a custom-built reducer-collimator module allowing rapid switching of an effective focal
length of the telescope—due to it the system is capable of operating in either wide-field survey or
narrow-field follow-up modes. In the first case, the field of view of the instrument is 470 square
degrees (39 sq.deg. for a single channel) and the detection limits (5σ level at 5500 Å) are 12.5, 16.5,
19, 21 with exposure times of 20 ms, 1 s, 30 s and 20 min, correspondingly. In the second, follow-up
(e.g., upon detection of a transient of interest by either a real-time detection pipeline, or upon receiving
an external trigger) regime, all telescopes are oriented towards the single target, and SAINT becomes
an equivalent to a monolithic 1-meter telescope, with the field of view reduced to 11′ × 11′, and the
exposure times decreased down to 0.6 ms (1684 frames per second). Different channels may then
have different filters installed, thus allowing a detailed study—acquiring both color and polarization
information—of a target object with the highest possible temporal resolution. The telescopes are
located in two pavilions with sliding roofs and are controlled by a cluster of 25 computers that
both govern their operation and acquire and store up to 800 terabytes of data every night, also
performing its real-time processing using a dedicated fast image subtraction pipeline. Long-term
storage of the data will require a petabyte class storage. The operation of SAINT will allow acquiring
an unprecedented amount of data on various classes of astrophysical phenomena, from near-Earth to
extragalactic ones, while its multi-channel design and the use of commercially available components
allows easy expansion of its scale, and thus performance and detection capabilities.

Keywords: optical observations; wide-field instruments; photometry; transients; gamma-ray bursts;
fast radio bursts; meteors; red dwarfs; white dwarfs
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1. Introduction

A special place among the studied astronomical phenomena belongs to non-stationary
ones. In a sense, all astronomy is the science of change (evolution) of the Universe with
time, both as a whole and its parts of various scales, from meteors to clusters of galaxies.
It is no coincidence that in recent years a new direction has been formed and is rapidly
developing—astronomy in the time domain (“Time domain astronomy”). It combines
methods, tools and ideas focused on the study of non-stationary phenomena in the Uni-
verse at different time and space scales. The website of the IAU working group (URL:
http://timedomainastronomy.net/resources.html#master (accessed on 1 December 2023),
Master list of Time Domain Surveys section) provides information on 62 instruments that in-
vestigate (or have investigated) variable objects. As long as the list of telescopes is, so is the
range of specific tasks for which these instruments are intended. This includes observations
of meteors, comets and asteroids, artificial satellites of the Earth, space debris, searches for
the effects of microlensing and transits of exoplanets, the study of variable stars, studies of
optical afterglows of gamma-ray bursts and searches for optical flares synchronous with
these bursts, searches for supernovae, and the study of brightness variations of galactic
nuclei, search and characterization of optical counterparts of fast radio bursts and grav-
itational wave signals. The latter direction is all the more important and exceptionally
interesting in connection with the discovery of the gravitational wave event GW170817 [1],
caused by the merger of two neutron stars and the associated short gamma-ray burst GRB
170817A [2–4], the kilonova emission [5,6] and subsequently with a long multi-wavelength
afterglow [7–12]. At the same time, there are considerations that precursors of short gamma-
ray bursts can precede gravitational-wave pulses [13], thereby marking the region of their
localization, which gives hope for searching for electromagnetic radiation synchronously
with the pulse itself. When searching for variability, as a rule, two modes of observation are
implemented (we note a certain conventionality of such a division): survey and monitoring.
In the first case, the radiation of relatively large areas of the sky is periodically recorded,
while the ratio between the time of their exposure (determining the depth of the survey)
and the size of the fraction of the celestial sphere observed during the night is determined
by the nature of the required variability. Some of these projects and tools are SDSS [14]; Sky
Mapper [15]; QUEST-La Silla survey [16]; ASAS-SN [17]; Catalina Surveys [18]; ZTF [19],
LSST under construction [20]. In the second observation mode, we are talking about the
longest possible registration of the radiation of a certain object in anticipation of changes in
its characteristics (intensity, spectrum, polarization, etc.). An outstanding example of this
kind of TAOS II program is the search for trans-Neptunian planets by their occultations
of 10,000 stars, whose long-term simultaneous monitoring of high temporal resolution
(exposure—50 ms) in individual subapertures is carried out using three telescopes with
a diameter of 1.3 m [21]. Another classic example is the monitoring of UV Cet-type stars
to study their flare activity using the largest telescopes. In particular, subsecond polar-
ized spikes of synchrotron origin were first detected during a powerful UV Cet flare with
the 6-meter telescope of SAO RAS [22]. In essence, both modes consist of monitoring,
spatiotemporal in the first case, and temporal in the second.

A special place among the non-stationary phenomena studied within the framework
of Time Domain Astronomy is occupied by unexpectedly appearing (and also suddenly
disappearing) objects, whose localization in space and/or time is not known in advance,
and whose duration is rather short—the so-called transients (transient sources). They
manifest themselves as stochastic fluctuations of electromagnetic radiation of different
frequencies (from radio to gamma-rays), low (tens of MeV) and high (TeV-PeV) energy
neutrino events, cosmic rays, and gravitational waves. It should be emphasized that despite
the variety of forms of energy release in these events, the possibilities of understanding their
nature and constructing their models are determined to a certain extent by the detection and
study of their manifestations in the optical range—optical transients. These include non-
stationary phenomena in the near-Earth space and the Earth’s (exoplanet’s?) atmosphere,
non-moving phenomena such as auroras, transient luminous events (TLE)—elves, sprites,
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jets [23], and moving phenomena—comets, asteroids, meteors, satellites, space debris.
Finally, undoubtedly, such transients can be optical flashes (including periodic) of artificial
origin—signals (transmissions) of extraterrestrial civilizations [24,25]. The characteristic
duration of these phenomena ranges from minutes-hours to weeks-months (transits of
exoplanets, outbursts of novae, supernovae, variable stars, microlensing effects) and from
milliseconds to tens of seconds (gamma and radio bursts, gravitational waves, TLE, flyby
meteors and satellites). In essence, we are talking about two different types of transients—
long and short—the detection and study of which require the use of different methods
and tools. At the same time, within the framework of the prevailing ideas and conceptual
apparatus, events of the first type are often referred to as fast transients. For example, one
of the most extensive modern programs “Wider Faster Deeper” [26], which unites about
40 ground and space instruments and is dedicated to the study of all of the fastest transients,
uses the follow-up mode in the optical range (repointing of the instruments to the area
of the already detected fast transients). With the use of the 4-meter Blanco telescope and
DECam, at an exposure of 20 s, information on the subsecond fast transients is completely
lost, but their environment and slow transients are successfully studied—gamma-ray burst
afterglows, localization regions of fast radio bursts and gravitational wave events, bursts of
novae, supernovae, red dwarfs [27].

There is a real contradiction between the need to use instruments with an extremely
high temporal resolution in the search and study of fast optical transients and the real
characteristics of telescopes, both existing and under construction. Figure 1 and Table A1
from Appendix A demonstrate this perfectly. We present the characteristics of 30 survey
instruments focused on the search and study of non-stationary objects of various types,
whose fields of view exceed 4 square degrees.
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Figure 1. Exposure times and detection limits of various sky surveys mentioned in the text and
Table A1. Black solid and dashed lines represent the theoretical detection limits for the SAINT
complex in follow-up and monitoring regimes, respectively. Shaded circle represents the full field of
view of SAINT.
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The minimum exposure duration exceeds 10 s for the vast majority of these telescopes,
which, given the possibility of summing up a sequence of individual frames, fully provides
a depth sufficient for detecting and studying variability up to magnitudes 19–25. At the
same time, these limits for systems with close fields of view may differ significantly due to
the difference in the diameters of the mirrors. Note, that most of the telescopes in our list
are multi-element systems. Indeed, to implement wide-angle spatial-temporal monitoring
with a single aperture, a combination of initially mutually contradictory conditions is
necessary—a sufficiently high detection limit (large diameter of the supply optics) and a
wide field of view (short focus). This circumstance significantly limits the set of possible
optical schemes of instruments that determine the optimum of such a combination. So,
with an aperture diameter of D > 1–2 m, the size of the field of view is 2–3 degrees, and with
D < 1 it can reach 5–10 degrees [28,29]. This implies the need to move to multi-telescope
systems with fields of view of hundreds and thousands of square degrees, which also have
a number of other advantages—relative cheapness, the ability to change the configuration,
and (most importantly), since the dimensions of the detectors can be quite small, the use of
high-temporal resolution instruments. [29,30]. However, as can be seen from Figure 1 and
Table A1 of Appendix A, only one multi-aperture system is currently being developed—
Argus [31], which has a time resolution of 0.05 s. It consists of 38 (as a starting point, with
at least 900 planned in the future) 20 cm telescopes with a total field of view of 344 (8000 in
the final version) sq. degrees. Unfortunately, Argus is not able to change the configuration
of the field of view, orienting all telescopes to one region of the sky, which will not allow
it to be used as a single telescope with an effective diameter of about 5 m. The remaining
three instruments have the limiting dimensions of the fields of view (3–5 degrees) for a
monolithic configuration in the Schmidt scheme and are equipped with sufficiently fast
receivers. Nevertheless, it is clear that due to the small size of the fields of view when
searching for fast transients, they can function only in the alert (follow-up) mode, like
many large telescopes with standard fields of view of <1 degree (see, for example, [32]
and references therein). At the same time, this mode does not allow one to detect optical
radiation synchronously with the fastest transients—gamma-ray bursts, fast radio bursts,
and gravitational waves—for this, it is necessary to continuously monitor the celestial
sphere using instruments that have the widest possible fields of view of hundreds and
thousands of square degrees. In other words, it is necessary to independently detect and
study fast optical transients and only afterward look for their connection with events in
other spectral ranges and of a different nature, comparing the time of occurrence and the
position of both. We emphasize that the understanding of their origin, and the choice of
models that describe them, will largely be determined by the solution of this most complex
problem of modern practical astrophysics. The areas of monitoring of gravitational waves,
gamma and radio telescopes when searching for transients cover almost half of the area of
the celestial sphere (the exception is the BAT detector of the Swift instrument with a field of
view of about 5000 square degrees). This means that even with a relatively high accuracy
(arc minutes–degrees) of determining the coordinates of an event for gamma detectors [32],
positioning optical telescopes according to an alert will take tens of seconds–minutes. At
the same time, the duration of 90% of gamma-ray bursts lies in the 20 ms–100 s interval,
and about 30% of the events last less than 2 s [33]. The latter is the result of the merger of
two neutron stars or a black hole and a neutron star and form a class of short gamma-ray
bursts (SGRB), in contrast to long-duration GRBs (LGRB), caused by the collapse of some
massive stars to form black holes [34,35]. Thus, in the alert mode, it is impossible to detect
the optical companion of the short gamma-ray burst itself—gamma radiation is no longer
detected by the time the telescope is pointed at the event localization region. When a long
burst is detected, it is sometimes possible to begin optical observations of its location zone
until the gamma-ray emission disappears. As a rule, in both cases, in the alert mode, it
is possible to detect and study only the so-called afterglow—optical radiation resulting
from the interaction of the plasma ejected during the generation of a gamma-ray burst with
interstellar gas [36].
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It should be emphasized that so far, despite numerous works on observations and
modeling of the phenomenon of gamma-ray bursts, no self-consistent theory is yet available.
It is generally accepted that the study of joint optical radiation with gamma emission
(prompt emission), the comparison of their characteristics and temporal structure can
provide the key to solving this problem [34,37–40]. At the same time, out of 900 optically
identified gamma-ray bursts, only 21 have scant optical information (only 1–3 brightness
measurements) simultaneous with gamma-ray emission, and only six events have truly
informative optical light curves obtained during the same period, usually in its final
phase [38]. Finally, for the single GRB 080319B (Naked Eye Burst) event, we detected a joint
optical burst with a temporal resolution of 0.13 s during the entire GRB by the wide-field
monitoring independent of gamma-ray telescope data [41,42]. These unique observations
with the wide-angle (600 sq. degrees) high-temporal resolution camera TORTORA [43]
made it possible to establish the essential features of the mechanisms of gamma-ray burst
generation [44]. The prototype of this camera is our similar instrument FAVOR (FAst
Variability Optical Registrator), which was used for observations in 2003–2009 [45,46].

Further, in the course of developing the program for wide-angle high temporal reso-
lution monitoring, SAO RAS (together with KFU and OOO Parallax) created a 9-channel
system with a field of view of 900 square degrees and a temporal resolution of 0.1 s, Mini-
MegaTORTORA (MMT) [47]. It was used to detect optical flares synchronous with the
bursts GRB 160625B [48] (however, with a time resolution of 30 s) and GRB 210619B. In
the latter case, radiation was recorded in 5 channels simultaneously with exposures of 1, 5,
10, and 30 s in white light (3 channels) and in filters B and V. The implementation of such
a research mode is a fundamental feature of our approach, it allowed us to compare the
structures of light curves in the gamma and optical ranges, build spectra in these ranges,
and finally show that in this case, the burst emission is due to a backward shock wave
propagating in a relativistic jet [49].

Note, that the MMT system is also equipped with polaroids with different orientations
for measuring the linear polarization of optical flares, which should provide unique infor-
mation about the physical properties of the bursts, namely, the structure of the emitting
regions, the characteristics of the magnetic field, and the details of the mechanisms for
generating radiation of different energies [34,50,51]. Space-telescope measurements of
the polarization of hard burst radiation have low accuracy (30–50%) and temporal reso-
lution [52], which does not allow one to choose between models, providing information
only about the most general features of the phenomenon [37]. Because of this circumstance,
polarization studies of optical flashes accompanying gamma-ray emission are of particular
importance. Such observations are practically absent—a small number of works on this
topic contain the results of measurements of the polarization of optical afterglows, at the
level of 10–20%, but minutes–hours after the burst itself ([53] and references therein). In [54]
an upper limit for linear polarization at a level of 12% has been obtained for the second
episode of the GRB 140439A burst 2.5 min after the alert. Thus, the polarization of optical
radiation simultaneous with the bursts, as well as its spectral characteristics, have yet to be
investigated in high-resolution wide-angle surveys.

At present, one of the unsolved (and most important) problems of observational
astrophysics is the detection of optical companions of fast radio bursts—the choice of
adequate models of these phenomena from a large number of the ones considered requires
the study of their possible optical counterparts, which, unlike gamma-ray bursts, are the
subject of only theoretical constructions. Some of the several dozen models predict the
generation of sufficiently bright optical flares [55–57]. On the other hand, the frequency of
occurrence of fast radio bursts throughout the sky can reach several thousand per day [58],
and, consequently, the optical flares accompanying them can be quite frequent. At the same
time, as we know, unlike radio observations, optical surveys to search for these events
with a high (1 ms) time resolution are not carried out at the moment. As a rule, studies are
focused on searching for stationary optical burst hosts [59], or searching for millisecond
optical flashes in repetitive bursts. About 20 such objects, which erupted about 200 times,
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were found among the almost 800 bursts proper. Their coordinates were determined, which
made it possible to observe the regions of localization of these sources using large telescopes
(see, for example, [60,61]), in which optical flares were not detected—the same result was
obtained by us with a 6-meter telescope [62]. Gravitational wave events can also be
accompanied by optical flares ranging from a few milliseconds to a few seconds, especially
when they come from merging neutron stars, like the recently discovered event GW
170817 [63,64]. At the same time, since the accuracy of localization of gravitational waves is
hundreds of degrees, such flares can only be detected by monitoring the celestial sphere
independent of the data of gravitational detectors using instruments with comparable
fields of view and millisecond time resolution. Moreover, in the constantly updated
catalog of fast radio burst models [65], probable deep connections between them, the
gravitational waves and gamma-ray bursts are clearly visible, based on the universal cause
of these phenomena—the interaction and evolution of relativistic objects. It is all the more
important to look for signatures of similar phenomena in the optical range using wide-angle
monitoring of high temporal resolution. Based on the above considerations, and on the
experience of developing and using the FAVOR, TORTORA, Mini- MegaTORTORA tools,
we proposed the concept of a multi-telescope complex with high temporal resolution for
wide-angle monitoring of the celestial sphere—SAINT (Small Aperture Imaging Network
Telescope) [62,66–68] using telescopes with a diameter of 30–50 cm, with the limiting
magnitude at the level of single- component instruments (see Figure 1 and Table A1 in the
Appendix A) and capable of detecting and investigating non-stationary objects at times
from milliseconds to months-years. This paper is devoted to the development of this project
using modern devices, the choice of the design of the complex, its components, mode of
operation, and the assessment of its parameters.

2. Small Aperture Imaging Network Telescope (Saint) Project

The performed analysis demonstrates the obvious need to create a multi-channel opti-
cal monitoring system that would be capable of conducting complex searches and studies
of non-stationary objects and phenomena within the framework of universal instrumental
and methodological approaches and would not have the disadvantages of existing systems.

The features of this kind of instrument should be as follows:

• a large field of view of several hundred degrees, which requires a multi-channel design;
• high temporal resolution in the range of tenths to hundredths of a second;
• detection limit of 18–20 mag at time scales of 20–30 s to be at the level of the limits of

existing survey telescopes (Figure 1);
• a combination of monitoring (wide-field) and follow-up (narrow-field) modes with

their rapid change;
• the possibility of obtaining maximum information (spectral, polarimetric, photometric)

about non-stationary objects in follow-up mode;
• processing of accumulated information in real time to detect, characterize and classify

transient phenomena, and make decisions on the transition to the follow-up mode;
• preservation of all raw and reduced data, as well as maintenance of databases obtained

as a result of its a posteriori analysis;
• complete robotization of the complex operation using information from external sources

(meteo station, network, other instruments) and a system to control its condition.

As a practical implementation of these principles, we propose the project of SAINT
(Small Aperture Imaging Network Telescope)—12-telescope complex with high temporal
resolution, built mostly from off-the-shelf commercially available components that may be
implemented in about $2 M cost (plus additionally about $500 K for labor costs). Its overall
parameters are listed in Table 1, schematic view of a single channel is shown in Figure 2,
and details on individual components and details of its operation modes are given below.
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Figure 2. Schematic view of a single assembled channel of SAINT complex.

Table 1. Main characteristics of the SAINT complex.

Number of telescopes/mounts 12/12
Telescope aperture 300 mm

Telescope focal length 450 mm
Optical scheme Schenker-Terebizh

sCMOS array size 49.5 × 49.2 mm
Fullframe readout speed 54 fps

Pixel scale 5.5 ′′/pix
Telescope FOV 6.3◦ × 6.3◦ = 39 sq.deg.

System FOV 468 sq.deg.

2.1. Telescope

The basic component of the complex is GENON Max—a catadioptric two-mirror
Schenker–Terebizh telescope with five corrective lenses [29] with a diameter of 30 cm
(F/1.5) and a field of view of about 40 square degrees (Table 2). In its Cassegrain focus a
multimode photopolarimeter of a rather complex design is installed, capable of operating
both in wide-field monitoring and in the study of a single object (Section 2.4).

Table 2. Main characteristics of the GENON Max telescope (design by G. Borisov).

Scheme with Cassegrain focus Schenker-Terebizh
Diameter, mm 300

Focal length, mm 450
Wavelength range, Å 4500–8000

The coefficient of central screening by diameter 0.50
Linear diameter of the field of view, mm 70

Angular diameter of the field of view, deg. 8.9
Relative illumination across the field,

center—edge of the field 1.0–0.7

Telescope weight (tube with optics assembled),
kg 29

Optical system length, mm 430
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2.2. Mount

The telescopes are mounted on ASA DDM100 mounts based on direct drive technology
(see Table 3). This design has a number of important advantages listed below, which are
especially significant for the proposed complex.

• High acceleration and, as a result, high pointing speed up to 50◦/s, which will allow
changing the field of view of the complex and the observation mode in several seconds.

• Due to the absence of drive belts and gears, the rotation of the axes is very uniform
and silent, which ensures the accuracy of the guidance and the absence of vibrations,
which determine the high stability of the position of sources in the focal plane of
telescopes.

• Due to the absence of gearboxes, the absence of mechanical backlash and hysteresis is
ensured. For the same reason, moving parts wear out little, which increases the period
of maintaining the stability of the mount’s characteristics.

• All movable structural elements are equipped with 28-bit encoders and feedback
systems, which ensures the accuracy of rotation angles and their determination up
to 0”.004.

• Maintaining the stability of the functioning of all elements of the mount and its control
is provided along with feedback systems by a high-speed controller online with
a computer.

Table 3. ASA DDM100 mount specifications.

Type Equatorial
Motor Direct drive

Max load 100 kg
Weight (without counterweight) 56 kg

Power supply 24 Volts
MAX slew speed 50 deg/s

Pointing Accuracy (20° to 85°) <8′′ rms
Tracking Accuracy (20° to 85°) <0.25′′ rms

2.3. Detector

Every channel of SAINT is equipped with a photopolarimeter (Section 2.4), which is
the primary instrument in the SAINT complex. The detector used in it is Andor sCMOS
Balor 17F-12 camera, whose characteristics are listed in Table 4.

Table 4. Characteristics * of the Andor Balor sCMOS camera.

Sensor size W × H, mm (px) 49.5 × 49.2 (4128 × 4104)
Cell size, µm 12 × 12

Readout noise, e− 2.9
Full well depth, e− 80,000

Frame rate of full frame reading, Hz 54
Maximum quantum efficiency (at 6000 Å), % 61

ADC, bit 16
The highest frame rate for the reading area

512 × 512, Hz 431

* All characteristics are given according to official technical specifications from Andor website, available at https:
//andor.oxinst.jp/assets/uploads/products/andor/documents/andor-balor-17F-12-specifications.pdf (accessed
on 1 December 2023).

This detector currently has the best combination of a large size of 16.9 Mpix (70 mm
diagonal), high temporal resolution when reading a full-frame (about 20 ms) and a fairly
low readout noise (2.9 e−), which is unattainable in CCD matrices for several data transmis-
sion channels [69]. A sufficiently large pixel size (12 µm) allows the use of the maximum
temporal resolution in observations even with relatively low image quality (>1′′), never-
theless concentrated in one pixel, which keeps the readout noise to a minimum. At the
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same time, a high degree of signal response linearity (>99.7%) is combined with a large
electron well depth (80,000) and a special way of amplifying and digitizing the signal,
which ensures its continuous recording in the maximum dynamic range. These features
make it possible to detect sources with an intensity from the read-out noise level to the
saturation limit without distortion in a single camera frame, which is fundamental in
wide-field observations. Moreover, reducing the read-out area (Region of Interest, ROI)
(Table 5) allows for improving the temporal resolution down to 2.5 or 0.6 ms which may be
used in the regime of targeted observations of individual objects.

Table 5. Maximum frame rate depending on the size of a read-out region of a sensor (region of
interest, ROI).

ROI Size, Pixels Max Frame Rate, fps

4128 × 4104 54
2048 × 2048 108
1920 × 1080 205
1024 × 1024 216

512 × 512 431
128 × 128 1684

The microlens array on top of the sensor in the Balor camera allows lossless operation
for the relative apertures of up to F/0.3 at cone angles up to 110◦, which makes it possible
to avoid light losses even at the outer margins of the telescope field of view at aperture ratio
of F/1.5. An important point is what the camera allows to timestamp and synchronize the
acquired frames using the signal from the GPS receiver which is crucial for the combination
of data from different channels pointed toward a single target. On the other hand, in
contrast to traditional CCD sensors, the question of long-term spatio-temporal stability of
individual pixels of CMOSes poses a potentially significant problem for the co-addition
of images from such detectors, as it introduces additional per-pixel noise that cannot be
mitigated by classical calibration methods (bias and dark frame subtraction, non-linearity
correction and flat fielding). The limits imposed by these low-frequency effects on frame
co-addition are still poorly studied and have to be thoroughly investigated prior to the
decision on an exact strategy of frame co-addition in the operation of the complex.

2.4. Photopolarimeter and Different Modes of Operation

The primary instrument of every SAINT channel, and the only custom-built part of it,
is a photopolarimeter which provides observations in both monitoring and research modes.
It is attached to the Cassegain focus of the telescope and consists of two parts—an optical-
mechanical unit and a camera unit, its general view with installation on the telescope is
shown in Figure 2.

The camera unit houses the detector, which is mounted on sliding rails that allow it to
move along the optical axis, thereby focusing images on the sensor. The hoses of the water
cooling system of the chamber, not shown in the figure, are inserted into the rear end of the
casing of the unit.

The structure of the photopolarimeter is shown in the diagrams of Figure 3, its internal
view is in Figure 4, its longitudinal view is in Figure 5. Control electronics units, power
supply, motors that ensure the movement of moving elements of the device, and connecting
cables are not shown here.
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Figure 3. Schematic view of a photopolarimeter installed in the Cassegrain focus of every channel of
SAINT complex.

Figure 4. Internal view of the photopolarimeter and the course of rays in the follow-up mode.
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Figure 5. Longitudinal view of the SAINT photopolarimeter.

The front part of the photopolarimeter, located in the gap between the back focus of
the telescope and the entrance of the camera, contains the following components: a turret
with griz filters, an empty window, and a narrow-field block containing mirrors 1 and 4,
as well as a field-of-view diaphragm (the optical axis of the telescope passes through the
centers of the turret holes); input (COMPUTAR M2514-MP2 with a focal length of 25 mm
and aperture ratio of 1:1.4) and output (COMPUTAR V5014-MP with the focal length of
50 mm) lenses of the collimator; mirror 3.

The side part of the photopolarimeter is located outside the camera casing. It contains
a turret with narrow-field griz filters and an empty window, as well as a turret coaxial with
it with three polaroids of different orientations (with polarization plane rotated by 120◦ in
respect to each other) and an empty window; mirror 2.

During observations in the wide-field (monitoring, or primary survey) mode, an
empty turret window 1 or one of its filters is installed on the optical axis of all 12 tele-
scopes (depending on the specific tasks of the survey, observations of different areas with
different filters, etc. are possible). The cameras acquire a sequence of full-frame images
(4128 × 4104 pixels, or 6.3◦ × 6.3◦ each) with a rate of 54 fps, and the entire complex
monitors the overall field of view at 470 sq. degrees.

In the narrow-field (research) mode, a block with mirrors 1, 4 and a field diaphragm
measuring 11′ × 11′ (1.45 × 1.45 mm) of turret 1 (see Figure 3) is installed on the optical
axis, while mirror 1 focuses the redirected beam on the diaphragm placed at the focus of
the input lens of the collimator. The parallel beam constructed by it passes through one of
the griz filters (or empty window) of turret 2 and one of the polaroids (empty window) of
turret 3. After being reflected by mirrors 2 and 3, the parallel beam is focused by the output
lens of the collimator and redirected by mirror 4 to the sensor of the camera. As a result,
the light from the 11′ × 11′ sky region with a linear size of 3 × 3 mm (240 × 240 pixels) is
imaged with a scale of 2.75′′/pix, twice the original (5.5′′/pix)— the scale is determined by
the focal length of the collimator output lens.

This image can be recorded with a time resolution of 20 to 2.5 ms, and its central
6′ × 6′ part (128× 128 pixels)—with a resolution of 0.6 ms (see Table 5). The transition from
monitoring to research mode takes a few seconds and is determined by both the rotation
speed of the photopolarimeter turrets and the repointing speed of the mount. In particular,
when an optical transient is detected during real-time monitoring, the following operations
are performed:

• its characteristics are determined (initial brightness, characteristic duration, structure
of the light curve);

90



Photonics 2023, 10, 1352

• rough initial classification is performed (as one of noise, meteor, satellite, new or
already known astrophysical object classes);

• the follow-up mode for every channel is selected (photometry and/or polarimetry,
filters to use, exposure time);

• in parallel, all telescopes are repointed to the source, placing it in a small central field
(with the exception of the instrument that detected the transient, it retains the original
mode used for detection, in order to keep an uninterrupted sequence of data);

• observations start.

Figure 6 illustrates this process.

Figure 6. Change of observation modes of the complex after detecting an optical transient.

Table 6 shows the estimated detection limits of the complex in different modes and
with different time resolutions. Estimates were made for a single exposure in white light at
a characteristic wavelength of 5500 Å, a sky background of 21.5 mag/sq.arcsec, an optical
and atmospheric transmission of 0.25, the characteristics of the telescope and detector from
Tables 2 and 4, and assuming that the object flux is fully contained inside a single pixel
(i.e., significantly undersampled PSF). It should be noted that the real limits when using
filters and polaroids will be 0.5–1.0 magnitude worse.

Table 6. Detection limits in different modes.

Mode Pixel Scale Size Mode * System FOV Detection Limit at Exposure

Channel
FOV Pixels sq.deg. 0.6 ms 2.5 ms 20 ms 1 s 30 s 20 min

Monitoring
5.5′′/pix

4128 × 4104
Max 468 12.6 16.5 18.9 20.9

6.3◦ × 6.3◦ Min 39 14.0 17.9 20.2 22.2

Follow-up
2.75′′/pix

240 × 240
Max 432 8.8 10.3 12.6 16.7 19.5 21.6

11′ × 11′ Min 36 10.2 11.6 14.0 18.0 20.8 23.0

* Possible modes of operation: - Max—telescopes are pointed at different areas (12× 39 sq. deg.); - Min—telescopes
are pointed at one area (39 sq. deg.).

2.5. Shelter and Infrastructure of the Complex

Twelve telescopes of the SAINT complex are installed in two cylindrical shelters
housing six channels each (see Figure 7). They consist of a reinforced concrete supporting
slab mount and a steel truss frame sheathed with sandwich panels on which it is mounted.
Its free part serves as a flyover to accommodate the cylindrical roof of the shelter in the
working state of the complex, which, moving along rail guides, closes the plate with the
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telescopes in the non-working state. The frame is fixed on a reinforced concrete base
covered with metal-plastic cladding, and installed on a concrete pad dug into the ground.

Figure 7. The scheme and general view of the shelter of the SAINT complex.

The internal volumes of the frame are the technical compartments of the SAINT
complex. They house the following equipment and infrastructure components:

• power supply input unit of the complex network, including power drives of all
its mechanical elements, electronic components of the telescopes and instruments,
computer cluster, and uninterruptible power supplies;

• system for providing water cooling of detectors;
• climate control system based on dehumidifiers COTES CR300.

Both parts of the shelter are equipped with video cameras for monitoring the internal
and external space. The complex is also equipped with a meteorological system, a fish-eye
all-sky camera and an IR cloud sensor, which allows to automatically monitor weather
conditions and make a decision on the start and end of observations.

The movable roofs of the shelters are covered with a sun-protection coating, and
flat screens with uniform illumination are placed on their inner surface to calibrate the
sensitivity of the detectors.

3. Data Acquisition, Processing and Storage

During the primary monitoring mode of operation, the complex will acquire the
data for every sky field (470 square degrees) for 20 min in a row, thus covering up to
12,700 square degrees in a typical 9-hour observational night. The data will be processed
in real time, and a number of data products (transients on various time scales, co-added
images with different temporal resolutions, etc.) will be derived and stored.

As both the computational hardware and data analysis algorithms evolve very quickly,
it is not possible (and not necessary) to specify the IT infrastructure of the SAINT complex
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here in full detail as we did for the telescope itself. Therefore, below we will outline its
generic structure, requirements and possible approaches for handling an enormous amount
of data the complex will produce.

In general, the operation of the complex will be carried out using the software
that is based on that we used in observations with the FAVOR, TORTORA and Mini-
MegaTORTORA instruments (see Beskin et al. [47] and references therein). On the shortest
time scales, where timing constraints are the most demanding, transient detection will be
performed in real time using fast image subtraction methods that are based on sufficient
local stability of image PSF, as described e.g., in Karpov et al. [70]. On longer time scales,
where PSF stability cannot be ensured, the methods developed for image subtraction with
PSF matching developed over the last 20 years will be used, such as Alard and Lupton [71]
family of methods, ZOGY [72] algorithm, or SFFT [73]. These methods generally allow
parallelization using modern GPU hardware and thus may be expected to run fast enough
to be used for analyzing the data in real time on minutes to hours time scale. An al-
ternative to image subtraction methods may also be implemented using convolutional
neural networks (CNN, see e.g., Sedaghat and Mahabal [74] or Acero-Cuellar et al. [75]).
CNNs will also be employed in order to reliably separate the image subtraction artifacts,
cosmic rays, as well as, e.g., the effects of stellar scintillations on short time scales from
bona fide transients using the methods developed in e.g., Cabrera-Vives et al. [76], Gieseke
et al. [77], Carrasco-Davis et al. [78], Makhlouf et al. [79].

Image co-addition will also allow simultaneously achieving the highest possible
temporal resolution (on individual frames) and going for deeper objects (in running coadds
of various lengths, corresponding to, e.g., every 100 or 1000 original images). Unfortunately,
without a thorough laboratory study of the stability of the detector, it is impossible to
define the limits for such co-addition, as at some point the effects of pixel parameter drift
specific for CMOSes will be more significant than the further sensitivity gain. However, we
may foresee that implementing some tailored observational strategy in the data sequence—
e.g., dithering using some pre-defined pattern—will allow us to mitigate such effects to
some degree.

As a minimal architecture for the data processing cluster for SAINT, we propose a
hierarchical scheme with two identical computers per telescope channel—one for data ac-
quisition from the CMOS and real-time image processing, second for the channel hardware
and high-level controls, intermediate data storage and image processing—plus a central
computer that handles the overall operation of the complex, including survey scheduling
and reaction to the detected transients, communication with external networks, as well
as various databases. Such architecture also allows for the use of all cluster machines
for more computationally-intensive data processing tasks during the day time, when no
observations are performed and no real-time data processing is necessary.

Let’s outline the basic requirements for data processing and storage infrastructure.
They are defined by the extremely large amount of data being acquired from several large
format detectors (16.9 million pixels each for the Balor camera) routinely operating at frame
rates of up to 54 frames per second (or even up to 1684 fps in follow-up regime), thus
amounting to 1.8 gigabytes of data per second for every channel, or up to 800 Terabytes
per night for the whole complex. As a minimal realistic configuration using present-day
commercially available hardware, we may use a camera connected to the PC through a
four-channel CoaXPress interface, and a RAID-0 array consisting of five SATA-III hard
drives 20 terabytes each. Due to parallel writing, a speed of up to 4 gigabytes per second
may be achieved for such RAID configuration, which is sufficient for handling the real-time
data flow. Longer-term data storage will require datacenter-class hardware which is also
commercially available.

4. Expected Results

The proposed complex is able to operate in still poorly studied region of the parameter
space shown in Figure 1, and thus may provide a number of results related to previously
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unknown classes of rapid optical transients, as well as a vast amount of data on known
ones. Below we will briefly outline some of the fields where such instruments may provide
important developments.

Flaring stars are now being routinely discovered in modern time-domain sky surveys
like Kepler [80], TESS [81,82], EvryScope [83], NGTS [84], ZTF [85] or Tomo-e Gozen [86]
what perform high cadence continuous observations of the fixed sky regions. However,
most of these experiments do not provide temporal resolution better than half a minute, or
in rare cases—better than a second, and are being performed in a single photometric filter
that somehow reduces the scientific content of collected statistical results. Thus, using a
specifically tailored monitoring mode with SAINT which is possible due to its multi-channel
architecture—i.e., simultaneous multicolor observations—would allow us to augment the
statistics of white-light flares with at least some estimations of their temperature. Moreover,
employing the polarimetric mode for targeted (or follow-up, for the flares detected by
real-time processing pipeline) observations would also allow placing statistically reliable
upper limits on (or even obtain a detection of) the polarized components of stellar flares of
various durations, including the shorter ones not typically resolved by existing surveys
(see also Figure 8 for details).
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Figure 8. Detection limits of the SAINT according to the Table 6 for various distances, timescales and
peak luminosities.

Aizawa et al. [86] reported 22 flares detected in 40 h of 1 s cadence observations with
Tomo-e Gozen camera (21 square degrees simultaneous field of view). While the depth
of the SAINT survey is not as good, due to the superior field of view we may expect up
to 12 flares per hour in a wide-field mode, thus obtaining a significantly larger amount of
flashes, covered with better temporal resolution.

The observations of faint meteors with the Mini-MegaTORTORA system [47]
typically resulted in the detection of several hundreds of events per observational
night, with maximum brightness down to 8–10 magnitudes, which is 2–4 magnitudes
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deeper than the limits of most modern meteor detection experiments (see, for example,
Weryk et al. [87], Jenniskens [88]) and comparable to the capabilities of the Tomo-e Gozen
camera [89]. Such faint, and even fainter meteor events are caused by micrometeoroids—
particles of interplanetary (interstellar?) dust with masses of 0.1 µg–0.1 g [90]—that,
according to direct transatmospheric studies, make up the majority of the cosmic matter
falling to the Earth, 100–200 tons/day [91]. On the other hand, observations of meteors
give an order of magnitude smaller volume [92]—this discrepancy is most probably due
to an underestimation of the role of ablation and fragmentation processes of microme-
teoroids, as well as inaccuracy in determining their velocities [92]. These problems are
largely associated with the difficulty of interpreting radar observation data, which is the
main means of studying such faint meteors with optical magnitudes of 10–14 [93]. Thus,
carrying out a long-term survey of a population of faint meteors, covering the entire range
of velocities from 12.3 to 71.9 km/s, will allow us to study the features of their optical
emission, taking into account possible fragmentation, and compare it with dynamic models
of micrometeoroids. Another direction of meteor study might be the analysis of their
mass distribution both in the showers and in the sporadic component, as well as massive
colorimetry of events during the peaks of different meteor showers in order to compare
their spectral properties.

UV Ceti type flare stars belong to the main sequence red dwarfs, making up 70–75% of
the population of the Galaxy [94]. The duration of their stay on the main sequence exceeds
the age of the Universe, and during this time their main physical characteristics remain
unchanged [95]. These features determine great interest in red dwarfs as possible regions
where life arises [96]. The probabilities of the occurrence of Earth-like planets orbiting
these stars in habitable zones with a characteristic size of about 0.2 AU [97], estimated from
various observations, are in the range of 30–50% [98,99]. This gives about 100 habitable
Earth-like planets in the vicinity of 10 pc, and several billion in the entire Galaxy [96]. The
small masses and sizes, as well as the low luminosity of red dwarfs, as a result of which
the habitable zones are located close to the star, determine the relatively high probability
of detecting Earth-like planets during transits. Their depth for earth-like planets ranges
from 0.002 to 0.0084 magnitudes with the radius of the host star from 0.6 to 0.1 solar, and
the probability of a successful “edge-on” orientation of the orbit of the star-planet system
for an observer is 0.5–1% [100]. The photometric accuracy required for transit detection
is close to the limit for ground-based instruments. Nevertheless, it is achieved in various
programs, thanks to the optimal strategy of observations and selection of objects, the use
of effective methods of data analysis and methods of modeling the processes of obtaining
them. Thus, when studying several dozen red dwarfs of 12–15 magnitudes with systems of
distributed telescopes with diameters of 0.2 to 2 m at exposures of 30–120 s, measurement
accuracies in the range of 0.001–0.004 magnitudes were achieved, leading to the detection
of effects with a depth of 0.005–0.007 magnitudes for planets of 1–3 Earth masses located in
habitable zones, with a probability of 2.5–8% [101–103]. These results were obtained from
large data sets using BLS [104,105] and TLS [106] folding algorithms in the space of periods
and filling factors.

In this context, it seems that such studies using the SAINT complex should be very
effective. Instead of simultaneously monitoring up to 10 red dwarfs (according to the
number of instruments used) within the framework of the mentioned programs, SAINT
will be able to observe more than a thousand stars. With a minimum brightness of objects
with potentially habitable Earth-like planets at a level of 16 magnitude, they will be located
at a distance of up to 100 pc, their number in the northern sky will be about 100,000 [96],
and transits of these planets may be detected at several hundred red dwarfs. Note, that
when observing each star about 50 times over a visibility period of 100 days and a transit
duty cycle of 0.001–0.005 [100] the accuracy of intensity determination in phased light
curves increases by tens of times relative to its initial estimates in individual exposures.
Thus, as a result of monitoring the sky with the SAINT complex, it is possible to increase
the sample of Earth-like planets in the habitable zones by 4–6 times relative to its current
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volume (See Habitable Exoplanet Catalogue at http://phl.upr.edu/projects/habitable-
exoplanets-catalog (accessed on 1 December 2023)).

Similar results within the framework of the strategy for detecting periodic signals
in wide-angle surveys can be obtained when searching for transits of Earth-like (and not
only) planets around white dwarfs. These objects may also host planetary systems and
Earth-like planets located in habitable zones. Indeed, with a luminosity of 10−3–10−4 and
a mass of 0.5–0.6 solar, their radii are close to those of the Earth, and the temperature
lies in the range of 4000–9000 K, which leads to the existence of a habitable zone in the
0.005–0.02 AU range of distances from stars over several billion years [97,107,108]. On the
other hand, there is evidence of the existence of various proto-planetary and post-planetary
structures around white dwarfs—disks, planetesimals, asteroids [109,110]. Finally, four
giant planets were discovered in systems with white dwarfs [111], one of them by the
transit method [112]. Thus, one can hope also for the presence of Earth-like (rocky) planets
with a mass of 1–2 of Earth one in the habitable zones of white dwarfs, as established
for 63 G-M dwarfs (according to Habitable Exoplanet Catalogue). The depth of their
transits, repeated with periods in the interval of 4–30 h (corresponding to the size of the
habitable zone), is 10–100%, the duration is 1–2 min, and the probability of the best “edge-
on” orientation of the orbital plane relative to the observer is close to 1–2% for planet
radii 1–2 Earth’s [107,108,113]. In ground-based observations, even with small-diameter
telescopes and standard photometric accuracy, it is possible to search for such effects. The
primary difficulty in such studies is the needed relatively high temporal resolution at the
level of several seconds. In particular, Faedi et al. [113] searched for transits in long-term
monitoring of 194 white dwarfs of 9–15 mag with a time resolution of 30 s (an 8-channel
SuperWASP telescope was used—see Figure 1 and Table A1) and obtained only upper
limits at 10% for the frequency of occurrence of planets and brown dwarfs. The authors
come to the conclusion that it is necessary to increase the studied sample, and the duration
of observations, and to improve the temporal resolution. Similar programs have been
planned, and are being partially implemented using space-borne instruments [114,115],
ground-based telescopes [116,117] and their combinations [118].

In the northern sky, according to various estimates, there are 10–15 thousand white
dwarfs brighter than 18 magnitude (see, for example, Kleinman et al. [119] or Gentile
Fusillo et al. [120]), and for approximately 100–150 ones the transits with periods between
3 h and 50 days, with duty cycles of 0.03–0.0006 and depths 0.1–1, may be detected by
SAINT. Note, however, that this estimate is solely for the objects where it is possible to
detect planets if they are there—and the probability of it is unknown to us. On the other
hand, in the absence of an effect, it will be possible to obtain an estimate of the upper limit
for this probability.

Finally, there are several other (high risk) directions placed in the area of “Terra
incognita” in Figure 8 where SAINT observations may be potentially crucial:

1. detection of optical flashes accompanying gamma-ray bursts (about five events per
year?),

2. registration of optical companions of fast radio bursts, in particular, the ones with
repeating activity, where the same approach as for exoplanets may be used to improve
the performance,

3. registration of optical companions of gravitational wave events or setting upper limits
on their electromagnetic counterparts’ energy,

4. search for signals of terrestrial civilizations.

5. Conclusions

In this paper, we present a project of a SAINT (Small Aperture Imaging Network
Telescope)—robotic 12-telescope wide-field complex with high temporal resolution, aimed
towards detection and studying optical transient phenomena on the shortest possible time
scales. Its multi-channel nature allows different modes of operation depending on the
task—e.g., a wide-field survey or a narrow-field follow-up. Using modern large-format
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CMOS detectors allows operation with the exposures as short as 20 milliseconds, and
to observe the whole sky once every two nights. A novel reducer-collimator that may
be rapidly installed into the light beam allows for increasing the spatial resolution and
effectively converting the complex to a photopolarimeter able to simultaneously acquire
both color and polarimetric information.

The flexible nature of the complex, and its operation in the poorly studied region of
parameter space for optical transients faster than a second, will provide an overwhelming
amount of data on various classes of both astrophysical and near-Earth objects. On the
other hand, as the complex is built from mostly off-the-shelf components, it may be easily
scaled horizontally, to either increase the performance of an individual installation or to
expand it to several sites over the globe able to provide a continuous view of the entire sky,
thus realizing the “all sky all time” concept which is extremely important when searching
for any transient events, especially short ones.
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Appendix A. Current Survey Wide-Field Telescopes and Systems

In the table below main parameters of the current wide-field observational systems are
presented. Remarks to the table content are as follows: (a) For multilens systems etendue
AΩ have been calculated as sum of etendues of all individual lenses in the system. (b) The
limit is given for the 8.5 cm camera. (c) There is also another regime with texp = 30 s and
mlim = 19.5. (d) The limit is given in mAB and depend on the band chosen. (e) Exposure
time varies from 30 to 45 s depend on the band chosen. Typically sum of 10 successive
images is then used to achieve deeper limit. (f) The exposure time is given, while the total
image cycle time is equal to 6 s. (g) Effective exposure time is given, since TDI is adopted
in SDSS. (h) The project “Pi of the Sky” stopped gathering data in 2017 [121] (i) Currently
only one (ROTSE III-d) telescope is in operating.
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Abstract: This article presents the main results and new plans for the development of receivers which
are cooled cryogenically to deep cryogenic temperatures and used in optical and radio astronomy
research at the Special Astrophysical Observatory of the Russian Academy of Sciences (SAO RAS) on
both the Big Telescope Alt-Azimuthal optical telescope (BTA) and the Radio Astronomical Telescope
Academy of Sciences (RATAN-600) radio telescope, 600 m in diameter. These two instruments almost
completely cover the frequency range from long radio waves to the IR and optical bands (0.25–8 mm
on RATAN and 10–0.3 µm, on BTA) with a certain gap in the terahertz part (8–0.01 mm) of the
spectrum. Today, this range is of the greatest interest for astronomers. In particular, the ALMA
(Atacama Large Millimeter Array) observatory and the worldwide network of modern telescopes
called the EVH (Event Horizon Telescope) operate in this range. New developments at SAO RAS are
aimed at mastering this part of the spectrum. Cryogenic systems of receivers in these ranges are a key
element of the system and differ markedly from the cooling systems of optical and radio receivers
that ensure cooling of the receivers to sub-Kelvin temperatures.

Keywords: optical and radio astronomy; cryogenic receivers; cryogenic systems; radio waves; IR and
optical ranges; terahertz range; superconductivity; BTA (Big Telescope Alt-Azimuthal); RATAN-600
(Radio Astronomical Telescope Academy of Sciences—600 m in diameter)

1. Introduction

The modern progress of astronomy, with its extremely weak signals and extremely
remote objects of studies, imposes most ambitious requirements on receiving equipment.
These requirements are several orders of magnitude higher than those for the ground-
based receivers used in communications, radar, etc., and actually determine the level of
development of modern instrumentation. The main characteristic of astronomical receivers
is their sensitivity. Achieving extremely high sensitivity leads almost inevitably to the need
for deep cryogenic cooling of the input elements of astronomical receivers.

Initially, astronomy developed in the optical range, and since the second quarter of the
20th century, in the radio range as well. The last century of the development of astronomy
was characterized by the expansion of the spectrum and the filling of the space between
the optical and radio ranges [1,2], as well as an advance towards shorter wavelengths
than optics [3–5]. The critical limitation in this range was not only the technology of the
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equipment with its fundamental quantum limitations, but also the atmosphere, which
affects the propagation of electromagnetic waves [6].

As a result of the development of the equipment, ground-based astronomy went
partially into space [7–9], where there was no limitation due to the atmospheric influence.
But astronomy is still impossible without ground-based research, not to mention the
huge price and short life spans of space observatories. Therefore, there is a boom in the
construction of new observatories around the world.

This work presents the development of cryogenic systems for radio astronomy research
at telescopes of the SAO RAS. The following two subsections of the introduction define
SAO’s place among modern observatories, describe the main types of cryosystems for
astronomy and some of SAO’s instruments using cryogenics, and present the atmospheric
conditions of the site for observations. The next section presents the original developments
of cryosystems for telescopes of SAO RAS. In Section 3, we describe the latest developments
of the authors related to the field of the sub-THz astronomy technology, which is being
actively developed in the world recently. The results of creating superconducting radio
detectors cooled to sub-K temperatures for use as elements of the BTA optical telescope
are presented.

1.1. The Special Astrophysical Observatory of the Russian Academy of Sciences among
Astronomical Observatories: Instrumentation and Astroclimate

SAO RAS [10] has two telescopes in its arsenal: the 600 m RATAN-600 radio telescope,
which covers a wide range of radio waves up to millimeter waves; and the BTA (Big
Alt-Azimuth) telescope, a 6 m optical reflector that successfully operates in the visible
and infrared parts of the spectrum. In fact, a part of the spectrum called the terahertz gap
remains unfilled. To fill this gap, specialized antennas, good astroclimate, and highly sensi-
tive receivers are needed. Atmospheric absorption of the THz waves is so great that there
are only limited opportunities for ground-based astronomy to work in its low-frequency
part (0.1–1.0 THz), which is called the sub-THz range. At the lower boundary of the
band (100 GHz), the atmosphere gives not very significant absorption almost everywhere,
and observatories are located even on the seashore [11]. The upper edge of the sub-THz
range is open to ground observations only in unique places on Earth, such as the Atacama
Desert [1,2], Pamir [12], Tibet [13], Mauna Kea, Hawaii [14], and the Antarctic Plateau [15].
In the central part of the sub-THz range, the atmospheric transparency windows are 1.3 mm
(~230 GHz) (the operating range of the current Event Horizon Telescope (EHT) [16]) and
especially 0.8 mm (~375 GHz) (the EHT perspective window), which is highly critical for
choosing the location of the observatory. Usually, these are mountains from 3 km above the
sea level and above in dry climate and remote from large water bodies.

EHT is a global network of radio telescopes operating together on the Very Long
Baseline Radio Interferometer (VLBI) principle. VLBI allows you to combine data from
several remote receivers. Using VLBI, multiple independent radio antennas separated by
hundreds or thousands of kilometers can act as a phased array, a virtual telescope that
can be electronically aimed with an effective aperture equal to the diameter of the planet,
greatly improving its angular resolution. Moreover, the wider and more complete the
coverage of the UV plane of the network on the Earth’s surface is, the higher is the quality
of the final result. Today, the plans to expand the EHT VLBI base are aimed at filling the
blank spot on the map of the Earth, specifically, the northeastern part of Eurasia. Our
project will follow this trend. And the fact that this is a pilot project will determine the
construction of a full-scale sub-THz telescope in this part of the planet.

In 2019 [16], one of the most impressive achievements in millimeter-scale astronomy
was obtained: for the first time, an image of the shadow of a supermassive black hole in the
M87 galaxy was obtained. Publications [17] provide an overview of the plans to expand
EHT and highlight the North Caucasian region as promising and requiring a new telescope.

SAO RAS does not have an exceptional astroclimate [18,19], and the altitude above
sea level is not very significant: BTA is at an altitude of 2100 m, and RATAN-600 is at an
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altitude of 970 m. The astroclimate is quite satisfactory for observations in the entire radio
range of RATAN-600 observations down to millimeter waves. The location of BTA has
a satisfactory astroclimate in the optical and near-infrared ranges. There is a significant
level of cloudy days. Sub-THz waves have a noticeable feature, and even the upper site of
SAO RAS, where BTA is located, is far from the best sub-THz observatory site in terms of
atmosphere transparency. Moreover, even in the Caucasus, there are more promising sites
in Dagestan, but not only the tools, but also the infrastructure are not there yet.

At the same time, the astroclimate studies [18,19] make it possible to work reliably in
the two lower sub-THz transparency windows (3 mm and 2 mm) without any problem.
There are reliable and rather long periods in winter when there is good atmospheric quality
of around 0.1 Np absorption at the zenith in the 1.3 mm transparency window. Sub-THz
transparency windows of 0.8 and shorter are practically closed for observations from the
BTA site.

More than 50 years of development of astronomy and the equipment for it in SAO
were accompanied by the development of cryogenic systems of various types and for
different temperatures, providing cryogenic cooling and high sensitivity of receivers. The
cryosystems at SAO operate in the temperature range of liquid nitrogen (~70 K), hydrogen
(~20 K), and helium (~4 K). An extensive list of similar developments of cryosystems is
presented in publications of well-known observatories, for example ALMA or Sardinia [20].
A more detailed overview of the achievements and comparison with our developments
will be presented in [21].

The construction of a sub-THz telescope, starting with the selection of a site with
low atmospheric absorption, is an expensive and time-consuming undertaking. At the
same time, since the beginning of the 1990s, attempts have been made to use sub-THz
receivers on the BTA optical telescope. The size of the mirror for a radio telescope is rather
small, and the astroclimate is not the best for sub-THz waves, but the quality of the surface
exceeds the requirements of THz waves by two orders of magnitude. An important feature
of bolometric receivers in the sub-terahertz range is the need for cryogenics at the sub-
Kelvin level. This article is concerned with the analysis of already completed and ongoing
developments of various cryogenic systems for the RATAN-600 and BTA telescopes of the
SAO RAS, as well as on their basis for other telescopes. These systems for heterodyne
radio receivers and optical photodetectors had temperatures no lower than the temperature
of liquid helium. The article also presents a new project being developed for the Special
Astrophysical Observatory of the Russian Academy of Sciences, specifically a radio receiver
as part of the instruments of an optical telescope. A matrix bolometric receiver was chosen,
rather than a heterodyne. Therefore, a new challenge for the project, a cryogenics system at
the sub-K level of temperature, is presented here.

1.2. Main Types of Cooling Systems for Astronomical Receivers

The both main types of cooling systems are used to cool astronomical radiation re-
ceivers in SAO RAS: accumulators (Dewar vessels) and refrigerators (containing a working
refrigerator). However, astronomers have long preferred refrigerators that do not require
monitoring and periodic refueling with a cryoagent. In addition to the principle of cooling,
refrigeration systems differ in temperature levels. In the optical range, noncryogenic cooling
systems (above 100 K) are widely used. Typically, this type of cooling uses thermoelectric
coolers to reduce the dark current of the CCD receiver arrays. Nitrogen level cooling (~80 K)
is also quite popular for cooling optical and infrared photodetectors (e.g., [22–24]). This is
provided both by Dewars filled with liquid nitrogen and nitrogen level coolers, which are
relatively cheap and commercially available [24], and usually built on the Stirling cycle.

Since the 1970s, refrigerators with a closed cycle of the hydrogen temperature level
(~20 K), built on the basis of the Gifford–McMahon thermodynamic cycle, have been widely
used in astronomy [25,26]. In wide practice in astronomy, there is no information on the
use of a liquid hydrogen cryostat filler. However, such cryostats were developed for other
purposes, and liquid hydrogen is much cheaper than helium used for cooling systems.
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Moreover, according to experts, liquid hydrogen is a much calmer and more convenient gas
to work with [27], but the prejudice of its being explosive does not allow them to be used
in astronomy still. Refrigerators of the hydrogen temperature level, but operating with
helium, have so far reached the almost-helium temperatures (5–6 K) and are actively used in
astronomy for cooling nonsuperconducting microwave receivers based on Schottky barrier
diode (SBD) detectors and high electron moving transistor (HEMT) amplifiers. Classical
helium systems (operating at a temperature level of about 4 K) with cooling both in the
filler configuration and in the refrigerator have found wide application in ground-based
astronomy. This temperature level makes it possible to ensure reliably the transition to the
superconducting state of the main structural materials (Nb, Pb, NbN, etc.), on the basis
of which various types of modern superconducting heterodyne receivers are developed.
Along with the Gifford–McMahon cycle, pulsed tubular coolers that do not contain moving
parts in the cooling head have been used actively in recent decades. This has radically
reduced the level of vibration being the main disadvantage of refrigeration cooling systems
as compared to cryoaccumulators, i.e., Dewars.

Helium systems, both filled by pumping and cooled, can reach temperatures below 4 K
(about 1.6–2.0 K). However, in order to overcome the milestone at 1 K, other approaches and
other technologies are required. Today, sub-Kelvin (<1 K) temperature levels in astronomy
are provided by cryosorption systems (0.3 K) and dilution cryostats (0.01 K). These cycles
are implemented based on precooling systems up to 4 K using a refrigerator or liquid
helium. Sub-K temperatures are necessary to cool the most sensitive receiving systems, e.g.,
direct bolometric detectors and their arrays.

Almost all of these systems have been implemented over the past 50 years of develop-
ment of cooled receivers for the BTA and RATAN-600 telescopes in various configurations
and are presented in the following sections. Some of them are currently under development
and will be used for the BTA observations in 2025. In this work, we focused on examples of
the development of cryogenic receivers for telescopes of the SAO RAS. A more complete list
of our results, including equipment for other devices, as well as a more detailed overview
of the world practice of creating such systems, is presented in our second publication [21],
which will be published after this one.

2. Materials and Methods: Development of Cryogenic Systems for Optical and Radio
Astronomy at SAO RAS
2.1. Cooling Systems for CCD Arrays

CCD arrays (charge-coupled devices) are currently the main working tool in optical
astronomy, including the visible, IR, and UV ranges. One of the most effective ways
to improve noise characteristics and eliminate the dark current, and hence increase the
sensitivity of the receiving device, is to cool it down. Below is a line of various cooling
systems operated at different temperature levels and based on different principles of cooling
CCD arrays for BTA and other instruments, created in cooperation with SAO RAS and IAP
RAS for more than 30 years. Some of the first results are presented in review [22].

2.1.1. Nitrogen-Cooled Optical Cryostat

The main advantages of the presented product are the vibration-free system and the
liquid-free cryostat. See Figure 1 for photos.

The main characteristics of the product are as follows:

• T = 80 K;
• Vacuum level is 10−4 mbar (at least 3 months);
• Overall dimensions: diameter 224 × 464 mm;
• Vacuum camera dimensions: 160 (diameter) × 80 mm (height);
• Optical window: window with a diameter of 109 mm, window material is quartz.
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two microcryogenic systems (the photos are shown in Figure 2; the main characteristics 
and advantages are given in Table 1). The main feature of the presented devices is the 
maintenance of a stable operating temperature of 80 K with extra-large optical windows 
with a diameter of 220 mm and 326 mm. The presence of optical windows of this diame-
ter makes it possible to accommodate a sufficiently large number of photodetectors (a 
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Figure 2. Photos of optical vacuum chambers with CryoTiger microcryogenic cooling system: (a) 
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Figure 1. Photos of an optical vacuum chamber with nitrogen cooling. Operating temperature
T = 80 K.

2.1.2. Optical Vacuum Chambers with Cooling by the CryoTiger Cryogenic System

The created optical vacuum chambers are intended for cooling the receivers used
on the BTA telescope [10]. Two chambers were developed, which are cooled by one and
two microcryogenic systems (the photos are shown in Figure 2; the main characteristics
and advantages are given in Table 1). The main feature of the presented devices is the
maintenance of a stable operating temperature of 80 K with extra-large optical windows
with a diameter of 220 mm and 326 mm. The presence of optical windows of this diameter
makes it possible to accommodate a sufficiently large number of photodetectors (a very
large matrix).
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ing by the CryoTiger; (b) cooled plate cooled by two CryoTigers.

The uniqueness of the design with two CryoTiger [28] units is the fact that two identical
cryogenic machines work in parallel for one cooling unit. Usually, this problem does not
have an accurate solution due to the incomplete identity of the refrigerators and their
operating conditions. The authors managed to solve this problem and almost double the
cooling capacity of the system by selecting identical refrigerators and controlling their
modes using adjustable thermal switches on cryogenic interfaces. An additional benefit
is the increased reliability. In case of failure of one of the machines, the second one will
provide cooling at a slightly higher level, which will further reduce the dark current of the
photodetector, compared to the uncooled version.
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Table 1. Main characteristics and advantages of optical vacuum chambers with the CryoTiger
microcryogenic cooling system.

Cooling with One CryoTiger Cooling with Two CryoTiger Units

Main Features

- Operating temperature: T = 80 K;
- Vacuum level is 10−4 mbar;
- Overall dimensions:
- Diameter—300 × 430 mm;
- Dimensions of the cavity:
- Diameter is 258 × 100 mm;
- Optical window:

Diameter—220 mm;
Material—quartz.

- Operating temperature: T = 80 K;
- Vacuum level is 10−4 mbar;
- Overall dimensions:
- Diameter—388 × 533 mm;
- Dimensions of the cavity:
- Diameter is 344 × 140 mm;
- Optical window:

Diameter—326 mm;
Material—quartz.

Advantages

- Large optical window;
- The presence of a detector suspension unit

made of hard-to-process material

(superinvar);

- The possibility of placing and cooling a large
number of photodetector devices (CCD
arrays).

- Extra-large optical window with a diameter
of 326 mm;

- The possibility of placing and cooling a large
number of photodetector devices (CCD
arrays).

2.1.3. Chambers with Thermoelectric Modules for Cooling Large-Format CCD Arrays

Cooling without the use of liquid or compressed gases seems very attractive. This
opportunity is provided by thermoelectric, thermomagnetic and laser cooling systems.
In practice, there is only experience in using Peltier elements. And there are two radical
limitations here. The temperature was supposed to be no lower than 150 K. Moreover, it
is achieved by cascading a fairly significant number of Peltier elements (up to 7–8) and
extremely low efficiency, the need to remove a significant heat flow from the hot junction
of the thermoelectric battery. The photos of the created chamber cooled by Peltier batteries
are presented in Figure 3.
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The main characteristics of the product are as follows:

• T = 150 K;
• Vacuum level is 10−4 mbar;
• Dimensions of the vacuum cavity: 174 × 176 × 89 mm;
• Optical window:
• Diameter—90 mm;
• Material—quartz.

2.1.4. Nitrogen Optical Cryostat for Cooling the IR Spectrophotometer

To expand the range of BTA observations into the near-IR range (wavelengths of
0.8–2.5 microns), a unique nitrogen optical cryostat was developed for cooling the IR
spectrophotometer. In this article, we will only briefly present the description and main
characteristics of the cooling system. The receiving device is placed in a cylindrical Dewar,
Figure 4a.

A part of the cryostat is occupied by a no-spill container with liquid nitrogen intended
for operation at the primary focus of BTA. Similar designs were implemented for other
BTA tasks. The optical circuit contains only two areas that require deep cooling, specifically,
the light receiver and the output iris with diffraction gratings. The high stability of the
maintained temperature is needed only for the light receiver. The nitrogen tank is located
in the upper part of the cryostat and is a cylinder with an asymmetric recess. The shell and
top covers of the nitrogen tank are made of stainless steel. The bottom ring of the container
with heat-removing contact pads is made of copper. The nitrogen tank is fixed inside the
cryostat body by welding an inner filling tube to it (which in turn is welded to an external
nitrogen tube, which is also welded to the outer flange of the cryostat). In addition, the
lower part of the shell of the nitrogen tank is stretched with Kevlar threads to ensure the
desired rigidity of the structure. The cooling of the main elements of the optical circuit
is carried out by means of flexible copper cooling wires attached to the copper rim of the
nitrogen tank. To ensure the operation of the cryostat at any angle of inclination, the tank
covers are connected inside it by copper cooling wires. All optical and electromechanical
equipment is placed on a welded stainless steel frame attached to the lower flange of the
device through heat-insulating gaskets (Figure 4b).

Main characteristics of the cryogenic system:

• Minimal temperature is T = 80 K;
• Filler nitrogen cryostat with a nitrogen tank of complex shape;
• All elements of the optical scheme of the IR spectrophotometer are cooled to different

temperatures inside the cryostat, including moving parts;
• System dimensions: diameter 572 mm, height 660 mm;
• Weight without cryoagent (nitrogen) 30 kg;
• Volume of the cryoagent tank22 L;
• Optical window: diameter 90 mm, material is quartz;
• Electrical connector SNC13-102—3 pieces;
• Pumping flange—KF16.

The main advantages of the system:

• Large-volume nitrogen optical no-spill Dewar;
• Ensures different temperatures of parts of the optical path;
• Minimal temperature is T = 80 K ± 2 K;
• It is possible to place the cryostat in the primary focus of the BTA at SAO RAS.
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2.1.5. Systems with Remote Cooling

According to the authors, the most interesting design of a cryostat with a unique set of
thermal and optical interfaces was created in SAO RAS and IAP RAS for a two-frequency
array receiver with nitrogen cooling and a head with a CCD matrix carried outside of the
filler nitrogen cryostat (remote cooling) [29]. The task was to minimize the shading of the
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cryogenic system by the elements of the radiation beam in the two-mirror system of the
telescope. The solution was to remove the Dewar with nitrogen from the beam zone. At
the same time, the head with the matrix had a ratio of the effective area with the matrix
to the total area of the head and the cryochannel—cooling wire about 90%. An additional
difficulty consisted in sealing the window on an extremely small landing flange. A photo
of the system is shown in Figure 5.
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2.2. Cooling Systems for Radioreceivers of RATAN-600

The RATAN-600 radio telescope from the first years of operation on the initiative of
D.V. Korolkov [30] implied the use of radio receivers with cryogenically cooled components
and the cryogenic department existed as part of the observatory until recently. The ideology
of cryogenic refrigerators was chosen as the basis of cryogenic cooling systems, and the
cryogenic department was engaged in the operation, maintenance, and repair of refrigera-
tors. Basically, these were hydrogen-level refrigerators manufactured by JSC Cryogenic
Equipment (formerly Sibkriotechnika) [31], since the semiconductor receivers, which were
cooled mainly, did not require deeper cooling, as compared with the superconducting
ones. The vast majority of the SAO RAS receivers are presented in detail in the extensive
bibliography and will not be considered here. The three cryogenic radiometers, developed
on the initiative with the participation or by order of SAO RAS, which did not work for a
single day as part of the RATAN-600 telescope, but largely determined the development of
the culture of cryogenic receivers for astronomy, will be presented below.

2.2.1. The 20 K Cryogenic Radiometer of 4 mm Band

At the end of the 70 s, on the initiative of D.V. Korolkov, with the participation of the
collaboration of SAO RAS, IAP RAS, and Saturn Research Institute (Kiev), a cryogenic
radiometer of the 4 mm wavelength range with a cooled Schottky diode mixer and an
intermediate-frequency parametric amplifier was fabricated [26]. The cryostat was made of
thick (10–12 mm) stainless steel and was cooled by a Gifford–McMahon refrigerator at a
hydrogen temperature level (~12 K); see Figure 6. It demonstrated excellent performance
at that time, but the untimely death of D.V. Korolkov prevented it from being installed on
RATAN-600. At the same time, the demand for such an instrument was high, and after small
modifications, first as a 4 mm and then a 3 mm device, it was used for radioastronomical
observations on the RT-22 KrAO radio telescope [25,26]. The complexity and necessity of
periodic tuning of the parametric amplifier and the progress in the development of HEMT
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(high electron mobility transistor) [32] amplifier technologies soon led to the replacement
of PA with HEMT [33], and for a long time determined the architecture of the radio receiver
for astronomy up to short-mm or sub-THz waves. At this stage, the world leader in the
development of cryogenic receivers for astronomy was Virginia Diodes. In Europe, such
receivers were successfully developed by Antti Raisanen [34,35]. This ideology and the
components of these SAO receivers were actively, and for a long time, used for other
telescopes and applications before the era of superconducting receivers [36] in the sub-THz
range began to dominate.
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The first cryostat (Figure 6) was designed as a vacuum cryostat in the form of a
parallelepiped with a volume of about 20 L with thick walls (10 mm) made of stainless
steel. A nickel-plated copper radiation shield is visible inside. The shield cover and the
cover of the cryostat have been removed. Inside the shield, there is a cooled DBS mixer
and a parametric intermediate frequency amplifier. Quasi-optical vacuum windows with
antireflective quarter-wave coating are directed opposite to the reader, and their edges are
visible at the left edge of the cryostat. The Gifford–McMahon cooler head is visible from
above, and the shield and receiver elements are attached to it.

2.2.2. The Last Cryogenic Receiver of RATAN-600

The choice of the receiver’s physical temperature is a complex multifactorial process.
It would seem that the goal in astronomical receivers is the same: to achieve extremely high
sensitivity or extremely low noise of receiver. However, in reality, the choice of temperature
and cooling system is determined by a compromise between:

• Available cryogenic systems and their maximum cooling levels and cooling capacity,
as well as being ready to pay big money for unique systems;

• The development of semiconductor and superconducting technologies of detectors
and amplifiers of the corresponding frequency range of observations within a total
spectrum from RF to UV waves for SAO RAS;

• Atmospheric limitations of the location of the observatory also determining the effec-
tiveness of the telescope in a particular frequency range.

The first two factors determined the course of the development of cryogenic systems
at SAO for many years.

The combination of the second and third factors led about 10 years ago to the liquida-
tion of the cryogenic department in SAO [21]. The fact is that the noise temperatures of
uncooled receivers up to the MM range have become very low: units and tens of Kelvin
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depending on the frequency. Of course, cryogenic receivers are still much better than
uncooled ones and practically reach the quantum limit of sensitivity. But the sensitivity of
the receiver [37] is determined not by the noise of the receiver, but (1) by the noise of the
system, including the noise of the antenna and the atmosphere above it:

δT = k× Tsys × (δ f × τ)−1/2 (1)

where δT is the fluctuation limit of sensitivity; Tsys = Tr + Ta is the noise temperature of the
system determined as the sum of the receiver noise and the antenna noise, including the
atmospheric noise; k is the Boltzmann constant; δ f is the band; and τ is the time integration
constant.

In fact, with an extremely low receiver noise, the atmosphere can already make a
dominant contribution, and the effect of cooling on sensitivity drops sharply. Moreover,
the presence of vacuum interfaces in cryogenic receivers, i.e., windows that contribute
their losses and noise, negates the feasibility of cryogenics on RATAN-600, located at a low
altitude above the sea level (980 m) and having a significant contribution of the atmosphere
at 3 mm waves. This fact was indeed the reason for the closure of the cryogenic department
and the lack of demand for the last of the mm wave band radiometers developed for SAO
RAS, presented below in Figure 7. The last RATAN cryostat, shown in Figure 7, is made of
thin steel (1.5 mm) in the original strong and shape-stable topology with approximately the
same volume as the first, while containing four receiver channels inside for two frequency
ranges and two polarizations. The shape of the cryostat is oval in the cross section, with
shortened narrow edges. The cold head of the CryoTiger refrigerator is shown at the top.
The horns that feed the RATAN-600 antenna are located on the left, and the blue and orange
boxes on the right are the containers for the uncooled components of the receivers.
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Device characteristics:

- Frequency range 18.5–21.5 GHz (center frequency 20 GHz) and 27.5–32.5 GHz;
- The possibility of receiving two mutually perpendicular polarizations of electromag-

netic radiation;
- Working temperature is 80 K;
- Construction scheme—modulating with a waveguide ferrite switch and a cooled

matched load;
- Fluctuation sensitivity is not worse than 5 mK per 1 s of the time constant of the

output filter.

115



Photonics 2023, 10, 1263

Consideration of the sub-THz range for the RATAN-600 has limited prospects not
only because of the small height and large absorption, but also because of the quality of the
antenna. It meets the needs of observations of the cm and long mm waves.

However, following the logic of analyzing the ratio of atmospheric noise and receivers,
we can confidently conclude that it is advisable to cool the sub-THz radiometers even
for low altitudes. In more promising and high-altitude areas, cryogenics will remain a
key tool of astronomical observatories for many years to come. The receiver presented
here operates in the centimeter range, rather than in the mm or sub-THz one. And the
atmosphere affects sensitivity much less than at a wavelength of 3 mm, where it is still
rational to use cryogenic receivers.

2.2.3. Is Cryogenics Required for Optical Receivers?

The sad conclusion of the previous paragraph that cryogenics is no longer needed
for cooling radio receivers for the RATAN-600 up to the mm range raises the question:
is cryogenics needed for optical receivers on the BTA? For many years, electric vacuum
photomultiplier tubes (PMTs) on optical telescopes successfully solved the problem of
astronomical observations in the optical range. Here, the radiation quantum is energetic
enough to be reliably detected. The PMT era ended with the introduction of CCD matrices.
However, now there are [38] solid-state multipliers that solve a similar problem, not for a
single pixel, but for matrices. The signal level after the single-photon receiver and solid-
state multiplier would seem to be sufficient even without cooling. However, this turned
out to be not entirely true. Cooling, although not cryogenic, is still necessary to minimize
dark current. Minus 20 C is still required. And this is not difficult to provide with a simple
Peltier cooling machine.

3. Results and Discussions
3.1. Results of the Development of Cooling of Optical Receivers for an Optical Telescope and Radio
Receivers for a Radio Telescope

Results have been achieved in the development of cryogenic systems for cooling
photodetectors for the BTA optical telescope and radio receivers for the RATAN-600 ra-
diotelescope. A total of over 20 [22] cryosystems of various temperature levels from
nitrogen to helium were created and successfully used for astronomical observations on
the both telescopes in the radio range up to 3 mm and in optics, including IR. There are lots
of new astrophysical results obtained due to the use of the developed receivers:

• Direct evidence of the fossil origin of large-scale magnetic fields of chemically peculiar
stars obtained [39];

• The discovery of new LBVs in the Local Volume galaxy NGC 1156 [40];
• Planet TOI1408.01: a grazing transit and probably a highly eccentric orbit [41];
• Collected RATAN-600 multifrequency data for the BL Lacertae objects [42];
• The RATAN-600 telescope helps to understand the origin of cosmic neutrinos [43];
• Identified Quasi-periodic Pulsations in a Solar Microflare [44].

3.2. Cooling Systems of the Sub-THz Range for Radioreceivers as a Part of the BTA Telescope

Within the framework of Project 23-62-10013 of the Russian Science Foundation “De-
velopment of Russian sub-terahertz observatory prototype as part of an optical telescope”,
the authors of the article set themselves the task of expanding the capabilities of the optical
Big Telescope Alt-Azimuth (BTA) of SAO RAS in the sub-terahertz range. In this article,
we will not present the entire project in detail, but the issue of creating one of the key
nodes, specifically, a specialized sub-Kelvin cryogenic system and a set of its interfaces
with elements of the receiving complex and the telescope itself will be considered in detail.
The key motivation of this project and this article was the intention to place a sub-THz
receiver at the focus of the BTA optical telescope. Highly sensitive bolometric receivers of
sub-THz waves require deep sub-Kelvin cooling.
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The first experience of placing a sub-THz receiver on a cooled Shottky barrier diode
mixer that was developed at IAP RAS for BTA dates back to 1991. The experience was
not successful, but led to the intensification of cooperation between SAO RAS and IAP
RAS, which gave rise to a series of successful projects of cooled photodetectors presented
in Section 3.1.

We returned to this idea [45]. Two samples of a sorption cryostat with an operating
temperature of 300 mK were manufactured (photo in Figure 8).
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The main characteristics:

• Operating temperature: 300 mK ± 0.1 K;
• Heat load: 1 mW;
• Vacuum level: 10−4 mbar;
• Two flanges for the installation of optical windows with a diameter of 25 mm;
• Flange KF D25 for pumping;
• Input of electrical and RF connectors;
• The size of the working cavity: diameter 185 mm, height—70 mm, dimensions—not

more than 1600 mm;
• Diameter: 700 mm.

The main advantages:
Advantages of sorption pumping:

- Compact placement inside the cryostat;
- Possibility of automation;
- Low cost compared to mechanical pumping means.

Advantages:

- A two-stage sorption pumping system has been developed;
- The gas heat key is integrated with the sorption pump into a single unit;
- The technology of manufacturing sorption pumps makes it possible to obtain a high

degree of pumping compared to Western analogues;
- Two models were developed: with filler and using a closed-loop cryogenic system.

The second sample of a similar cryosorption system contained a precooling system
based on a 4 K closed-cycle refrigerator, and not in the form of a filler helium cryostat.
However, it did not go beyond a series of laboratory tests. The problem was the lack
of progress in developing reliable, reproducible, and capable of folding into matrices of
identical pixels high sensitive detectors. At the moment, the problem has been solved and
a series of both single detectors, such as in [45], and matrices, which are not difficult to
modify for the BTA telescope irradiation system, has been created. Over the next two years
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of the project, the detectors will be finalized, the receiving path will be built and integrated
into the BTA optical system, the cryogenic system and the necessary interfaces will be
created. In particular, one of the 0.3 K variants of the BTA receiver cooler is built on the
basis of the refrigerator shown in 8, but with the replacement of the Dewar with a 4 K
refrigerator head.

3.3. Sorption Cryostat

One of the first mentions of the creation of a 0.3 K cryogenic system for installing of
a sub-THz receiver on BTA is given in publication [45], and the system was at the design
stage. He3-He4 cryogenic sorption and dilution systems give unique possibilities to cool
down astronomical receivers to the temperature level below 1 K [46–50]. In this article, a
cryogenic system was proposed that provides the operating temperature of the receiving
antenna arrays T~0.3 K. It is a closed-cycle system, i.e., it does not require the use of liquid
gases (nitrogen and helium), based on a refrigerator on pulse pipes and two sorption pumps
on 3He and 4He. The system includes a refrigerator based on pulse tubes. Despite the lack
of funding for this project at that time, work on the creation of such a cryogenic system was
continued, and the next stage of development was already presented in publication [51].

The project proposes the development and installation of a cooled receiver based on
SINIS [52] (superconductor–insulator–normal metal–insulator–superconductor) detectors
at the BTA site of SAO RAS.

Preliminary assessments of astroclimatic studies at the BTA site showed that the most
successful range for test studies of the receiving system is 3 mm, since observations can be
carried out year–round in this window of transparency. Also, in the future, transparency
windows of 1.3 mm and possibly 0.8 mm will be considered (however, in this case, favor-
able conditions account for only 2% of the time a year in winter, or observations should
be directed to a powerful radiation source). The optimal operating temperature of the
designed SINIS detectors is 300 mK or lower (to improve sensitivity), which requires a
complex cryogenic system. It should be noted that over the past fifteen years, cryosorption
cryostats and dissolution cryostats have become a common commercial product. Oxford
Instruments, Bluforce, and others offer [53] convenient commercial products to achieve
these temperatures with reasonable cooling capacity of units and tenths of a microwatt.
However, these are large and extremely inconvenient machines for mounting in the focus
of the telescope, and in fact it is only a tool for laboratory experiments. For installation on a
telescope, it is necessary to develop a specialized cryostat and, most importantly, a set of
highly efficient interfaces, in particular mechanical, vacuum, cryogenic, optical, electrical
ones, etc., that are capable of providing effective cooling of the detector cooling object,
as well as the supply/removal of signals to it without loss and with maximum thermal
insulation from the environment. At the moment, three variants of cryogenic systems are
being considered, the descriptions of which are given in this section. The first one is based
on the 2008 groundwork described above (and presented in Figure 9).

3.4. Cryogenic System for Sub-THz Detectors for the BTA Based on a Dilution
Microcryostat–Deep Stick

The dilution microcryostat–deep stick [54] (Figure 10) was developed by V.S. Edelman
at the Kapitsa Institute of Physical Problems of the Russian Academy of Sciences. The
minimum achievable operating temperature in such a cryostat can reach 50 mK (without a
background load in the absence of an optical window) and nanowatt capacity. In addition
to the achievability of such low temperatures, another advantage of this device is the
absence of pulse tubes (which contribute to the total noise of the receiving system) because
pumping of 3He and 4He is carried out using built-in sorption pumps. But there is also a
certain drawback of such a cryogenic system, specifically that the duty cycle is no more
than 8 h. This generally fits into the ideology of using time unoccupied by night optical
observations for sub-THz observations on an optical telescope. At night, when observations
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are made in optics, 3He will be recondensed. The dilution cryostat is controlled by sorption
heaters, sorption gas heat key heaters and evaporator heater.
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Such equipment is promising for conducting short-term observations, but requires
high sensitivity of the receiving system (due to the absence of external vibrations from
pulsating pipes and low operating temperature).

3.5. A Continuously Operating Dilution Microcryostat

To ensure long-term temperature maintenance of the operating temperature of the de-
tector, a modification of the cryogenic system presented in the previous section was carried
out [54]. The principle of operation is based on the technology of sorption pumping 3He
and 4He and condensation pumping of the mixture 3He–4He in the dissolution cycle. The
continuous maintenance of a low temperature of the order of 0.1 K during the regeneration
of sorbents is carried out due to the large heat capacity of the block filled with holmium
plates, in which the condensation of circulating helium occurs.

The structurally presented cryostat is in many ways similar to the designs given in the
works [54,55]. The cryostat is made in the form of an insert (deep stick) into an industrial
35 L transport liquid helium Dewar. The cold sample holder is located at the top of the
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device, which facilitates access to it. A total of 35 L of liquid helium is enough to precool
the device from nitrogen temperature and for 6–7 days of operation. During this time, a
low temperature of the sample holder can be maintained with accuracy of the order of
a millikelvin.
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A simplified schematic representation of the structure is shown in Figure 11. The
microcryostat contains the following functional units located in a common vacuum volume:

• The 4He unit that includes a 1 K chamber and a 3He condensation volume, which
constitute a common unit, and a sorption pump that evacuates helium vapors. The
4He sorber (as well the 3He sorber) is above the 4He bath and both 3He baths. Heat
is withdrawn from the sorber to liquid helium in the portable Dewar flask through
copper heat conductors. The sorber on which a heater is wound is manufactured
from stainless steel and placed in a sealed copper container. The evacuation channel
consists of a stainless steel tube into which a copper tube about 5 mm long is soldered.
The latter passes through the container cover and is soldered to it. In this tube,
4He condenses and trickles down to the 1 K chamber. A thermal valve, during
whose heating/cooling the heat exchanging gas (3He) is desorbed/sorbed, serves for
controlling the heat exchange between the sorber and the container walls. This is
necessary when changing from the 4He desorption regime to its evacuation.

• The upper 3He unit that contains the 3He sorber and the condenser of 3He vapors,
which is soldered into it and serves for the lower 3He bath. The 3He bath is cooled by
the evacuation of vapors of liquid 3He by its own sorption pump, which is analogous
to the 3He pump. When the pump is regenerated, the bath is filled with 3He, which is
liquefied when being in contact with the 1 K chamber.
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• The lower 3He unit that contains the second 3He bath, which is under the first bath
and is connected to the condenser of 3He vapors of the upper circuit with a stainless
steel tube. The both circuits are sealed with respect to each other. If the temperature of
the upper bath is lower than that of the lower bath, a good thermal contact establishes
between them; otherwise, the thermal interaction is substantially weakened.

• The dilution unit that contains a dilution bath (mixer), a heat exchanger, a still, and
a condenser of vapors of a 3He–4He mixture. The condenser is filled with plates
of holmium that has the high specific heat at T < 1 K. For a He mass of ~50 g, its
specific heat at T = 0.4 K is ~2 J/K. This allowed us not to use a large amount of 3He
for maintaining the working conditions during the regeneration of 3He in the upper
circuit, and to restrict ourselves to a rather small amount of 3He, only 0.015 mol in the
lower circuit for establishing thermal coupling. The dilution circuit is placed above
the sorption pumps, and the condenser included in it is connected to the lower 3He
bath via a copper heat conductor. The temperature difference between the upper 3He
bath and the condenser at T = 0.4 K is approximately 0.02 K/100 µW.
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Figure 11. A continuously operating dilution microcryostat (54). (a) Simplified diagram of the
microcryostat that shows the arrangement of the main units: (1, 5, 6) 0.6, 4.2, and 100 K shields,
respectively; (2) platform at 0.06–0.1 K; (3) holmium-filled condenser of the mixture vapors; (4, 11, 16,
21) 0.1, 0.4, 4.2, and 0.6 K copper heat conductors, respectively; (7) mixer; (8) tubular heat exchanger;
(9) 3He sorber; (10) 4He sorber; (12) condenser of 3He arriving at the upper bath; (13) 3He condenser
of the lower circuit; (14) lower 3He bath; (15) vacuum-tight soldered spots of shield 5; (17) upper 3He
bath; (18) 4He bath (1 K chamber); (19) outer stainless steel tube with a 56 mm diameter; (20) still;
(22) flange of the outer tube; (23) vessels for collecting the working gases that are stored in them at a
pressure of 25–50 atm at room temperature of the instrument; (24) housing; and (25) detachable cap.
Stainless steel tubes and parts are black-colored; copper parts are gray-colored. (b) Time dependences
of the temperatures of the mixer (upper curve) and the 4He bath, upper 3He bath, still, and condenser
of the mixture vapors (lower curves).
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3.6. Dilution Microcryostat with Cooling by a Refrigerator with a Pulse Tube

More promising for autonomous operation on the BTA telescope is the dilution mi-
crocryostat designed for scientific research at temperatures up to 0.1 K and below. To
ensure its operation, a refrigerator with a pulse tube is used. It is possible to maintain the
temperature at 0.1 K for 5 h with the refrigerator not working. The device is used to study
low-temperature radiation receivers. The photo of dilution microcryostat with cooling by a
refrigerator with a pulse tube is presented in Figure 12.
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The main characteristics of the system:

- Minimum fixed temperature of the sample holder: 0.07 K.
- Performance at 0.1 K: about 1–3 µW.
- Cooling time to 0.1 K (from the start of pumping 3He): 30–40 min.
- Time of regeneration of sorbers, condensation, and cooling 3He up to 1 K: about 1.5 h.
- Time of temperature maintenance below 0.1 K: 4–6 h.
- Time to maintain working conditions when PT is turned off: up to 8–9 h.
- The time to restore the initial conditions after a new start PT: approximately 1 h.
- Cooling time from room temperature to 0.1 K: 10–12 h.
- Quantity of gases used: 4.5 n.l. 4He; 3 n.l 3He; 1 n.l of mixture 30% 3Ha + 70% 4He.
- Energy and water consumption during PT operation according to the manufacture’s

passport: 6–8 kWh and 8–10 L/min.

In essence, the latter option, called the “liquefaction circuit”, is the most promising,
because it combines the advantages of a refrigerated circuit and requires filling of a cryoa-
gent. But at the same time, for a long time (up to 8–9 h), it is able to maintain the operating
temperature with the compressor and cooler turned off, i.e., absolutely without vibrations
and noises and temperature fluctuations caused by the frequency of operation of the cooler
with a frequency of about 1 s. Refrigeration systems without a liquefaction circuit, operat-
ing continuously generate noise and temperature fluctuations that dramatically affect the
characteristics of the receiver and require special measures.

The main goals of this work have been achieved. At the same time, fixing certain
specific temperatures is not our scientific achievement. The temperatures are just normal
and usual for cryogenics. Today, cooling records are below nanokelvin. Our achievements
lie in the fact that a sufficient temperature has been reached to achieve a certain level of
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sensitivity of receivers or a state of reliable superconductivity of superconducting detectors,
that is, to ensure their operability. For cooled photonics, this means the disappearance of
dark current and improved image quality. We would like to emphasize that an important
feature of the cryogenic systems being created is their high level of functionality and
availability. In particular, reaching a given temperature cooling regime takes about one hour
for cryosystems to the hydrogen level and several (2–4) hours for helium and subhelium
machines. This ensures ease of use of telescopes and does not take up a significant part of
the time of astronomical observations. Another important result is the successful spatial,
thermal, and optical matching of the developed cryogenic systems with built-in receivers
and optical-mechanical structures of telescopes.

4. Conclusions

This paper provides a brief overview of the development of cryogenic systems oper-
ated at different temperature levels and the cooling principles for cooling radio and photo
receivers of various frequency ranges for astronomical research using the main instruments
of the Special Astrophysical Observatory of the Russian Academy of Sciences, specifically
the BTA optical telescope and the RATAN-600 radio telescope.

The main results of the presented work are as follows:

- A successful line of cryogenic systems actually working at various temperature levels
has been developed actively used over the years, and is now used for cooling pho-
todetectors in the BTA telescope and radio receivers for the RATAN radio telescope;

- This work presents a new unique project of a cryosystem for the ultradeep cooling of
a radio receiver for the BTA optical telescope;

- Using these instruments, new unique astronomical results were obtained and pre-
sented in a wide list of highly rated publications reviewed in [39–44,56];

- Dozens of highly efficient and reliable cryogenic systems have been developed that
cool highly sensitive radio and photodetectors of the two telescopes at the Special
Astrophysical Observatory of the Russian Academy of Sciences. Using these instru-
ments, new unique astronomical results were obtained, presented in a wide list of
highly rated publications reviewed in [39–44,56].

This is the first presentation of the new project connected with the development of a
sub-THz radio receiver for the optical BTA telescope. Several variants of cryogenic systems
of the sub-Kelvin level for operation of the sub-THz receiver of the BTA optical telescope at
SAO RAS have been proposed for the new project.

The proposed approach will make it possible to fill part of the gap in the spectrum of
astronomical research between the RATAN-600 observation windows in the radio range
and the operating range of the receivers of the BTA optical telescope, of course, taking into
account the limited transmission of THz waves shorter than 1 mm at the location of SAO
RAS. There is a real astronomical science for such combination of optical telescope and
radio receiver [56].
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Abstract: The present paper discusses the basics of retroreflector theory and the manner in which
they are combined in arrays to service the laser tracking of artificial satellites and the Moon. We
begin with a discussion of the relative advantages and disadvantages of solid versus hollow cube
corners and the functional dependence of their optical cross-sections and far-field patterns on cube
diameter. Because of velocity aberration effects, the design of an array for a particular space mission
depends on many factors, including the desired range accuracy and the satellite’s orbital altitude,
velocity, and pass geometry relative to the tracking station. This generally requires the individual
retroreflectors in the array to be “spoiled” by perturbing one or more of the 90-degree angles that
define a perfect cube corner, or alternatively, by adding a curved surface to a hollow cube. In order
to obtain adequate return signal strengths from all points along the satellite path, the rotational
orientation of the retroreflectors within the array may need to be varied or “clocked”. Possible
approaches to developing millimeter-accuracy arrays with both large cross-sections and ultrashort
satellite signatures are discussed, as are new designs proposed to replace aging reflectors on the
Moon. Finally, we briefly discuss methods for laser ranging beyond the Moon.

Keywords: retroreflectors; cube corners; Satellite Laser Ranging; Lunar Laser Ranging; velocity
aberration; spoiling; clocking; cross-section

1. Introduction

The first successful Satellite Laser Ranging (SLR) experiment was carried out on 31
October 1964 by Dr. Henry H. Plotkin and his team at the NASA Goddard Space Flight
Center in Greenbelt, Maryland, USA [1]. In this first experiment, the NASA Explorer 22B
satellite was equipped with an array of retroreflectors designed to reflect laser pulses from
a ground station back to their point of origin. The roundtrip distance to the satellite can
then be determined by multiplying the roundtrip transit time by the speed of light. In 1969,
a team led by Prof. Carroll Alley of the University of Maryland succeeded in ranging to a
flat panel of 100 retroreflectors left on the lunar surface by NASA’s Apollo 11 crew [2]. In
the almost six decades since these early experiments, dozens of Earth-orbiting satellites
carrying retroreflector arrays have been launched to support a wide variety of scientific
investigations, and five arrays have been placed on the lunar surface by three manned
US Apollo missions (11, 14, and 15) and two unmanned Soviet Lunakhod (17 and 21)
missions carrying arrays provided by France. The present author has previously published
a comprehensive review of the active ground-based SLR hardware and operations [3],
whereas this paper will concentrate on the requirements placed on the passive spaceborne
segment, i.e., the retroreflector arrays. For a more complete discussion of recent SLR
capabilities and trends, the reader is referred to the following reviews [4,5].
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2. SLR Link Equation

During the first four decades of SLR (1964 to 2004), ground stations were characterized
by a moderate-to-large (submeter-to-meter-class) receiver telescope, and the laser beam was
transmitted via a parallel, small-diameter tube mounted on the side of the telescope. Since
the laser beam divergence is proportional to the ratio of the laser wavelength to the beam
radius (λ/ω), this approach resulted in an unnecessarily high divergence beam that required
much higher-energy lasers to obtain an adequate satellite return. These high-energy beams
posed a potential eye safety hazard to personnel in low-flying aircraft and to ground
personnel during ground calibrations. As a result, all early SLR stations were equipped with
dedicated aircraft radars and safety personnel to man them. However, in 1994, the present
author proposed a new system, SLR2000, to NASA management [6], which optimally sized
and transmitted a low-divergence laser beam via a common transmit–receive telescope
to achieve maximum illumination of the satellite array while simultaneously reducing
the laser energy and the threat to eye safety. The optimum SLR2000 design drew heavily
from earlier studies on optical antenna gain carried out in support of early NASA laser
communications studies [7,8]. The NASA SLR2000 funding started slowly in 1998, but
by 2003, the newly named Next-Generation Satellite Laser Ranging (NGSLR) system had
tracked its first satellite and continued tracking until 2007, when it was sadly destroyed
by a lightning bolt. NASA’s replacement system, Space Geodesy Satellite Laser Ranging
(SGSLR), adds additional automation and is currently being installed at three sites—(1) the
NASA Goddard Space Flight Center in Greenbelt, MD, USA, (2) the McDonald Observatory
at the University of Texas, USA, and (3) Ny Alesund, Norway [9].

The SLR link equation defines the number of photons detected by the ground station
and is given by

ns =
E
hτ

ηt
2

π(θdR)2 exp

[
−2
(

∆θp

θd

)2
]
 1

1 +
(

∆θ j
θd

)2



(

σAr

4πR2

)
ηrηdT2

a T2
c (1)

where
ns = the number of detected satellite photoelectrons per laser pulse
Et = the laser pulse energy
hν = the laser photon energy = 3.73 × 10−19 J @ 532 nm (Doubled Nd:YAG)
ηt = the transmitter optical throughput efficiency
θd = the Gaussian beam divergence half angle
R = the slant range between the station and satellite
∆θp = the laser beam pointing error
∆θj = the RMS tracking mount jitter
σ = the satellite optical cross-section
Ar = the telescope receiving area.
ηr= the receiver optical throughput efficiency
ηc = the detector counting efficiency
Ta = the one-way atmospheric transmission
Tc = the one-way cirrus cloud transmission
We note from Equation (1) that the received signal strength varies as 1/R4 and that

the satellite optical cross-section, σ, is the sole contribution of the space segment to the
link equation. Retroreflectors, also referred to as “cube corners”, can be either hollow or
solid, and the solid retros can be coated or uncoated. Table 1 provides a summary of the
various retro types, their unique characteristics, and their historical usage. Note also that
the satellite optical array cross-section, σ, is the sole link contribution of the space segment.
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Table 1. Three types of cube corners and their properties.

Type Al Back-Coated
Solid

Uncoated Solid
(TIR) Hollow

Frequency of Use Most Common Occasional Use Not currently used in
the visible range

Satellite Examples Most satellites Apollo, LAGEOS,
AJISAI, ETS-VIII

ADEOS RIS,
REM, TES

Reflectivity, ρ 0.78 0.93 Can approach 1.0

Polarization Sensitive No Yes
No—metal coating
Yes—dielectric
coating

Weight Heavy Heavy Light

Far-Field Pattern Wide Wide Narrow

Issues

Metal coatings absorb
sunlight and create
thermal gradients.
Not as well
shielded at high
orbital altitudes.

Fewer thermal
problems, but TIR
“leaks” at incidence
angles > 17◦.
Polarization effects
reduce cross-section
by a factor of 4.

Thermal heating
and gradient effects
on joints

Retroreflectors (or “cube corners”) are designed to reflect light back to the point of
origin in a narrow beam. Increasing the size or number of retroreflectors increases the
return signal strength. Figure 1 illustrates the two basic types of cube corner, i.e., solid or
hollow. Table 1 lists the relevant properties and/or advantages of (1) aluminum back-coated
solid retroreflectors, (2) uncoated solid Total Internal Reflection (TIR) retroreflectors, and
(3) hollow retroreflectors. For normally incident light, a single unspoiled retroreflector
(cube corner) has a peak, on-axis, optical cross-section defined by

σcc = ρAcc

(
4π

Ω

)
= ρ

4πA2
cc

λ2 =
π3 ρD4

4λ2 (2)

where the reflectivity of the cube corner, ρ, is typically equal to 0.78 or 0.93 for aluminum-
coated back faces and uncoated Total Internal Reflection (TIR) surfaces, respectively, Acc
is the collecting aperture of the corner cube, D is the cube diameter, 4π/Ω is the on-axis
reflector gain, and Ω is the effective solid angle occupied by the far-field diffraction pattern
(FFDP) of the retroreflector.
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Figure 1. Two types of retroreflector/cube corner—hollow and solid.

As illustrated in Figure 2, the peak optical cross-section rises rapidly as the retrore-
flector diameter to the fourth power. For the popular 1.5 in (38 mm)-diameter cube with a
physical cross-section of 0.001 m2, the peak optical cross-section is about 5.8 × 107 m2, an
increase of over ten orders of magnitude.
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Figure 2. The peak cross-section in square meters as a function of the solid retroreflector diameter in
inches for both Total Internal Reflection (blue curve) and aluminum back-coating (red curve) surfaces.
The peak optical cross-section rises rapidly as the retroreflector diameter to the fourth power. For
the popular 1.5 in (38 mm)-diameter cube with a physical cross-section of 0.001 m2, the peak optical
cross-section is about 5.8 × 107 m2, an increase of over ten orders of magnitude.

3. Retroreflector Far-Field Diffraction Pattern (FFDP)

For a uniformly illuminated circular aperture, the FFDP of the reflected wave, as
plotted in Figure 3, is the familiar Airy function, given by

σ(x) = σcc

[
2J1(x)

x

]2
(3)
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x =
πD
λ

sinθ (4)

where the frequency-doubled Nd:YAG laser wavelength, λ = 532 nm, is the most widely
used in the SLR ground network, and D is the cube aperture diameter.
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Figure 3. The FFDP of an unspoiled circular aperture retroreflector is plotted on a linear scale and
a logarithmic scale in parts (a,b) of the figure, respectively. The half-power and first null occur at
x = 1.6 and 3.8, respectively. For the popular 1.5 in (38 mm)-diameter cube at 532 nm, this corresponds
to θ = 7.1 and 16.9 microradians (1.5 and 3.5 arcsec), respectively.

At an arbitrary incidence angle, θinc, the effective area of the cube is reduced by
the factor

η(θinc) =
2
π

(
sin−1µ−

√
2tanθre f

)
cosθinc (5)

where θinc is the incidence angle and θref is the internal refracted angle, as determined by
Snell’s Law, i.e.,

θre f = sin−1
(

sinθinc
n

)
(6)

where n is the cube index of refraction, and the quantity µ is given by the formula

µ =
√

1− tan2θre f (7)

Thus, as the incidence angle, θinc, increases, the peak optical cross-section in the center
of the reflected lobe falls off as

σe f f (θinc) = η2(θinc)σcc (8)

and is plotted in Figure 4.
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fused silica retroreflectors. The 50% and 0% efficiency points for fused silica (n = 1.455) are 13◦ and
45◦, respectively, whereas the 50% and 0% efficiency points for a hollow cube (n = 1) are 9◦ and 31◦,
respectively, i.e., hollow cubes have a narrower angular response range than solid cubes.

4. Retroreflectors as Ground Calibration Targets

All SLR stations make use of a calibration scheme to initially determine and then
monitor changes in optical and/or electronic system delays that might be caused by
changes in hardware or environmental conditions (e.g., temperature). The most common
approach is to place a single retroreflector at some carefully surveyed distance from the
ground station “invariant point”, defined as the intersection of the elevation and azimuth
axes of the telescope assembly. The retro acts as a point source with a delta function
response. This calibration distance is usually measured at the 1 or 2 mm level using
accurate ground surveying techniques. Subtracting the known target range from the
measured range provides a “range correction” which is then applied to all future satellite
measurements. For maximum accuracy, calibrations are typically performed hourly.

5. Science Applications of SLR Impact the Satellite Array Design

The current SLR constellation spans a wide range of altitudes (500 km to 36,000 km)
and inclinations depending on mission requirements, and each retroreflector array has to be
designed accordingly based on orbital altitude, mission goals, desired signal strength, etc.
The artificial satellites typically fall into four altitude realms with very different scientific
goals, e.g.,

1. Low-Earth Orbiting (LEO: h < 1500 km): Earth gravity field studies and/or orbital
support for spaceborne radars or lidars observing terrain heights, sea/ice levels, tree
mass, etc.

2. Medium Earth Orbiting (MEO: h~6000 km): Low-drag MEO satellites such as LA-
GEOS 1 and 2 are ideal for accurately determining relative station positions, tectonic
plate motion, regional crustal deformation, etc.

3. Global Navigation System Satellites (GNSS: h~20,000 km): SLR provides precise
orbital support to International Navigation Constellations, such as GLONASS (Rus-
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sia), GALILEO (EU), and COMPASS/BeiDou (China). All of the satellites in the
aforementioned constellations are, or will be, equipped with laser retroreflectors,
thereby enhancing the accuracy of GNSS orbits and their associated ground networks
and transportation guidance. Only two of the US GPS satellites carry retroreflectors.

4. Geosynchronous satellites (GEO: h~36,000 km): in equatorial orbits provide contin-
uous monitoring of roughly a third of the Earth’s surface. Besides obvious defense and
military applications, civilian applications include global communications, weather
forecasting, television broadcasting, as well as communications between ground
stations and/or relaying information between other satellites or spacecraft.

For maximum accuracy in orbit determination, the distance of the effective light re-
flection point from the satellite center of mass is ideally independent of the viewing angle.
Thus, passive LEO and GEO satellites are typically spheres embedded with retros. Further-
more, since the signal strength decreases with satellite range as 1/R4, the sphere diameter
typically increases with altitude to accommodate more retros in order to meet cross-section
(signal strength) requirements. To improve detection probability and range precision,
modern SLR stations typically employ fast, single-photon-sensitive, ultralow-timewalk
detectors such as Micro Channel Plate Photo Multiplier Tubes (MCP/PMTs) or Single
Photon Avalanche Diode (SPAD) arrays. When operated at or near single-photon-return
levels, these detectors have allowed satellite detection at few kHz rates with low laser pulse
energies as opposed to the historical few pulses per second with high pulse energies [6]. In
the kHz low-signal scenario, each retroreflector in the array has a diminishing probability
of providing the detected photon in a given measurement as it is further displaced from
the laser line-of-sight (retro #7) and the laser beam incidence angle increases (Figure 5).
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Figure 5. Pulse spreading induced by spherical LEO and GEO satellites (a). In multiphoton detection
mode, the returned light pulse is the sum of the ultrashort (~100 psec) light pulses generated by the
individual retroreflectors, which are reduced in intensity at the higher beam incidence angles (b). In
multiphoton mode, the detector in the ground station sums over the individual retro returns before
sending them to the timing electronics, thereby degrading the range precision. In single-photon
mode, returns from individual reflectors are received at kHz rates and averaged over time to form
“Normal Points”.

In Figure 6, τ is a time normalized to the time it takes a light pulse to travel the diameter
of the satellite, i.e., 2Rs/c, where Rs is the radius of the sphere. Increasing the radius of the
satellite will increase the cross-section by allowing the impinging laser beam to illuminate
more cubes at low incidence angles. At the same time, however, the larger satellite will
also broaden the impulse response, thereby degrading range precision. However, one
can narrow the temporal response of the larger-diameter satellite while maintaining a
high cross-section at low incidence angles by either using hollow rather than solid cube
corners (as illustrated in Figure 6) or by recessing solid cubes inside hollow tubes to limit
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the response to cubes within a narrower range of incidence angles. The latter approaches
effectively eliminate the weaker contributions of the pulses to the right in Figure 5b.
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Figure 6. Impulse response in the large spherical satellite limit (Rs >> nL) for both hollow and solid
quartz cube corners. The difference is due to the smaller acceptance angle in hollow cubes resulting
in fewer cubes contributing to the return.

Finally, because GNSSs and geosynchronous satellites generally perform a utilitarian
function (e.g., Earth observation, communications, navigation, etc.), the nadir side of the
satellite approximately faces the Earth Center of Mass (CoM). For the typical maximum
zenith tracking angle of 70◦, the beam incidence angles from the array normal can vary
from 0 to β, where

β = asin
[

RE
RE + h

sin110◦
]

(9)

For GNSS satellites at h = 20,000 km, β = 13.1 deg, and for GEO satellites at
h = 36, 000km, β = 8.2 deg. The smaller range of incidence angles ensures: (1) near-
maximum-strength returns from a planar array; and (2) limited pulse spreading, especially
if the array is compact in size and the retros are densely packed together to achieve the
required cross-section. Nevertheless, the maximum flat-panel-induced laser pulse spread-
ing per linear foot of array due to the zenith tracking angle is still 474 psec (7 cm) and
292 psec (4.4 cm) for GNSS and GEO satellites, respectively. Thus, typical rectangular or
square planar arrays can introduce an angle-dependent broadening of the pulse return,
resulting in lower-ranging precision. Although a planar circular array with the same area
would result in more uniform pulse spreading, the use of a segmented sphere mounted on
the nadir face of the satellite would largely eliminate angle-dependent pulse spreading and
range biases.

6. Velocity Aberration and “Spoiled” Retroreflectors

If there is no relative velocity between the station and satellite, the beam reflected
by the retroreflector will fall directly back onto the station. However, as illustrated in
Figure 7, a relative velocity, v, between the satellite and station causes the reflected beam
to be angularly deflected from the station in the forward direction of the satellite motion
by an angle α = 2v/c. This phenomenon is referred to as “velocity aberration”. Since
small-diameter cubes have small optical cross-sections but large-angle far-field diffraction
patterns (FFDPs), the signal at the station is not significantly reduced by velocity aberra-
tion. On the other hand, large-diameter cubes with high cross-sections have small-angle
FFDPs, and the signal at the station is therefore substantially reduced by velocity aberra-
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tion. In general, the signal is reduced by half or more if the cube diameter, Dcc, satisfies
the inequality

Dcc > D1/2 =
1.6 λ

πα
=

0.8 λc
πν

(10)
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Figure 7. Velocity aberration causes the reflected beam to be angularly displaced from the ground
station in the direction of the satellite velocity.

If there is a relative velocity between the satellite and the station, the coordinates of the
FFDP are translated in the direction of the velocity vector. The magnitude of the angular
displacement in the FFDP is given by

α(hs, θzen, ω) = αmax(hs)
√

cos2ω + Γ2(hs, θzen)sin2ω (11)

where the maximum and minimum angular displacement values are given by

αmax(hs) = α(hs, 0, 0) = 2vs
c = 2

c

√
gR2

E
RE+hs

αmin(hs) = α(hs, 70◦, 90◦) = αmax(hs) Γ(hs, 70◦)

Γ(hs,θzen) =

√
1−

(
RE sinθzen

RE+hs

)2

ω = cos−1

[(
ˆ
r x

ˆ
p

)
∗ ˆ

v

]

(12)

where v = the satellite velocity at an altitude hs above sea level, RE = the Earth’s
radius = 6378 km, g = the surface gravity acceleration = 9.8 m/s2, c = the velocity of

light = 3 × 108 m/s, θzen = the largest satellite zenith angle for tracking = 70◦,
ˆ
r = the unit

vector to the satellite from the geocenter,
ˆ
p = the unit vector from the station to the satellite,

and
ˆ
v = unit vector in the direction of the satellite velocity. The maximum and minimum

values of the parameter α are plotted in Figure 8 as a function of the satellite altitude above
sea level, hs.
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Figure 8. The maximum (red) and minimum (blue) values of the parameter α as a function of the
satellite altitude, hs. By the time one reaches geosynchronous altitude of 36,000 km, the two curves
converge to roughly the same value of α.

“Spoiling” of the retroreflector is used to compensate for velocity aberration and
improve the signal return from the satellite over the full range of observation angles. If
we offset one or more (N = 1 to 3) of the cube dihedral angles from 90◦ by an amount δ,
the central lobe of the FFDP splits into 2N spots, as in Figure 9. If n is the cube index of
refraction, the mean angular distance of the lobe from the center of the original Airy pattern
increases linearly with the dihedral angle offset, δ, according to

γ =
4
3

√
6nδ = 3.27 n δ (13)Photonics 2023, 10, x FOR PEER REVIEW 11 of 17 
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Figure 10. Example of “clocking” where two adjacent “spoiled” retroreflectors are rotated by 30 
degrees with respect to one another in order to fill in potential gaps in the array FFDP due to 
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Figure 9. Far-field diffraction pattern (FFDP) of a retroreflector “spoiled” in all three axes. To simplify
the drawing, the six resulting lobes are shown as circles, but, in reality, they are better described by
the two-dimensional Fourier transform of either a triangular aperture or a 60-degree sector of a circle.

As before, the angular size of any given lobe decreases as the cube diameter gets
larger, and the FFDP of each lobe is the 2D Fourier transform of an individual 60◦ sector.
The energy distribution is complex but has a hexagonal symmetry if all three δs are equal.
Furthermore, the effective area and peak cross-section of each lobe is reduced to
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Ae f f = η(θinc)
Acc

2N
(14a)

and
σpeak = η2(θinc)

σcc

(2N)2 (14b)

Since the return signal is weakest at the lowest elevation tracking angle, choosing
γ = αmin places the peak of the lobe there, but any lobe energy inside the dark inner ring
or outside the dark outer ring is wasted. Filling in the circumferential gaps between the
lobes produced by ‘spoiling” can be accomplished by rotating cubes by an angle equal to
60◦ divided by an integer greater than one, generally referred to as “clocking”. A larger-
diameter cube will result in smaller lobe dimensions and will reduce the spillover into
the region outside the active angular ring, but it may also create a larger angular spacing
between lobes, which in turn may require more clocking positions, as shown in Figure 10.
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Figure 10. Example of “clocking” where two adjacent “spoiled” retroreflectors are rotated by
30 degrees with respect to one another in order to fill in potential gaps in the array FFDP due
to ”spoiling”. The angular radius to the inner and outer dark circles in the figure correspond to the
minimum and maximum values of α plotted in Figure 8.

7. Lunar Laser Ranging

Lunar Laser Ranging (LLR: h~384,000 km) tracks the distance and angular position of
the surface retroreflector array relative to the Earth-based ground station and contributes
to a wide range of applications, including astronomy, lunar science, gravitational physics,
geodesy, and geodynamics [10]. From Equation (1), the return signal strength varies as 1/R4,
and typically meter-class telescopes, combined with relatively high-energy lasers, were
required to achieve detectable signals.

The earliest lunar-range measurements were conducted in 1962 by MIT Lincoln Labo-
ratories by reflecting high-energy laser pulses (50 Joules) off the lunar surface and recording
the received photons [11]. Subsequently, in 1969, in order to reduce the ground station
telescope and laser energy requirements and simultaneously improve range accuracy to a
specific lunar location, an array of one hundred 38 mm-diameter retroreflectors was placed
on the lunar surface by the manned NASA Apollo 11 mission. In subsequent years, two
other manned Apollo missions (14 and 15) also placed retroreflector panels on the Moon.
Of these, the Apollo 15 array was the largest (300 vs. 100 cubes), thereby increasing the
effective array cross-section (and return signal strength) by a factor of three relative to the
earlier Apollo 11 and 14 arrays. Two unmanned Soviet Lunakhod (17 and 21) missions also
landed arrays provided by France. Images of the current arrays and their locations on the
lunar surface are provided in Figure 11.
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Although the Moon presents the same face to the Earth at all times, the angular
velocity of the arrays as viewed by a particular Earth station varies slightly on a monthly
basis due to a varying lunar velocity resulting from the Moon’s slightly elliptical orbit
about the Earth and, on a daily basis, due to the Earth’s rotation about its polar axis.
The Earth station velocity decreases with station latitude and also with time as the Moon
approaches the station horizon. Fortunately, the beams reflected from the small-diameter
(Dcc = 38 mm) cubes used in the current lunar arrays are highly divergent (on the order
of 4λ/Dcc = 4 (532 nm/38 mm) = 56 µrad for the widely used 532 nm wavelength), and
therefore velocity aberration has minimal effect on the cube performance. On the negative
side, the high divergence of the retros also meant that many reflectors would be required to
achieve measurable return signals, and, as discussed previously in Section 5 of this paper,
the larger panels produce more pulse spreading at increasingly large incidence angles,
resulting in diminished range precision.

Using the Earth–moon distance, REM = h + RE = 384.4 × 106 m, in Equation (12), we
obtain αmax = 6.74 µrad or 1.40 arcsec and αmin = 6.68 µrad or 1.39 arcsec at an elevation
angle of 20 degrees, where the relative velocity between the lunar target and the Earth
ground station due to lunar orbital motion v = 1 km/s.

However, the latter equations ignore the smaller contribution of the station’s motion
due to the Earth’s rotation (~0.46 km/s) to the relative velocity, which typically reduces α
to 4 or 5 µrad for LLR but is negligible for LEO to GEO satellites. If the Apollo reflector
arrays are pointed at the center of the Earth, the maximum beam incidence angle on the
array from any Earth station (ignoring lunar libration) is

θinc = atan
(

RE
REM

)
= 0.95 deg (15)

and the unspoiled cube diameter for which the cross-section falls to half its peak value
is D1/2 = 40.6 mm = 1.6 inches, but the typical manufacturing tolerances are 0.5 arc-
sec for dihedral angles and λ/10 for surface flatness. Apollo 15 has a flat array of
three hundred 38 mm fused quartz cubes, each with an unspoiled peak cross-section of
5.8 × 107 m2. Thus, the theoretical array cross-section, ignoring manufacturing tolerances

138



Photonics 2023, 10, 1215

and local environmental effects, is σ ∼= 300(0.5)(5.8 × 107 m2)= 8.7 × 109 m2. According to
Arnold [12], polarization losses due to the uncoated TIR faces reduce the cross-section by a
factor of four, resulting in σ = 2.2 × 109 m2, but the International Laser Ranging Service
(ILRS) lists a slightly lower Apollo 15 array cross-section of σ = 1.4 × 109 m2.

For the first 30 years following the Apollo 11 landing, the vast majority of the LLR
data set was provided by three stations equipped with meter class telescopes, i.e., (1) the
2.7 m MLRS telescope at the University of Texas McDonald Observatory, (2) the 1.5 m
CERGA LLR telescope in Grasse, France, and (3) the 1.8 m University of Hawaii telescope
on Mt. Haleakala. The latter site was decommissioned by NASA in 1992, but, since that
time, two additional LLR sites have been added: (4) MLRO, Matera, Italy, and (5) the
3.5 m Apollo telescope located at Apache Point, New Mexico, USA. The large 3.5 m
telescope at the Apache Point site resulted in multiphoton returns and unprecedented
lunar-range precisions at the 1 to 3 mm level [13].

Since the turn of the century, more efficient, single, large retroreflectors have been
proposed by various international teams to replace the large Apollo 15 array on future
lunar-landing missions [14–19]. Whereas each of the 300 38 mm-diameter retroreflectors
in the Apollo 15 array currently contributes about 0.33% to the overall signal seen by the
ground stations due to the wide divergence angles of their reflected beams, no dihedral
angle is required for small-diameter reflectors (<150 mm for coated and <100 mm for
uncoated and hollow reflectors). However, since larger-diameter retroreflectors produce
low-divergence reflected beams, they required dihedral angles of 0.20, 0.25, and 0.35 arcsec
for coated, uncoated, and hollow reflectors, respectively. More recent publications provide
updated analyses of these larger lunar reflectors [16,17].

8. Concluding Remarks

A common transmit–receive telescope maximizes the observed signal strength, al-
lowing for the use of lower-power lasers and significantly higher measurement rates.
Early SLR systems typically transmitted the quasi-Gaussian laser beam through a sepa-
rate narrow parallel tube mounted on the receiving telescope. This resulted in a highly
divergent transmitter beam with a full angular width equal to 4λ/Db in our link equation,
Equation (1), where Db is the exiting laser beam diameter. Using the full aperture of the
ground telescope to transmit the beam increased the received signal strength by minimizing
the beam divergence of the outgoing beam, thereby concentrating a much greater fraction of
the laser pulse energy on the satellite. Adopting this approach in NASA’s photon-counting
SLR2000 system [6] increased measurement rates from under 10 Hz to 2 kHz and, due to
significantly lower transmitted pulse energies and large transmitted beamwidths, greatly
reduced eye safety hazards to aircraft. In this instance, using Equation (2), we can rewrite
the original link equation, Equation (1), as [7,8]
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where ρ is the reflectivity of the retro surfaces discussed in Section 2, nt is the number of
transmitted photons per laser pulse, ηt ∼= ηr ∼= 0.66 are the nominal optical throughput
efficiencies of a telescope with aluminum- or silver-coated primary and secondary mirrors
(plus a few additional low-loss optical elements) in the transmit and receive paths [20],
ηd (<0.70) is the detector’s counting efficiency, Tatm is the one-way transmission of the
atmosphere, Dcc is the retro diameter, Dp is the diameter of the telescope’s primary mirror,
λ is the laser wavelength, R is the target range, and gT (≤0.81) and gR (≤1) are the reductions
in the optimized transmitter and receiver gains due to the truncation of the outgoing quasi-
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Gaussian beam by the primary mirror perimeter and/or the presence of a secondary mirror
that blocks the central portion of the outgoing and incoming radiation [7,8].

Solving for nt in Equation (16) and multiplying by the photon energy, hc/λ, the laser
pulse energy required to achieve the desired number of signal photons, ns, is

Et = nt
hc
λ
≥ 30

T2
atm

ns
hc
λ

(
λR

DccDp

)4
(17)

From Equation (17), the advantages of utilizing shorter laser wavelengths (λ) and
the full primary diameter (Dp) of the ground-based telescope to transmit the laser beam
is immediately apparent [6]. This is especially true for LLR, where the product
λR = (532× 10−9 m)(3.844× 108 m) =204.5 m2 at the widely used 532 nm green wavelength
of the frequency-doubled Nd:YAG laser. If we assume a lunar retro diameter Dcc = 100 mm
and the Apollo telescope primary mirror diameter of Dp = 3.5 m used in both transmit
and receive modes, then DccDp = 0.35m2. Ignoring atmospheric transmission losses, the
minimum number of transmitted photons required to achieve a single photon return is
30 (λR/DccDp)4 = 30(204.5/0.35)4 =3.5 × 1012 photons, corresponding to a minimum laser
pulse energy of 1.3 µJ at 532 nm. A one-meter telescope, on the other hand, would require
a minimum of 195 µJ to realize a single photon return.

It should be noted that the use of a 100 mm-diameter cube, as proposed by several
international LLR investigators, increases the signal from a single 38 mm Apollo cube by a
factor of (100 mm/38 mm)4 = 48, or roughly a factor of 6 lower than the 300-retro Apollo
15 array response. It would take a single 158 mm cube to roughly match the Apollo 15
array cross-section. This value is in excellent agreement with Table 1 in [15]. Based on their
simulations, the latter authors also concluded that only the y-axis of the hollow retro’s three
retro axes would have to be corrected by between 0.65 and 0.8 arcsec offset for velocity
aberration. Chinese researchers, on the other hand, describe the design, manufacture, and
testing of a larger 170 mm hollow retroreflector [17] with all three axes deviating from 90◦.

Millimeter-Accuracy LEO-to-MEO satellites use large-radius spherical satellites to
better match the incoming plane wave, minimize pulse spreading, and allow for more re-
flectors within the active area to increase the cross-section. One can minimize satellite pulse
broadening by reducing the range of accepted incidence angles through the use of hollow
cubes or by recessing the cubes (hollow or solid) in tubes drilled into the satellite. It should
also be noted that incidence angles < 17◦ do not leak light in solid TIR reflectors. Finally,
one must select cube diameters and clocking angles that best match the “α annulus”while
favoring the response at high zenith (low elevation) angles, which is key to efficient array
design.

GNSS and GEO satellites typically have a nadir face pointed near the Earth’s cen-
ter due to their other operational functions, e.g., Earth observation, communications,
navigation, etc. Therefore, flat panels perform reasonably well but still exhibit reduced
cross-sections and several hundred picoseconds of temporal spread at lower satellite eleva-
tion angles. Flat circular (rather than square or rectangular) arrays would largely eliminate
azimuthal range biases, but replacing current flat panels by a sphere segment of comparable
cross-section would further improve range accuracy at all observation angles.

Lunar Laser Ranging (LLR) The single large cube concept put forward by various
international teams of investigators clearly has the beneficial effects of (1) better defining
the point of reference on the lunar surface and (2) reducing the target-induced, angular-
dependent, temporal spread of the return pulse. However, achieving the same (or larger)
target cross-sections than are currently available with the Apollo 15 array would require
single-retro diameters in excess of 160 mm. Furthermore, as the size of the single retrore-
flector grows, the divergence of the reflected beam decreases, and careful attention must be
paid to velocity aberration effects due to lunar orbital motion and Earth rotation. Further-
more, Earth’s rotation effects decrease with the increasing latitude of the ground station
and peak at the point of closest approach to the lunar target.
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Finally, unlike Earth-orbiting satellites, where the target of interest is surrounded
by a vacuum, lunar arrays are surrounded by a lunar surface, which can potentially
introduce additional unwanted laser or solar photons to the overall return signal and
thereby potentially degrade the range measurement accuracy. Even if one uses the entire
3.5 m aperture of the largest Apollo Observatorytelescope to achieve the least divergent
laser beam, the central lobe of the transmitted beam will span a diameter of roughly
2λR/Dp = 2 (532 nm) (384.4 × 106 m)/3.5 m = 117 m, corresponding to an angular FOV of
0.3 µrad. We can estimate the number of detected photons reflected by the lunar surface by
applying the lidar equation (Equation (1) in [20]), which applies to a Lambertian-diffuse-
reflecting surface that fills the receiver Field of View (FOV). Under the latter assumption,
the number of laser photons received from the lunar surface is estimated at

nLS = nt(ηt ηrηd)T2
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where ρLS = 0.12 is the nominal reflectivity of the lunar surface at visible and near-infrared
wavelengths and θ is the nominal surface slope as viewed by the Earth station’s line of sight.
Dividing Equation (18) by Equation (16), we obtain an estimated ratio of lunar surface
returns vs. retro returns, i.e.,
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The latter equation indicates that the overall lunar surface return greatly exceeds
that of the reflector since (λR)2 >> Dcc

4 because, even when one uses the full aperture of
the ground telescope to minimize laser beam divergence, the diameter of the illuminated
surface typically spans hundreds of meters. However, the retro produces a “hot spot” in
the return, which can be isolated spatially via a pinhole in the receiver FOV or, better yet, a
multipixel SPAD (Single-Photon Avalanche Diode) array, which can detect the “hot spot”
during target acquisition and drive it to the central pixel of the array in order to maximize
the retro signal strength while simultaneously assigning the vast majority of the surface
photons to other pixels in the array. Locating the Earth-facing retro near the perimeter
of the lunar disk would drive the cosθ term in Equation (19) close to zero. The Southern
lunar pole region might be a good choice since it is believed to be a potential source of
water for future manned missions. In order to further minimize the impact of lunar surface
returns on range accuracy to the target retro, the pixel FOV should be chosen as small as is
practically possible for rapid target acquisition. It may even be advantageous to elevate the
retro a known distance above the lunar surface to more clearly separate the retro returns
from local surface returns that fall within the common pixel FOV.

Finally, a recent article by the LLR staff in Grasse, France, provides an interesting
history of their evolving technology over decades of operations and their experiences with
near-infrared wavelengths [21]. It should also be mentioned in closing that the LLR station
in Grasse successfully tracked the Lunar Reconnaissance Orbiter (LRO) satellite using a
4 × 3 retroreflector array mounted on the anti-nadir side of the spacecraft [22].

Laser ranging throughout the solar system using conventional single-ended ranging
to passive reflectors is unrealistic due to the R−4 signal loss in the link equation. However,
precise ranging (as well as time transfer and wideband communications) can be accom-
plished using two-way asynchronous laser transponders equipped with transmitters and
receivers on both ends of the link [23,24]. In this instance, the signal strength at either
terminal varies only as 1/R2 as opposed to 1/R4. Furthermore, since most of the link
burden (laser power or telescope aperture) can be carried by the Earth station, the space
terminal can be relatively modest in size (submeter), weight, and power consumption [25].
The feasibility of the interplanetary transponder approach has already been demonstrated
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in experiments conducted at the 1.2 m telescope at NASA Goddard Space Flight Center
with a satellite enroute to Mercury at a distance of 22 million km [24], which produced a
range accuracy estimated at 20 cm [25]. Three months later, a second one-way experiment
with the Mars Orbiter Laser Altimeter (MOLA) at a distance of 80 million km [26] resulted
in roughly 500 laser pulses being detected by the Mars orbiter lidar receiver. In the latter
case, the laser in orbit about Mars was sadly no longer operational when the interplanetary
transponder experiment was conducted.
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Abstract: Atmospheric turbulence causes refractive index fluctuations, which in turn introduce extra
distortions to the wavefront of the propagated radiation. It ultimately degrades telescope resolution
(in imaging applications) and reduces radiation power density (in focusing applications). One of the
possible ways of researching the impact of turbulence is to numerically simulate the spectrum of
refractive index fluctuations, to reproduce it using a wavefront corrector and to measure the resultant
wavefront using, for example, a Shack–Hartmann sensor. In this paper, we developed turbulence
simulator software that generates phase screens with Kolmogorov spectra. We reconstructed the
generated set of phase screens using a stacked-actuator deformable mirror and then compensated for
the introduced wavefront distortions using a bimorph deformable mirror. The residual amplitude of
the wavefront reconstructed by the 19-channel stacked-actuator mirror was 0.26 λ, while the residual
amplitude of the wavefront compensated for by the 32-channel bimorph mirror was 0.08 λ.

Keywords: atmospheric turbulence; Kolmogorov spectra; turbulence simulation; wavefront correction;
bimorph deformable mirror; stacked-actuator deformable mirror; Shack–Hartmann wavefront sensor;
adaptive optics

1. Introduction

It is well known that turbulence leads to refractive index fluctuations, which in turn
lead to extra distortions of the wavefront of the radiation that propagates through the
atmosphere. Atmospheric turbulence limits the resolution of telescopes and decreases
the coherence of laser radiation [1–9]. As a result, the quality of the image of the objects
observed by the telescopes degrades. Other tasks that turbulence affects are the wireless
transmission of energy and information with the help of optical radiation [10–13]. This is
important, in particular, for recharging batteries at remote sites; the organization of optical
communication channels in free space [14]; wireless optical communication, wireless power
delivery to flying objects [15,16] and low-earth-orbit satellites [11]; providing a backup
power supply and wireless power supply for household and industrial devices; destroying
unmanned aerial vehicles or space debris [17–19]; providing communication with aircraft
(in order to monitor their condition and obtain information); creating a beam of the desired
shape [20]; focusing a beam inside a limited-aperture pinhole for laser communication
tasks [21]; increasing the radiation power density on a target (laser cutting); and improving
the accuracy of beam positioning (optical recording of information on media).

As is known, the low efficiency of systems for the wireless transmission of energy
and information using optical-range radiation is due to light beam diffraction, radiation
scattering by atmospheric aerosol [22], and the influence of atmospheric turbulence [23–35].
When a laser beam passes through the turbulent atmosphere of the Earth, the wavefront
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becomes distorted, which limits the operational range of such systems [36]. This problem
has been studied for more than a dozen years, yet has not lost its relevance. The technology
for increasing the efficiency of laser radiation transmission to the receiver includes two
main components: high-quality efficient single-mode laser radiation sources and adaptive
optical systems for correcting for wavefront aberrations [37,38]. In this research, we will
concentrate on the second component.

The problems of increasing the range of the propagation of laser radiation through the
atmosphere using adaptive optics methods are being solved by research teams from Russia,
Germany, Italy, the USA, and the Netherlands [39–41]. In terms of adaptive optics for
astronomical applications, we begin with the Air Force Maui Optical Station (AMOS) [42]
in Hawaii, USA, where the ADONIS (Daylight Optical Near-Infrared System) system was
built in 1993–1995. This system was placed in a 1.2 m telescope and was used to increase
the quality of the obtained images of the astronomical objects. There were no adaptive
optics inside this system since it used postprocessing. After that, the ADONIS system was
moved to the 3.6 m EOAR telescope and was equipped with an adaptive optical system.

In [43,44], the authors describe a vision system that uses a conventional adaptive
optical system and works on the 2.5 km horizontal atmospheric path. Another vision
system with adaptive optics included, produced in the Fraunhofer Institute [45,46], was
developed to run in urban conditions. The adaptive system contained a conventional
deformable mirror and works with a frequency of 800 Hz. In [47], the authors describe the
use of an adaptive optical system within an 0.35 m telescope on the 20 km slant atmospheric
path. In [48], the authors describe an adaptive system with a deformable mirror and tip-tilt
corrector for a 0.12 m telescope on the 3 km horizontal atmospheric path.

Most of the papers described above are devoted to the compensation of turbulence
phase fluctuations. In this paper, we will first numerically simulate the effect of the specific
turbulent atmosphere conditions on the wavefront of laser radiation. The second step
is to reconstruct the simulated distortions using the stacked-actuator deformable mirror
in laboratory conditions, followed by compensating for introduced distortions using the
bimorph deformable mirror. Such a numerical–experimental simulation could allow us to
estimate the influence of different turbulence conditions on the radiation wavefront and
estimate the efficiency of the wavefront corrector.

2. Materials and Methods
2.1. Experimental Setup

The principal optical scheme of the adaptive system for atmospheric turbulence
simulation and compensation is presented in Figure 1.
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A point source (a fiber-coupled diode laser with a wavelength of 1.064 µm) is colli-
mated with an achromatic lens to increase the beam diameter. The collimated laser beam is
then incident on the 35 mm stacked-actuator deformable mirror with 19 control actuators,
which introduces the phase delay in order to simulate the atmospheric turbulence. The
distorted beam passes through the telescope (2 lenses), which optically conjugates the
plane of the reflective surface of the stacked-actuator mirror with the plane of the bimorph
mirror, and falls on the 30 mm bimorph deformable mirror with 32 control electrodes,
which compensates for the introduced distortions. The corrected beam passes through the
matching telescope and hits the Shack–Hartmann wavefront sensor.

2.2. Stacked-Actuator Deformable Mirror

The scheme of the actuator’s layout and the principal scheme of the stacked-actuator
mirror are presented in Figure 2, while the main mirror parameters are given in Table 1.

Photonics 2023, 10, x FOR PEER REVIEW 3 of 16 
 

 

 
Figure 1. Optical scheme of the adaptive system for atmospheric turbulence simulation and 
compensation. 

А point source (a fiber-coupled diode laser with a wavelength of 1.064 µm) is 
collimated with an achromatic lens to increase the beam diameter. The collimated laser 
beam is then incident on the 35 mm stacked-actuator deformable mirror with 19 control 
actuators, which introduces the phase delay in order to simulate the atmospheric 
turbulence. The distorted beam passes through the telescope (2 lenses), which optically 
conjugates the plane of the reflective surface of the stacked-actuator mirror with the plane 
of the bimorph mirror, and falls on the 30 mm bimorph deformable mirror with 32 control 
electrodes, which compensates for the introduced distortions. The corrected beam passes 
through the matching telescope and hits the Shack–Hartmann wavefront sensor. 

2.2. Stacked-Actuator Deformable Mirror 
The scheme of the actuator’s layout and the principal scheme of the stacked-actuator 

mirror are presented in Figure 2, while the main mirror parameters are given in Table 1. 

 
Figure 2. (a) The drawing of the stacked-actuator mirror, (b) the photo of the manufactured stacked-
actuator mirror and (c) actuators’ layout scheme. 

  

Figure 2. (a) The drawing of the stacked-actuator mirror, (b) the photo of the manufactured stacked-
actuator mirror and (c) actuators’ layout scheme.

Table 1. Main parameters of the stacked-actuator deformable mirror.

Parameter Value

Substrate aperture 40 mm
Clear aperture 35 mm

Substrate material glass
No. of control actuators 19

Type of actuators PZT
Actuators geometry Hexagonal

Maximum input voltage −30. . .+130 V

There are a number of advantages of the stacked-actuator mirror. The first is the ability
to replace individual actuators. If one actuator fails, there is no need to remove the substrate
with the reflecting coating from all the other actuators—it is only necessary to unscrew the
body of the broken actuator, keeping the tip of the actuator glued to the substrate, and then
replace it with the working one. Secondly, the stacked-actuator mirror has the ability to
polish the substrate in order to flatten the initial surface of the mirror in the assembled state,
i.e., when all the actuator tips are glued to the substrate. The advantage of this mirror is
that it requires a rather small initial adjustment of the surface in the assembled state, which
preserves the dynamic range of the actuators for correcting the laser beam aberrations
rather than the self-aberrations.

The bimorph mirror could also be used as a turbulence simulator. However, there
are a few reasons why the stacked-actuator is a better choice. The first reason why the
stacked-actuator mirror was used instead of a bimorph one for the reconstruction of the
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phase screens is that the bimorph mirror has a limited capacity to reproduce tilt aberrations,
which have a big impact on the turbulent wavefront distortions. The stacked-actuator
mirror, on the contrary, can reproduce the tilt aberrations without any significant sacrifice
of dynamic range. The second reason is that it was interesting for us to test the efficiency of
the newly developed stacked-actuator mirror.

2.3. Bimorph Deformable Mirror

A bimorph mirror consists of a passive glass substrate with a reflective coating and
two piezoceramic disks glued to it [49,50]. A common electrode is applied to the internal
piezoceramic disk, which is designed to change the curvature of the reflecting surface of
the mirror. A grid of control electrodes is applied to the external piezoceramic disk. The
number of control electrodes depends on the type of aberrations to be compensated [51,52].
The scheme of the electrode dislocation and the principal scheme of the bimorph mirror are
presented in Figure 3, while the main mirror parameters are given in Table 2.
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(c) the principal scheme of the bimorph mirror construction.

Table 2. Parameters of the bimorph deformable mirror.

Parameter Value

Substrate aperture 35 mm
Clear aperture 30 mm

Substrate material glass
No. of PZT 2

No. of control electrodes 32
Type of actuators PZT discs

Actuators geometry sectorial
Maximum input voltage −200. . .+300 V

2.4. Shack–Hartmann Wavefront Sensor

In order to estimate the wavefront aberrations introduced by either the stacked-
actuator or the bimorph deformable mirror, the Shack–Hartmann wavefront sensor [53–58]
was used. The Shack–Hartmann wavefront sensor is a well-known device. It is quite simple
to operate and can be easily calibrated for proper use [59]. Shack–Hartmann sensor is
widely used in a large and diverse sets of applications, primarily to measure distortions of
the wavefront of the radiation passing through different media, i.e., turbulent or scattering
atmosphere [60], biological tissues [61], etc.
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The principle of a conventional Shack–Hartmann sensor can be described as follows.
The wavefront of the incident light is divided into a number of sub-apertures with the
micro lens array. The micro lens array is a thin, flat base on which a grid of micro lenses
is etched. Each micro lens has a diameter of 100 to 300 µm and a focal length f of 3 mm
to 8 mm. Light passes through these micro lenses and creates a set of focal spots at the
measurement (sensor) plane.

Since the diameter of each micro lens is small, the wavefront W is assumed to be flat
and to have only tip-tilt aberration within a single micro lens. In the case of no aberrations
(i.e., a wavefront is flat and parallel to the plane of the micro lens), the radiation is focused
at the center of the corresponding sub-aperture of the sensor. If the wavefront in a micro
lens has a non-zero tip-tilt, then the focal spot is displaced (Sx and Sy) from the center of
the sub-aperture in proportion to the tip-tilt value. In other words, if we measure these
displacements, Sx and Sy, of the focal spot per the X and Y axis, we will correspondingly
obtain the values of the partial derivatives ∂W/∂x and ∂W/∂y of the wavefront W within
each sub-aperture. On the other hand, to describe and visualize the wavefront surface ana-
lytically, one can use the polynomial approximation, for example, B-Splines [62] or Zernike
polynomials [63–66], which are commonly used in optics. Thus, the partial wavefront
derivatives ∂W/∂x and ∂W/∂y can be defined analytically using Zernike polynomials. They
can also be calculated from the measured displacements Sx and Sy of the focal spots on
the Shack–Hartmann sensor. Finally, we determined the overdetermined system of linear
equations with the unknown coefficient’s ai. By solving the least squares problem [67],
we obtain the coefficient’s ai. From here on, the wavefront can be analytically described
and analyzed.

In addition to the wavefront measurements, the Shack–Hartmann sensor was used
in order to measure the response functions of the actuators of our deformable mirrors
(bimorph and stacked actuators one). Each control electrode or actuator is described by
its own response function. The response function is a change in the profile of the mirror
surface in response to the application of an electrical voltage to the electrode/actuator, while
the remaining electrodes/actuators have a voltage under zero. The response function is
presented as a set of focal spot displacements registered on the Shack–Hartmann wavefront
sensor. Such a notation allows us to approximate the arbitrary wavefront measured by
the Shack–Hartmann sensor (also presented as a set of focal spot displacements) using the
response functions of the mirror.

2.5. Algorithm of Phase Screens Simulation

The main idea of this research is to simulate the set of phase screens with Kolmogorov
spectra, to approximate and reproduce these phase screens using the 19-element stacked-
actuator deformable mirror, and then to compensate for the introduced wavefront distor-
tions using the 32-electrode bimorph deformable mirror.

In essence, the disturbance of an optical wave by a thin phase screen is the simplest
model of the propagation in a turbulent atmosphere [68]. The fluctuations of the wave
passing through a phase screen are similar to the fluctuations of the light field in a continu-
ous randomly inhomogeneous medium. The thin phase screen most closely reproduces
the influence of large-scale atmospheric inhomogeneities on the characteristics of the light
field. In addition, the advantage of the phase screen method is that it allows the adap-
tive optical system to be analyzed to compensate for low-order phase aberrations in the
atmosphere [69]. In other words, the phase screen approach is simple and presents a good
approximation, and in most cases, it can reproduce the effect of turbulence on the wavefront
with acceptable accuracy.

As a first step, we simulated the set of phase screens. To do this, we applied the Fast
Fourier transform to the Kolmogorov spectrum of the phase fluctuations [70]:

p(u, v, t + ∆t) =
x ∞

−∞

√
K(x, y)· f (x, y, t + ∆t)·ei·

√
x2+y2·V·∆tdxdy, (1)
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where p(u, v, t + ∆t) is the phase screen at moment t + ∆t, (x, y) is a spectrum point,
(u, v) is a phase screen point, V is the wind velocity, m/s, t is the moment of the previous
phase screen generation, t + ∆t is the time moment of the new phase screen generation,
∆t is the time interval between two phase screens and K(x, y) is the spectrum of the phase
fluctuations.

The spectrum of the phase fluctuations K(x, y) is calculated as follows:

K(x, y) = 0.023·
(

2D
r0

) 5
3
·
(

x2 + y2
) 11

3 , (2)

where D is the receiving aperture of the telescope, r0 is the Fried radius and f (x, y, t + ∆t)
is the function, defined as follows:

f (x, y, t + ∆t) = p· f (x, y, t) +
√

1− p2·ei·ϕ(x,y,t), (3)

where p = e− ∆t/τ, τ is the coherence (or freezing) time of the atmosphere, ϕ(x, y, t) is the
random delta-correlated value in the range of [0; 2π].

When t = 0, the function f is expressed as:

f (x, y, t = 0) = ei·ϕ(x,y,t=0). (4)

The calculated phase values should be normalized in accordance with the relation
D
r0

[47]. We used the phase structure function to do this:

DN = 6.88·(
√

x2 + y2

r0
)

5
3

. (5)

Each calculated phase screen was then approximated using the response functions of
the stacked-actuator mirror and reproduced by this mirror. The response function of the
individual actuator of the stacked-actuator deformable mirror represented the deformation
of the surface of the mirror influenced by the voltage applied to this particular actuator,
while other actuators still had a voltage under 0. In our case, the response function of each
actuator of the mirror was measured by the Shack–Hartmann sensor and expressed as the
vector of the displacements of the focal spots on the sensor.

Once the response functions of the mirror were measured, we could run the procedure
of the reproduction of the particular phase screen by the mirror, described as follows:

1. As we had the Zernike approximation of the simulated phase screen, we could calcu-
late the values of the wavefront derivatives in each sub-aperture of the wavefront sensor.

2. Knowing the values of the wavefront derivatives, we could calculate the displace-
ments of the focal spots corresponding to these derivatives.

3. Thus, knowing the focal spot shifts associated with the mirror response functions and
the focal spot displacements corresponding to the wavefront to be reproduced, we
could solve the overdetermined system of linear equations using the least squares
method and calculate the vector of voltages that had to be applied to the mirror actuators.

After applying the calculated set of voltages to the mirror actuators, we reconstructed the
desired phase screen. The accuracy of the reconstruction is provided in the Results section.

2.6. Algorithm of Phase Screen Compensation

Once the phase screen was reconstructed by the stacked-actuator deformable mirror,
the correction procedure ran. It includes the following steps:

1. The wavefront of the laser beam reflected from the stacked-actuator and bimorph
mirrors was analyzed on the Shack–Hartmann wavefront sensor.

149



Photonics 2023, 10, 1147

2. Having, on the one hand, the matrix of displacements of the focal spots on the Shack–

Hartmann sensor

{
Sk

x
Sk

y

}
, corresponding to the wavefront of the reconstructed phase

screen, and, on the other hand, the matrix of values of the bimorph mirror response
functions RF, also consisting of the focal spots shifts, we obtained an overdetermined
system of linear equations for unknown coefficients, which were the values of the
voltages at the mirror electrodes. To solve this system of equations, the least squares
method was used.

3. The calculated voltages were applied to the electrodes of the bimorph mirror.
4. The residual wavefront was measured by means of the Shack–Hartmann sensor.

After the bimorph mirror compensated for the induced wavefront distortions, the
phase screen simulation algorithm proceeded, and the described procedures were repeated.

3. Results and Discussion

The experiment was conducted as follows:

1. Simulation of the set of phase screens using the Fast Fourier transform for the Kol-
mogorov spectrum of phase fluctuations [71,72].

2. Calculation of the control voltages to be applied to the actuators of the stacked-actuator
deformable mirror [73].

3. Reconstruction of the simulated phase screens using the stacked-actuator mirror.
4. Measurement of the introduced wavefront distortions using the Shack–Hartmann

wavefront sensor.
5. Calculation of the control voltages to be applied to the electrodes of the bimorph

deformable mirror in order to compensate for the wavefront distortions.
6. Compensation of the reconstructed phase screens by the bimorph mirror.

It is well known that the main parameter characterizing the strength of atmospheric
turbulence is the refractive index structure parameter C2

n. It can vary from 10−17 m−
2
3 for

weak turbulence to 10−12 m−
2
3 for very strong atmospheric turbulence. For example, in

Hefei city, China, C2
n varies from 6.69 × 10−16 m−

2
3 to 9.87 × 10−14 m−

2
3 for measurements

performed in the summer month at 1 km horizontal atmospheric path [74]. For maritime
atmospheric turbulence C2

n is equal to 10−15 m−
2
3 for the 10 km path, coherence radius

r0 = 3.8 cm for laser wavelength λ = 0.85 µm [75]. For ground-to-space communica-
tion between the International Space Station and the Optical Communications Telescope
Laboratory (OCTL) in Wrightwood, California, a coherence radius of r0 = 4.5 cm has
been experimentally measured for the 1200 km path and 75◦ zenith angle, with the input
telescope aperture varied from 10 cm to 100 cm [76]. For terrestrial atmospheric turbulence
C2

n is equal to 10−12 m−
2
3 for the 1 km path, where the wind velocity was 10 m/s and

the telescope aperture was 20 cm [77]. For desert atmospheric turbulence, C2
n is equal to

10−13.2 m−
2
3 (for an average wind velocity of 6 m/s) for 1.2 km path at Edward Air Force

Base, Mojave Desert, CA, USA [78]. For the atmospheric turbulence measured by our team
in collaboration with our Austrian colleagues at the 1.2 km intra-city link in Vienna, Austria,
the coherence radius was equal to r0 = 1.6 cm for the laser wavelength λ = 0.532 µm and
r0 = 2.65 cm for λ = 0.81 µm; the wind velocity varied from 5 to 10 m/s for the receiving
aperture D = 140 mm.

However, C2
n can be calculated from the known receiving aperture diameter D and

Fried radius r0. In this research we set D
r0

= 10, the wavelength λ = 1 µm, and the wind

velocity v = 6 m/s. C2
n varies roughly from 9 × 10−15 m−

2
3 to 8 × 10−14 m−

2
3 for the path

length from 500 m to 3 km.
Figure 4 presents the results of the Zernike approximation of the phase screen simu-

lated with the Kolmogorov spectrum and the results of the reconstruction of this phase
screen with the stacked-actuator deformable mirror.
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It can be seen from Figure 4 that the stacked-actuator deformable mirror reconstructs 
the simulated phase surface with an error of about 13%. The amplitude of the wavefront 
distortions of the approximated phase screen was equal to 1.09 µm (root mean square 
error RMS = 0.22 µm). The amplitude of the reconstructed surface was equal to 0.95 µm 
(RMS = 0.19 µm). The voltages on the actuators of the stacked-actuator mirror required to 
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Figure 5. Actuator’s voltages calculated to reconstruct the phase screen. (a) Schematical 
representation of the actuators of the stacked-actuator mirror where each color from the palette 
corresponds to the voltage value, (b) table of absolute voltages values on each actuator, (c) bar 
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Figure 4. Results of the approximation of the phase screen using Zernike polynomials. (a) Fringes
map, (b) phase map, (c) calculated far field intensity distribution—for the approximated phase screen,
(d) Zernike decomposition and results of the reconstruction of the phase screen by means of stacked-
actuator mirror, (e) fringes map, (f) phase map, (g) calculated far field intensity distribution—for the
approximated phase screen, (h) Zernike decomposition.

The input parameters for the phase screens simulation algorithm were as follows:
It can be seen from Figure 4 that the stacked-actuator deformable mirror reconstructs

the simulated phase surface with an error of about 13%. The amplitude of the wavefront
distortions of the approximated phase screen was equal to 1.09 µm (root mean square
error RMS = 0.22 µm). The amplitude of the reconstructed surface was equal to 0.95 µm
(RMS = 0.19 µm). The voltages on the actuators of the stacked-actuator mirror required to
reconstruct such a wavefront are presented in Figure 5.
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Figure 5. Actuator’s voltages calculated to reconstruct the phase screen. (a) Schematical representa-
tion of the actuators of the stacked-actuator mirror where each color from the palette corresponds
to the voltage value, (b) table of absolute voltages values on each actuator, (c) bar diagram of
the voltages.
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It should be noted that the voltage range for the stacked-actuator mirror is−30 V–+180 V. This
means that in order to use the whole dynamic range, we have to set the offset voltages for
each actuator. In our case, the offset voltage was 50 V. It can be seen from Figure 5 that the
voltage values required to reconstruct the desired wavefront shape were not very high—the
voltage variation was about ±20 V. It took only 10% of the dynamic range of the mirror,
where 100% of the dynamic range means that either −30 V or +180 V is applied for each
actuator. This is due to high-sensitivity of the piezoceramic actuators used in the mirror.
The 13% error of the phase screen reconstruction is mainly because of the limited number
of the actuators used in the mirror.

In order to estimate the accuracy of the reconstruction, we subtracted the raw phase
data of the reconstructed screen from the raw phase data of the simulated phase screen.
The resultant phase difference surface is presented in Figure 6.
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Such a difference (PV = 0.26 µm) between the simulated and reconstructed phase
surfaces may be due, first of all, to a hysteresis effect of piezoceramics used in the actuators
of the mirror [79]. In essence, the response of the actuators of the stacked-actuator mirror
is on average 15% smaller/bigger than the expected response for each act of voltage
application. Thus, it takes 2–3 iterations to compensate for the hysteresis and reduce the
phase delay between the expected and real phase screen.
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The second step was to compensate for the introduced wavefront distortions with the
bimorph deformable mirror. Figure 7 shows the result of the compensation of the phase
screen with the bimorph mirror.
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The 35 mm diameter bimorph deformable mirror with 32 control electrodes compen-
sates for the introduced distortions with high efficiency. The residual wavefront amplitude
was equal to 0.08 µm, while the RMS was only 0.01 µm (λ/100).

The voltages on the electrodes of the bimorph mirror were required to compensate
for the wavefront distortions introduced by the stacked-actuator mirror are presented
in Figure 8.

It can be seen from Figure 8 that the voltage values required to compensate for
the induced wavefront distortions were higher than for the stacked-actuator mirror—the
voltage change was about ±100 V. It took about 9% of the dynamic range of the mirror,
where 100% of the dynamic range means that either −300 V or +300 V is applied to
each electrode.

Since the efficiency of the currently used 19-channel stacked-actuator mirror as a phase
screen reconstruction device was not very high (the reconstruction error was about 13%),
the first step for future research will be to increase the number of actuators of the stacked-
actuator mirror. In addition, the amplitude of the phase fluctuations of the simulated
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phase screens can be increased in order to test both the efficiency and stability of the
compensation loop.
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4. Conclusions

In this research, turbulence simulator software was developed and tested to generate
phase screens with Kolmogorov spectra. The set of phase screens was generated for the
ratio of receiving telescope aperture to Fried radius equal to 10, a wavelength equal to
1 µm, and a wind velocity equal to 6 m/s. The refractive index structure parameter C2

n

varied roughly from 9 × 10−15 m−
2
3 to 8 × 10−14 m−

2
3 for the path length from 500 m up to

3000 m. The generated set of phase screens was reconstructed using the 19-channel stacked-
actuator deformable mirror and then compensated for using the 32-channel bimorph
deformable mirror. It was shown that the residual amplitude of the wavefront reconstructed
by the 19-channel stacked-actuator mirror was 0.26 λ, while the residual amplitude of the
wavefront compensated by the 32-channel bimorph mirror was 0.08 λ.
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Abstract: Spektr–UF (World Space Observatory Ultraviolet, WSO-UV) is a Russian-led interna-
tional collaboration aiming to develop a large space-borne 1.7 m Ritchey–Chretién telescope with
science instruments to study the Universe in ultraviolet wavelengths. The WSO-UV spectrograph
(WUVS) consists of three channels: two high-resolution channels (R = 50,000) with spectral ranges
of 115–176 nm and 174–310 nm, and a low-resolution (R = 1000) channel with a spectral range of
115–305 nm. Each of the three channels has an almost identical custom detector consisting of a CCD
inside a vacuum enclosure, and drive electronics. The main challenges of the WUVS detectors are
to achieve high quantum efficiency in the FUV-NUV range, to provide low readout noise (3 e−at
50 kHz) and low dark current (<12 e−/pixel/hour), to operate with integral exposures of up to
10 h and to provide good photometric accuracy. A custom vacuum enclosure and three variants of
a custom CCD272-64 sensor with different UV AR coatings optimised for each WUVS channel were
designed. The enclosure prevents contamination and maintains the CCD at the operating temperature
of −100 ◦C, while the temperature of the WUVS optical bench is +20 ◦C. A camera electronics box
(CEB) that houses the CCD drive electronics was developed. Digital correlated double sampling
technology allows for extremely low readout noise and flexible frequency for normal and binned
pixel readout modes. This paper presents the WUVS detector design drivers, methods for extending
the service life of the CCD sensors working with low signals in a space radiation environment and the
key calculated parameters and results of the engineering qualification model qualification campaign.

Keywords: ultraviolet; WSO–UV; CCD; quantum efficiency; gradient anti-reflection coating

1. Introduction

The Spektr–UF (Spectrum–UV, World Space Observatory–Ultraviolet, WSO–UV) obser-
vatory is designed to study the Universe in 115 nm to 310 nm ultraviolet (UV) wavelengths.
A 170 cm aperture space telescope has two main science instruments—spectrographs and
field cameras [1–3].

The main scientific objectives of WSO-UV are: evolution of the early Universe, star
formation, galaxy evolution, extrasolar planets and their atmospheres, stellar physics,
compact bodies, astrophysical accretion processes, etc. [4].

WUVS (WSO-UV Spectrograph) consists of two high-resolution spectrographs (R = 50,000)
covering the far-UV range of 115–176 nm (Vacuum UltraViolet Echellé Spectrograph,
VUVES) and the near-UV range of 174–310 nm (UltraViolet Echellé Spectrograph, UVES).
The third WUVS channel is a long-slit spectrograph (LSS) that has two sub-channels
operated with a single detector, the total coverage wavelength range being 115–305 nm
(Figure 1). WUVS high-resolution FUV and NUV channels have a classical Echellé optical
design (Figure 2), and the low-resolution channel has a Rowland optical design (Figure 3)
with two subchannels for FUV and NUV, both operated with one detector. The VUVES and
UVES channel optical schemes are optimised to utilize the whole photosensitive surface

Photonics 2023, 10, 1032. https://doi.org/10.3390/photonics10091032 https://www.mdpi.com/journal/photonics158
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of the CCD detectors [5]. The LSS channel has two long narrow spectra located along the
bottom long side of the detector while the remaining part of the CCD remains unusable [6].

Figure 1. WUVS spectrograph with three CCD detectors.

Figure 2. UVES optical layout: S—entrance slit, M—collimator mirror, E—echellé grating, G—cross-
dispersion grating, W—entrance window of CCD, D—CCD surface, B—detector baffle.

Figure 3. LSS Layout: S—entrance slit, G1—toroidal grating of NUV branch, G2—toroidal grating of
FUV branch, FM—flat mirror, W—entrance window of CCD, D—CCD surface, B—detector baffle.
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The spectrographs’ slits have a size of 1 arcsec, while the telescope PSF is three times
smaller; therefore, all spectrographs operate in a slit-less mode.

WSO-UV will operate on geosynchronous orbit. One of the advantages of the WUVS
spectrograph over similar HST spectrographs operating on the low Earth orbit is the
possibility of having long uninterrupted observations of up to 10 h or even longer.

Each WUVS channel has a mechanical shutter close to the slit to block the light from
the telescope to allow for CCD readout, which could be as long as 2 min at the lowest
CCD readout speed. Another goal of the shutter is to obtain accurate CCD dark current
calibration images, which may take up to several hours.

The WUVS does not have an internal lamp for wavelength calibration; therefore,
well-known stars are the only source used to calibrate the spectrograph.

Each long WUVS exposure should be split into a series of short sub-exposures to
implement cosmic ray rejection algorithms and dithering (if needed) and to compensate for
possible minor spectra displacement on the CCD due to the spectrograph thermal stability
and spacecraft pointing system drift. A sub-exposure should be no longer than 10–20 min
while the total observation time may reach 10 h.

T-170M telescope fine guidance sensors (FGSs) were mounted close to the spectro-
graphs’ entrance slits to ensure the proper pointing and stabilisation of the telescope in
order to keep the star at the center of the slit. For each 10 min subexposure, the FGS pro-
vides information about the actual position of the star within the slit. In case of unexpected
problems with the telescope pointing stability during WUVS long exposure (up to 10 h),
this information will be used to prevent degradation of the spectral resolution.

To cool down detectors, the WSO–UV spacecraft provides an isolated cold heat pipe
connected to a large external radiator. This system maintains the temperature of the CCD
enclosure’s cold finger at around −105 ◦C. Low-power heaters are installed on the cold
finger and near the CCD for precise temperature stabilisation.

The WUVS data processing unit uses lossless compression algorithms while co-adding
images will be a part of the science data processing pipeline at the ground scientific center.

With this article, we want to give visibility to the current progress of developing
and qualifying world-class space-qualified custom UV detectors for a large WSO-UV
space mission.

The main aim is to present general scientific and technological drivers and key design
solutions. Special attention was paid to the problem of CCD operation with very low
signals in a space radiation environment and methods for extending the CCD service life.
At the end of the paper, key measured parameters of the engineering qualification model
are presented.

We hope that our experience in UV technologies will help astronomers to develop
other new UV instruments.

2. WUVS Detector System General Design

The WUVS detectors should provide high sensitivity in a UV, high dynamic range and
low dark current.

The previous design of the WSO-UV spectrograph was based on micro channel plate
(MCP) detectors. At that time, it was the only way to achieve high sensitivity in the UV
range [7]. The disadvantages of the MCP detectors are limited local and global count rates,
lifespan and resolution. MCP detectors limit the maximum signal-to-noise ratio (SNR) of
the spectra by 30 approximately. To eliminate the lifespan problem, it was suggested to
install a spare detector in each channel as well as a corresponding remotely controlled
folding mirror to activate the spare detector.

Thanks to the improvements in CCD technology, especially in UV coatings and readout
noise, replacing an MCP detector by a CCD is made possible.

Before choosing the CCD technology to be used in the WUVS instead of MCP, the
use of a custom design scientific complementary metal–oxide–semiconductor (sCMOS)
was briefly considered. The main possible advantages of the sCMOS are a potentially
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lower readout noise (down to 1 e− RMS) and the absence of charge transfer degradation
due to the radiation. On the other hand, there are several disadvantages, such as an
uncertainty of the lowest achievable dark current even with deep cooling, some problems
with photometric accuracy, a lack of sCMOS heritage in space and the overall developing
risks related to a new custom UV-optimised sCMOS. Because of these reasons, a more
conservative approach to using mature CCD technology was selected.

The main advantages of the CCD detectors compared to MCP are high sensitivity in
the NUV range, a large format and geometrical stability, high dynamical range and the
possibility to obtain UV spectra with a high SNR from relatively bright targets without the
risk of damaging the detector.

In the FUV range (120–200 nm), the sensitivity of the CCD is decreased due to the
absence of suitable space-qualified CCD AR coatings operated in this range. Therefore, for
weak sources, the CsI MCP operated in photon-counting mode still has better sensitivity
than CCD in FUV.

The WUVS detector subsystem was designed based on the Institute of Astronomy RAS
(INASAN) statement of work and produced by Teledyne e2v and RAL space companies,
and the main components are shown in Figure 4. It consists of three channels (Figure 5),
each optimised for a specific range of wavelengths. For design reasons, all three detectors
should be identical, except for minor changes such as anti-reflection coating on the CCD,
the selection of the readout area of the CCD and active output amplifiers. Three variants of
a custom CCD272-64 sensor with different UV AR coatings, each optimised for a specific
WUVS channel, were designed by the team.

Figure 4. The engineering qualification model (EQM) of the enclosure with interconnection module
(ICM) and camera electronics box (CEB).

Figure 5. Three WUVS detector assemblies ready for installation.

The CCD quantum efficiency (QE) in NUV and especially in FUV is very sensitive
to the CCD surface molecular contamination. The WUVS optical assembly and T-170M
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telescope scientific instrument compartment are not clear enough to allow for the operation
of an open-face cooled CCD in the UV range. To prevent contamination of the CCD and
maintain the CCD operating temperature at −100 ◦C, a custom vacuum enclosure with
an input window made of MgF2, identical for all WUVS channels, was designed. The
drawbacks of this design approach are the light losses on the window and additional
thermal load on the CCD cooling system. The MgF2 sample demonstrated a transmittance
of 67% at 120 nm and 94% at 300 nm wavelengths.

The CCD enclosures and CCD drive electronics are located inside the WUVS optical
assembly because the distance between the CCD and electronics should be minimised.

To prevent the WUVS optical bench being heated by CCD drive electronics, electronic
boxes are mounted on the thermal inserts and each electronic box has a heat pipe to evacuate
its heat (about 10 W) to the WUVS wall that acts as a large common radiator. The WUVS
optical scheme will be aligned at a +20 ◦C temperature and the WUVS optical assembly
should be stabilised at this temperature after the launch; therefore, the CCD enclosure
mounting feet will also be at +20 ◦C.

Mechanical shutters are located on the top of the WUVS optical assembly slightly
above the spectrographs’ entrance slits. Their main goals are to block the light during the
CCD readout procedure and to obtain CCD bias and dark calibration frames [8].

The WUVS spectral resolution element (resel) has a size of about 70 µm. It was
a tradeoff in the WUVS custom CCD pixel size between 12 µm and 24 µm. For a small CCD
pixel, the WUVS resel has a size of six pixels and, for a large pixel, three pixels. The choice is
not so obvious, especially if the CCD operates in a space environment. The main differences
with ground-based spectrographs are the presence of cosmic rays on each frame, quick
degradation of CCD charge transfer efficiency (CTE) with time, especially for low-level
signals, and quick general degradation of the CCD cosmetics.

In the case of having a large pixel with a notch channel, the low-level signal CTE for
a combined signal within the resel will potentially be higher and the CCD readout noise
contribution will potentially be lower.

With a small pixel, these two factors act in opposite (negative) directions. But small
pixels also have advantages in operating the CCD in a space environment. Firstly, it is
possible to reject cosmic rays more gently, which is a large problem for WUVS long-exposure
images with a close to zero background. Therefore, increasing the subexposure time slightly
might be considered, which leads to a decrease in the amount of CCD readouts within the
long exposure, and it will reduce the CCD readout noise contribution. The other benefit
of a small pixel is to have a higher tolerance for the appearance of bad columns and hot
pixels after 5–10 years of operation in space. Indeed, if the resel has a size of 6 × 6 pixels,
the presence of several remarkably defected pixels may be tolerated. And, finally, a small
pixel always provides the best spectra sampling.

WUVS science and technical teams have decided to choose the small pixel CCD option.
It will maximize the scientific performance during the first few years of the WSO-UV
mission when the CCD will not be seriously degraded by radiation. During the second half
of the WUVS life in space with a degraded CCD, it provides the best WUVS performance
for observing medium and bright sources.

There is a tradeoff between using a classical single-end CCD video signal output
and pseudo-differential video output. When using both real and dummy CCD outputs,
there is better common-mode noise rejection and reduced susceptibility to electromagnetic
interference and interference from the CCD clocking. To minimise the WSO-UV mission
risk, pseudo-differential video output was selected.

Each WUVS detector has a small tungsten lamp to illuminate the CCD in optical
wavelength. Before each sub-exposure, this system provides a preflash of the CCD at a level
of about 10 e−/pixel to fill the traps to improve charge transfer efficiency. The second
purpose of the lamps is to obtain more or less uniform flat field images at a level of a few
thousand electrons per pixel. This helps for the quick evaluation of the CCD pixel health as
it identifies new bad or hot pixels because of the quick CCD degradation in space. Due to
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the illumination system operating in an optical wavelength, these flat fields cannot be used
to calibrate scientific UV spectra.

CCD detectors are very sensitive to optical wavelength radiation; therefore, all internal
elements of the WUVS have a black coating optimised for visible light suppression. Some
residual light from the Sun may enter the telescope’s scientific instrument compartment
through its side walls via small holes and gaskets. The WUVS optical assembly was
designed to be light-tight, so, together with the telescope, there is double-layer protection
for the WUVS detectors from Sun radiation.

Because of the compact and crowd optical design, the WUVS has a limited amount of
space to install internal baffles and diaphragms. Each detector has a baffle in front of the
CCD to reject out-of-band spectral orders; nevertheless, VUVES and UVES detectors remain
partially open for scattered light inside the WUVS. The LSS channel has an additional baffle
to avoid direct illumination of the detector from the grating.

3. The WUVS CCD

The WUVS CCD272-64 is a derivation of CCD273 used in the ESA’s EUCLID mission;
therefore, we can classify the WUVS CCD as a semi-custom device [9,10]. The main modi-
fications are the higher gain of the output amplifiers to achieve better noise performance
and back surface optimisation to operate in the UV range.

WUVS semi-custom CCD272-64 is a back-thinned back-illuminated two-phase de-
vice pixel array, the format is 4096 columns by 3112 rows and the pixel size is 12 µm
square. Depending on the WUVS scientific observation program, pixels can be combined
in 2 × 2 groups to give an effective 24 µm pixel size for minimisation of the readout noise
within the resolution element of the spectrum and/or to decrease the readout time.

CCD272-64 has two serial registers with two output amplifiers each, but the drive
electronics only have two analog circuits to read the CCD. Because of this restriction,
the CCD readout schemes are different for different channels in order to achieve the
best performance.

The LSS version has been designed to read only a half of the chip using one serial
register with its two (left and right) output amplifiers. The VUVES and UVES CCDs have
been designed to read the whole chip using two serial registers, but each register reading
uses only one amplifier.

One of the key scientific design drivers for the WUVS CCD is to optimise its per-
formance in order to operate at very-low-level signals down to a few electrons per pixel
with a very long integration time of up to 10 h. For this purpose, the CCD operation
temperature has been chosen at −100 ◦C. At this temperature, an increase of 1 ◦C in CCD
temperature will result in about a 1.5 e−/pixel/hour increase in dark current. The CCD
uses a low-voltage process to minimise power consumption both on the device and in the
drive electronics.

To implement cosmic ray rejection algorithms, the WUVS very long exposure will be
split into a series of short sub-exposures of about 10 min each. This naturally leads to an
increase in the readout noise.

One of the challenges of the WUVS CCD is to achieve a detector lifespan of up to
10 years while operating at the geosynchronous orbit. The radiation degradation of the
CCD leads to the increasing of a dark current, number of cosmetic defects and, the most
critical parameter for the WUVS spectrograph, the degradation of charge transfer efficiency
(CTE) for low-level signals on a zero background. To prolong the long-term stability of
the WUVS CCD detector performance in a radiation environment, several techniques and
design features are used:

• Shielding of the CCD by enclosure and other mechanical elements of the WUVS
and spacecraft;

• Using the Teledyen e2v “radiation hard” process;
• Putting the CCD parallel transfer direction perpendicular to the dispersion of each

WUVS channel. This design choice helps to minimise degradation of the spectral
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resolution due to CTE, as parallel transfer CTE is higher than serial transfer CTE, but
the consequence of this choice is a higher degradation of spectral line intensity because
of parallel transfer CTE, e.g., smearing and charge losses;

• Putting the LSS channel FUV spectrum directly next to the serial register to minimise
the number of parallel transfers, and the NUV spectrum next to the FUV, because,
typically, the FUV spectrum is weaker than the NUV spectrum;

• Using a split frame transfer CCD readout mode to minimise the number of parallel
transfers for VUVES and UVES channels;

• Using an optical preflash system to illuminate the CCD at a level of about 10 e− for
partially filling charge traps;

• Heating the CCD up to about +20 ◦C periodically for annealing.

For the WUVS science program, the best possible readout noise is more important
than the full well capacity, so the conversion factor of the CCD output amplifiers increased
to 7 µV/e−, and, accordingly, the maximum signal in a pixel decreased to 30,000 e−. Such
a full well capacity would not limit the ability to obtain high SNR spectra, because one
resolution element has a size range from 3 × 3 to 6 × 6 pixels, and all exposures will be
split into sub-exposures. The CCD gain is 0.8 e−/ADU in a 16 bits format. To improve
common mode noise suppression, a differential output architecture of the CCD output
circuits is used.

One of the problems of the CCD operation in space is general degradation of the
CTE. Additionally, the low-level signal CTE with zero background degradation needs to
be considered. For the WUVS, the second aspect is the most important because typical
spectra have a very low intensity while the spaces between echelle spectral lines are
completely dark.

Low-level signal CTE with zero background degradation occurs because of the ra-
diation degradation of the silicon, which causes many small traps to appear. If the traps
are empty, they can temporarily catch several electrons during integration or CCD read-
out; therefore, some low-level signal details on the image may smear or even completely
disappear. After a few years of operation in space, the low-level signal CTE with zero
background may be more than an order of magnitude lower than CTE for a high-level
signal with non-zero background.

The CCD272-64 pixel structure forms a potential well within the pixel that acts as
a “notch” channel. While the amount of collecting electrons in the pixel is small, they are
concentrated in the center of the pixel and, therefore, the probability to be captured by
traps is reduced. During an on-ground validation campaign, WUVS CCD272-64 was tested
before and after irradiation to measure both standard CTE and low-level signal CTE with
zero background.

One of the main challenges for the WUVS CCD is to provide the best possible quantum
efficiency over a very challenging spectral range from 120 nm to 320 nm. UV radiation is
the most difficult to detect with CCD detectors because the absorption depth in silicon is
the smallest at these wavelengths. The CCD must be thinned to minimise any dead layer at
the back surface and a different kind of treatment of the back surface may be implemented
to further improve the quantum efficiency. Teledyne e2v has chosen to use a laser annealing
treatment of the WUVS CCD. The drawback of this technique is the presence of a fixed
pattern variation of QE in the UV range.

A novel process is used whereby the CCD has an anti-reflection HfO coating of
different thicknesses over a part of the image area to match the operation wavelength
at each point of the detector with the spectrograph’s dispersion. The coating should be
removed for the shortest wavelengths (115–180 nm), where the presence of the coating
would degrade the quantum efficiency. Therefore, the VUVS channel’s variant of the CCD
has no coating at all, the UVES channel’s CCD is fully coated with gradient AR coating
and the LSS channel’s CCD has two sections: an uncoated area for the FUV spectrum and
a gradient AR coating area for the NUV spectrum.
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4. The Hermetic CCD Enclosure

Due to the CCD cold surface being very sensitive to contamination, a custom cryostat
(enclosure) was designed and manufactured to maintain a very clean environment for
the CCD. The enclosure was designed according to ultra-high vacuum standards. The
purposes of the enclosure are to:

• Protect the CCD surface from any kind of contamination;
• Provide an additional radiation shielding for the CCD;
• Provide a UV transparent window for illuminating the CCD;
• Provide a thermal path for cooling the CCD.

One of the challenges of the enclosure is to guarantee the absence of any condensation
on the cold-sensitive CCD surface, which may impact the QE, for 9 years of operation.
According to our calculation, the partial pressure of water within the enclosure should be
maintained below 1.6 × 10−5 mbar at −100 ◦C. Before the final assembling of the WUVS
flight model, all enclosures will pass through a pump and bake procedure again and be
filled up with ultra clean Ar.

The enclosure input window is maintained at +22 ◦C by utilising an additional dedi-
cated heater in order to minimise contamination on the window side facing towards the
WUVS optical assembly. A spacecraft battery directly powers the CCD window heater
to ensure the protection of the window against contamination. This is essential when
the WUVS remains unpowered during the launch and commissioning phases and if the
spacecraft enters a safe mode operation.

To prolong the detectors’ lifespan in a radiation environment, the annealing procedure
will be carried out monthly. For this purpose, a 500 W heater is installed on the external
radiator for temporal deactivation of the CCD passive cooling system.

5. CCD Drive Electronics

The camera electronics box (CEB) was designed according to the INASAN statement
of work and built by RAL Space, STFC (UK) based on its heritage of the production of
CCD camera electronics for several projects, such as STEREO SCIP/HI, SDO AIA/HMI,
GOES-R SUVI. The CEB is connected to the WUVS by a redundant SpaceWire link that is
used for CCD image transmission, telemetry and the commanding of the CEB. The WUVS
also provides redundant 27 V power for the CEB.

Three identical CEBs are located inside the optical-mechanical unit of the WUVS close
to the dedicated CCD enclosures to minimise the analog cable lengths. The CEB power
consumption is 11 W per channel and the heat produced by each CEB is evacuated by
a dedicated heat pipe. The CEB box dimensions are 150 × 220 × 65 mm, the weight is
3.2 kg and the wall thinness is 6 mm to improve protection against radiation (Figure 6).

The CEB houses three camera electronic cards: a power supply card, bridge card and
CCD camera card. The CCD camera card provides the majority of the functionality within
the CEB system, including the SpaceWire interface, video digitisation, CCD bias voltage
generation and CCD clock driving.

A key technology implemented in the CEB is a digital correlated double sampling.
It enables several readout speeds of 50 kHz, 100 kHz and 500 kHz, each in normal and
binned pixel readout modes, with each mode optimised to have the lowest possible readout
noise. The CEB 14-bit ADCs continuously sample the entire CCD video signal at a rate of
25 MHz, including settling and clamp periods. At a pixel frequency of 50 kHz, the CEB
obtains about 160 valid samples to measure each pixel’s signal. The average pixel value is
calculated with high precision and then rounded to 16 bits to avoid an increase in system
noise due to the quantisation error of 14 bits format data.

An additional interconnect module was also designed, which is mounted directly
on the CCD video signal connector on the bottom of the enclosure. It provides the CCD
video signal amplification to reduce the system noise and additional filtration of the CCD
voltages. The interconnect module is connected to the CEB by a short electrical harness.
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Two types of harnesses (VUVES/UVES and LSS) were developed in order to keep them as
short as possible within the WUVS mechanical constraints.

Figure 6. Flight models of the camera electronic box (CEB), interconnection module (ICM) and analog
video cable.

6. Qualification Campaign Main Results

The assessment of quantum efficiency in FUV and NUV ranges for modern CCD and
CMOS is still limited due to the complexity of the necessary equipment, especially the
source of monochromatic, well-regulated and uniform UV radiation.

WUVS CCD reflectivity was measured to predict QE in the UV range using Teledyne
e2v’s own technique. In 2019, a direct QE measurement of the LSS channel engineering
qualification model CCD was carried out on the metrological station “Kosmos” at the
Budker Institute of Nuclear Physics. As a source of UV light, a synchrotron radiation from
the VEPP-4M storage ring was used with a MgF2 filter to cut off high-energy radiation and
with the UV monochromator to select the working wavelength. All the measurements were
performed at the CCD nominal working temperature of −100 ◦C. In addition to the QE
measurement, the efficiency of the CCD enclosure cooling system was checked.

The LSS device has both an uncoated region and a gradient AR-coated region (Figure 7).
In accordance with the WUVS spectrograph dispersion, the AR coating thickness is opti-
mised for 180 nm on the left side of the CCD and for 310 nm on the right side.

Figure 7. EQM LSS enclosure quantum efficiency measurement results for the uncoated and gradient
AR-coated regions of the CCD.

The QE was measured in the 111–320 nm range for the uncoated region and at 10 points
of different thicknesses for the AR-coated region. The measurement results show a good
compliance with our prediction based on a reflectivity method. Our measurements show
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up to a four times QE increase due to the AR coating, which is a great improvement in the
CCD responsivity in UV. For future FUV missions, it is a great opportunity to develop new
kinds of space-qualified anti-reflection coatings to operate below 180 nm.

Enclosure cooling system verification results confirm that the temperature difference
between the CCD and the “cold finger” is 5 ◦C.

During the test of the FM CEB, a readout noise of about 2.6 e− RMS at 50 kHz and about
3 e− RMS at 100 kHz was measured. The linearity is better than 0.2% and the cross-talk between
the channels is less than 29 ppm. The CEB linearity is about 0.1% within the full CCD input
voltage range. The CEB electronics contribution to the crosstalk between two CCD readout
channels is about 40 ppm, and was measured using a CCD signal emulator.

7. Summary and the Current Status

The WUVS detector has a custom design to maximise the scientific efficiency of the
WSO-UV mission. Several methods for extending the service life of the CCD detectors in
a space radiation environment were implemented.

The WUVS spectrograph CCD detector system has been developed based on the
Teledyne e2v and RAL space expertise, considering specific requirements of the WSO-UV
mission to operate with very low signals for a long exposure time.

The critical design review (CDR) of the camera electronics box and enclosure were
passed in 2016 and 2019, respectively, while, between 2020 and 2021, the WUVS detector
subsystem successfully passed the qualification campaign and the key parameters were
verified. In addition to the Teledyne e2v factory validation and verification campaign,
the quantum efficiency of the LSS EQM CCD and the cooling system efficiency were mea-
sured. In 2019, four CEB FM (camera electronics box flight model) units were successfully
delivered to Russia and passed incoming inspection.

According to the qualification campaign results, the current WUVS detector design is
mature enough to assemble the WUVS flight model.
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Abstract: Adaptive Optics (AO) systems have been developed throughout recent decades as a strategy
to compensate for the effects of atmospheric turbulence, primarily caused by poor astronomical seeing.
These systems reduce the wavefront distortions using deformable mirrors. Several AO simulation
tools have been developed, such as the Object-Oriented, MATLAB, and Adaptive Optics Toolbox
(OOMAO), to assist in the project of AO. However, the main AO simulators focus on AO models, not
prioritizing the different control techniques. Moreover, the commonly applied control strategies in
ground-based telescopes are based on Integral (I) or Proportional-Integral (PI) controllers. This work
proposes the integration of OOMAO models to Simulink to support the development of advanced
controllers and compares traditional controllers with intelligent systems based on fuzzy logic. The
controllers were compared in three scenarios of different turbulence and atmosphere conditions. The
simulations were performed using the characteristics/parameters of the Southern Astrophysical
Research (SOAR) telescope and assessed with the Full Width at Half Maximum (FWHM), Half Light
Radius (HLR), and Strehl ratio metrics to compare the performance of the controllers. The results
demonstrate that adaptive optics can be satisfactorily simulated in OOMAO adapted to Simulink
and thus further increase the number of control strategies available to OOMAO. The comparative
results between the MATLAB script and the Simulink blocks designed showed a maximum relative
error of 3% in the Strehl ratio and 1.59% in the FWHM measurement. In the assessment of the
control algorithms, the fuzzy PI controller reported a 25% increase in the FWHM metrics in the
critical scenario when compared with open-loop metrics. Furthermore, the fuzzy PI controller
outperformed the results when compared with the I and PI controllers. The findings underscore the
constraints of conventional control methods, whereas the implementation of fuzzy-based controllers
showcases the promise of intelligent approaches in enhancing control performance under challenging
atmospheric conditions.

Keywords: adaptive optics; intelligent controllers; instrumentation; simulation; wavefront sensors;
point-spread functions

1. Introduction

Telescopes are instruments designed to observe distant celestial bodies. Normally, a
few photons from these bodies reach the instrument, which requires the development of an
infrastructure for capturing and correcting noise and distortions [1–5].

Atmospheric turbulence is a key factor in the degradation of the image obtained by
ground-based optical telescopes. This phenomenon, called seeing, limits the resolution of
these instruments. Since the 1950s, AO techniques have been used to mitigate this effect [6].
Atmospheric turbulence can be compensated by geometric modifications of deformable
mirrors employing real-time systems and wavefront sensors [7–14].

Typically, the final technology employed to implement AO systems in telescopes
demands the use of numerical simulations before the direct integration of the control sys-
tems [15]. To support the design of AO systems, several models of atmospheric turbulence
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and astronomical instruments have been developed over the years. YAO, developed in
Yorick, is a classic implementation of AO simulation [16]. Currently, other simulators have
shown excellent results, such as Simulation ‘Optique Adaptative’ with Python (SOAPY) [17],
AOtools [18], both developed in Python, and the Object-Oriented, MATLAB and Adaptive
Optics Toolbox (OOMAO), which is developed in MATLAB® [19]. OOMAO is a toolbox
dedicated to AO systems that uses the object-oriented paradigm and features an atmo-
spheric turbulence generation model proposed by [20]. Since it is numerically more efficient
than traditional Monte Carlo models, it allows the simulation of atmospheric turbulence
effects on larger telescopes. The OOMAO framework also implements models of source,
atmosphere, telescope, wavefront sensor (Shack–Hartmann), and deformable mirror.

OOMAO mainly focuses on adaptive optics models, not prioritizing the different
control strategies. Although it is possible to implement alternative strategies, there is a
difficulty in adapting control techniques other than those already implemented in the
toolbox (i.e., integral controller using the reconstruction obtained from Singular Value
Decomposition (SVD), open-loop controller, and modal controller). One way to overcome
this limitation is integrating OOMAO with Simulink—MathWorks software focusing on
modeling, simulation, and analysis of dynamic systems—which enables the designer to
focus on the controller project at a high level of abstraction and maintaining AO models
encapsulated in blocks. By employing this approach, it becomes possible to assess the
performance enhancements of AO systems by evaluating various control strategies, such
as intelligent controllers [21]. It is worth emphasizing that this integration is not a straight-
forward task. First, it requires the reconfiguration of functions and operations carried out
during simulations. Second, despite Simulink being a specialized tool within MATLAB,
it can employ a different set of solvers and methods for dynamical simulation. To ensure
proper functionality, it is necessary to validate the integration of MATLAB functions in
Simulink. This verification confirms the seamless interaction between MATLAB func-
tions and Simulink, ensuring that the desired behavior of the control system is achieved
as intended.

This work proposes the integration of the models developed in OOMAO into Simulink
and compares classical and intelligent control techniques for adaptive optics. A compara-
tive analysis between the open-loop system and closed-loop systems implemented with
Integral (I), Proportional-Integral (PI), and Fuzzy-based controllers is presented. The main
contributions of the paper can be summarized as follows:

• The integration and evaluation of OOMAO models into Simulink.
• As proof of concept, intelligent controllers have been developed and compared with

traditional ones, illustrating how to assess controllers in scenarios with different tur-
bulence and atmospheric conditions using performance metrics commonly employed
in AO projects.

• We have demonstrated the potential of fuzzy logic controllers over conventional
controllers in the AO design, reporting some advantages of the intelligent approach
such as the wider range of operating conditions, the capacity to include the experience
in the controller rules, and the better performance when compared with conventional
controllers.

The remainder of the article is organized as follows: Section 2 briefly presents an
overview of classical and hybrid fuzzy logic controllers. Section 3 describes the simulation
parameters, the adaptive optics quality metrics, and the scenarios considered for the
simulations. Section 4 presents the results and discussions of the integration of OOMAO
with Simulink and the comparative evaluation of the controllers. Finally, Section 5 describes
the conclusion.
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2. Overview of Classical and Intelligent Controllers
2.1. PID Controllers

PID controllers are applied to most modern process control systems today [22]. The
parallel PID algorithm is described as

u(t) = Kp

[
e(t) +

1
Ti

∫ t

0
e(τ)dτ + Td

de(t)
dt

]
, (1)

where e(t) and u(t) are, respectively, the control error (e(t) = r(t) − y(t), reference set
point minus the measured process variable) and the control signal. Kp is the proportional
gain, Ti is the integral time, and Td is the derivative time. Another way to express the PID
is in terms of Kp, Ki = Kp/Ti, and Kd = KpTd, respectively, proportional, integral, and
derivative gains.

The digital implementation of the PID requires discretizing the integral and derivative
actions using approximations (e.g., forward, backward, or trapezoidal approximations). It
is possible to discretize the integral action separately from the derivative action. To avoid
sharp changes in integral action when sudden changes occur in setpoint or process variable
signals, the trapezoidal integration (also known as Tustin or Bilinear transformation) can
be applied to the integral action, obtaining

uI(k + 1) = uI(k) +
KpTs

Ti

[
e(k + 1) + e(k)

2

]
, (2)

where Ts is the sampling time and k is the discrete time [23]. The I-part can be precalculated
right after the PID calculation. The derivative action is usually discretized by the backward
approximation technique [23], which results in the expression

uD(k) =
Td

Td + NTs
uD(k − 1)− KpTdN

Td + NTs
[y(k)− y(k − 1)], (3)

considering the ideal derivative action filtered by a first-order system with the time constant
Td/N (often N is between 8 and 20), which acts as a low-pass filter, limiting the high-
frequency measurement noise. Alternatively, uD(k) =

KpTd
Ts

[e(k)− e(k − 1)] in its most
basic form.

The proportional term is implemented by replacing the continuous variables with
their sampled versions as uP(k) = Kpe(k) and the control signal is given by u(k) =
uP(k) + uI(k) + uD(k).

Normally, when designing a PID controller, the dynamics of the sensors and actuators
are taken into account to determine the response and accommodation times of the closed-
loop system. However, in some cases, such as the deformable mirror described by OOMAO,
considering the sampling rates normally used in AO systems, the dynamics are fast enough
for its accommodation to be considered instantaneous.

2.2. Fuzzy Based Controllers

The PID controller, due to its robustness and simplicity, is widely employed in the
industry; however, the algorithm has low performance when applied to non-linear systems.
An alternative to PID that introduces nonlinearities to the controller is the incorporation
of fuzzy logic strategies. Fuzzy controllers formalize human reasoning in control systems.
In general, they are composed of three blocks: fuzzification, fuzzy inference engine, and
defuzzification.

The fuzzification changes the input variables into a fuzzy value using different mem-
bership functions typically built with sine, trapezoid, and triangle functions. The expert-
defined fuzzy rules, commonly expressed as “if-then” statements, are integrated into the
fuzzy inference engine. The inference procedure utilizes this knowledge base to determine
a reasonable output based on linguistic terms. Finally, the defuzzification converts the
output into a crisp value, in the case of the hybrid fuzzy PID controller, the Kp, Ti, and Td
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parameters, for example. Various defuzzification methods, including the center of mass, the
center of area, minimum and maximum, and others, can be employed for this purpose [24].

We have proposed a hybrid fuzzy PI architecture, as presented in Figure 1, since it
incorporates the fuzzy inference system as a supervisor of the PI controller. The determina-
tion of the parameters of the controller (i.e., proportional gain and integral time) relies on
the fuzzy logic, employing linguistic parameters and the Mamdani fuzzy inference system.

PID Controller Process
u(t)

Measurements

Fuzzification
Inference
engine

Rule base

Defuzzification

r(t) + e(t) y(t)

− PID Controller

Figure 1. Hybrid Fuzzy PID control block diagram. In detail, the steps of fuzzy reasoning comprise
the fuzzification, inference engine, and defuzzification blocks.

2.3. Intelligent Adaptive Optics

There exist some innovative proposals that involve the integration of intelligent tech-
niques, including fuzzy logic, machine learning, and other intelligent algorithms in the
context of AO. These strategies aim to enhance the capabilities of AO systems by leveraging
intelligent approaches to address the challenges posed by atmospheric turbulence and
wavefront distortions.

Within the framework of fuzzy controllers, Ke and Zhang [25] employed a fuzzy
control algorithm to adjust the parameters of the PID controller within the deflection mirror
loop. Florez-Meza et al. [26] presented a study that focused on the application of fuzzy
control in the AO tip-tilt system. The authors demonstrated the effectiveness of the fuzzy
approach, showcasing high stability and robustness indices. Regarding machine learning
methods, Nousiainen et al. [21] put forth the concept of modeling a closed-loop AO system
as a Markov decision process (MDP). They conducted an evaluation of the performance
of conventional deep reinforcement learning algorithms on the AO system, considering
a telescope diameter equal to 8 m. A similar control strategy was implemented in [27].
Pou et al. [28] introduce a control algorithm based on multi-agent reinforcement learning
(MARL). This approach allows the controller to learn a non-linear policy without requiring
prior knowledge of atmospheric dynamics. The results obtained, conducted on an 8 m
telescope with a 40 × 40 WFS, demonstrate a performance improvement compared to the
integrator baseline. Furthermore, the performance achieved by the MARL-based approach
is comparable to a model-based predictive strategy that utilizes a linear quadratic Gaussian
controller and has prior knowledge of atmospheric conditions. Guo et al. [29] conducted
a comprehensive review of AO focusing on machine learning algorithms. The authors
examined the blocks that constitute the AO systems and explored the potential integration
of machine learning algorithms into each of these parts.

3. Materials and Methods

Figure 2 illustrates the flow diagram adopted for analyzing the controllers. The AO
control loop simulation requires configuring the various parameters of the models, such as
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the simulation scenarios, which describe general atmospheric conditions, the turbulence
intensity, the light source, the telescope characteristics, and the control metrics adopted.

Three distinct simulation scenarios were adopted: typical, worst, and critical cases.
They are based on nominal atmospheric conditions observed at the SOAR telescope site,
situated at an elevation of 2738 m in Cerro-Pachón, Chile. The SOAR telescope has been
designed to operate across a broad spectral range, from the atmospheric cut-off in the blue
wavelength (320 nm) to the near-infrared. Simulation scenarios and adaptive optics metrics
are described in Sections 3.2 and 3.3.

Simulation Parameters:
atmosphere, light

source, and telescope
characteristics

Scenarios: average,
worst, and critical cases

Control strategies
and algorithms

Adaptive optics
quality metrics

FWHM, Strehl ratio,
effective value of the
wavefront residues

Figure 2. Flow diagram for testing and validating AO controllers simulations.

As mentioned previously, we have applied I, PI, and fuzzy PI controllers instead of
PID and fuzzy PID controllers (i.e., disregarding the derivative action). In general, PI and
fuzzy PI controllers are more adequate to reduce the steady-state error than their PID
versions.

3.1. Simulation Parameters: Atmosphere, Light Source, and Telescope Characteristics

Prior to any simulation in OOMAO, it is essential to create and define certain simula-
tion classes such as light source, atmosphere, telescope, Shack–Hartmann wavefront sensor
(WFS), and deformable mirror. Those objects are instantiated by calling their constructors
and aggregated through overloaded operators [30].

Considering the atmospheric and instrumentation information extracted from the
SOAR telescope, an object from the telescope class was created with the diameter of the
primary mirror, D, equal to 4.1 m and field of view of 3 × 3 arcmin, according to the
SOAR adaptive optics module (SAM) and its upgraded counterpart, SAMplus. SAM was
developed to compensate for the effects of ground-layer atmospheric turbulence across
a wide range of wavelengths, including near-infrared (IR) and visible wavelengths [8].
It was initially developed utilizing the bimorph DM technology, featuring 60 actuators.
SAM incorporated a Shack–Hartmann WFS with a 10 × 10 configuration, utilizing an
80 × 80 pixel CCD-39. SAMplus represents an upgraded iteration of the SAM that features
an increased number of DM and WFS.

The laser guide star (LGS) was projected at an altitude of 7062 m in the U band. The
second source simulates, in the I band, the star to be corrected, positioned at infinity. The
Shack–Hartmann WFS was instantiated with 16 × 16 lenslets, with each lenslet consisting
of 8 × 8 pixels. A deformable mirror was created with 17 × 17 actuators. Both the WFS and
the deformable mirror actuators are arranged in square grids. Additionally, a camera with
dimensions of 128 × 128 pixels was utilized. Moreover, in the description of the telescope
class, the central obscuration ratio was established at 0.228 (22.8%). The influence of spider
structures has been disregarded.

The atmospheric data consists of different scenarios simulating atmospheric turbulence
ranging from a typical case to a critical case. The Fried parameter, r0, ranges from 10 to
14 cm while the wind speed goes from 9 to 40 m/s. The simulations were performed at the
I band (approximately 790 nm). The stellar magnitude was set to 3.3.
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3.2. Adaptive Optics Quality Metrics

In general, the goal of an AO control loop is to minimize the residual phase of the
measured wavefront. Several techniques measure the quality of an adaptive optics control
loop, depending on the type of astronomical observation one intends to perform. Among
the metrics, this report employs the following methods to analyze and compare the out-
comes of various AO control strategies put forth: FWHM of the point-spread function (PSF),
which is the diffraction pattern formed by the wavefront; the Strehl ratio, measuring the
effective value of the wavefront residues; and the HLR [31]. In the conducted simulations,
the Strehl ratio is represented in percentage form. Those metrics were chosen once they
represent a mix between metrics commonly used in AO (i.e., FHWM and Strehl ratio)
and control metrics that are more readily obtainable in real time (e.g., the effective value
from wavefront residues). Specifically, the FWHM was estimated by taking the average of
the FWHM values computed in the xz- and yz-plane, corresponding to the x- and y-axis,
respectively.

3.3. Simulation Scenarios

As shown in Figure 2, three simulation scenarios were established. In each scenario,
five atmospheric layers were created at altitudes ranging from 0 to 8 km. Each atmospheric
layer represents different partial contributions to the atmospheric turbulence and wind
velocity, following the same criterion established in simulations for the SAMplus [8]. The
way in which these parameters were grouped is described in Table 1. The wind speed in
each atmospheric turbulence layer was also grouped into typical, worst, and critical cases.
In the typical case, winds of at most 25 m/s were considered while the winds reach 40 m/s
in the critical case. Table 2 presents a description of the wind speeds simulated in each
scenario.

Table 1. Indication of r0 and total contribution of each atmospheric layer in the seeing phenomenon.
Considering the typical case (I), the worst case (II), and the critical case (III) [8].

Layer 1 2 3 4 5 R0 [cm]

Altitude [km] 0 1 2 4 8 -
Fractional r0—I 0.74 0.02 0.02 0.10 0.12 14
Fractional r0—II 0.70 0.03 0.07 0.10 0.10 11
Fractional r0—III 0.65 0.05 0.09 0.11 0.10 10

Table 2. Wind speed in each atmospheric layer, considering the typical case (I), the worst case (II),
and the critical case (III) [8].

Layer 1 2 3 4 5

Altitude [km] 0 1 2 4 8
Wind speed—I 9 m/s 10 m/s 15 m/s 25 m/s 25 m/s
Wind speed—II 15 m/s 25 m/s 25 m/s 30 m/s 35 m/s
Wind speed—III 25 m/s 25 m/s 30 m/s 35 m/s 40 m/s

4. Results and Discussion
4.1. Integration of OOMAO with Simulink

As above mentioned, OOMAO is focused on AO modeling strategies, while Simulink
has a standard library with many available controllers and is fully integrated with MATLAB.
To speed up the process of simulating non-native controllers (e.g., fuzzy-based controllers)
in OOMAO, an adaptation layer between OOMAO and Simulink was developed. Figure 3
presents an example of a block diagram implemented using the adapted OOMAO blocks
in Simulink. To showcase the capabilities of the integration, Figure 4a depicts the total
incident wavefront, while Figure 4b,c illustrate the residual wavefront and the accumulated
wavefront after the I controller action, respectively. Figure 4a exhibits a significant variation
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in phase ranging from −20 to 40 µm, which deviates from the ideal scenario as we desire
values closer to zero. This is demonstrated in Figure 4b, which represents the controlled
phase of the system. In addition to providing the capability to implement different control
strategies, the integration also enhances the visualization of the results.

Figure 3. Block diagram of OOMAO simulation integrated with Simulink. Gc indicates the controller
(in the example, a discrete-time Integral controller), Gp is the atmospheric turbulence process, H∗

indicates the reconstruction matrix, and WFS the model of the Shack-Hartman wavefront sensor.

(a) (b)

(c)

Figure 4. The total incident wavefront is represented in (a). The residual wavefront and the accumu-
lated wavefront after the Integral controller action are indicated, respectively, in (b,c). The axes x and
y represent the camera with 128 × 128 pixels and the z axis is the phase [µm].

Additionally, to validate this integration, the Integral controller was implemented,
and the tests were replicated in both OOMAO and OOMAO integrated with Simulink. The
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versions of the same controllers were compared under the conditions previously described
in Section 3. The stochastic method used to simulate the atmospheric turbulence was
fixed to the Mersenne twister using the seed identified as mt19937ar under the MathWorks
environment. Figure 5 presents comparative graphs of wavefront RMS values versus
time under the typical, worst, and critical cases, respectively. The results demonstrated
a higher concordance between the curves obtained with the controller implemented in
Simulink and with the native implementation of OOMAO in MATLAB, except for a short
and constant 4-sample delay between the signal acquired from MATLAB and the one from
Simulink. Simulink initiates from a starting point that is four steps ahead of the MATLAB
code, as it executes the functions enclosed within the “Interpreted MATLAB Function”
blocks multiple times. There is no need to include a delay block in Simulink, as the phase
turbulence simulation yields valid results.

Table 3 compares the MSE of some variable computed between the implementation
without (i.e., in the native code of OOMAO) and with the Simulink approach, here proposed.

(a) (b)

(c)

Figure 5. Wavefront RMS values over time for an open loop (black line), with the controller im-
plemented in Simulink using the adaptation layer (blue line), and with the controller directly im-
plemented in MATLAB without the adaptation layer (red line). Simulation scenarios: (a) typical
case, (b) worst case, and (c) critical case. The delay between the curves of “OOMAO Simulink” and
“OOMAO MATLAB” occurs due to internal processing aspects of the Simulink, not affecting the
calculation.
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Table 3. MSE of control variables calculated between implementation with and without the Simulink
adaptation layer.

Typical Scenario Worst Scenario Critical Scenario

MSE—Wavefront RMS values [µm2] 7.49 × 10−5 2.60 × 10−4 9.82 × 10−4

MSE—Slopes on first WFS lenslet [µm2] 1.44 × 10−1 7.17 × 10−1 1.26 × 100

MSE—Slopes on last WFS lenslet [µm2] 9.37 × 10−2 2.93 × 10−1 7.29 × 10−1

MSE—DM first actuator control action amplitudes 3.11 × 10−16 8.05 × 10−16 1.09 × 10−15

MSE—DM last actuator control action amplitudes 3.93 × 10−16 6.95 × 10−16 1.30 × 10−15

MSE—DM control action RMS value amplitudes 1.18 × 10−17 2.07 × 10−17 5.41 × 10−17

4.2. Numerical Simulation of Classical and Intelligent Controllers
4.2.1. Open-Loop Simulation

The open-loop simulations were carried out in each of the respective proposed sce-
narios. Figure 6a–c are the PSFs of the first open-loop turbulence profile in the typical,
worst, and critical cases, respectively. The metrics of FWHM, HLR, and Strehl ratio in three
turbulence profiles (T1, T2, and T3) are shown in Table 4.

(a) (b)

(c)

Figure 6. PSF of the first turbulence profile in an open loop for: (a) typical case, (b) worst case, and
(c) critical case.

Comparing the results of the PSFs presented in Figure 6 with the value of an ideal PSF,
it is possible to verify that the open-loop system is significantly noisier and less able to
concentrate light when compared to the ideal one. One of the consequences of this fact is
that the open-loop system does not have a PSF that is easily parameterized on a Gaussian
or Moffat surface, which are more conventional surfaces for the characterization of PSF
profiles [31]. Due to this difficulty, the proposed metrics may not be described effectively.
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Therefore, not all metrics necessarily worsen due to atmospheric conditions; this implies
that it is possible in some metrics of the open-loop system, the worst or the critical cases
may have better indexes than the same metrics in the typical case, as is the case of FWHM
and HLR. The Strehl ratio, which briefly indicates the ratio between the maximum points
of the experimental PSF with the maximum point of the ideal PSF, can capture that the
ability to concentrate energy worsens according to the atmospheric conditions.

Table 4. System performance in an open-loop for the cases analyzed in three turbulence profiles (T1,
T2, and T3) according to the metrics of FWHM [Pixel], HLR [Pixel], and Strehl ratio [%].

Metrics Typical Scenario Worst Scenario Critical Scenario
T1 T2 T3 T1 T2 T3 T1 T2 T3

FWHM 65.875 85 53.25 72.375 64.000 54.375 66.375 63.250 66.125
HLR 33.00 34.00 32.00 30.00 29.25 28.75 29.25 28.75 29.00
Strehl ratio 0.175% 0.184% 0.218% 0.124% 0.121% 0.157% 0.104% 0.110% 0.111%

4.2.2. Integral Controller

Figure 7a–c shows the PSFs of the first turbulence profile of the simulations of the
I controller for the typical, worst, and critical scenarios, respectively. Table 5 presents a
summary of the astronomical metrics evaluated. In the typical scenario, a reduction of the
FWHM of around 40 pixels can be observed while no meaningful reduction was perceived
either in the worst-case scenario or in the critical scenario. This conclusion can also be
drawn by checking the PSF for each scenario, in which only the PSF of the typical case has
a Gaussian-shaped surface with a high peak at the center and a symmetric bell-shaped
surface.

(a) (b)

(c)

Figure 7. PSF of the first turbulence profile using an Integral action controller for: (a) typical case,
(b) worst case, and (c) critical case.
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In comparison with the metrics presented in Table 4, the I controller, in the typical
case, performs significantly better than the open-loop system under the same conditions.
This, however, is not necessarily true in the worst and most critical cases. Therefore, the
I controller is sufficient to control the system only in good atmospheric conditions, since
low-quality correction metrics were obtained in the worst and critical scenarios. Therefore,
based on the results, conducting astronomical observations using AO (specifically, the
I controller) on days with unfavorable atmospheric conditions would yield comparable
results to systems without AO (i.e., open-loop).

Table 5. System performance with I controller for the cases analyzed in three turbulence profiles (T1,
T2, and T3) according to the metrics of FWHM [Pixel], HLR [Pixel], and Strehl ratio [%].

Metrics Typical Scenario Worst Scenario Critical Scenario
T1 T2 T3 T1 T2 T3 T1 T2 T3

FWHM 20.875 17.875 21.500 65.750 57.750 61.625 66.625 67.625 59.875
HLR 12.50 11.75 14.75 30.25 31.25 30.00 28.75 29.00 29.75
Strehl ratio 1.077% 1.303% 1.039% 0.162% 0.153% 0.129% 0.1097% 0.101% 0.113%

4.2.3. Proportional-Integral Controller

Figure 8a–c are the PSFs of the first turbulence profile controlled by the PI controller
in the typical, worst, and critical cases, respectively. When comparing these PSFs with the
ones obtained with the I controller, a greater concentration of energy is observed in all
scenarios; moreover, the performance of the controller deteriorates significantly with the
deterioration of the simulated atmospheric conditions.

(a) (b)

(c)

Figure 8. PSF of the first turbulence profile using PI action controller for: (a) typical case, (b) worst
case, and (c) critical case.
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The same conclusion can be reached by verifying the metrics in Table 6 with those
provided in Tables 4 and 5, in which the metrics of FHWM and Strehl ratio obtained with
the PI controller consistently performed better than the metrics of I controller and open-
loop. The HLR metric obtained with the PI controller also performed generally better (in
the typical and worst scenarios), however, had similar results to the HLR metric obtained
with the I controller in the critical scenario.

Table 6. System performance with PI controller for the cases analyzed in three turbulence profiles
(T1, T2, and T3) according to the metrics of FWHM [Pixel], HLR [Pixel], and Strehl ratio [%].

Metrics Typical Scenario Worst Scenario Critical Scenario
T1 T2 T3 T1 T2 T3 T1 T2 T3

FWHM 15.625 15.375 15.500 36.625 29.500 30.875 66.750 72.750 72.625
HLR 7.75 7.75 7.50 22.00 22.75 24.00 30.75 31.75 31.75
Strehl ratio 3.091% 3.552% 3.428% 0.494% 0.528% 0.396% 0.193% 0.182% 0.184%

4.2.4. Hybrid Fuzzy Proportional Integral Controller

The hybrid fuzzy PI controller was designed using the structure of Figure 1, a PI
controller with a gain scheduler based on fuzzy logic. As an input for the gain scheduler,
the RMS value of the residual and the total wavefront error were adopted. The primary
justification for selecting these metrics as inputs in the fuzzy logic system lies in their
facility to be computed in real-time systems.

For each scheduler input, three triangular membership functions were adopted,
categorizing the inputs into the linguistic terms high, medium, and low, as pointed out
in Figure 9a. The residual wavefront membership functions assume values within the
range of [0, +0.5], and for the total wavefront membership functions the interval was
designed within the range of [0.4, 1.2]. The gain scheduler has two outputs, referring to
the proportional gain and integral time, in which membership functions were also fitted in
triangular functions with the same linguistic terms.
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Figure 9. Triangular membership functions with the linguistic terms low, medium, and high for:
(a) input variables (RMS value of the residual and total wavefront error), and (b) output variables
(proportional gain and integral time).

Figure 9b depicts the membership functions for the proportional gain and integral
time, respectively. Considering that traditional PID control tuning methods are not readily
applicable to the proposed multi-input, multiple-output (MIMO), and non-linear system,
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the PI parameters were empirically tested, adjusted, and fine-tuned to enhance the perfor-
mance of the AO system, with a focus on improving the metrics of FWHM, HLR, and Strehl
ratio. During the tests, the integral time was systematically adjusted within the range of 0.1
to 1, while the proportional action was varied between 0.5 and 5. The optimal parameters
for the proportional-integral action controller are determined to be Kp = 1 and Ti = 0.4.
Moreover, it has been observed that when the proportional gain values are set within the
range of 0.7 to 1 and the integral time falls between 0.3 and 1, a stable condition is attained,
resulting in effective AO control performance.

Figure 10a,b shows the fuzzy control surface that maps the given inputs (RMS values
of the residual and total wavefront) to the outputs (i.e., the proportional and integral time).
Lookup tables can be utilized to approximate the nonlinear control surfaces, resulting in
simplified control code, and enhancing the execution speed. Furthermore, this approach fa-
cilitates the embedding of the designed fuzzy controller in real-time systems. In Figure 10a,
there is a noticeable proportional gain scheduler, which is divided into three plateaus
whereby the residual and total values remain in the middle ranges. The integral time
schedule, conversely, presents a greater variation compared with the proportional gain
schedule, with a minimum value being reached when the total effective values (i.e., RMS of
the total wavefront) are around 0.7 µm. Both outputs have their maximum values if the
dominant membership function reaches the linguistic variable “high”.

(a) (b)

Figure 10. Fuzzy output surface (control surface plot) for: (a) proportional gain and (b) integral time.

Figure 11a–c corresponds to the PSFs of the first turbulence profile controlled by the
fuzzy PI controller in the typical, worst, and critical scenarios, respectively. By comparing
the surface plots of the typical case depicted in Figures 6–8 and 11, one can observe peak
amplitudes (in counts) of about 5 × 107 (open loop), 4 × 108 (I controller), 10 × 108 (PI
controller), and 15× 108 (fuzzy PI controller), respectively. That is, in the fuzzy PI controller,
the peak amplitude is found to be 30 times larger than that of the open-loop case, 3 times
larger than the I controller, and 1.5 times larger than the PI controller. Comparing the
PSFs of this control strategy with those presented by the PI controller, Figure 8, the fuzzy
PI has a better overall performance. Additionally, it is noteworthy that the performance
of the controllers, in all cases assessed, is significantly limited by the deterioration of the
simulated atmospheric conditions. As can be seen in the performance of the critical case,
that does not replicate the improvement observed in the typical case, even with the fuzzy
PI controller.
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(a) (b)

(c)

Figure 11. PSF of the first turbulence profile using fuzzy Proportional-Integral action controller for:
(a) typical case, (b) worst case, and (c) critical case.

The metrics of FWHM, HLR, and Strehl ratio of this controller in all turbulence profiles
are presented in Table 7.

Table 7. System performance with fuzzy PI controller for the cases analyzed in three turbulence
profiles (T1, T2, and T3) according to the metrics of FWHM [Pixel], HLR [Pixel], and Strehl ratio [%].

Metrics Typical Scenario Worst Scenario Critical Scenario
T1 T2 T3 T1 T2 T3 T1 T2 T3

FWHM 14.500 14.375 14.625 18.250 19.375 19.750 50.000 52.750 45.125
HLR 6.50 6.50 6.50 9.50 12.50 13.50 29.25 29.50 29.25
Strehl ratio 4.869% 5.112% 5.090% 1.377% 1.028% 0.844% 0.251% 0.240% 0.249%

4.2.5. Discussions

Figure 12a–c represents the wavefront RMS versus time of the open-loop system and
closed-loop system under I, PI, and fuzzy PI controllers for all the turbulence profiles
adopted. The fuzzy-based controller has a smaller RMS value in every single simulation
and thus outperforms its peers. The open-loop simulations serve as a performance baseline
for comparison, presenting greater values of wavefront RMS in the simulations. Between
the classical controllers (I and PI algorithms), the results indicate that the PI version presents
better results than the I controller.
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(a) (b)

(c)

Figure 12. Wavefront RMS values over time for all the control strategies implemented: open loop, in
a closed loop with I (CL-I), PI (CL-PI), and fuzzy PI (CL-PI-Fuzzy) controllers. Simulation scenarios:
(a) typical case, (b) worst case, and (c) critical case.

Table 8 presents a summary of the mean and standard deviation values of the residual
wavefront for the open-loop and closed-loop systems. The PI controller presents values
consistently smaller than the I controller and open-loop system values. There is an improve-
ment of about 75% to 80% in the mean value of the residual wavefront in the mean case
while an improvement by about 70% occurs in the critical case. By analyzing the standard
deviations of effective values of the wavefront, it is concluded that the PI controller has
smaller deviations than the I action controller. However, it is observed that the standard
deviations significantly grow with the worsening of atmospheric conditions, going from
0.008 µm in the first turbulence profile in the typical case to 0.045 µm in the first turbulence
profile in the critical case. Based on the analysis conducted, it can be inferred that the I and
PI controllers are insufficient for effectively controlling the system during critical scenarios.

The hybrid fuzzy PI controller, in turn, presents better results than the ones reported
by the PI controller, with an improvement of about 80% when compared to the mean
effective values of the wavefronts in open-loop in the typical case and about 75% compared
to the critical case. In addition, the fuzzy PI strategy has a performance of about 10% better
than the PI algorithm in the typical case and about 15% better in the critical scenario. This
again reveals and reaffirms the potential of using intelligent controllers with dynamic gain
scaling in AO systems.
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Table 8. Performance of open loop systems (OL), in a closed loop with I controller (CL-I), with
PI controller (CL-PI), with fuzzy PI controller (CL-PI-Fuzzy), for the scenarios analyzed in three
turbulence profiles (T1, T2, and T3) as a function of the metrics of the mean (RMS Mean) [µm] and the
standard deviation of RMS values (RMS Std. Dev.) [µm].

Metrics Controller Typical Scenario Worst Scenario Critical Scenario
T1 T2 T3 T1 T2 T3 T1 T2 T3

RMS Mean OL 0.358 0.461 0.330 0.418 0.737 0.637 0.662 0.601 0.613
CL-I 0.115 0.115 0.115 0.187 0.203 0.203 0.305 0.276 0.282
CL-PI 0.090 0.088 0.087 0.134 0.151 0.148 0.212 0.190 0.195
CL-PI-Fuzzy 0.078 0.079 0.077 0.108 0.125 0.125 0.172 0.161 0.163

RMS Std. Dev. OL 0.049 0.104 0.075 0.076 0.232 0.197 0.213 0.123 0.101
CL-I 0.013 0.017 0.016 0.018 0.030 0.026 0.057 0.031 0.043
CL-PI 0.008 0.012 0.010 0.013 0.027 0.018 0.045 0.024 0.031
CL-PI-Fuzzy 0.006 0.009 0.007 0.009 0.019 0.018 0.030 0.018 0.024

5. Conclusions

This work demonstrates the results of the integration of the OOMAO toolbox with
Simulink. As proof of concept, we have evaluated AO control strategies based on I, PI,
and hybrid PI fuzzy controllers, analyzing them using realistic atmospheric data in the
context of the SOAR telescope. The hybrid fuzzy PI controller reported a 25% increase
in the FWHM metrics in the critical scenario if compared with open-loop metrics in the
critical case. The results highlight the limitations of classical control techniques when
applied to AO systems. Moreover, the results of the hybrid fuzzy PI controller demonstrate
the potential of intelligent control techniques to improve control performance in hostile
atmospheric conditions, thus expanding the viability of AO applications in regions of high
atmospheric turbulence. In that sense, fixed-gain controllers are limited in conditions of
fast-changing scenarios, as presented by atmospheric turbulence. In these cases, adaptive
strategies using gain scheduling and intelligent controllers might be more suitable as a
control technique. Moreover, it is expected that the fuzzy PI controller retains their superior
performance compared to classical approaches (I and PI controllers) in different scenarios
(e.g., modification of the telescope and site) since the fuzzy strategy itself allows greater
flexibility for tuning and control. Further tests to evaluate different scenarios will be
conducted in future works.
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Abstract: Herein, we describe the design, implementation and operation principles of an astronomical
camera system, based on a large-format CCD261-84 detector with an extremely thick 200µm substrate.
The DINACON-V controller was used with the CCD to achieve high performance and low noise. The
CCD system photometric characteristics are presented. A spatial autocorrelation analysis of flat-field
images was performed to reveal the dependence of substrate voltage on the lateral charge spreading.
The investigation of the dispersion index for the optimal choice of exposure time is discussed. Studies
of the patterns of fringes were carried out in comparison with previous detectors. The amplitude of
fringes with CCD261-84 was significantly lower, compared to previous-generation detectors. The
results of using a new camera for imaging and spectral observations at the Russian 6 m telescope
with the SCORPIO-2 multimode focal reducer are considered. The developed CCD camera system
makes it possible to significantly increase the sensitivity in the 800–1000 spectral range.

Keywords: instrumentation; fully depleted scientific detectors; instrument optimisation; statistics;
autocorrelation; imaging spectroscopy

1. Introduction

The near-infrared (NIR) band (from 750 nm to 2500 nm) is of considerable interest
to astronomers [1]. To achieve maximum sensitivity in this range, astronomical camera
systems mainly use matrix multiplexed hybrid IR (infrared) detectors. Such detectors are
much more sensitive than silicon devices, but they are vastly more expensive and not
widely available [2].

For wavelengths up to 1100 nm, silicon CCD detectors have recently become an
alternative to hybrid devices. Conventional CCD detectors have very high sensitivity in
the visible range, but, at wavelengths greater than 700–800 nm, they show a significant
decrease in sensitivity [3]. This is due to the small thickness of the silicon device substrate,
which leads to a decrease in the absorption of long-wave photons in silicon.

The progress in the development of silicon CCD detectors in the field of increasing
sensitivity in the red and near-infrared bands can be observed by the example of improving
the line of scientific detectors manufactured by Teledyne E2V [4]. Conventional backside
illuminated (BSI) CCD detectors manufactured using epitaxial silicon technology with a
substrate thickness of no more than 20µm have a sharp decrease in sensitivity starting
from 700 nm [5]. The use of a thicker substrate up to 40µm with deep depletion technology
improves red sensitivity. The next class of devices with additionally improved IR sensitivity
are CCD detectors with medium substrate thickness. These devices, based on bulk silicon
with substrates up to 70µm, demonstrate high red sensitivity and good photometric
characteristics [6]. The last level of development is devices with a thick substrate (more
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than 100µm) of high-resistance full depletion silicon, called High-Rho CCD detectors [7,8].
They have the highest sensitivity in the near-infrared range for their class [9].

In 2018, the Special Astrophysical Observatory of the Russian Academy of Sciences
(SAO RAS) acquired the High-Rho CCD261-84, a full-frame scientific BSI CCD detector
with a frame format of 2048 × 4104 and 200µm substrate thickness, manufactured by
Teledyne E2V [10]. The detector has very high sensitivity in the red and near-infrared
bands. In this paper, we present the implementation of an acquisition system with this
photodetector (in this paper, referred to as CCD System) and demonstrate the results of
studying its photometric characteristics and the features associated with its operation on
the 6 m Big Telescope Alt-azimuthal (BTA) of the SAO RAS as a part of the SCORPIO-2
multimode focal reducer [11].

2. CCD System Construction

Over the past 20 years, SAO RAS has created 5 generations of CCD controllers able
to manage all kinds of CCD detectors, including various mosaic configurations [12,13].
On the one hand, the creation of new generations of CCD controllers is caused by the
appearance of new photosensitive devices and tasks to be solved, and by the emergence of
new electronic components with qualitatively increased characteristics on the other hand.

DINACON-V is the latest generation of CCD controllers built on the basis of modern
electronic components [13]. The controller architecture allows the handling of both single
and mosaic photodetectors with a total number of video channels up to 256 and a maximum
data throughput between the controller and the host computer up to 10 Gbit/s. One of
the main features of the controller is the ability to implement camera systems using High-
Rho CCD detectors, which require high control voltage to create a sufficient electric field
on a thick substrate [14].

The camera system with the CCD261-84 detector (Figure 1) consists of two parts:
a nitrogen-cooled CCD camera and a power supply unit (PSU).

Figure 1. General view of the CCD261-84 camera system: the camera (left) and the PSU (right).

Structurally, the camera and the power supply unit can be separated from each other
by up to 1.5 m, which is limited by the length of the connecting cables. The distance
between the CCD camera and the host computer can be up to 200 m and is determined
by the required length of the fiber optic communication line. The system is designed to
operate in an ambient temperature range from −40 to +40 ° C.

3. CCD Camera Design

The left part of Figure 2 shows the design of the CCD camera, including an optical
cryostat and a camera electronics unit (CEU).

The optical cryostat consists of the liquid nitrogen (LN2) cryostat itself and the optical
head (Figure 2, right). The nitrogen cryostat includes a nonspillable type of nitrogen tank,
an adsorption cryopump, and a cold radiator for connecting the heat load. The filler neck
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for filling liquid nitrogen is located at the top of the cryostat. The optical head includes a
detector support with a CCD detector, a preamplifier (PA) board connected to the CCD
detector, and a flexible heat conductor connected to a cold heatsink.

The CEU includes a hermetic case, which also provides the removal of heat generated
by the electronics placed inside the case, a video processor–generator board (VP), and a
level shaper board (LS). The electrical connection between the camera electronics unit and
the PA board is carried out through a sealed connector on the optical head.

Figure 2. A 3D cut view of the CCD camera: full view of the camera (left) and zoomed view of the
optical head (right).

The CCD camera has an input optical window and can be mounted at a telescope
or spectrograph focus in an arbitrary spatial position using mounting holes in the bot-
tom flange.

4. CCD Controller Electronics

The controller includes the PA board, the VP, the LS, and the communication module
(CM) with the power source. The PA board is located in the CCD optical head, and the VP
and LS are in the camera electronics unit, which is mounted directly on the optical cryostat.
The CM with a power source is structurally placed in a separate block (Figure 1, right) and
connected to the CEU with two connecting cables.

Placing a preliminary amplifier in the camera is necessary to amplify the video signal
as close as possible to the outputs of the CCD detector. This approach enables one to achieve
the maximum signal-to-noise ratio as well as to perform signal conversion to a differential
form, which is necessary to minimize interference during video signal transmission and for
subsequent analog-to-digital conversion (ADC). The PA board also includes electrostatic
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protection circuits and protection against increased operating voltages on the CCD detector.
Inside the camera optical head, there is also a temperature sensor and photodetector
base heater. The temperature sensor and heater are the elements of the photodetector
temperature stabilization circuitry.

The operation of the DINACON-V CCD controller can be explained using the block
diagram shown in Figure 3.

Figure 3. Block diagram of the DINACON-V CCD controller.

In the CEU, digital circuitry is implemented in a Field Programmable Gate Array
(FPGA), and the analog part of the circuits is controlled by DAC (digital-to-analog con-
verter) and ADC. The CEU is housed in a hermetically sealed enclosure and performs the
following tasks:

• Formation of control voltages and signals of the CCD detector and their telemetry;
• Stabilization of the operating temperature of the CCD detector;
• Processing of analog video signal with subsequent ADC and noise-reducing digital fil-

tering;
• Organization of an interface with the communication module for digital data exchange.

The generated timebase logic signals are then further converted to the required levels
to control the CCD detector. In addition to standard voltage levels, a high-voltage level (up
to −100 V) is generated and applied to the back side of the CCD detector substrate. This
voltage can be adjusted to minimize the effect of charge spreading.

CCD261-84 has two video outputs, and, accordingly, two video channels are imple-
mented. The video signal processing channel uses components with low leakage currents,
low noise and high speed. Due to the low leakage currents, signal clamping occurs once
per line, which significantly improves performance compared to the need to clamp the
signal in each pixel.

The processing channel also has stages with gain switching and low-pass filtering. For
further video signal conversion into digital form, a high-precision 10 MHz 16-bit ADC is
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used. The ADC–FPGA interface is organized by serial differential lines, which minimizes
interference from digital circuits.

At the stage of digital processing and filtering of the video signal performed in the
FPGA, three video signal readout rates—fast, normal or slow with 4, 16 or 64 signal
samples, respectively, in one pixel—are implemented. These are processed by an antinoise
optimal digital filter with a finite impulse response. The filter coefficients are determined
in advance based on the noise spectrum measurement of the CCD output stage. The CCD
controller provides not only very low read noise but also high stability of the video channel
transfer characteristic under conditions of a large ambient temperature variation around
the telescope, which is essential for photometry tasks.

The communication module synchronizes processes in the CCD controller and per-
forms the following tasks:

• Receiving and executing commands from the host computer;
• Receiving video data coming from camera electronics and sending video and telemetry

data to the control computer;
• Exposure synchronization with external precise time service;
• External shutter control.

Data packet exchange between the CCD controller and the host computer occurs via a
fiber optic interface using the Ethernet 1 Gbit standard [15] and BPF (Berkeley Packet Filter)
technology [16]. To exchange the control program with the CCD controller, a subset of
protocols of the GigE (gigabit ethernet) Vision 2.0 standard is used [17]. Two types of logical
channels are implemented—a control channel and a video channel. The control channel is
based on the GigE Vision Control Protocol (GVCP). The video channel is a stream of video
data received from the system to the computer’s internal memory and is based on the GigE
Vision Streaming Protocol (GVSP).

The power source generates seven highly stable supply voltages, performs telemetry
of these voltages and additionally implements pressure telemetry by connecting a cryostat
pressure sensor.

5. Camera Control Software

The software for data acquisition, reading and processing [18] is programmed us-
ing VC++ and QT, and operates under Windows 7/10 x64. The software provides the
following capabilities:

• Control of the CCD System and exposure parameters’ setup;
• Visualization and analysis of video data;
• Image storage in the Flexible Image Transport System (FITS) standard [19];
• Interactive and automatic observation modes;
• Telemetry and diagnostics of the CCD System;
• Software development kit (SDK).

A standalone program runs multiple threads in parallel: an interface and service
thread, a control thread, a visualization thread and a sorting thread. The main thread
provides the user interface and execution of commands. The service thread provides the
observation process. The control thread receives packets and retrieves data. The sorting
thread forms a frame with an image.

The implemented structure allows you to instantly respond to commands and exe-
cute them, while the process of visualization and control is simultaneously carried out
independently according to its own timeline.

6. Study of the Effect of Charge Spreading

CCD261-84 has a particularly thick (200µm) high-resistance silicon substrate. Such
photodetectors are characterized by the so-called lateral diffusion effect, or charge spreading
into adjacent image elements (Figure 4), leading to deterioration in image quality. To reduce
this effect, it is necessary to increase the depth of the substrate depletion region.
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Figure 4. Cross-section of the CCD, showing the effect of photoelectron charge collection.

The use of High-Rho technology makes it possible to achieve full depletion of a thick
high-resistance substrate. This is achieved by applying high negative potential (up to
−100 V) to the back side of the device. At the same time, the bias on the front side of the
substrate remains the same, maintaining the usual voltage level for the clock phases and
the video signal output circuits.

Previously, the effect of charge spreading was investigated in [20]. The essence of
the estimation method is to calculate the two-dimensional spatial autocorrelation function
Rm,n of the studied image element (m, n) using the difference D between two uniformly
illuminated image arrays of size M × N. The value of the function is calculated by the
autocorrelation expression:

Rm,n =

N−n

∑
j=1

M−m

∑
i=1

Di,jDi+m,j+n

N

∑
j=1

M

∑
i=1

D2
i,j

. (1)

The left plot of Figure 5 shows the results of the 2D spatial autocorrelation analysis of
two flat-field images without binning in low-gain mode with an average flux of ∼90 ke−.
The central pixel is off-scale and is of value 100%. The correlation is clearly visible and
amounts to 0.64% in the horizontal and 1.49% in the vertical direction. The effect of charge
spreading in CCD261-84 is lower than in E2V CCD44-82 with the same flux: 1.4% in the
horizontal and 2.2% in the vertical direction (for details, see [20]). The right plot of Figure 5
is the result of an analysis of two ∼17 ke− flat-field images without binning in high-gain
mode. The vertical correlation is slightly visible and amounts to 0.35%.

Figure 5. Results of the 2D spatial autocorrelation analysis of data taken with CCD261-84 with a
median signal value ∼28,000 ADU: in low-gain mode (left) and high-gain mode (right).

By controlling the substrate voltage Vbs, one can find the optimal value for reducing the
lateral charge diffusion. Figure 6 shows the relationship between adjacent image elements,
depending on the signal strength at different photodetector back substrate voltages at
incident radiation wavelengths of 400 and 700 nm. Testing images were obtained using a
flat-field stand, including the CCD System and an integrating sphere calibration standard
(Gooch & Housego). The operating temperature of the photodetector was −130 ± 0.1 ◦C.
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Figure 6. Measured flat-field correlation coefficients R01 and R10 for the CCD261-84 in low-gain
mode and their best-fit line slope factors (given in parentheses).

We see a linear increase in correlation values while increasing the light output. The
vertical nearest neighbor coefficient R01 is systematically much higher than the other
coefficients. This behavior is observed for all values of Vbs. The dependence of charge
diffusion on voltage is weakly expressed. By lowering the voltage on the substrate to
−100 V, we reduce this dependence but within small limits (0.04–0.15%).

As mentioned above, the CCD controller provides high stability of the video channel
transfer characteristic. The transfer characteristic is represented by the gain in the video
channel, the so-called charge-to-voltage conversion factor of the CCD system. The conver-
sion factor characterizes the relationship between the charge collected in each pixel and
the analog-to-digital unit (ADU) value in the output image [21] and is used, in almost all
calculations, to obtain real luminous flux values.

Taking into account the summed correlation between pixels, it is possible to more
accurately calculate the gain in the system.

7. The Index of Dispersion

Contrary to popular misconceptions, the signal registered by a CCD does not strictly
follow Poisson statistics. Regarding astronomical research, the registration of weak sig-
nals whose statistics are distorted by the readout noise introduced by electronics is of
particular interest.

As a criterion for checking the deviation from the Poisson distribution, the dispersion
index, the so-called Fano factor, is effective [22]. By definition, the dispersion index is the
ratio of the variance of counts to the average value of the registered signal (concerning the
CCD study, the method is described in [23]). For Poisson distribution, this ratio is equal to
one and corresponds only to a certain range of registered values.

Figure 7 shows the dependence of the dispersion index on the magnitude of the regis-
tered signal in various modes for CCD261-84 in comparison with E2V CCD42-90 (2 K × 4.5 K
with a pixel size of 13.5µm), the detector previously used with the SCORPIO-2 device. The
left and right panels correspond to two gain modes—low (×1) and high (×4), respectively.
We see that, compared to the previous detector (CCD42-90), with the new CCD, the Poisson
statistics can be accepted for relatively low fluxes—100–200 ADU at the ‘normal’ and ‘slow’
readout rates.
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Figure 7. Graphs of the dependence of the dispersion index on the flux of the recorded signal
in various readout modes for the CCD261-84 (bottom) in comparison with the CCD42-90 (top),
according to [23].

The plots presented allow one to choose the optimal choice of exposure time and
readout mode to prevent distortion of count statistics during observations of astrophysical
objects with different brightness levels.

8. Defringing

One of the disadvantages of BSI CCDs is the effect of the interference of incident and
reflected waves in the NIR range, the so-called fringes. The reverse side silicon bulk entering
wave may be reflected from the front surface of the substrate and, returning back, interfere
with the incident wave. As a result, depending on how many times the wavelength fits on
the thickness of the pixel, the interference can either increase or decrease the amplitude of
the resulting wave. The dependence of the pixel sensitivity on the wavelength becomes a
periodic function (Figure 8).

Teledyne E2V uses thicker substrates in its devices to remove this effect. This makes it
possible to shift interference effects to wavelengths by about 1µm, where the sensitivity of
the silicon substrate is negligible. Additionally, to reduce interference, multilayer coatings
of the substrates with various materials are used to prevent wave reflections. Figure 8
clearly demonstrates the very low amplitude of the fringes detected by the new device: it
reaches 1–2% at a wavelength 900–950 nm, while, in detectors of the previous generation,
we have significantly higher values (5–10% for CCD42-90 and even more than 50% for
CCD42-40). The CCD42-90 and CCD42-40 have a basic midband anti-reflection (AR)
coating, and the CCD261-84 has a Multi-2 AR coating.
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Figure 8. Pattern of fringes in the red spectral range taken from flat-field observations with CCD42-20
at the SCORPIO [24] (top), CCD42-90 (middle), and CCD261-84 (bottom). The last two datasets
were obtained with the same grism on SCORPIO-2 illuminated by a system of LEDs in the standard
integration sphere of the standard SCORPIO-2 calibration system [25]. The flat field in the archival
CCD42-40 was illuminated by a halogen lamp in the previous version of a similar calibration system.
Each panel contains a grayscale representation of a fragment of normalized flat field (vertical width
is 200 pixels) at a scale of ±25% of the average intensity. The plot below shows a horizontal cut along
this fragment.

9. Observations and Processing

Since 2020, the camera with CCD261-84 has been used as a detector on the multimode
focal reducer SCORPIO-2 [11] at the 6 m telescope of the SAO RAS. This system operates
in different readout modes, depending on the type of observation mode of the focal
reducer. The full-format and original binning 1× 1 is accepted only in the case of spectral
observations with the integral-field unit (SCORPIO-2/IFU, [26]). In the most commonly
used long-slit spectroscopic mode, the full-format CCD is read in 1× 2 binning mode,
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which provides an optimal spatial sampling 0.′′4/pix along the spectrograph slit. For the
same reason, reading with 2× 2 binning is accepted in the SCORPIO-2 direct image mode,
whereas only the central square fragment (2048× 2048 pix in the original binning) is used.
In the last case, the detector provides the 6..′8 field of view with the same spatial scale of
0.′′4/pix.

Compared to the previous detector CCD42-90, the newest one has significantly higher
sensitivity with low contrast of fringes at a wavelength of more than 800 nm (Figure 9).
Both of these advantages allow us to use SCORPIO-2 to solve new observational tasks in
the red spectral range, mainly the spectroscopy of objects fainter than the foreground sky
emission. Recent examples of this include the measurement of CaII triplet velocities at
845–866 nm in the dwarf galaxy KKH 22 [27] and spectroscopy of the distant quasar at
redshift z = 5.47 [28].
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Figure 9. Quantum efficiency (QE) of CCD261-84 in comparison with CCD42-90. QE was obtained
using an experimental setup which included the explored CCD System, a monochromator, and a
rotating mirror. The measurement method is described in [29]. The increased sensitivity in the blue
wavelength range of the blue curve is due to Multi-2 AR coating.

The cost of using this high-efficiency CCD is a higher rate of cosmic ray hits (CHs)
than with a thin back illuminated detector. Figure 10 shows an example of the CH pattern
collected on the small fragment of the CCD261-84 chip during 40 min of exposure: the
length of some cosmic ray tracks can reach several hundreds (in some cases, even several
thousands) of pixels. Fortunately, most of these high-contrast CHs are easy to remove
with standard algorithms based on Laplacian edge detection (see L.A.COSMIC program
in [30]). However, some cosmic rays trapped during the readout process introduce a
more serious problem because their tracks are smoothed and seem like images of stars
or emission knots (the red arrows in Figure 10, middle). To remove these sorts of CHs in
SCORPIO-2, a sigma-clipping procedure to multiple (3–5) frames of the same objects is
employed in SCORPIO-2 data reduction after subtraction of the sky emission in individual
frames (Figure 10, bottom). Our first experience showed that new types of algorithms need
to be developed in this area, different from the standard ones.
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Figure 10. Long-slit spectrum obtained with SCORPIO-2 exposed by CCD261-84: 800× 300 pixel
fragment near the [OIII] and Hβ emission lines of the ionized gas cloud between the galaxies NGC 235
and NGC 232 (for details, see [31]). The sum of 4× 600 s exposures is shown. From top to bottom:
the raw spectrum including airglow emission and cosmic ray hits; sky emission is subtracted, the red
arrows show hits after cosmic ray particles are trapped during the readout; the ‘cleaned’ spectrum
after sigma-filter comparison of individual frames.

10. Results

We have presented the characteristics and performance of the CCD261-84 camera
system installed on the multimode focal reducer SCORPIO-2 at the 6 m telescope of the
SAO RAS. The main performance characteristics of the CCD system with the CCD261-84
are shown in Table 1.
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Table 1. Characteristics of the CCD261-84 camera system.

Value

Parameter Low Gain High Gain

CCD coating type Astro Multi-2
Image size (mm) 30.7× 61.6
Pixel pitch (µm) 15× 15

Readout rates (kpixel/s) 65 (slow), 185 (normal), 335 (fast)
Readout noise (e−) 2.62 @ 65 kpixel/s 2.18 @ 65 kpixel/s

Gain factor (e−/ADU) 3.2 0.6
Full well capacity (ke−/pixel) 165 35

Dark current (e−/s/pixel) 0.001
Operating temperature (◦C) −130

Thermal stability (◦C) ±0.1
Linearity (%) >99.3 (0–140 ke−)

The operating spectral range of the SCORPIO-2 multimode focal reducer, which
provides a significant part of the photometric and spectral observational programs of the
BTA, has been extended to the red region (up to 1000 nm).

For the designed CCD system, a deviation from the Poisson statistics is observed
for fluxes weaker than 250 e− with a readout noise of 2.18 e−. The CCD system can be
regarded as almost ‘ideal’ in the flux range of 250–40,000 e−. The dark current decreased
by a factor of three compared to the previous detector (CCD42-90). The amplitude of the
fringes decreased five times.

An image filtering procedure has been developed to remove traces of cosmic particles
in relation to detectors with a thick substrate.

The features and size of fringes in a thick substrate have been studied, and recommen-
dations have been developed for taking them into account in observations.

11. Discussion

This article presents a finished working CCD system based on a fully depleted scientific
detector CCD261-84 with substrate thickness of 200µm. Descriptions of implemented CCD
systems with such a photodetector have not been published before; there are only data on
the study of the photodetectors themselves by the manufacturer [8–10] and measurements
of the detector characteristics to substantiate the charge transfer model in such detectors,
as well as to determine the expediency of using detectors in planned projects [32]. It is
shown that the thoughtful design of the camera and the use of a universal CCD controller
developed at the SAO RAS made it possible to achieve high photometric characteristics that
are inherent in the CCD detector itself. Primarily, it has low readout noise and low dark
current, which makes it possible to effectively use the device for spectral observations of
faint objects with exposures up to 1 h. The achieved readout noise was 2.18 e− @ 65 kpixel/s
at the declared value of 2.8 e− @ 50 kpixel/s in the manufacturer datasheet. Such a level of
readout noise is inherent in a few working astronomical CCD systems.

To characterize the degree of charge spreading in the substrate, we used the method
for finding the two-dimensional autocorrelation function of the difference between two flat-
field frames. The application of this method does not require the construction of a complex
stand with a movable point light source followed by obtaining a point spread function (PSF);
rather, only a flat-field stand is needed. In this case, the method makes it possible to estimate
the degree of charge spreading for a given wavelength and a known charge value in a pixel.
This article shows that in the operating range of substrate voltage (−60 V. . .−100 V), the
amount of charge spreading varies slightly depending on the substrate voltage. This is
consistent with the data of Figure 4 in [8], which shows that the PSF changes insignificantly
in this range of substrate voltages for samples of devices with varying degrees of silicon
depletion. When choosing the operating voltage of the back substrate, it is also necessary
to consider the fact that, with an increase in the potential difference, the generation of a
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parasitic charge in hot pixels increases (Figure 8 in [8]). We also demonstrated a pronounced
direct dependence of the autocorrelation coefficients on the signal level, which is consistent
with theory. We can compare our data with the data from Figure 6.9 in [32]. In the range of
signals from 20 to 1000 ke− at a substrate voltage of −70 V, the author does not observe a
clear dependence, although the order of the coefficients is the same. This may indicate that
the quality of the video channel in the data acquisition system used.

The Fano factor also indicates the quality of the video signal processing channel. The
graph shown for this system (Figure 7, bottom) testifies to the high quality of the video
channel, evidenced by the absence of interference and distortion of statistics in various
input signals. Since this parameter is practically not given in the description of CCD
systems, it is difficult to compare it with other projects.

The characteristic quantum sensitivity curve for detectors with depleted silicon and
the Multi-2 anti-reflection coating is also given in Figure 14 in [8]. The measured values of
the quantum efficiency for our CCD system are in good agreement with the curve from
this publication as well as with the typical curve presented in the datasheet of the detector,
considering some losses in the camera optical window. Thanks to the Multi-2 coating,
the detector has very high sensitivity, not only in the red, but also in the blue region of
the spectrum.

12. Conclusions

In this paper, we describe the design, implementation and operating principles of an
astronomical camera system based on a large-format CCD261-84 detector. To use the new
BSI CCD with a very thick substrate, a CCD controller with the possibility of generating
a controlled high-voltage level has been developed at SAO RAS. The CCD System with
CCD261-84 is now used as a detector on the multimode focal reducer SCORPIO-2 at the
6 m telescope of the SAO RAS. Studies of the photometric characteristics of the system
as well as the effect of charge spreading in the substrate and the formation of fringes
have been carried out. Low readout noise and dark current were achieved. Based on the
images obtained in the observations, new methods of processing and reduction of spectral
images have been developed to minimize the increased impact of cosmic ray particles. The
developed CCD System has significantly higher sensitivity, with a low contrast of fringes
at a wavelength of more than 800 nm, which makes it possible to use the SCORPIO-2 at the
SAO RAS 6 m telescope to solve new observational tasks in the red spectral range.
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Abstract: In the present work, we consider an optical design of a slitless spectrograph for an existing
0.5 m-class telescope. This design concept has a number of advantages such as compact size, simplicity,
and simultaneous coverage of a large field of view. A challenge with this design is correcting
aberrations caused by placing a dispersing element in a converging beam. To overcome this issue, we
propose to use a composite grism, which represents a combination of a prism and a volume-phase
holographic grating, the latter which is split into zones with independently optimized parameters. We
demonstrate two designs of such a grism. In both designs, the spectrograph operates in the range of
450–950 nm in an F/6.8 beam and covers a field of view of 35.6′ × 7.2′. Through advanced modeling,
it is shown that a composite grism having four rectangular zones with different thickness and index
modulation depth of the hologram and recorded with an auxiliary deformable mirror decreases
the astigmatic elongation by a factor of 85, increases the spectral resolving power by 4.4 times, and
reaches R1389 while increasing the average diffraction efficiency by a factor of 1.31. If we reduce the
number of zones to only two, replace the deformable mirror with two static corrector plates, and
fix the hologram thickness, the corresponding performance gains still remain high: the astigmatism
is reduced by a factor of 61, the spectral resolving power is up to 1.7 times higher, reaching R1067,
and the efficiency is increased by a factor of 1.27. This shows that the proposed design allows the
construction of a simple and compact instrument, providing high performance over the entire field of
view and spectral range.

Keywords: slitless spectroscopy; astronomical spectrograph; grism; volume-phase hologram; aberration
correction; diffraction efficiency; composite hologram

1. Introduction

Spectroscopy is a key method in astronomy, as it allows one to determine the tempera-
ture, chemical composition, and kinematics of celestial objects. Therefore, most professional
astronomical telescopes are equipped with spectroscopic instruments of different kinds.
Usually, such an instrument projects a static, spectrally dispersed image of a source onto
a two-dimensional photo-detector array without scanning and therefore is classified as
a spectrograph. One dimension of the detector array corresponds to the spectral coordi-
nate, but there are different approaches to handling the spatial coordinate of the object.
Depending on the design solution regarding this second coordinate, one can distinguish
such classes as slitless, longslit, multislit, and integral-field spectrographs [1].
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Slitless spectroscopy [2] has a number of well-known shortcomings such as a high
background level, which reduces the signal-to-noise ratio and contamination of the spectral
image by the image features of the object of interest itself and surrounding objects. However,
this technique has a number of advantages, which result in a growing interest in its
astronomical applications. First, it can be implemented with a relatively simple instrument,
both in terms of design and operation. Second, slitless spectroscopy has a very high
multiplexing capability, allowing one to obtain a large number of spectra at once. Third, it
has the potential to provide flux-limited surveys with high spectro-photometric accuracy,
insensitive to fiber or slit losses [3].

One field that can obviously benefit from the advantages of slitless spectroscopy is
space optics: compact and simple instruments capable of detecting multiple spectra in
a relatively wide field of view at once are mounted on board space telescopes. Flagship
missions payload such as Advanced Camera for Surveys on board the Hubble Space
Telescope [4] and the NIRISS instrument on the James Webb Space Telescope [5] provide
perfect examples for this type of design and the corresponding observation technique.
Another example is the UV (ultraviolet) slitless spectroscopy mode of the GALEX space
telescope [6]. The latter example is of specific interest since for operating in the UV
band, where the choice of materials and coatings is limited, it is very desirable to reduce
the number of optical components and thicknesses of transmission ones, whereas a single
dispersive element should form spectral images in two sub-bands on two separate detectors.
This urges mounting a single dispersive element in a converging beam and fine-tuning its
diffraction efficiency curve.

Another application for slitless spectrographs is represented by small ground-based
telescopes. Examples such as [7,8] show how the compact size, reduced pointing accuracy
requirement, and design simplicity of a slitless spectrograph can become crucial for this
class of instruments.

Another complication with slitless spectroscopy is the optical design of the systems.
In particular, such an optical system is often mounted in a converging beam and operates
with a wide field of view (FoV). Therefore, the aberrations and throughput of the optics
will vary both across the aperture and FoV. In [9] these, issues were noted, and an approach
to correct the aberrations of a grating mounted in a converging beam was proposed.

In previous work, we considered the design of a slitless spectrograph for a fast and
wide-field small telescope [10]. We also had demonstrated that by using the concept
of a composite holographic element [11], one can substantially increase the spectral res-
olution and the diffraction efficiency (DE) of a holographic grating working in such a
non-conventional setup. The composite element represents a volume-phase holographic
(VPH) grating split into several zones. In each of the zones, the grooves pattern and their
profile can be varied independently to maximize the overall performance. It is convenient
to combine such a grating with a prism to moderate the chief ray deviation. The resulting
optical component is referred to hereafter as a composite grism.

We consider the design of a slitless spectrograph as a good test case for a comparative
study of a composite holographic element’s performance. On the one hand, the hologram
operating conditions vary across the aperture because the element is mounted in a con-
verging beam, across the field of view, because the spectrograph works with an extended
two-dimensional field of view, and across the spectrum since it operates in a wide spectral
range. These features distinguish a slitless spectrograph design from those considered
before in the context of the composite holograms studies as a waveguide holographic
display, a flat-field spectrograph with concave grating, or an imaging spectrograph with a
grism in a collimated beam. Once the hologram working conditions are more challenging,
the performance difference between the composite element and a classical one will be easier
to demonstrate, both in modeling and in a real experiment. On the other hand, the slitless
spectrograph design is easier to implement in practice, since it does not require dedicated
pre-optics or a detector and can consist of a relatively simple opto-mechanical assembly
with a single optical component, namely the composite grism. However, if we presume that
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the design under consideration should eventually be turned into a real device and become a
proof of concept, we have to apply some additional limitations and perform a more detailed
analysis. Thus, in contrast with [10], we simplify the grism surfaces’ shapes. Because of the
large influence of conical diffraction, we should use a precise numerical method instead of
analytical scalar diffraction theory to optimize and analyze the diffraction efficiency. As a
result, we should explicitly compute the instrument functions for a finite-width virtual slit,
taking into account aberrations of individual zones of a composite hologram and not limit
the performance comparison to just spot diagrams analysis. Both of these points require
some work on custom modeling tools.

The goals of this research are to develop and compare slitless spectrograph designs for
an existing small telescope, providing a comprehensive performance analysis in each case
in order to prepare for a future proof-of-concept experiment. The paper is organized as
follows: Section 2 presents the optical design versions; in Section 3 we provide the image
quality and spectral resolution analysis; Section 4 provides the DE optimization results and
analysis; Section 5 discusses the analysis; and Section 6 contains the main conclusions and
the plan of future work.

2. Optical Design

As the target hosting telescope we chose a CDK500 [12] from PlaneWave InstrumentsTM,
(Adrian, MI, USA) an instrument owned by the Institute of Physics of Kazan Federal
University. It is a Modified Dall–Kirkham telescope with a lens corrector and a primary
mirror of 508 mm in diameter and central obscuration of 0.39. The focal length is 3454 mm,
resulting in F/# = 6.8. One of our main goals was to re-use the existing CCD camera of
the telescope for the detection of the spectral images. Therefore, the key parameters of the
spectrograph under development were chosen accordingly.

The CCD represents an array of 4096 × 4096 pixels having linear dimensions of
36.8 × 36.8 mm2. Taking the telescope focal length into account, we set the target FoV
equal to 35.6′ × 7.2′ and the spectral image length (i.e., the distance between the centers
of monochromatic images formed at the edges of the working spectral range) of 29 mm.
The working spectral range is 350–950 nm, which corresponds to the sensitivity region of a
typical Si-based sensor.

Accounting for the actual mechanical interfaces of the telescope, we limit the distance
between the first surface of the composite grism and the incoming beam focus to 160 mm.

Considering the basic Dall–Kirkham design [13], we can restore a presumable optical
layout of the CDK500 and design a slitless spectrograph coupled to it (see Figure 1).
The main optical system of the telescope, consisting of the primary and secondary mirrors
(1 , 2, resp.) and lens corrector 3, forms a converging beam which is focused on the nominal
focal plane 4. The grism is mounted in a pre-focal position. It represents a transmission
VPH grating 5, recorded on a 3 mm-thick substrate made of LZOSTM (Lytkarino, Russian
Federation) LK7 glass and glued together with a prism 6. The composite grating represents a
mosaiced element consisting of a few rectangular parts, hereafter called zones. The number
of zones and their sizes change for different design versions. In practice, the zones can be
formed by imposing the photosensitive layer and recording the fringes pattern consequently
through a few masks on the same substrate. It was demonstrated that parts of a mosaiced
VPH can be co-aligned with high precision and act as a single dispersive element in an
astronomical spectrograph [14]. We propose to introduce additional degrees of freedom in
the current design, defined for each of the zones separately. The prism is made of LZOSTM

TK8 glass with an axial thickness of 25 mm and its facets having tilt angles of 4.47◦ and
6.85◦ with respect to the telescope optical axis. These parameters are constant for all the
design versions discussed below to facilitate the comparison. Note that a solution with a
single prism does not allow the creation of an exact zero-deviation geometry, but makes
the component much simpler in manufacturing while the deviation angle is moderated.
The spectral image is detected by the same CCD array mounted in position 7.
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Figure 1. General view of the slitless spectrograph optics coupled with a Dall–Kirkham telescope:
1—primary mirror, 2—secondary mirror, 3—lens corrector, 4—focal plane position in the imaging
mode, 5—composite holographic grating, split into zones with independently optimized parameters
as A and B, 6—prism, 7—spectral image plane position.

The telescope provides nearly diffraction-limited image quality across the entire FoV
and an almost telecentric output beam with the exit pupil position at −1419 mm. For these
reasons, we exclude the telescope system from the model and replace it by a perfect lens
with the same field and aperture.

As can be seen in Figure 1, adding the spectrograph does not significantly change the
telescope’s overall dimensions, and the optical design includes only one optical component.
The key functionality is performed by the VPH grating and we consider the following
versions of that:

• Classical grating. This is a default option, which can be produced by most manufactur-
ers or even found as an off-the-shelf component. It represents a grating with straight
equidistant fringes having a profile perpendicular to the substrate surface. Such a
grating can be recorded in a setup shown in Figure 2a, where the laser beam forms
two sources 1 and the beams are collimated by two off-axis parabolic (OAP) mirrors 2,
which interfere in a symmetric geometry on the substrate 3. The holographic layer
thickness is equal to a standard value and the modulation depth is optimized for a
chief ray using scalar diffraction theory.

• Composite grating. This version represents all the capacities of the concept shown
in [11]. The recording beams in this setup Figure 2b are formed by the same sources
1 and OAP’s 2, but the angles of incidence onto the substrate 3 are not symmetric.
A deformable mirror (DM) 4 is introduced in one of the interferometer’s branches
to control the wavefront and introduce the aberration correction. The mirror surface
shape is described by the Zernike polynomials [15] up to the 2nd order (we use only
the YZ-symmetric terms):

z =
r2/R

1 +
√

1− (1 + k)r2/R2
+

25

∑
i=4

AiZi(ρ, φ); (1)

where R, mm is the vertex radius of curvature, k is the conic constant, Zi are Zernike
polynomials, and Ai are corresponding coefficients, r, mm is radial coordinate and
(ρ, φ) are normalized polar coordinates of a point on a surface. We presume that the
grating is split into four equal horizontal stripes and the deformable mirror shape is
optimized for every stripe independently, whereas the rest of the setup arrangement
remains the same. In addition to this, we assume that the thickness of the deposed
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photosensitive layer can be chosen for the stripes independently as well as the exposure
time, which defines the index modulation depth. The latter condition can be relatively
easily implemented if the grating is recorded through a movable rectangular mask.

• Simplified composite grating. Producing a recording setup as described in the previous
item, with all its degrees of freedom, may be very challenging. Therefore, we consider
a simplified version. In this setup, the aberrated wavefront is formed by a tilted
corrector plate 4 with an ordinary axisymmetric asphere on its first surface:

z =
r2/R

1 +
√

1− (1 + k)r2/R2
+ α2r2 + α4r4, (2)

where α2, mm−1 and α4, mm−3 are the asphericity coefficients. In this case, we use
only two rectangular zones, and the corresponding corrector plates are substituted
during the recording. The rest of the recording setup remains the same, including the
branches’ asymmetry. Finally, we assume that the thickness of the hologram structure
is fixed and equal to a standard value, whereas the modulation depth can be optimized
separately for each zone.

Figure 2. Holographic grating recording setups: (a)—classical grating, (b)—composite grating,
(c)—simplified composite grating. The setup elements are: 1—laser point sources, 2—collimating
mirrors, 3—hologram substrate, 4—auxiliary optics for the wavefront control; A, B, C and D—
composite hologram zones.
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We consider the classical grating as a good reference case, since the majority of disper-
sive units in spectral instruments is represented by such elements and it would be easy to
produce and test in practice. The composite element corresponding to Figure 2b is intended
to show the capabilities of the proposed solution in terms of image quality and diffrac-
tion efficiency improvement once all the currently available technological facilities are
employed. The simplified version shown in Figure 2c may be used for early experimental
proof of concept since it does not require the use of customized photosensitive layers or
active optics. In each case, the recording geometry directly defines the fringes’ shapes and
their section profiles, so it should be directly included in the modeling and optimization
process. In the following sections, we show the optimization and analyze the performance
of each of the presented design options.

3. Image Quality Optimization and Analysis

The primary tool used to assess the spectrograph’s image quality is spot diagrams
obtained by ray tracing a set of control wavelengths and FoV points. The diagrams for the
classical grism are shown in Figure 3, where the X axis corresponds to the spatial direction
and the Y axis to the spectral dimension. Note that the optical design is symmetrical with
respect to the tangential (ZY) plane and the aberrations vary gradually across the FoV
and spectral range. The spot diagrams corresponding to the center and four corners of
the FoV at three reference wavelengths characterize the image quality across the entire
spectral image. It is assumed that the detector plane is perfectly aligned in its nominal
position. It is clear from the plots that the classical grism introduces large aberrations,
mainly astigmatism. These cannot be corrected because of a lack of free design variables.
In this case, we can only find a focal plane position that minimizes the spot size in the
dispersion direction for the central wavelength and a tilt angle for which the spots’ blurring
is moderated at the edges of the spectral range. With the given aberrations the spectra
of neighboring objects may intersect, limiting the number of simultaneously observable
targets drastically. A positive aspect is that the image quality remains relatively stable
across the FoV, slightly simplifying the task of aberration correction.

In addition to the spot diagrams, we use instrument functions (IF). An IF represents a
transverse illumination distribution in an image of a slit of finite width, or that of a middle
section of a finite-size spot image. By definition, this distribution can be obtained as a
convolution of the object luminosity function and the optical system line spread function
(LSF). This approach works for the classical grism, but not for a composite one, since the LSF
is usually computed using a Fourier transform, which ignores splitting of the grating into
independent zones. Therefore, for this work, we had to use another, more straightforward
method as described in [16]. It relies on tracing a large number of rays covering the full
system aperture and the full object width and counting ray intercepts in a number of narrow
stripes at the image plane. This technique was used in the past for the IF computation of
spectrographs with aberration-corrected holographic gratings and has shown a good match
with experimental data [17]. Before applying it for analysis and optimization of the current
design, we performed a comparison and verification. In Figure 4, we show two IF plots
computed at 700 nm for the FoV center in the case of a single holographic grating—which
is not split into zones—computed with two methods. In both computations, we assume
that the object luminosity represents a rectangular function with a width of 59 µm, which
corresponds to 3.5′′ seeing. The first curve is computed using a fast Fourier transform (FFT)
LSF and the rectangular function. The second one employs the rays-counting approach
described above. As one can see, the curves are very similar, with a deviation of 8.6% in
width, indicating that the two methods converge well. To illustrate the effects of seeing,
aberrations, and the grating mosaicing, we also show the initial LSFs in the same axes. We
consider two cases: a single rectangular aperture and an aperture split into four identical
rectangular zones. The second case corresponds approximately to Figure 2b but neglects
the difference in aberrations for the zones. The zones are separated by thin opaque border
lines, corresponding to possible defects at the edges of the recording masks. To emphasize
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the difference, we set the lines’ width equal to 1 mm. Even with these exaggerated borders’
widths, the LSFs are almost identical. Part of the energy of the LSF peak is diffracted to its
wings, but the overall shape and width remain almost the same. Thus, we can conclude
that the actual instrument function shape will be driven by the object width, i.e., the seeing,
and affected by the optical system aberrations, whereas the influence of diffraction at the
apertures is negligibly small.

Figure 3. Spot diagrams of a spectrograph with a classical grism.

Figure 4. Instrument function computation verification.

This technique allows to account for different zones by introducing vignetting and
switching between the optical system configurations in a loop. Another point, which usually
is not considered when analyzing a spectrograph’s performance, is the object luminosity
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function. For most instruments intended for laboratory applications it is sufficient to
represent it as a simple rectangular function. However, for a slitless spectrograph the object
represents a spot already blurred by the atmospheric turbulence and the telescope optics,
which does not pass any spatial filter, as an entrance slit, optical fiber, or integral-field
unit. Therefore, in the analysis below, we use a conservative estimate of 3.5′′ seeing, which
corresponds to a 59 µm spot in the telescope focal plane and consider two cases:

• a rectangular function of the given width

rect(y′) =

{
1,−b′1/2 ≤ y′ ≤ b′1/2,
0, |y′| ≥ b′1/2.

(3)

where b′1 is the slit image width, taking into account the magnification.
• a Gaussian distribution with the given width at level of 0.1

σ =

√
−0.5
ln0.1

, (4)

G(y′) = e−0.5y′2/σ2
. (5)

where σ is the Gaussian distribution dispersion.
The described computations were implemented as a macro for Zemax Optics StudioTM

(Ansys, Canonsburg, PA, USA) and shown good convergence with the LSF-based technique
for a few test cases. The IFs for the classical grism are shown in a summary comparative
diagram in Figure 7. The main outcome of the IFs is their full width at half maximum
(FWHM). This value, multiplied by the reciprocal linear dispersion of the spectrograph,
gives us its spectral resolution δλ and from that the spectral resolving power R = λ/δλ. All
the numerical values, characterizing the spectrograph imaging performances, are shown in
a summary in Table 2.

Considering aberration correction, the main difference between the classical grism
and the composite ones consists of the presence of a deformable mirror or corrector plates.
In the first case, the deformable mirror is mounted with a fixed angle of incidence of 10◦,
550 mm away from the substrate. Its shape is defined by automated optimization of the
root mean square (RMS) spot sizes at the mentioned control wavelengths and FoV points,
whereas the aberrations in the spectral direction Y have their weight coefficient increased by
a factor of 10 with respect to that for the aberrations in the spatial direction X. Furthermore,
the merit function includes boundary conditions, which require maintenance of the image
size along the spectral axis, limiting the global Y position of the image edges, the distance
between the grism and the detector plane as well as the angle of incidence onto the detector
plane at the central wavelength. We may note here that the grating frequency is large
enough to keep the zeroth order of diffraction far from the detector, whereas the intensities
of higher order diffraction orders for a thick VPH are negligibly low. The resulting profile
is dominated by defocusing and astigmatism as can be seen in Figure 2b. The overall
deformation of the auxiliary mirror surface found after optimization for the composite
hologram is quite large (61–784 µm). It can be implemented in practice in two different
ways. One approach is to make use of an active thin-shell mirror, similar to that described
in [18], which is capable of generating a peak-to-valley (PTV) deformation of 3.4 mm over
a 160 mm aperture and create Zernike modes up to and including the 2nd order. This
solution is straightforward but requires a customized active component. Another approach
is to introduce the dominating defocus mode by re-focusing the collimator and using
the DM only for higher modes. In this case, an existing MEMS (micro-electromechanical
system)-based DM with a maximum stroke of ≈27 µm [19] or even less can introduce
the required wavefront deformation. In Table 1 we specify separately the beam defocus
in millimeters and the PTV deformation of the mirror surface sag corresponding to the
rest of the modes (the tip, tilt, and piston are also excluded). In the case of a simplified
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hologram, the aspheric corrector can be relatively easily polished to the desired surface,
but we keep the modes separation to facilitate the comparison. The values indicate that the
sag deviation is relatively small, whereas the defocus is large in comparison with the grism
size, which is 60 × 34 mm.

Table 1. Optimized parameters of the recording setup.

Zone Composite Simplified Composite

z′de f , mm δz′PTV , µm z′de f , mm δz′PTV , µm

A −2168.9 13.7 −3844.8 2.67

B −3575.9 24.5 −3744.4 2.77

C −1074.3 22.4 - -

D −2984.8 20.9 - -

Similarly to the design using a classical grism, we first investigate the spot diagrams—
see Figure 5 and Table 2. The diagrams clearly show the contribution of each zone and the
gain in the image quality. If we compare the aberrations in the spectral δy′ and spatial δx′

directions, it becomes clear that for the spectral direction at the central wavelength, the
aberrations are comparable, whereas at the edges of spectrum, they are reduced by a factor
of 2.3. Meanwhile, the aberrations in the spatial direction are decreased significantly with
a gain up to 85 times at the red edge of the spectrum. Therefore, we can expect that the
spectra of adjacent objects will be resolved separately and that of extended objects will be
free of self-contamination.

Figure 5. Spot diagrams of the spectrograph with composite grism.
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Table 2. Image quality metrics of the slitless spectrograph.

Metric Classical Composite Simplified Composite

Wavelength, nm 450 700 950 450 700 950 450 700 950

FWHM Rect., µm 73.4 62.8 208.8 61.3 62 60.8 66.1 63.7 122.4

δλ Rect. 1.28 1.10 3.64 1.06 0.07 1.05 1.15 1.11 2.13

R Rect., nm 352 639 260 425 654 905 392 632 447

FWHM Gauss., µm 61.8 41.4 172.8 35.9 34.8 39.6 49.6 37.8 118.8

δλ Gauss. 1.08 0.72 3.02 0.62 0.60 0.68 0.86 0.66 2.06

R Gauss., nm 417 967 315 726 1164 1389 523 1067 460

δy′best, µm 226 35 223 147 58 95 138 40 128

δx′best, µm 309 425 441 74 5 15 61 7 22

δy′worst, µm 257 69 259 156 65 114 177 77 170

δx′worst, µm 340 457 490 85 9 41 95 27 44

The instrument functions of this version of the spectrograph are also shown in Figure 7.
They clearly demonstrate the spectral resolution increase for the entire spectrum, but the
gain obtained at its long-wavelength edge is very notable. Some high-frequency features
can clearly be seen in the plots, which can be attributed to the zone edges. Comparing
the numerical values in Table 2 we see that the spectral resolving power growth reaches a
factor of 4.4. It is also notable that the gain is higher by ≈18% compared to the Gaussian
distribution assumption. In general, the model predicts a spectral resolving power of up to
R1389, which is quite high for this class of instruments.

If we step back to the simplified version of the composite grism, the deformable mirror
is replaced by two interchangeable corrector plates. Each of them is a 7 mm-thick glass
substrate made of LZOSTM K8 glass and placed 550 mm away from the hologram substrate.
For the zone A recording the tilt angle is 40.604◦ and for the zone B it is 41.571◦. The key
values, describing the first aspherical surface of each corrector are given in Table 1. Flat
aspheres with such parameters are definitely manufacturable.

The spot diagrams obtained in this design version are shown in Figure 6. In general,
the effect of aberration correction with a composite grism is similar to that seen in Figure 5,
although the correction is less uniform across the FoV, and not that efficient at the central
wavelength and the red edge. However, in comparison with the classical grism aberrations
(Table 2), we still gain a factor of 1.7 in the spectral direction and 60.7 in the spatial direction.
Thus, the main goal of separating the spectra from different objects can be sufficiently
reached even with all the simplifications.

Finally, let us consider the IFs and the spectral resolving power of the simplified grism.
The corresponding data are given in Figure 7 and Table 2. Comparing the results with that
for a classical grism, one can see that the spectral resolution remains nearly the same at the
central wavelength, whereas at the spectrum edges it increases by a factor of 1.12–1.71. The
most significant gain is observed for 950 nm with the Gaussian distribution assumption.

In general, both composite grism versions provide good astigmatism correction, which
is a key requirement for a slitless spectrograph . This enables the detection of spectral
images of multiple objects without intersections and contamination. Furthermore, using
auxiliary correcting optics for the grating recording improves the spectral resolving power.
If we use four zones of the grating and a deformable mirror, it becomes possible to reach a
high and uniform spectral resolution for the entire working range. With two zones and
static tilted corrector plates the results are more modest, but the gain at the long-wavelength
edge is still significant.
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Figure 6. Spot diagrams of the spectrograph with simplified composite grism.

Figure 7. Instrument functions of the slitless spectrograph for a 3.5′′ object in the FoV center.
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All of the results shown above correspond to the perfect nominal values of the param-
eters describing the recording and operation setups. In practice, there will be unavoidable
errors of manufacturing and assembly. To estimate the tolerances on individual parameters,
we perform the following analysis: we introduce small deviations into every parameter p
and measure the corresponding change of the weighted RMS of the aberrations over the FoV
and aperture at the central wavelength in order to compute the corresponding sensitivity

∂
√

∑(wxx′2 + wyy′2)/∂p. Here, x′ and y′ are the transverse aberrations in two directions
and wx and wy are the corresponding weight coefficients. For a classical grism, we use
wx = 0 and wy = 1, since it has no astigmatism correction, whereas for the composite
grisms, we use wx = 0.1 and wy = 1 as it was during the optimization. Then, presuming the
errors for all the S parameters in the system sum up quadratically, we find the individual
parameter tolerance as

∆p =
∆
√

∑(wxx′2 + wyy′2)

∂
√

∑(wxx′2 + wyy′2)/∂p

1√
S

, (6)

where the acceptable change of the aberrations’ RMS is set to 5% of its nominal value.
The computation results are given in Table 3. All the tolerances, which appear to be

too wide, are truncated down to a technologically feasible value. The radii of curvature R
and irregularities ∆N are measured in interference fringes at λ = 632.8 nm. t denotes the
axial thickness. The tip and tilt angles are denoted as αx and αy, respectively. n is the index
of refraction and ν is the Abbe number. Note that the latter matters only in the operation
setup. irec is the incidence angle in the recording setup and frec denotes defocusing of the
recording beam. Finally, the indices are as follows: “sub”—grating substrate first surface,
“grat”—grating surface, “prism”—second surface of th prism, “grism”—the entire grism,
“corr”—the recording wavefront corrector, i.e., the DM or the corrector plate, and “air”—the
airgap before the grism.

These values provide approximate estimates of the individual parameter tolerances,
but they indicate some notable points regarding manufacturing and alignment:

• Most of the values are feasible to accomplish in practice. It appears that the classical
grism is sensitive to decenters and tilts. This can be explained by the large uncom-
pensated aberrations, which grow rapidly when deviating from the found best-fit
position. However, the requirements for the individual surfaces’ tilts can be met by
defining proper specifications in the drawings of corresponding elements. An angular
precision at the level of ≈1′ is definitely possible for both the prism and grating.

• The composite grism is more sensitive to the prism refractive properties, but the
absolute values are high enough to reach the required precision.

• The simplified version of the composite hologram recording setup does not have
wider tolerances for the auxiliary components’ parameters and alignment. The reason
for this is that the quality of both surfaces, their position, and material refraction index
contribute to the recording of wavefront aberrations.

• The tightest tolerance for a composite gratings’ recording setup corresponds to the
corrector plate surface irregularity. However, it should still be technologically feasible.
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Table 3. Tolerances based on the image quality criterion.

Parameter Classical Comp. Simpl. Comp.

Rsub, f r. 8 8 8

Rgrat, f r. 7 8 8

Rprism, f r. 8 8 8

tair, mm 0.68 1 1

tgrat, mm 0.22 0.5 0.5

tprism, mm 0.20 0.5 0.5

dygrism, mm 0.06 0.2 0.2

αx,grism,◦ 0.6 1 1

αy,grism,◦ 1 1 1

αx,grat,◦ 0.013 0.28 0.27

αy,grat,◦ 0.26 0.5 0.5

αx,prism,◦ 0.023 0.1 0.1

αy,prism,◦ 0.94 1 1

∆Ngrat, f r. 0.52 1 1

∆Nprism, f r. 0.52 0.9 0.9

nprism × 10−3 2.22 1.82 1.76

νprism 10 6.1 5.9

zcorr, mm - 2 2

αx,corr,◦ - 1 0.3

tcorr, mm - - 0.5

∆Ncorr, f r. - 5.7 1.6

ncorr × 10−3 - - 6.8

irec,◦ 0.203 0.145 0.141

frec, mm - 0.79 0.77

4. Diffraction Efficiency Optimization and Analysis

Further, we discuss the diffraction efficiency of the grisms in a similar way. As we
stated before, it is presumed that the classical grating is recorded in a symmetric setup, so
its fringes are perpendicular to the surface. Let us assume that the VPH grating is recorded
in dichromated gelatin (DCG) with an Ar laser at a wavelength of 514.5 nm, which is a
very typical combination. Then the angles of incidence in the recording setup are 5.087◦

and −5.087◦, resulting in a spatial frequency of N = 344.7 mm−1, which corresponds to
the required linear dispersion at the image plane. We also assumed that the hologram
structure thickness is equal to a standard value of 20 µm provided by DCG manufacturers.
If all of these parameters are fixed, then the only variable we can use to optimize the DE
spectral distribution is the index modulation depth. We use the analytical equations of
Kogelnik’s coupled wave theory [20] to compute the diffraction efficiency and perform this
computation in a loop to maximize the sum of DE at five control wavelengths covering the
working range uniformly. Note, that we make these calculations only for the FoV center
and the chief ray, so the distribution across the field and aperture is ignored. The resulting
parameter values are given in the summary table Table 4 and the corresponding DE curve
is shown in a comparative plot (Figure 11).
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Table 4. Optimized parameters of the hologram structure.

Zone Classical Composite Simpl. Composite

t, µm δn t, µm δn t, µm δn

A 20.0 0.012 18.5 0.022 20.0 0.019

B - - 17.5 0.023 20.0 0.022

C - - 22.9 0.018 - -

D - - 20.0 0.028 - -

This simplified approach provides us with a starting point and a reference for the holo-
gram structure optimization. However, it is obviously not sufficient to find the best possible
design. The grism is mounted in a converging beam and works with an extended FoV;
whereas the angle variation across the FoV was shown to be relatively small, the changes
across the aperture with F/# = 6.8 are significant. Both the change of the angle of in-
cidence itself and that of the conical diffraction angle take place here. The latter is not
taken into account by Kogelnik’s scalar theory. It is necessary that we should use another
method to compute the DE precisely. In the present work, we use the rigorous coupled
wave analysis (RCWA) [21] implemented in the Reticolo software for these computations.
This is a MatLab-based code that computes the diffraction efficiencies and the diffracted
amplitudes of gratings composed of stacks of lamellar structures. It incorporates routines
for the calculation and visualization of the electromagnetic fields inside and outside the
grating. Reticolo implements the RCWA method or frequency–domain modal method
for diffraction using 1D structures and is also capable of computing Bloch modes and
analyzing stacks of arbitrarily anisotropic multilayered thin films. More details about the
RCWA method can be found in [22] and the software description is available at [23].

We use the exact ray tracing results as an input for the diffraction problem to be solved
with RCWA across an array of probing points (or elementary gratings), as it was made
in [24].

The DE distribution obtained with RCWA for the spectral range center and edges is
shown in Figure 8. The corresponding spectral distribution for the FoV center is shown in
Figure 11. Note that due to the beam convergence, the DE varies significantly across the
aperture, so we plot the average and maximum values in each case separately.

Figure 8. Spatial distribution of the DE across the beam footprint for the classical grism.

We begin the composite hologram structure design by breaking the recording setup
symmetry. We compute the desired fringes’ tilt angle according to the Bragg condition at
the central wavelength for the chief ray in the FoV center and obtain angles of incidence of
2.533◦ and −7.141◦. We keep these values fixed whilst performing an automated search of
the thickness and modulation depth values to minimize the following function:

f (t, δn) =
17.8′

∑
ωx=−17.8′

3.7′

∑
ωy=−3.7′

950nm

∑
λ=450nm

1− ηav(t, δn), (7)
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here t is the VPH thickness, δn is the index modulation depth, and each of them represents
a vector of four elements for the A-D zones; (ωx, ωy) are the angular coordinates of the
point in the FoV and ηav is the average DE across the aperture including all the zones of
composite grating.

We use a standard simplex method [25] to minimize this function. Since the achiev-
able values of the hologram structure parameters have some technological limits, we
apply the following boundary conditions typical for DCG [26]: 10 µm ≤ t ≤ 30 µm and
0.005 ≤ δn ≤ 0.05.

The optimized parameter values are given in Table 4 and the DE distributions are
shown in Figure 9. Note that in this case we plot data for points covering the entire FoV
since the zone coverage differs across it. One can see that the distribution is more uniform
and the values at the red edge are notably higher. Furthermore, these diagrams carry clear
footprints of the zone boundaries. The DE at 450 nm represents an illustrative example of
the composite hologram concept—the maximum is shifted to the top side of the grating,
but the parameters of the lower zone D are optimized locally to partially compensate for
this shift. It is necessary to state here that for the RCWA modeling, we introduce some
simplification of the recording geometry. When calculating the recording beams’ incidence
angles we take into account only the chief ray incidence and the defocus given in Table 1.
This allows us to simplify the calculation significantly and avoid the issue of sampling
difference in the recording and operation setups, whereas the recording angle deviation
does not exceed 0.16◦.

Figure 9. Spatial distribution of the DE across the beam footprint for the composite grism.

Similarly, the spectral distribution for the center is shown in Figure 11. Generally,
the main qualitative changes are confirmed, but in order to quantify the gain we propose
the following metric:

Q =

∫ 950nm
450nm ηav(λ)∫ 950nm
450nm rect(λ)

, (8)

i.e., how much energy is diffracted into the working spectral order on average in comparison
with an ideal 100% case. After evaluation, the composite grism provides Q = 0.396, whereas

216



Photonics 2023, 10, 385

the classical grism had Q = 0.303. All the values of the Q metrics are summarized in Table 5.
On top of these, we see a very notable increase in the maximum DE.

Table 5. Integral diffraction efficiency metrics.

Field Classical Composite Simpl. Composite

max av max av max av

−17.8′,−3.7′ 0.690 0.303 0.843 0.383 0.846 0.394

0′, 0′ 0.690 0.303 0.881 0.386 0.853 0.396

17.8′, 3.7′ 0.690 0.303 0.878 0.387 0.845 0.386

Next, we perform a similar optimization and analysis for the simplified composite
grism. In this case, the hologram thickness is fixed and set equal to 20 µm and the hologram
consists only of two zones. Therefore, the number of free optimization variables is limited
to just two modulation depth values. It would not be enough to provide correction for the
entire field of view, so Equation (7) is rewritten for only the FoV center:

f ∗(t, δn) =
950nm

∑
λ=450nm

1− ηav(t, δn), (9)

We minimize this function using the same method and the same boundary conditions
and obtain the values listed in Table 4.

The corresponding DE distributions are given in Figure 10. The general distribution
patterns are the same, so in comparison with the classical grism, we obtain a more uniform
distribution with a better performance at the long-wavelength edge, whereas the specific
features of the composite grating are used to recompensate the DE losses at the short-
wavelength edge.

Figure 10. Spatial distribution of the DE across the beam footprint for the simplified composite grism.

The spectral dependencies of the average and maximum DE for the simplified com-
posite grism are shown on the comparative plot Figure 11 together with the other designs.
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Here the maximum and average values are computed across the beam footprint, i.e., the
2D distribution in every sub-plot in Figures 8–10. One can see that despite the simpli-
fications, the performance is superior to that of a classical grism and very close to the
case of the initial composite element. We can confirm this using the metric according to
Equation (8): Q = 0.386. From this, it can be seen that in terms of the DE improvement,
further complication of the design brings little gain. One possible explanation for this is the
grism position. It is located far from the focal and pupil planes, so beams corresponding
to different FoV points and aperture parts are mixed, which limits the efficiency of local
parameter optimization.

Figure 11. Comparison of the DE spectral dependence in the FoV center.

In general, the use of a composite grism will allow us to obtain brighter spectral images
and improve the instrument sensitivity, especially in the red part of the spectrum.

Similar to the image quality analysis, we estimate the tolerances for the parameters
which define the diffraction efficiency. We use the median value of DE over the working
spectral range measured at the FoV center ηm as the merit function and assume that its
acceptable change is ∆ηm = 5% in the absolute DE value. Then, we use the following
relation, similar to Equation (6):

∆p =
∆ηm

∂ηm/∂p
1√
S

, (10)

In this case, we only consider the hologram structure thickness t, its index modulation
depth δn, and incidence angles in the recording setup irec1 and irec2. Even for the slanted
fringes, the influence of the two incidence angles on the DE is almost identical. Furthermore,
both the frequency and tilt of the fringes change with incident angle deviation. The
sensitivity of the DE to the fringes tilt angle change is an order of magnitude higher,
so we use the values derived from the fringes tilt angle. All the tolerance estimates are
summarized below in Table 6.

Table 6. Tolerances based on the diffraction efficiency criterion.

Parameter Classical Comp. Simpl. Comp.

irec, deg 0.082 0.046 0.067

t, µm 1.6 0.9 1.3

δn× 10−4 6.3 3.5 5.1
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The values in Table 6 are only estimates, but they indicate a high sensitivity of the DE
to the hologram structure parameters. The tolerances on recording angles are tighter than
those found with the image quality criterion, but remain at a feasible level >2′. The tolerance
on thickness is relatively wide—for a 20 µm layer a 4% change appears to be acceptable.
The highest sensitivity was found for the index modulation depth, but even in the worst
case, the tolerance is 2.9%. Finally, we can note that the increase of the design variable
number obviously causes some tightening of the tolerances, but the difference is moderate.

5. Discussion

The analysis presented above demonstrates that the developed designs of slitless spec-
trographs based on composite grisms exhibit a clear and measurable gain in performance
in terms of both resolution and throughput. Furthermore, these designs, especially the sim-
plified one, are feasible and can be used in the future for an experimental proof-of-concept.
From the standpoints of design technique and holographic technology, it introduces some
novelty to the field since, to the best of our knowledge, the holographic gratings used in
astronomical spectrographs so far could be split into sub-zones [14,27], but did not have
local optimization of both aberrations and diffraction efficiency at the same time. However,
besides being a demonstrative design, the proposed spectrograph can take its own niche
among the astronomical instruments and be useful for real observations. Once we have the
numerical estimates of the key performance metrics, it would be useful to compare them
with those of some other instruments in order to show the most prospective application
areas and the key advantages.

There are a few low-resolution spectrographs working with large ground-based tele-
scopes. They use VPH-based grisms as dispersive elements and operate over an extended
field of view. FOCAS [28] and EFOCS [29] can serve as examples. These instruments also
try to cover the entire waveband available with a standard CCD detector and utilize the
entire field provided by the telescope. The field of view in these cases is smaller than
in the proposed design whilst the resolving power and the throughput is comparable or
higher than the values we obtained. However, there are notable differences in the optical
architectures. In contrast to our design, these spectrographs still use some spatial filters like
multi-slit setups in the focal plane and then use auxiliary relay optics and interchangeable
dispersers to form the spectral image. This also implies the use of a dedicated detector
for the spectral images. Thus, our spectrograph also can be used for observations to take
spectra of multiple or extended faint objects. On the one hand, the maximum observable
magnitude will be relatively modest, taking into account the difference in collecting area
between the telescopes and the optical system transmission. On the other hand, the pro-
posed instrument will benefit from observing a notably larger FoV and the entire waveband
at once, whereas its design is much simpler, more compact, and less expensive. The key
parameters of the optical designs are compared in Table 7.

Table 7. Spectrograph characteristics comparison.

Instrument Comp. Grism FOCAS EFOCS MAO AFA Galex-NUV

Wavelengths 450–950 nm 365–900 nm 350–1000 nm 400–1000 nm 350–700 nm 177–283 nm

Spectral resolving
power R425–905 R250–2000 R250–7140 R100 R103–147 R90

Throughput 18–51% 57–82% 18–65% 25–75% 25–75% 10–82%

FoV 35.6′ × 7.2′ 6′ × 6′ 3.5′ × 5.7′ 10.8′ × 10.8′ 14′ × 14′ ∅1.24◦

Number of
elements 1 15 7 1 1 2

Hosting telescope CDK500 Subaru ESO Zeiss-600 DFM Galex
0.5 m ground 8.2 m ground 3.6 m ground 0.6 m ground 0.4 m ground 0.5 m space
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Another group of instruments that could be compared with our design consists of
single-grating slitless spectrographs for small ground-based telescopes. For instance, such
an instrument was built at MAO NASU [7,30] for the detection of multiple stellar spectra
in a single observation and flare star observations. A similar setup was developed at US
AFA [31] and used for the detection of spectra of geosynchronous satellites. In both of
these cases, the spectrographs are based on a single transmission grating mounted in a
converging telescope beam. Their main parameters are also shown in Table 7. As one
can see, the proposed design has a larger FoV and the spectral resolving power is notably
higher. For the indicated cases, there are no exact values of transmission available, so
we assume that it is close to that of a typical commercial grating [32]. Even with this
optimistic assumption, our design shows a comparable performance. This comparison
is useful not only to demonstrate the advantages in performance but also to indicate
potential applications such as flare star search and spectral characterization as well as the
observations of satellites or space debris.

Finally, the developed design can be compared to some space instruments. It is difficult
to find a direct analog, but the Galex-NUV channel [6] has a very similar optical design.
In comparison with it, our design has a wider working range, higher spectral resolution,
and higher minimum throughput. We believe that these advantages can be at least partially
maintained if we repeat a composite grism-based design for the NUV domain. We keep
this example in the comparative table to emphasize the prospects of our solution for space-
based spectrographs as more and more projects of spectral instruments for small satellites
like [33] appear.

6. Conclusions and Future Work

In the present work, we have demonstrated the advantages of a composite holographic
element being applied in a slitless spectrograph design. It allows for the creation of an
extremely compact and simple instrument, which can be mounted in a converging beam at
the telescope output, and use the nominal CCD camera of the telescope to detect the spectral
image. The key advantage of the composite grism is the astigmatism correction, which
allows for decreasing the spot diagram elongation by almost two orders of magnitude.
This will make it possible to observe spectra from different objects or different points of
an extended object without overlapping, thus implementing the key feature of slitless
spectroscopy. On top of this, we can increase the spectral resolving power by a factor up to
4.4 and improve it significantly at the long-wavelength edge of the spectrum.

In addition to this the composite, VPH has a higher diffraction efficiency that is
also distributed more uniformly across the spectral range. Thanks to hologram structure
parameters optimization, we can increase the average DE value by a factor of 1.31. One
should keep in mind that when the DE defines the flux power directed to the working
diffraction order, the aberrations correction decreases the area in which this flux is focused.
Thus, we expect a very significant increase in the spectral image illumination and, therefore,
the overall sensitivity of the instrument.

We have considered two versions of the composite grism. The modeling has shown
that even with some simplifications, like decreasing the number of zones, using static
corrector plates in the holographic recording setup, and using a standard thickness of the
holographic layer, it is still possible to obtain a significant gain in performance. Moreover,
in terms of DE optimization, a further complication of the design appears to be unnecessary.

The next stage of our research implies an experimental proof of concept. The plan
is to turn the simplified composite grism design into practice and test it experimentally.
First, it should be tested in the laboratory, including measurements of the resolution and
throughput. Second, we plan to make trial observations with the spectrograph coupled
with the CDK500 telescope owned and operated by Kazan Federal Univ. Figure 12 shows
the optomechanical design of the slitless spectrograph unit to be mounted on the telescope.
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Figure 12. Opto-mechanical design of the slitless spectrograph unit: 1—grism, 2—grism mount,
3—connecting tube, 4—camera flange, 5—telescope mechanical interface, 6—telescope filter wheel,
7—telescope camera.

To the best of our knowledge, it would be the first application of a composite holo-
graphic dispersion element in an operational astronomical instrument. Thus, it should
provide a strong confirmation of the very design concept advantages and to the correspond-
ing design and modeling techniques. We hope that this instrument will open new prospects
for spectral instrument design in astronomy and other fields.
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Wavefront Sensing by a Common-Path Interferometer for
Wavefront Correction in Phase and Amplitude by a Liquid
Crystal Spatial Light Modulator Aiming the Exoplanet
Direct Imaging
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Abstract: We implemented the common-path achromatic interfero-coronagraph both for the wave-
front sensing and the on-axis image component suppression, aiming for the stellar coronagraphy. A
common-path achromatic interfero-coronagraph has its optical scheme based on a nulling rotational-
shear interferometer. The angle of rotational shear can be chosen at a small angular extent of about
10 deg. Such a small angular shear maintains the coronagraphic contrast degradation known as the
stellar leakage effect, caused by a finite stellar size. We study the phase and amplitude wavefront
control by a liquid crystal spatial light modulator of reflection type which is used as the pixilated
active adaptive optics unit. Therefore, adaptive optics perform a wavefront-correcting input toward
a stellar interfero-coronagraph aiming at the direct exoplanet imaging. Presented here are both the
numeric evaluations and the lab experiment stand to prove the declared functionality output.

Keywords: exoplanet direct imaging; adaptive optics; wavefront sensing and correction; phase-shifting
interferometry; interfero-coronagraph; common-path; rotational-shear interferometer; power spectral
density; point spread function; phase retrieval

1. Introduction

The direct imaging of exoplanets orbiting their host star near the Solar System still
remains a challenging engineering task due to the high contrast ratio and the small angular
separation relative to the host star. Exoplanets have to be observed within 1 arcsec separa-
tion from, and between 6 and 10 orders of magnitude fainter than, the stars they orbit [1]. To
meet these requirements, both space- and ground-based telescopes have become equipped
with adaptive optics systems having high precision in a wavefront correction toward a
stellar coronagraph. Both the adaptive optics (AO) and the coronagraph are optimized to
acquire high-contrast images of the substellar surroundings (or a circumstellar companion),
in the area of 1–20 λ/D (diffraction units), where D stands for telescope diameter and
λ—central wavelength.

Aiming to image exoplanets in the Solar System vicinity and focusing on orbiting
stars distanced at 10+ pc, both ground-based astronomical observatories [2] and space-
based telescopes are equipped with stellar coronagraph instruments. For high-contrast
imaging through the turbulent atmosphere, ground-based telescopes require AO units
with kilohertz dynamic characteristics. Both space-based telescopes and ground-based
telescopes require the ultimate precision of AO to control wavefront with a precision of
about λ/103–λ/104.

Stellar coronagraph was originally planned by the NASA program TPF (Terrestrial
Planet Finder) [3], and now it is split into three main project branches: (i) TPF-C dedicated
to coronagraph, (ii) TPF-I dedicated to a multi-aperture interferometer, and (iii) TPF-O [4]
dedicated to an external occulter. Additionally, the fourth project’s family implements
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optical interferometers and steps from a single-dish telescope to multiple optically linked
telescopes [5].

In particular, the space telescope WFIRST-AFTA [6], renamed the Nancy Grace Roman
space telescope [7], will be equipped with modern stellar coronagraph instrumentation,
including in-flight (space grade) adaptive optics (AO) for active wavefront correction. Vast
R&D projects are completing important steps toward successful high-contrast imaging in
the stellar vicinity.

Today, the most used star coronagraph optical schematics are various modifications
of Lyot coronagraphs and apodization schemes. Roughly, we shall refer to these schemes
to mask coronagraphs because of their working principles containing different masks in
the focal, pupil, and intermediate optical planes [8]. Various modifications of the masks
provide different properties of the coronagraph output. Conventionally, the optics of
mask coronagraphs include several focusing lenses or mirrors for constructing focal- and
pupil planes that are optically conjugated, where the main functional masks are placed.
These optical planes are conjugated with wavefront sensors, deformable mirrors (DM) as
wavefront correctors, field cameras, spectrographs, and additional analyzers. An opaque
ring-form mask put in the plane, optically conjugated to the telescope’s secondary (or
successive) pupil, is historically called the Lyot mask, which presents the simplest version of
apodization. Apodization by a graduate transmit-profile mask, together with more complex
solutions, has functional advantages respective of the complexity of their implementations.

Alternatively, the working principle of an interfero-coronagraph [9] is to superimpose
with anti-phase two pupil images being shifted, reversed, or rotated. Functionally, that
results in destructive interference and, therefore, eliminates the starlight being received
from the on-axis direction. Planetary (or companion) light does not interfere destructively
because the off-axis tilt (or shift, or shear in a pupil) of the image component from a planet
separates the two companion copies spatially. Interfero-coronagraphy is advantageous in
terms of its broad spectral band achromaticity and, more generally, because of its small
inner working angle (IWA). IWA characteristics can be considered the spatial resolution
of a coronagraph instrument. The achromatic interfero-coronagraph (AIC) is known to
have one of the smallest possible IWA (0.38 λ/D), such as it was initially referred to in [8]
with the fixed angle of a rotational shear of 180◦. Later, it was re-designed into a modified
Sagnac scheme, implementing the common path (or cyclic path, or cavity) (CP-AIC) [10]
aiming to relax the mechanic instability.

The severe functional disadvantage of an interfero-coronagraph is known as a stellar
leakage effect. Due to this effect, the starlight cannot be completely suppressed because the
apparent size of the star is not physically infinitesimal [8]. The observed size of a star is far
beyond the spatial resolution of a single-dish optical telescope, but physically, the star size
causes a non-fully coherent point-like source; spatially, an extended source. Observed by
means of a two-meter diameter telescope, the Solar-type star at 10 parsecs has the apparent
size of ~0.02 λ/D (for optical domain wavelength of λ ≈ 1 micron and D ≈ 2 m). This effect
limits the destructive interference contrast to 5 orders of magnitude in terms of starlight
suppression. To overcome this effect, an interfero-coronagraph with a variable rotational
shear smaller than 180◦, abbreviated as ARC in [11–13], offers a possibility to adjust an
arbitrary pupil rotation angle to achieve an optimal coronagraphic contrast considering the
observing configuration. With a two-meter telescope class, the 10◦-shear interferometer
offers the stellar leakage (due to the finite size of the stellar disk) for a Sun-like star at 10 pc
almost below 8 orders of magnitude for a 5 λ/D working angle of companion separation.
The 8 orders in magnitude mentioned here are a theoretical raw coronagraphic contrast
estimation without any aberrations of wavefront, i.e., any optical wavefront errors.

Optical wavefront errors of the order of 10−9 m from fabrication defects and misalign-
ments introduce a bright starlight speckle halo around the theoretical stellar image that
overwhelms the faint image of an orbiting planet or a circumstellar disk. This speckle
halo evolves in response to minute changes in the thermal and mechanical state of the
observatory. Stellar coronagraphs rely critically on closed-loop wavefront sensing and have
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to compensate for these aberrations in time. Therefore, space-based telescopes require
on-orbit options for wavefront sensing and its control, where all computations associated
with the sensing and control algorithms are carried out by the flight computer aiming to
achieve the deepest possible coronagraphic contrast.

Coronagraphy-based wavefront control algorithms are known, such as stroke min-
imization (SM) [14] and electric field conjugation (EFC) [15]. These algorithms use a
computer model of the coronagraph to solve an inverse problem using a wavefront control
iteration process. An aberrated electric field is measured at the coronagraph detector. Inter-
nally, the algorithms evaluate a Jacobian matrix electric field response of each pixel within
the focal-plane control region to each actuator or pixel of active optics. This transforms
the wavefront control inverse problem to the number of actuators or pixels for a modern
coronagraph, which is typically from 103 (to 106); this represents a substantial computa-
tional capacity. Here, fast linear least-squares coronagraph optimization (FALCO) [16]
utilizes a coronagraph model highly optimized for speed showing practical improvement.
Aiming at optimization, there are several more efforts known, such as reverse-mode algo-
rithmic differentiation (RMAD) [17], pair-wise probing [18], Kalman filtering [19], and the
self-coherent camera [20]. A coronagraph inverse problem can be solved to enable multi-
wavelength wavefront control by adding intensity constraints for each control wavelength
of interest [21].

Therefore, precise wavefront correction is ultimately required as pre-optics schematics
for the coronagraph for its functionality. AO compensates for optical aberrations including
optical defects given by the optical surfaces and apertures. Light radiation is collected by a
telescope within or above the telluric atmosphere, and it is analyzed after a coronagraph
by field camera, spectroscopy, or different instruments. It is important to note that the
measurement of the wavefront has to be organized after the coronagraph. Otherwise, non-
common-path wavefront errors caused by a different (or incomplete, similar) optical path
generate additional phase and amplitudes errors that become magnified [22] by corona-
graph. The AO-correcting techniques applied to Lyot and apodization coronagraphs are not
automatically transferable if these techniques are applied to another type of coronagraph,
e.g., interfero-coronagraph and such AO techniques have to be re-designed.

For wavefront sensing after a coronagraph, we have used an interferometer (the same
interfero-coronagraph) to measure both the phase and the amplitude spatial distributions
applying the techniques of phase shifting interferometry (PSI) [23]. PSI recovers the two-
dimensional maps of phase and interference fringe visibility distributions in the plane
optically conjugated with the detector (CCD) plane. In the optically conjugated plane, we
mounted a liquid crystal spatial light modulator (LC SLM) [24] acting as the AO active
element and having 1920 × 1080 pixels. Correcting the wavefront by LC SLM, we enable
the control of wavefront both in amplitude and phase. Herewith, we aim for our unit
toward practical coronagraphic contrasts.

In the present work, we propose and investigate a method for an AO-controlling
wavefront for interfero-coronagraph, including simulations and a laboratory experiment.

2. Materials and Methods: Common-Path Rotational-Shear Interfero-Coronagraph for
Wavefront Measurement
2.1. Common-Path Rotational-Shear Interfero-Coronagraph Principles

In an interfero-coronagraph, the stellar image component is suppressed as the result of
destructive interference (with achromatic anti-phase). Stellar light interference occurs after
a beam combiner by the on-axis superposition of two copies of a star image being mutually
rotated by a certain angle of rotational shift (relative to the optical axis). Considering a point-
like star as a light source, after beamsplitter, two point-spread-functions (PSFs) of the star
image are set to be geometrically superimposed and, therefore, are suppressed (canceled)
by destructive interference at dark port. The main energy of stellar PSF is re-directed to the
bright port of interferometer. At the same time, off-axis image components—two PSFs from
non-central regions of the image—(we assume an off-axis PSF is an exoplanet)—become
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geometrically separated (at least partially). Off-axis PSFs are non-superposed due to the
rotational shift about the optical axis centered to stellar PSF. An exoplanet PSF cancelation
or even its significant attenuation does not occur. This principle is explained in Figure 1a.
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Figure 1. Rotation-shear interfero-coronagraph: principles and simulated output. (a)—anti-phase
superposition on-axis for stellar PSF (asterisk denoted) and doubling off-axis planet’s PSF (dot
denoted). (b)—monochromatic starlight incomplete suppression, leakage considering the stellar size
of Θ = 0.01 λ/D (@ D = 2.4 m, λ = 500 nm) by various rotational shears (the angles of rotation are
noted), the shown planet PSF considered at the stellocentric separation of ρ0 = 5 λ/D, and contrast
ε = 10−8. (c)—in polychromatic band (λ = 350–850 nm), picture of Solar System as observed from
10 pc with the telescope D = 2.4 m and the interfero-coronagraph having 3.6◦ angular shear; Jupiter,
Saturn, Uranus, Neptune seen visualized toward periphery.

With an interfero-coronagraph, starlight suppression cannot be complete due to the
physical size of a star. An apparent non-infinitesimal stellar disk size, as observed from
a distance of several parsecs, effects an extended light-source. However, rather different
suppression amounts of starlight can be achieved [13–15] if one varies the rotational
shear by the angle; see Figure 1b. Here, the planet components with the peak contrast of
ε = 10−8 = (Stellar PSF peak)/(Planet PSF peak) are visually saturated (or overwhelmed)
by starlight leaked at the rotational shears of ψ = 180◦, 90◦, and 45◦. A planet at a 5·λ/D
separation with a ε = 10−8 contrast can be clearly visualized at the rotational shear less
than ψ = 20◦; see corresponding panels. By the smaller angle of rotation shear (e.g., 5◦), the
planet images also become suppressed.

To illustrate an interfero-coronagraph applicability, in Figure 1c, we represent the
simulated picture of the Solar System as observed from 10 pc in polychromatic band
(λ = 350–850 nm) with a telescope having an ideal optics D = 2.4 m with an ideal optics
interfero-coronagraph attained at ψ = 3.6◦ angular shear. We visualize Jupiter, Saturn,
Uranus, and Neptune (double-dots images) when we trace them toward the periphery.

226



Photonics 2023, 10, 320

To verify, one can use Equation (1), which describes the intensity of residual light [15]
because of the starlight leakage effect (because of apparent stellar size). Stellar PSF residual
is in the first summand, and the intensity of planet light splits in two PSFs—in the second
and third summands.

I(α, β) = Θ2

4 sin2 ψ
2

(
J2
2 (πDρ/λ)

ρ2

)
+ ε 1

4 ×
[

A
(
α− ρ0 cos ψ2 , β− ρ0 sin ψ2

)
−

A
(
α− ρ0 cos ψ2 , β+ ρ0 sin ψ2

)]2
,

(1)

where
α and β—position angles on the celestial sphere α2 + β2 = ρ2:
α = 0, β = 0—co-ordinates of a star (on-axis);
ρ0(α0, β0 )—stellar-centric co-ordinates of a planet (off-axis);
Θ—apparent stellar size, e.g., Θ� ≈ 0.02 λ/D (@ λ = 500 nm, D = 2.4 m);
ψ—angle of rotational shift;
ε = (Stellar PSF peak)/(Planet PSF peak)—peak-to-peak star-to-planet luminosity ratio;
A(α, β ) = 2J1(πDρ/λ)/(πDρ/λ)—planet PSF assumed here having the equal luminosity
to the stellar PSF;
J1, J2—first and second-order Bessel function of the first kind;
D—telescope diameter;
λ—sensing wavelength.

Without any image post-processing technique, a raw coronagraphic contrast (denoted
CC) defines the ratio of planet light amount to residual light at the image area integrated
over a spatial domain denoted by S. Area S can be chosen equal to the PSF core and for a
central wavelength in ∆λ domain, Equation (2).

CC(ρ0,ψ, Θ ) =

∫
∆λ

s
S[planet light (λ, D, ρ0,ψ,α,β)]dλdαdβ∫

∆λ

s
S[residual star light (λ, D, Θ, ψ,α,β)]dλdαdβ

=

∫
∆λ

s
S

1
4 ×

[
A
(
α− ρ0 cos ψ2 , β− ρ0 sin ψ2

)
−A

(
α− ρ0 cos ψ2 , β + ρ0 sin ψ2

)]2
dλdαdβ

∫
∆λ

s
S

Θ2

4 sin2 ψ
2

J2
2 (πDρ/λ)

ρ2 dλdαdβ
.

(2)

Published in [15], the table of Equation (2) evaluates the CC contrasts versus the
star-to-planet separation ρ0, and the rotational shift ψ shows the possibility to visualize
giant planets orbiting a Solar-type star from 10 pc with D = 2.4 m telescope at λ = 500 nm
as Jupiter in the Solar System (SS) at ρ0 ≈ 12.1 λ/D, with ψ ≈ 7.5◦ with log(CC) ≈ −8.8.
However, telluric planets such as the Earth in the SS can be observed at ρ0 ≈ 2.3 λ/D
separation with ψ ≈ 40◦ and, by contrast, log(CC) ≈ −5.0. Image processing can enhance
one or two orders in CC contrast. We can optimistically visualize a Jupiter-like SS exoplanet
and cannot visualize an Earth-like planet without processing about 5 orders of magnitude
in the contrast that remains almost out of detector dynamic range.

Previously, without wavefront correction issue, we have experience with the nulling
interferometers having different rotational shears [11,15]. We designed optical assemblies
with out-of-plane principal ray propagation via successive reflections on plane mirrors.
Several nulling optical schemes with the mutually balanced amplitudes of interfering waves
by rotational-shear interferometers (RSI) are represented in Figure 2. The designed common-
path nulling interferometers have the various numbers of reflections and the different
amounts of rotational shear; moreover, the latter can be fixed or variable. Following the
schemes in Figure 2, after the second beam splitter BS2 (a) or after polarizing beam splitter
PBS2 in (b,c), we constructed a closed loop for a common optical path via successive mirror
reflections. Indeed, two interferometer arms share the same path, are contrary directed,
and, therefore, they have no optical path differences. Such a zero-difference in optical path
lengths allows the achromatic functioning of the coronagraph. Rotational shear architecture
achieves maximum transmission in the absence of pupil shielding. Shown in Figure 2,
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designs were tested under laboratory conditions, and their functionalities as achromatic
coronagraphs were lab demonstrated [11,15].
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Figure 2. Optical schematics of common-path nulling interferometers with various rotational-shear
angles acting as interfero-coronagraphs (on their dark port): (a) CP-AIC (RSI-180◦) with rotational-
shear angle fixed at 180◦; (b) RSI-VAR with a variable rotational-shear angle; (c) RSI-10◦ rotational-
shear angle fixed at 10◦.

The interfero-coronagraph in Figure 2a has the 180◦ scheme, the Figure 2b scheme
has a variable rotational shift, and the Figure 2c scheme has a fixed angle of rotation
shear. The schemes of Figure 2b,c are characterized by increased sensitivity to polarization
inhomogeneities across the aperture due to three successive polarization elements being
installed in optical train: two polarization beam splitters and a half-wave plate. The
wave plate is designed to be optimized to the central wavelength of a working spectral
range, and its purpose is to increase the transmission of the coronagraph. Wave-plate
has principal achromaticity, but it is not a critical issue for coronagraphic contrast at
non-central wavelengths. To detail more functional and engineering aspects of these
interfero-coronagraphs, we refer the reader to our former publications [11,15].

For simplicity, in the present work, we study an interfero-coronagraph with 180◦ only
(shown in Figure 2a), with a function for wavefront sensing. With minor algorithm modifications,
other nulling interferometers can perform similar wavefront measurement techniques.

2.2. Wavefront Measurement by Means Interfero-Coronagraph and Phase Shifting Interferometry

By means of an RSI-180◦ interfero-coronagraph, we implemented a PSI (phase shifting
interferometry) technique to measure the interference fringes visibility γ(u, v) (from which
we can characterize the amplitude distribution P(u, v)) and the φ(u, v) phase distribution
of the electric field in a pupil plane (u, v). Applying the PSI technique to coronagraphy, we
found this approach is rather different from, e.g., EFC [17]. To find an incident wavefront
characteristic, we solve the inverse problem substantially easier. We found, however, much
closer similarity of PSI with [25,26].

In Section 2.1, we have already introduced angular sky coordinates set at (α, β) on
a celestial sphere. Setting Cartesian coordinates, denoted as (x, y), in the image plane
conjugated to the focal (or CCD) plane can be found by (x = sin α cos β, y = sin α sin β).
Complex amplitudes in the pupil (u, v) and in the image (x, y) are Fourier transformed:
P̂(x, y)ei φ̂ (x,y) = F−1

{
P(u, v)eiφ(u,v)

}
.

To enable a wavefront measurement by PSI, we detect the intensities of several inter-
ference patterns obtained by a set of controlled phase shifts in the plane conjugated to the
pupil. To measure the wavefront by interfero-coronagraph (with a 180◦ rotational shift),
we perform sequentially the phase-step modulation in the half of pupil field. Before the
interferometer, a pixelated AO element (LC SLM) was installed in a conjugated pupil. Then,
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using the PSI formulas, we recover the wavefront considered as referenced to a half view
field via a 180◦ rotational shear interferometer.

For PSI details, we refer the reader to [23]. Just to briefly recall phase-shifting in-
terferometry (PSI), let us fix the reference mirror position in one arm of the Michelson
interferometer; in the second arm of the interferometer, the mirror is cyclically shifted along
the optical path by a multiple of the phase shift ∆φi, and the corresponding intensity distri-
butions Ii(u, v) are measured. Three-, four-, and multi-step PSI techniques are therefore
known [23].

The simplest three-step PSI technique assumes a constant phase step modulation
with ∆φi: −∆φ, 0, and ∆φ. When ∆φ = π/2, one measures three consecutive intensity
values: I(u, v)∆φ=−π/2 = I1, I(u, v)∆φ=0 = I2, and I(u, v)∆φ=π/2 = I3, can calculate the
phase distribution φ(u, v) and the module of the coherence function denoted by γ(u, v),
which is simplified as the fringe visibility or the mutual amplitude of two interfering
waves. The four-step method is more accurate with the same step ∆φ = π/2. When
four intensity distributions are collected, respectively, the phase shifts: −π/2, 0, π/2,
π: I(u, v)∆φ=−π/2 = I1, I(u, v)∆φ=0 = I2, I(u, v)∆φ=π/2 = I3, and I(u, v)∆φ=π = I4. The
generalization of three- and four- is a more accurate N-step algorithm. Corresponding
formulas to recover the φ(u, v) phase and the γ(u, v) visibility distributions from the
fringe patterns I1..Il by the three-step-, the four-step, and the N-step PSI methods, are
shown in Table 1.

Table 1. Three-, four-, and N-step PSI algorithms.

PSI Technique Phase Distribution φ(u,v) Visibility Distribution γ(u,v)

Three-step:
∆φ = −π/2, 0, π/2 tan−1

(
I1−I3

2I2−I1−I3

) √
((I1−I3)

2+(2I2−I1−I3)
2)

I1+I3

Four-step:
∆φ = −π/2, 0, π/2, π tan−1

(
I4−I2
I1−I3

)
2

√
((I4−I2)

2+(I1−I3)
2)

I1+I2+I3+I4

N-step:
∆φi = 0...2π/(N−1) tan−1

(
∑N

i=1 Ii sin ∆φi

∑N
i=1 Ii cos ∆φi

)
2

√
∑N

i=1[I2
i (sin ∆φi)

2+I2
i (sin ∆φi)

2]
∑N

i=1 Ii

The implementation of the three-step PSI in the 180◦ rotational-shift interferometer is
shown in Figure 3; here, the algorithm of the four-step method is complemented by the
dashed blue color on the right. For illustration in the upper-right corner, four color panels
simulated with Proper [27] show the mixture of semi-plane modulation with background
phase perturbation pattern. We use the phase modulation of the half of pupil field and
obtain intensities I1..3 or I1..4 according to the PSI algorithms.

Therefore, the wavefront with some initial phase distribution φ(u, v) undergoes an
additional phase shift ∆φ, uniform in a half of the pupil plane. Wave propagation in
the interfero-coronagraph arms follows the mutual image rotation to ±90◦ and results
in a 180◦ rotational shift. An internal achromatic phase shift of π radian is implemented
between the interferometer arms (schematically shown in Figure 3 in one interferometer
arm). These processes determine the optical waves superposed by their interference with
some fixed set of uniform phase modulations; see Figure 3. The corresponding phase
shifts in the half-pupil make interference pattern intensities (as denoted by the superscripts
indices (d)—lower half-field and (u)—upper half-field) suitable for PSI. These intensity
maps can be easily constructed in a computer memory from field-halves to full fields; they
are shown at the bottom of Figure 3 with the indices corresponding to three- and four-step
PSI techniques as I(u)1..3,4, I(d)1..3,4. The implementation of the four-step method is shown in
blue and dashed on the right. Finally, from intensities I1..3,4, PSI technique recovers the
phase φ(u, v) distribution and the fringe visibility γ(u, v) distribution (following Table 1).
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Figure 3. Phase modulation provided in the pupil semi-plane. Denoted are intensity values I(u)1..3 , I(d)1..3
used by the three-step PSI; the subscripts (u) and (d) stand for the upper and lower halves of the

pupil; an additional phase modulation with the corresponding intensities of I(u)4 , I(d)4 for the four-step
PSI algorithm is in blue.

Measured in this way, the phase distribution φ(u, v) in the pupil semi-plane is suffi-
cient to compensate the observable wavefront aberrations by sending−φ(u, v) or +φ(u, v)
distribution to AO LC SLM, depending on a chosen halfplane on SLM.

Interfero-coronagraph with an implemented 180◦ rotation-shift automatically sup-
presses the symmetric image components as originated from the initial even numbers
(symmetric) wavefront aberration terms in an incident wave up-streaming to coronagraph.
By the PSI modulation described above set by an LC SLM (as the main pixilated AO
element), we measure distorted phase distribution φ0(u, v) originally made from the asym-
metric image components from the odd number of wavefront aberrations in an incident
wave. Noting an off-axis planet PSF is an example of an odd number aberration. After the
180◦ interfero-coronagraph, odd number aberrations become added, with the aberration
located geometrically symmetric respective to optical axis: φΣ′(u, v) = − φΣ′(−u,−v). By
this way, a ghost centro-symmetric copy of planet PSF is always observed. The subscript Σ′

stands to define the succeeding pupil plane after (or downstream to) coronagraph, which
is optically conjugated to the plane, denoted further as Σ = Σ0, where the incident phase
distribution φ0(u, v) was considered.

These wavefront measurement and correction techniques by 180◦ interfero-coronagraph
with an AO LC SLM before the 180◦ interfero-coronagraph are illustrated in Figure 4.

Here, we consider, in initial perturbed wavefront (phase distribution), two (red-
marked) pixels which come later in the destructive interference process by their superpo-
sition. We denote by ϕ1 and ϕ2 the corresponding phases in these two pixels. The next
row shows conjugated pixels in the plane after superposition the phases ϕ1 and ϕ2 are
subtracted by interference. By PSI, one recovers phase pattern in (e.g., left) semi-plane
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as simplistic, and one considers phase difference ϕ1 −ϕ2 from the corresponding pixels.
For following wavefront correction, one assumes a left semi-plane phase distribution and
sends its negative value to AO LC SLM into the corresponding pixel in left semi-plane. To
illustrate this correction, in Figure 4, we can see in the right column the left pixel becomes
phase modulated, while the right pixel does not have any additional modulation. As the
result of the superposition, we see the phase becomes further corrected in both pixels in
both semi-planes.
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3. Results
3.1. Numerical Simulation of Wavefront Control in an Optical Scheme with an
Interfero-Coronagraph

To verify the applicability of the PSI technique to function in a 180◦ interfero-coronagraph,
we have performed numerical simulations. In the PROPER [27] software package, we
added several new blocks (i) to determine the phase and the amplitude distributions in
optical pupil by PSI technique and (ii) to simulate a 180◦ interfero-coronagraph and to
visualize its output. We considered the optical scheme shown in Figure 5, containing a
telescope (shown by lens L1) and optical elements (lenses L2..6) in order to make several
optical planes (with co-ordinates), Σ′ = (u′, v′), Σ′′ = (u′′, v′′), and Σ′ ′′ = (u′′, v′′) being
optically conjugated to the primary pupil Σ0 = (u, v). Aberrations of the telescope are
resumed in Σ0. AO element—LC SLM is installed in the secondary pupil Σ′. Interfero-
coronagraph is placed in the space before the tertiary pupil Σ′′. In the next pupil Σ′′ ′′,
we place CCD2, which is used to measure wavefront by recording a series of PSI images
I1..L. Another CCD1 is the field camera to observe an image in the focal plane F′′, which is
illuminated (shown in blue) by some beam splitters, assumed to be dichroic or switchable.

We understand that a lot of optical elements and their optical surfaces are placed
outside the pupil planes Σ0, Σ′, . . . Σ′ ′′. Optical surface defects can be optically character-
ized with power spectral density (PSD) for micro-roughness; these surface figures produce
Fresnel-propagation-like aberrations which we can associate with non-common-path aber-
rations (NCPA). Strictly, the NCPAs have the difference from the aberrations detected
by a wavefront sensor (WFS), important in that NCPAs degrade coronagraphic image
quality. In our case, because wavefront measurement is organized after the coronagraph,
NCPAs (Fresnel aberration screens) generate not only phase errors but also amplitude
wavefront errors. In the model, NCPA can be introduced as a phase aberration screen in
an intermediate ΣNCPA plane, which is a non-conjugate optically to the pupil. By Fresnel
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propagation, NCPA results in a high spatial frequency amplitude (and phase) modulation
of the pupil. Therefore, NCPAs’ effect can be studied if one considers several aberration
screens in mutually non-conjugated planes (ΣNCPA1, ...). In Figure 5, we show a single
ΣNCPA plane.
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Figure 5. Optical scheme to assemble telescope by AO, interfero-coronagraph, field camera, and
pupil camera for PSI technique.

To simplify the evaluation of aberrations’ influence on a coronagraphic image and to
study residuals after wavefront correction, Figure 5 shows a generalized optical system
with unity magnification and with the equal focal lengths f of the optical lenses, while
in a practical design, the magnifications and scales of the images will differ from the
simulated parameters.

Figure 6 shows several results from the evaluation of the optical system (Figure 5).
Examples of mutually non-correlated aberration phase screens in planes Σ0 and ΣNCPA
are shown in Figures 6a and 6b, respectively. These aberrations do not include any classic
geometric aberrations (coma, spherical, astigmatic, etc.) as represented by low-order
Zernike polynomial decomposition. The shown aberrations consist only of micro-roughness
errors, and they visually look like sky clouds. PSD was characterized by the local phase
error δφ ∼ ρ−2, where ρ =

√
u2 + v2 is the radial scale. The RMS error σ = 10 nm of the

wavefront φΣ0(u, v) in Σ0, and the RMS σ = 1 nm error of the φΣNCPA
(u, v) wavefront in

ΣNCPA were calculated at the characteristic length of ρ = D/2.
In Figure 6c–f, simulated coronagraphic images I(x′′, y′′) are shown, as observed in

the focal plane F′′ by a CCD1 field camera. A companion (planet) was computed with the
PSFs peak-to-peak contrast C = 10−9 between the point-like light sources planet and star.
Contrast C was modeled as C =

I∗,@λ
Ip,@λ and the wavelength λ = 500 nm. The star (*) and

planet (p) were separated at a 5 λ/D stellocentric distance. Panels (c), (d) were calculated
with the wavefront distortions φΣ0(u, v) by σ = 10 nm. In panel (c), the coronagraphic
image I(x′′, y′′) was computed without any wavefront correction. The image contains
strong speckle effects, which completely masks the faint planet image. In panel (d), the
coronagraphic image was computed as phase corrected, and we applied the phase screen
of −φΣ0(u

′, v′) by AO LC SLM in the plane Σ′(u′, v′). Now, both the planet PSF and its
ghost symmetric copy were completely cleared of speckles. This is because the optically
conjugated planes Σ0 and Σ′ are considered to contain the equal phase distributions,
which were compensated for. In panels (e) and (f), besides the initial aberration φΣ0(u, v),
an additional φΣNCPA

(u, v) aberration in different and not conjugated plane ΣNCPA was
computed. In panel (e), correction was not applied, and this image is nearly similar to that
in panel (c). In panel (f), correction was applied by setting the phase screen −φΣ′(u′, v′)
in the plane Σ′(u′, v′); note that −φ′Σ′(u′, v′) 6= −φΣ0(u

′, v′), which is non-equal to the
correction used for result in (d) panel. Moreover, the amplitude distribution PΣ′(u′, v′) (not
shown) becomes non-uniform across the pupil.
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The panel (f) image as compared with the panel (d) image has residual speckles
which are caused by non-corrected amplitude distortions in pupil Σ′, as induced by phase
aberration φΣNCPA

(u, v) in ΣNCPA. Shown in panel (g), the radially averaged profile of coro-
nagraphic image (f) robustly visualizes a companion in 5 λ/D by the intensity maximum.
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Figure 6. Cont.

233



Photonics 2023, 10, 320

Photonics 2023, 10, 320  12  of  20 
 

 

 

(e) 
 

(f) 

 

(g) 

 

Figure 6. Simulated phase aberrations and corresponding coronagraphic images. Aberrations: (a)—

phase distribution ф 𝑢, 𝑣  with σ = 10 nm rms in Σ0 plane and (b)—ф 𝑢, 𝑣  with σ=1nm rms 

in ΣNCPA. (c–f)—evaluated coronagraphic images I(x″, y″) at focus F″ (see optical scheme in Figure 5) 

on CCD1  field  camera,  computed with  the PSFs  peak‐to‐peak  contrast  between  point‐like  light 

sources: the planet and the star C = 10−9. (c,d)—calculated with the wavefront distortion of ф 𝑢, 𝑣 . 

(c)—non‐corrected wavefront. (d)—corrected by setting the phase screen  ф 𝑢 ,𝑣′ ф 𝑢, 𝑣  
in the plane Σ′(u′, v′); here, the planet PSF and its symmetric copy were completely cleared from the 

speckles. In panels (e,f), both aberrations ф 𝑢, 𝑣   and ф 𝑢,𝑣   in the different planes Σ0 and 

ΣNCPA were computed.  (e)—any wavefront correction was not applied.  (f)—wavefront correction 

was applied by setting phase screen  –ф′ 𝑢 , 𝑣′ ф 𝑢, 𝑣   in the plane Σ′(u′, v′). (g)—radially 

averaged profile of coronagraphic image of panel (f). 

Shown in Figure 6, the simulation results were obtained by the known phase distri‐

butions ф 𝑢 ,𝑣′ , ф′ 𝑢 ,𝑣′   in the plane of wavefront correction of Σ′ = (u′, v′). This is 

possible in the simulation; however, practically, one needs to measure phase distributions 

for its corrections. Therefore, next, we have modified our numerical experiment to check 

how to determine phase ф 𝑢, 𝑣   by the PSI four‐step phase‐shifting technique down‐

stream from the coronagraph. PSI was applied to half of the pupil plane Σ′(u′, v′) for the 

wavefront correction in the AO LC SLM plane Σ′(u′, v′). The images obtained by the sim‐

ulation  of  the PSI  technique  have  been  found  to  coincide with  coronagraphic  images 

shown in Figure 6 in panels (c)–(f). 

   

Figure 6. Simulated phase aberrations and corresponding coronagraphic images. Aberrations:
(a)—phase distribution φΣ0 (u, v) with σ = 10 nm rms in Σ0 plane and (b)—φΣNCPA (u, v) with σ =1 nm
rms in ΣNCPA. (c–f)—evaluated coronagraphic images I(x′′, y′′) at focus F′′ (see optical scheme
in Figure 5) on CCD1 field camera, computed with the PSFs peak-to-peak contrast between point-
like light sources: the planet and the star C = 10−9. (c,d)—calculated with the wavefront dis-
tortion of φΣ0 (u, v). (c)—non-corrected wavefront. (d)—corrected by setting the phase screen
−φΣ′ (u′, v′) = −φΣ0 (u, v) in the plane Σ′(u′, v′); here, the planet PSF and its symmetric copy were
completely cleared from the speckles. In panels (e,f), both aberrations φΣ0 (u, v) and φΣNCPA (u, v) in
the different planes Σ0 and ΣNCPA were computed. (e)—any wavefront correction was not applied.
(f)—wavefront correction was applied by setting phase screen –φ′Σ′ (u′, v′) 6= −φΣ0 (u, v) in the plane
Σ′(u′, v′). (g)—radially averaged profile of coronagraphic image of panel (f).

Shown in Figure 6, the simulation results were obtained by the known phase distri-
butions φΣ′(u′, v′), φ′Σ′(u′, v′) in the plane of wavefront correction of Σ′ = (u′, v′). This
is possible in the simulation; however, practically, one needs to measure phase distribu-
tions for its corrections. Therefore, next, we have modified our numerical experiment
to check how to determine phase φΣ0(u, v) by the PSI four-step phase-shifting technique
downstream from the coronagraph. PSI was applied to half of the pupil plane Σ′(u′, v′) for
the wavefront correction in the AO LC SLM plane Σ′(u′, v′). The images obtained by the
simulation of the PSI technique have been found to coincide with coronagraphic images
shown in Figure 6 in panels (c)–(f).

3.2. Lab Experiment to Verify Wavefront Correction
3.2.1. Schematics of Lab Experiment

Schematic and photo of the lab experiment, shown in Figure 7a,b, respectively.
In the lab experiment, light radiation from an HeNe laser passes through a spatial

filter, a collimation lens L2, a linear polarizer, and through a reflecting phase-only LC SLM
propagating in the direction of the AIC-180◦interfero-coronagraph. Lenses L3–L4 conjugate
optically the pupil plane Σ′ where the LC SLM is installed to the beam combiner plane of
the AIC-180◦ interfero-coronagraph, where interfering waves are superposed. After the
coronagraph, another beam splitter BS is located. In this direction after the beam splitter
reflects, an image (focal) plane is formed and is observed by a CCD1 field camera. CCD1
stands to observe a coronagraphic image in the focal plane. In the other direction, the
beam splitter transmits an image, and an additional lens L6 stands to form an optical pupil
plane image. This pupil image is observed by the second CCD2 to measure the wavefront
distribution according to the PSI algorithms; see Table 1.
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Figure 7. Optical scheme (a) and photo (b) of the lab experiment for wavefront correction with
measurement of wavefront distortions after an interfero-coronagraph. Marked: laser, spatial filter: L1

lens, L2 collimating lens, linear polarizer, phase-only LC SLM (LC SLM shown in the in the transmitting
mode in panel (a)), interfero-coronagraph (AIC-180◦) (shown in enlarged size in tab (b)), beam splitter,
focusing lenses L3–L5, CCD1 (field camera in focal plane), focusing lens L6 to form a pupil plane, CCD2

(camera in pupil plane).

3.2.2. Wavefront Correction Maps in Pupil Plane

Some results of wavefront phase correction based on measurements in the pupil plane
via CCD2 applying PSI algorithms (modified as shown in Figure 3) are shown in Figure 8.

Figure 8 shows the correction of a nearly flat wavefront with the initial standard
deviation σ ≈ λ/5. The uncorrected wavefront is shown in (a) panel; then, the left and right
parts were corrected alternately, as shown, respectively, in panels (b) and (c).

In the optical scheme, the spatial phase modulator LC SLM was installed before the
interfero-coronagraph 180◦; this schematic has allowed us to only symmetrically influence
wavefront distortions simultaneously in two halves of the pupil plane. Because of this
schematic feature, all asymmetric wavefront distortions are corrected alternately either in
the left or the right halves of the pupil plane.

In Figure 8d, analyzing the radially averaged power spectrum density (PSD) of the
pupil half-plane before correction (shown by the blue dashed line) and after (shown by the
red solid line), one can see that heterogeneities with spatial frequencies (with characteristic
size) less than 1/10 of the half-aperture can be effectively corrected (by more than an order
of magnitude), while the higher spatial frequencies are not corrected. Mid- and high-
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frequency non-correction are explained by the presence of non-common path aberrations,
which cause uncontrolled and, therefore, uncorrected amplitude errors in the mid and
high frequencies.
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an order of magnitude), while the higher spatial frequencies are not corrected. Mid‐ and 

Figure 8. Correction of wavefront in left (right) semi-plane in pupil: (a)—uncorrected wavefront
measured by interfero-coronagraph. (b,c)—consequently corrected wavefront in left and right semi-
planes (the area within the shown red circle was used as corrected pupil to form focal images in
following Figure 9). (d)—wavefront phase error power spectrum density (PSD) averaged over radial
cross-section; before correction—blue (dashed) line, after correction—red (solid) line.

Used here is the adaptive optical element; the LC SLM was implemented in phase-only
mode. However, it has a potential to correct both the amplitude- and phase wavefront
distortions if the LC SLM is rotated respective to the polarization axis.

For this option, the PSI method shown in step-shift mode on the pupil semi-plane (for
the 180◦ rotation shift plane interferometer) is well-suited to measure both the phase and
amplitude wavefront distortions for wavefront control by LC SLM, assuming wavefront
distortions originated in non-conjugated planes induce high frequency phase–amplitude
aberration known as (non-common-path) aberrations (ΣNCPA).
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Figure 9. Experimental images: (a)—non-coronagraphic image (with exposure 0.02 ms). (b)—coronagraphic
image by the phase correction down to with σ≈ λ/40 (with exposure≈ 30 ms). (c)—averaged radial cross-
sections: blue (solid) line for the non-coronagraphic image (a), red (solid) line for the coronagraphic image (b),
blue (dashed) line for the radial cross-section of the theoretical PSF (non-coronagraphic), black (solid)
line—cross section of another in time realization of the coronagraphic image, black (dashed) line—averaged
cross section of the difference between two coronagraphic images.

3.2.3. Coronagraphic PSF Suppression in Focal Plane

Phase correction experiments (similar to those in the pupil plane shown in Section 3.2.2)
were also observed in the focal (image) plane by CCD1, where coronographic images
were recorded. The non-coronagraphic and coronagraphic images shown in Figure 9a,b
correspondingly were compared to measure a coronagraphic contrast. To obtain a non-
coronographic image (after the coronagraph), the input wavefront contains a step-form
phase modulation, and the phase gap between the left and right half-planes was about π
(see Figure 4: ϕ1 −ϕ2 = π ). By this method, the non-coronagraphic image looks similar to
a theoretical PSF as the diffraction image of a point-like source with clearly observed airy
rings. The non-coronagraphic frame was captured with 0.02 ms exposure.

The coronagraphic image in Figure 9b was obtained as a result of the applied wavefront
correction algorithm. To register it, an exposure time of 30 ms (versus 0.02 ms for Figure 9a)
was used to clearly visualize the speckle field pattern. Next, we resume the radially
averaged intensity profiles (Figure 9a,b), taking into account their different exposures
to plot them in Figure 9c (blue (solid) and red (solid) lines corresponding to the non-
coronagraphic PSF and coronagraphic PSF). The PSF profiles were normalized to the
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value of the maximum intensity of the non-coronographic image (the blue curve value at
stellocentric equals unity). The same figure shows the scaled radially averaged intensity
profiles of the coronographic images captured in two consequent frames (black and red
curves in Figure 9c). In the region of the central maximum of the PSF (in region of 0 along
the stellocentric horizontal axis) of the coronographic images, a “flat top” is observed.
This is due to the saturation effect of the CCD1 matrix (see CCD1 in the optical scheme
in Figure 7) by 30 ms exposure of the coronographic image. Therefore, the represented
non-coronagraphic(Figure 9a) and coronagraphic images (Figure 9b) are shown with their
scale respective of their exposure ratio 30/0.02 = 1500.

Figure 9b corresponds to Figure 8b, which is taken simultaneously but in the pupil
plane. In Figure 8b, the red circle defines the approximate area of the pupil; this was taken
by an additional diaphragm (which is not shown in Figure 7a), the diaphragm was used
for the images in Figure 9a,b. The phase map in pupil was measured having the standard
deviation of σ ≈ λ/40 over the corrected pupil area, marked with a red circle.

Figure 9c enabled the estimation of the coronagraphic contrast (as the ratio of the
non-coronagraphic PSF maximum to the scattered light coronagraphic intensity at a given
stellocentric distance), which gives ∼ 105 at >4 λ/D.

In Figure 9c are plotted: the radial cross-section of the theoretical PSF (2J1(r)/r)2—the blue
dashed line, the averaged radial cross-section of non-coronagraphic PSF (a)—blue solid line, two
averaged radial cross-sections of coronagraphic realizations at different times—solid black and
red lines (b), the black dashed line made by the difference between the two coronagraphic images
obtained at different time. The difference in coronagraphic images implies post-processing, in
which so-called static speckles are allowed to subtract and show the possibility of an additional
gain in coronagraphic contrast. Assuming possible post-processing, in the stellocentric region,
wider than the second airy ring (>2 λ/D), we experimentally obtained a coronagraphic contrast
of 105 above the PSF value at the maximum, (see black dashed line). Post-processing can
improve this value by an order of magnitude, which has not yet been shown in the presented
laboratory experiment and will require a greater number of processed images.

3.3. Constraints and Their Overcome
3.3.1. Using an LC SLM for Extreme Wavefront Correction

In the laboratory experiment, we used an LC SLM commercially available (in the
Russian Federation) instead of a precision deformable mirror (DM). The LC SLM choice
has some advantages and some disadvantages, which are worth noting in the context
of the liquid crystal spatial light modulator-based adaptive optics to function for the
stellar coronagraph.

Among the advantages of the LC SLM [28] is (i) the significantly higher number of
addressable pixels over 1500 × 1000 = 1.5 × 106 compared to the lower number of DM
actuators ~103...104. (ii) An amplitude-phase modulation and a general polarization modu-
lation are both possible when using polarization devices. Amplitude-phase modulation
occurs, e.g., when two linear polarizers are placed, one before and one after the LC SLM,
and polarizers are oriented at their transmission axis at different angles from the direction
of the main working polarization axis of the LC SLM. (iii) It is possible to realize an arbitrary
wavefront surface, including wavefront discontinuities, which is practically impossible
with the DM.

The main drawback of AO LC SLM is the significantly lower accuracy of phase modula-
tion, nominally λ/250≈ 2π/28 (i.e., λ/256), at which the corrected wavefront does not have
a sufficient quality for observing exoplanets. However, AO LC SLM phase modulation
accuracy can be enhanced if an initial phase distortion is within, e.g., λ/10 P-V and has to
be corrected. Such a calibrated AO LC SLM performs λ/2500 ≈ 0.1 π/28 radian accuracy.

There are also pixel boundary effects different from the DM due to the physical
boundaries of the pixels; here, the relative sizes of the modulated and non-modulated zones
are described by the fill factor. Different to LC SLM, a DM has no visible boundaries (on the
side of the deformable mirror) between the actuators, but the customized function (named

238



Photonics 2023, 10, 320

as formfactor) is used to accurately approximate the phase distribution over a discrete
number of actuators, taking into account the features of the interconnection between the
actuators in deformable mirror to crosstalk the neighboring actuators. Finally, the LC SLM
chromaticity, due to the dispersion properties of the liquid crystal material, should be taken
into account compared to the DM with the effective free-space dispersion d to modify an
optical path length 1

λ .
Let us discuss the main drawback in the insufficient accuracy of the liquid crystal

spatial modulator and sketch possible ways to function the LC SLM as an adaptive optics
to correct the wavefront for stellar coronagraph. A way to effectively increase the phase
modulation accuracy (by more than an order of magnitude) is possible if one applies the
principle of an (extremely) unbalanced interferometer [29]. Thus, in a two-beam unbalanced
interferometer, two coherent waves are superposed with unequal amplitudes; for example,
differing by an order of magnitude (or, in the general case, by a factor of k). Inside the
unbalanced interferometer in one arm, the phase of the wave having a smaller amplitude is
corrected within the limited accuracy of LC SLM in phase modulation. In the other arm of
the interferometer, the phase of the more intensive wave remains unmodulated by an LC
SLM. These two waves interfere after a beam combiner.

If one measures the depth of the phase modulation of the resulting wave after the
interference process, phase modulation depth will be less than the depth of the phase
modulation of the weak amplitude wave. This principle can effectively reduce the mod-
ulation error. A detailed description of this method can be found in [29], noting that
under the atmosphere, the wavefront is distorted by turbulence and contains a significant
wavefront error exceeding several wavelengths in optical range at ~1000 nm. Unbalanced
in amplitude, the interferometer can increase the accuracy of the wavefront correction if
the wavefront error is substantially smaller than the wavelength λ (at least by an order of
~λ/10...~λ/100). It is, therefore, possible to use two-pixel actuators with accuracy on the or-
der of λ/100, one mounted at the input before the unbalanced interferometer and the other
inside the interferometer in the smaller amplitude arm, for accurate wavefront correction
in ground-based telescope mode. In an orbital space telescope, a diffraction-limited image
is obtained so that the distortion of the wavefront is usually several times smaller than the
central wavelength λ. The LC SLM can also be used here in an unbalanced interferometer
in a quasi-static mode.

3.3.2. Using an LC SLM for Wavefront Correction in Phase–Amplitude Mode

For the phase modulation mode, the linear polarization at the input has to be set par-
allel to the working (active) axis of the LC SLM. Here, the corresponding Jones vectors are:

[
Ex
Ey

]
=

[
eiϕ 0
0 1

][
1
0

]
= eiϕ

[
1
0

]
. (3)

Suppose the AO LC SLM is set by its main working axis rotated in respect to the
polarization axis of the incoming wave by a non-zero angle. Instead of phase modulation,
a modulation of polarization in general form is carried out.

To organize a phase–amplitude modulation mode, we consider a linear polarization
at the input that is set at a certain angle—for example, 45 degrees—to the direction of the
working (active) axis of the LC SLM. Additionally, to prevent a polarization modulation,
we consider using a polarizer (parallel to the initial linear polarization):

[
Ex
Ey

]
= R−45

[
1 0
0 0

]
R45

[
eiϕ 0
0 1

]
1√
2

[
1
1

]
=

1
2
√

2

(
eiϕ + 1

)[1
1

]
, (4)

where Rβ =

[
cosβ − sinβ
sinβ cosβ

]
is the rotation matrix by angle β.

Further, we consider the fact that the interfero-coronagraph is a shear interferometer.
Physically, it causes the coherent superposition (summation) of two waves. Two different
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pixels of LC SLM—let us denote them as “1” and “2”—become superimposed by an
anti-phase to process the destructive interference. For a rotational-shear interferometer
RSI-180◦ (see Figure 2), “1” and “2” are centro-symmetric relative to the rotation axis. When
considering the modulation given by (4) set in two pixels “1” and “2” with independently
controlled phases ϕ1 and ϕ2, it becomes possible to compensate for the initial phase and
amplitude modulation in these pixels A01eiϕ01 , A02eiϕ02 . By ϕ1 and ϕ2 control, we can
equalize the optical fields in pixels in the form of the equal complex amplitudes and phases.
When solving the following equation:

A01eiϕ01
(

eiϕ1 + 1
)
= −A02eiϕ02

(
eiϕ2 + 1

)
(5)

we search the roots of ϕ1 and ϕ2, reducing the number of variables from four to two:
∆ϕ = ϕ01 −ϕ02 means the difference of initial phases and a = A01/A02 means the ratio
of amplitudes:

aei∆ϕ
(

eiϕ1 + 1
)
= −

(
eiϕ2 + 1

)
. (6)

We checked the solution existence for (6). The study of its practical applicability is
scheduled for a future work. We hope to use this approach to organize phase–amplitude
wavefront corrections aiming to work out a non-common path aberration effect, an ampli-
tude imbalance from some kind of Fresnel type wavefront distortion that originated in the
non-conjugated plane to the pupil.

4. Discussion

We have investigated, both in a theoretical model and in a laboratory experiment, a
new technique to correct the wavefront required to observe exoplanets in an astronomical
diffraction-limited image in the vicinity of a star at stellocentric distance of about several
diffraction radii from the parent star. The proposed methodology is workable in terms of
measuring and correcting the wave front. In particular, the imaging of the Earth in the
vicinity of the Sun, with contrast 109, requires a correction accuracy better than λ/500 on
controllable 500 × 500 pixels.

This is achieved by a combination of extremely precise active adaptive optics (ExAO)
systems and the coronagraph. In the process of correcting the wavefront, a nontrivial
task is solved to measure the wavefront after the coronagraph, where aberrations of the
non-common path are taken into account. Therefore, widely used wavefront sensors
(e.g., Shack–Hartmann principle based sensors) appear inaccurate and contain additional
sources of errors.

The new, currently proposed method for measuring and correcting the wavefront
demonstrates in a simple experiment the wavefront quality is better than λ/40, which
is still about an order of magnitude worse than the required value (λ/500–λ/1000). An
achievement of the target accuracy in wavefront correction will be improved in future
work with the possible involvement of additional techniques. With the correction accuracy
achieved, the experimental coronagraphic contrast is shown to be better than 105 at a
stellocentric distance of more than 2 diffraction radii (~2 λ/D) at a wavelength of 633 nm.

To sum up, the obtained results agree with the theoretical estimates. For the standard
deviation σ of the phase of wavefront, a primitive estimation of starlight suppression via
the destructive interference process is:

I0

I
= 1− cos(σ) ≈ σ2

2
. (7)

which, for σ = 2π/40, gives 102. Therefore, for a coronagraphic PSF at a distance of 5 λ/D, (7)
shows the coronagraphic contrast estimate of 105, which was experimentally demonstrated.
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Abstract: Over the past few decades, computer-controlled optical surfacing (CCOS) systems have
become more deterministic. A target surface profile can be predictably achieved with a combination
of tools of different sizes. However, deciding the optimal set of tool sizes that will achieve the target
residual error in the shortest run time is difficult, and no general guidance has been proposed in the
literature. In this paper, we present a computer-assisted study on choosing the proper tool size for a
given surface error map. First, we propose that the characteristic frequency ratio (CFR) can be used as
a general measure of the correction capability of a tool over a surface map. Second, the performance
of different CFRs is quantitatively studied with a computer simulation by applying them to guide the
tool size selection for polishing a large number of randomly generated surface maps with similar
initial spatial frequencies and root mean square errors. Finally, we find that CFR = 0.75 achieves the
most stable trade-off between the total run time and the number of iterations and thus can be used as
a general criterion in tool size selection for CCOS processes. To the best of our knowledge, the CFR is
the first criterion that ties tool size selection to overall efficiency.

Keywords: computer-controlled optical surfacing; fabrication; tool size; tool influence function;
manufacturing

1. Introduction

Computer-controlled optical surfacing (CCOS) [1,2] systems have been successfully
used to fabricate high-precision optics in various cutting-edge applications, such as tele-
scopes for space exploration [3–5], X-ray mirrors for synchrotron radiation and free-electron
laser facilities [6–10], and optics in EUV lithography [11,12]. Different CCOS systems use
different tools, which can be adopted based on the requirements for the precision and shape
of the desired optical surface.

CCOS uses tools that are much smaller (i.e., sub-aperture tools) than the optical surface
to correct the local errors. All CCOS techniques are mathematically modeled and have
become much more deterministic [13,14], which enables a desired optical surface to be
predictably achieved with a combination of tools with different sizes. In the CCOS process,
a tool is simulated by its material removal footprint, known as its tool influence function
(TIF). It is well known that certain TIF sizes have limits on the feature sizes within the optical
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surface that they can correct [2,15–17]. Basically, larger TIFs with higher peak removal rates
(PRRs) are preferred because they remove material faster. However, while any given TIF
can correct features larger than the size of the TIF completely, they cannot correct features
that are smaller than the TIF footprint well. On the other hand, if the TIF is too small, then
the surfacing efficiency will be low, and unexpected mid-to-high-frequency errors may be
left on the optical surface. Therefore, choosing the optimal set of TIF sizes that achieves
the target residual surface error with the shortest run time has been a difficult problem in
practical CCOS processes. This problem is especially important in the fabrication of large
optics, where a small improvement of efficiency leads to a great reduction in manpower
and financial resources.

Reducing the fabrication time through more efficient and deterministic computer-
controlled grinding, polishing, and metrology will allow larger-aperture space telescopes to
be launched since the available budget will extend further [18]. As an example, saving a part
of the overall fabrication time and iterative fabrication loops for each of the 798 hexagonal
segments of the European Extremely Large Telescope (E-ELT) [19] will save significant time
and uncertainties in the overall schedule.

Conventionally, a set of tools was empirically determined by a fabrication artisan’s
experience. However, multiple iterations of the trial-and-error cycle are usually required
to approach the target residual surface error, which is inefficient. Additionally, this
method highly relies on the expertise of the artisan and thus cannot be formalized as
a general guidance.

Quantitative characterization of the correction capability of a certain TIF has been
attempted by examining the power spectral density (PSD) of the TIF [15–17] in the literature.
The PSD uses the Fourier transform to decompose a TIF and a surface error map into
different spatial frequencies with their respective amplitudes. The amplitudes quantify
the contributions of certain spatial frequencies to the entire surface error map. With the
help of the PSD, Zhou et al. theoretically analyzed the removal characteristics in the CCOS
process using a sinusoidal surface error map that only contained a single spatial frequency.
A material removal availability (MRA) value equal to the ratio between the target material
removal volume and the actual (or predicted) material volume removed was proposed as
an indicator of the correction capability of a particular TIF [15]. The MRA can be used to
determine how well a TIF can correct certain spatial frequencies. However, the concept was
only verified for individual frequencies, and the relationship between the MRA and the
total run time was unclear. Wang et al. presented a procedure for using the PSD to calibrate
a specific TIF to determine its capability of correcting features that are smaller than the TIF
[16,17]. However, this procedure requires multiple real fabrication runs and metrology to
feed back to the result, specifically focusing on the smoothing efficiency of a TIF. Therefore,
the method is not generally applicable to other TIFs without running the same procedure.

In this study, we present a computer-assisted analysis of the general guidance to choos-
ing proper tool sizes for a given surface error map. First, the concept of the characteristic
frequency ratio (CFR) is developed from Fourier theory and calibrated with a reference
single-frequency sinusoidal surface as a proper measure of the correction capability of a
certain TIF. Second, the relationship between the CFR and the run time is quantitatively
studied via massive computer simulations, where different combinations of CFRs are ap-
plied as a reference in choosing the tool sizes for a large number of randomly generated
surface error maps with similar initial spatial frequencies and root mean square (RMS)
values. The statistics for each CFR combination, including the average of the run time,
the standard deviation of the run time, and the number of iterations, are summarized and
compared. Finally, the simulation results demonstrate that the CFR of 0.75 achieved the
most stable trade-off between the total run time and the number of iterations and thus
could be selected as a general efficiency criterion in choosing the tool sizes in CCOS. To the
best of our knowledge, this is the first statistical study of tool size selection, and the CFR is
the first general criterion that ties the TIF correction capability to the total run time.
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The rest of this paper is organized as follows. The necessary background of Fourier
theory as applied to analyze surface errors is briefly reviewed in Section 2, followed by a
detailed explanation of the novel characteristic frequency (CF) of a TIF and its calibration in
Section 3. Section 4 provides examples of determining the CFs for three standard TIF shapes,
and then Section 5 describes the proposed CFR criterion. The computer-assisted study
of different CFRs is discussed in Section 6, which includes a discussion on the practical
applicability and limitations of the study. Section 7 concludes the paper.

2. Fourier Analysis of Surface Error
2.1. The Fourier Transform

In optical fabrication, surface errors are usually described as a 2D matrix of the
difference between the measured and target surface shapes. This surface error map consists
of error features which vary in lateral size and magnitude. The discrete Fourier transform
(DFT) of the surface error is defined as follows:

Z(u, v) = lxly
Nx−1

∑
x=0

Ny−1

∑
y=0

Z(x, y)e
-i2π

(
u

Nx x+ v
Ny y

)

, (1)

where Z(u, v) is the 2D spatial frequency spectrum of the surface error Z(x, y) and lx × ly
is the pixel size. Here, lx = Nx/Lx and ly = Ny/Ly, where Nx and Ny are the numbers of
sample points in the x and y directions, respectively, and Lx and Ly are the periodicity in the
x and y directions, respectively. The DFT decomposes the surface error into all the spatial
frequencies which are present in the measurement, represented by sinusoidal features and
their respective amplitudes.

2.2. Power Spectral Density

The power spectral density (PSD) of a surface is a statistical tool that decomposes a surface
into contributions from different spatial frequencies. Figure 1 illustrates the relationship
between the measured surface profile and its one-dimensional PSD curve, namely that the
PSD is the Fourier transform of the auto-correlation function of the surface error map, which
contains the power across a range of frequencies. An important realization is that the PSD of
the mean-removed surface error gives the surface variance of each spatial frequency present
in the measurement.

𝑢Fourier spectrum

𝑥

𝜎

Surface error profile

ℱℱ−1

𝜎2

𝑥

⋆

Autocovariance 

𝒵 𝑢 2

𝑢PSD 

ℱℱ−1

𝜎2

Figure 1. Schematic of the relationship between relevant surface parameters, where “?” is the auto-
correlation operator, F and F−1 represent the forward and inverse Fourier transforms, respectively,
and σ2 is the variance of the surface profile.

245



Photonics 2023, 10, 286

It is worth mentioning that in the real implementation of a DFT defined in Equation (1),
it is assumed that lx = ly = 1 so that 1/LxLy = 1/Nx Ny [20]. Therefore, according to
Figure 1, the PSD based on Equation (1) can be calculated as follows:

P(u, v) =
1

Nx Ny
|Z(u, v)|2. (2)

2.3. Encircled Error

In optical metrology, the encircled energy has been used to measure the concentration
of energy of a point spread function (PSF) at the image plane. Analogous to the encircled
energy of a PSF, we define the encircled error (EE) of a PSD as follows:

E(r) =

2π

∑
θ=0

r
∑

ρ=0
P(ρ, θ)

2π

∑
θ=0

R
∑

ρ=0
P(ρ, θ)

, (3)

where P(ρ, θ) is P(u, v) transformed to the polar coordinate system, ρ is the sampled
frequency measured radially from the central frequency bin, θ is the azimuthal angle
covering the PSD, and R is the maximum spatial frequency within the PSD. As an example,
Figure 2a shows a randomly generated surface with a total RMS error of 98.8 nm. Figure 2b
is its two-dimensional (2D) PSD map, and Figure 2c gives the corresponding EE. Recalling
that the PSD of the mean-removed surface error is the surface variance contribution of each
spatial frequency contained in the measurement, the EE then reveals what percentage of
the error is due to spatial frequencies lower than a given frequency.

[nm2 mm2]PSD of the surface(b)
5339

0

(c) EE of the surface

(3.41 m-1
, 80%)

-383

429
[nm]PV = 812.2 nm, RMS = 98.8 nm

Surface error map(a)

1.85 m

1.
85

 m

Figure 2. An example surface error map (a) and its 2D PSD map (b). The EE of the PSD (c) demon-
strates that 80% of the RMS error was due to spatial frequencies lower than 3.41 m−1.

2.4. Characteristic Frequency of a Surface Error Map

For an optical image, a typical criterion for the encircled energy is the radius of the
PSF at which 50% or 80% of the energy is encircled. As an analogy for this study, we define
the characteristic frequency (CF) of a given surface error map to be located at EE = 80% as

f c
SURF = arg

r
[E(r) = 80%], (4)

where f c
SURF refers to the CF of the surface error map. For example, as shown in Figure 2b,c,

the CF of this surface error map is f c
SURF = 3.41 m−1.

3. The Reference TIF

Zhou, et al. discussed how the amplitude frequency spectrum, given by the Fourier
transform of a tool influence function (TIF), is a measure of the correctability of that TIF
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for localized errors of the same spatial frequencies [15]. We used a reference surface and a
reference TIF to calibrate the CF of the TIF.

3.1. The Reference Surface

Since the Fourier series decomposes surface errors into sinusoidal patterns, we define
a reference surface error map containing a single Fourier mode in the x direction as

ZREF(x, y) = A · cos(2π f x) + A, (5)

where A is the amplitude and f is the single spatial frequency of the surface error. The refer-
ence surface error map and its profile along the x direction are shown in Figure 3a,b, respec-
tively, where the size of the map is 100 mm × 100 mm, and A = 10 nm and f = 0.05 mm−1

are used in this study. It is worth mentioning that A and f could be set arbitrarily and not
affect the outcome of the analysis. We also note that the surface error was piston-adjusted
to have no negative values, since CCOS processes are only capable of removing material.

0

20

[nm]Reference surface(a)

100 mm

1
0
0
 m

m

1D profile of the reference surface(b)

Figure 3. (a) The reference surface error map and (b) its 1D profile along the x direction.

3.2. Preston’s Equation and the Line TIF

The material removal process is classically defined by Preston’s equation [2] as follows:

∂Z(x, y)
∂t

= κ · P(x, y) ·V(x, y) (6)

where the material removal rate per unit time ∂Z(x, y)/∂t is proportional to the contact
pressure P(x, y) and the relative velocity V(x, y) between the tool and the workpiece.
Preston’s constant, κ, is used to consider additional factors that contribute to friction
between the tool and the workpiece, such as slurry and polishing interface material. This
equation is used to theoretically define a static TIF, which gives the material removal rate of
a polishing process if the tool is parked in one spot and allowed to run for one unit of time.
According to Equation (6), a TIF which matches the shape of the error feature will perfectly
correct that error in the shortest amount of time (i.e., the most efficient TIF for that feature).

The static TIF considers only the motion of the tool without traveling across the
workpiece. Many CCOS processes use a spiral tool path, and therefore the Ring TIF was
conceived [21]. The Ring TIF considers the motion of tools traveling across the workpiece as
the workpiece rotates under the tool and is therefore a function of the radial position from
the center of the workpiece. To simplify this technique, we define the Line TIF, which is
defined in the same way as the Ring TIF, only a Cartesian raster tool path is assumed rather
than a spiral one. Converting the 2D static TIF to the Line TIF is as simple as summing
down the columns (or equivalently the rows, depending on the major direction of the raster
path) of the static TIF matrix.
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3.3. The Reference TIF

Therefore, the ideal (i.e., reference) Line TIF IREF(x, y) for the single-frequency surface
error map is simply one period of the sinusoid of the same frequency, defined by

IREF(x, y) =
PRR

2
· cos(2π f x) +

PRR
2

, f = 0.05 mm−1, (7)

where PRR is the peak removal rate of the TIF and the TIF is piston-adjusted by PRR/2
so that there are no negative removal rates. It is obvious from Equations (5) and (7) that
the ideal TIF to correct the reference surface in Figure 3 is the sinusoidal reference TIF
with a frequency f = 0.05 mm−1. Therefore, the CF of the reference TIF is defined to be
f c
TIF = 0.05 mm−1. Figure 4a shows the 1D profile of the reference TIF in the x direction

with PRR = 1 nm/s.

(b)(a) (c)

(0.05 mm-1
,  91.8%)

IP

Figure 4. (a) Reference Line TIF with characteristic frequency f c
TIF = 0.05 mm−1, (b) 1D PSD of the

reference Line TIF, and (c) IP of the reference TIF.

3.4. Integrated PSD and the Characteristic Frequency of a TIF

To generalize the CF to any TIF, we take the analysis from Zhou et al. further by
defining the Integrated PSD (IP) of a TIF to calibrate a TIF’s CF. As shown in Figure 4b,c,
the IP is simply a one-dimensional (1D) equivalent of an EE calculation (see Equation (3))
performed on the 1D PSD of the Line TIF. For the reference TIF with f c

TIF = 0.05 mm−1, as
demonstrated in Figure 4c, the corresponding IP occurs at 91.8%. Therefore, we define the
CF for any TIF as the spatial frequency where IP = 91.8%; in other words, we have

f c
TIF = arg

r
[I(r) = 91.8%]. (8)

4. Extending the Calibration to Other TIF Shapes

When utilizing the calibration of the f c
TIF (see Equation (8)) by means of the reference

TIF illustrated in Section 3.1, we can determine the size of any kind of TIF by simply
applying a scale factor, depending on the given TIF shape. In the following subsections,
we provide examples that employ Equation (8) to determine the appropriate size of three
kinds of typical TIFs in CCOS to correct the reference surface in Figure 3, namely Gaussian
TIFs [10], Spin TIFs [22], and Orbital TIFs [22], with the objective that the CF of these TIFs
matches the only error frequency present in the reference surface in Section 3.1.
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4.1. The Gaussian TIF

The zero-mean, rotationally symmetric Gaussian TIF can be defined as follows:

IG(x, y) = PRR · exp
(

x2 + y2

2σ2

)
, (9)

where σ is the standard deviation of the Gaussian distribution that defines the size of the
Gaussian TIF. The size of a Gaussian TIF can be defined by the full width at half maximum
(FWHM), defined as FWHM = 2σ

√
2ln2. Then, the scale factor for the Gaussian TIF is

FWHM/ f c
TIF.

4.2. The Spin TIF

The Spin TIF is derived from Equation (6) as follows:

IS(x, y) =

{
κ · P(x, y) ·ω · ρ(x, y), ρ ≤ RT ,

0, ρ > RT
(10)

where ω is the angular velocity of the spinning motion of the machine tool, RT is the radius
of the actual tool, and ρ(x, y) is the radial distance from the center of the tool. The size of
the Spin TIF is defined only by the size of the tool such that RTIF = RT . The scale factor for
the Spin TIF is then RTIF/ f c

TIF.

4.3. The Orbital TIF
The Orbital TIF is also derived from Equation (6) but is much more complicated than

the previous two TIFs. Dong et al. provided a well-organized derivation of the Orbital
TIF [23], which is summarized as follows:

IO(x, y) =





π

30
· κ · P(x, y), ρ ≤ RT − RO,

1
30
· κ · P(x, y) ·ω · RO · arccos

(
ρ2(x, y) + R2

O − R2
T

2 · ρ(x, y) · RO

)
, RT − RO < ρ ≤ RT + RO

0, ρ > RT + RO

. (11)

where RO is the radius of the orbital stroke and all the other variables are the same as those
presented in Equation (10). Unlike the previous two TIFs, the Orbital TIF is defined by two
parameters: RT and RO, where RTIF = RO + RT . Similar to the Spin TIF, the scale factor for
the Orbital TIF is RTIF/ f c

TIF.

4.4. Determining the TIF Size to Match a Desired CF

In order to determine the desired TIF size for a given CF, we simply generate an arbi-
trarily sized TIF, calculate the scale factor, and multiply by the desired CF (i.e., RTIF,desired =
RTIF,arbitrary/ f c

TIF,arbitrary ∗ f c
TIF,desired). This procedure is demonstrated as follows. First,

the 2D TIF is generated based on its governing equation (described above) at an arbitrary
size. Next, the 1D Line TIF is obtained by summing down the columns of the 2D TIF, from
which the 1D PSD is calculated. The IP is then calculated, where we can determine the f C

TIF
for the respective size and shape of the TIF in use. Finally, the scale factor is calculated,
and the 2D TIF is scaled accordingly. Figure 5 shows the Gaussian, Spin, and Orbital TIFs
scaled to have f c

TIF = 0.05 mm−1.
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Figure 5. Typical TIFs scaled to have a characteristic frequency of fc = 0.05 mm−1

5. The Characteristic Frequency Ratio

We defined f c
SURF for a surface error map and calibrated f c

TIF for a TIF, and we
illustrated the method of determining the size of a TIF using f c

TIF. Now, we need a new
criterion that can combine f c

SURF with f c
TIF to guide tool size selection based on a particular

surface error map. To accomplish this, we define the characteristic frequency ratio (CFR),
which is simply the ratio between the CF of a TIF and the CF of a surface error map
such that

CFR =
f c
TIF

f c
SURF

. (12)

This simple ratio allows us to quantitatively set the TIF size based on the spatial
frequency distribution of the surface error. A CFR of one, based on the definition given
in Section 2.4, theoretically implies that the given TIF will correct 80% of the surface error.
However, this setting may cost too much processing time, negatively influencing the
processing efficiency. In addition, because this TIF only corrects the lower 80% frequency
modes, the remaining 20% of the error is now due to higher spatial frequencies not suited
for the initial TIF, and thus a new, smaller TIF is now required. Although the frequency
content of the new residual error map has changed, the CFR should be able to be used
once again to set this TIF size appropriately. Therefore, a well-selected CFR for each TIF is
critical for the overall accuracy and efficiency of the fabrication process.

6. Computer-Assisted Study of the Optimal CFR for Tool Size Selection

An optimal CFR should consider the following aspects. First, it should balance the
accuracy and efficiency. In other words, we expect that the target residual RMS error can
be achieved in the shortest available total run time of all the tools. Secondly, the number of
iterations (i.e., the number of tools employed to achieve the target) should be as small as
possible, since frequent changing of tools also influences the overall efficiency. Finally, the
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selected CFR should be stable so that the same CFR can be applied to select the tool size
in each iteration. Based on these philosophies, a computer simulation was designed and
conducted to statistically study the optimal CFR.

6.1. Simulation Specifications

To study the optimal CFR, different CFR values were applied to select tool sizes for
many initial surface error maps that were randomly generated with the same RMS value.

In detail, similar to the surface error map shown in Figure 3a, for a single test case,
we first generated a random surface error map with a size of 1.85 m × 1.85 m by using the
measured PSD trend of the aspheric DKIST primary mirror [24], adding random amounts
of low-to-medium spatial frequency errors and scaling to the same total RMS.

Next, a CFR value was selected to investigate, with CFR ∈ {0.5, 0.6, 0.7, 0.8, 0.9}. The
CFR, along with the CF of the given surface error map, was used to define the TIF size as
detailed in Section 4. The robust iterative Fourier transform-based dwell time algorithm
(RIFTA) [25] was used to determine the residual error and the total run time for each
iteration, since the RIFTA is fast and minimizes the residual and run time simultaneously.
Afterward, on the residual error map, another TIF was chosen with the same method.
This procedure was repeated for this test case until the surface was within the target RMS
bounds, which were set to be 15% ± 3% of the initial RMS. Each test case (i.e., a certain CFR
value) was run on 30 separate randomly generated surface error maps, and the average
total run time, run time standard deviation, and average number of iterations over the
30 trials were recorded.

Figure 6 depicts one set of this process on a single initial surface error map. The
selected CFR was 0.7, and dwell time optimization with the RIFTA was performed on the
residual surface errors iteratively until the target RMS was reached.

Figure 6. Simulation example for one iteration of test case with CFR = 0.7 showing (a) initial error
map, (b) first residual error map, (c) second residual error map, and (d) final residual error map, with
a table keeping track of the RMS value and CF of each map, the FWHM of the Gaussian TIF used on
each map, and the calculated run time required for each run.

6.2. Simulation Results

The results of the simulation are shown in Figure 7. To compare the results of each
case, we defined a figure of merit (FoM) for one case to be the root sum square (RSS) of the
average run time, standard deviation of the run time, and average number of iterations,
each normalized by the maximum case value for its respective category. A smaller FoM
value thus corresponds to a more efficient CFR. As shown in Figure 7, the small FoM values
appeared between CFR = 0.7 and CFR = 0.8.
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Figure 7. Simulation results for the average total run time (blue), the standard deviation of the total
run time (red), the average number of iterations (yellow), and the figure of merit (purple).

The average run time of each case is shown by in the blue line in Figure 7, which was
calculated as the mean run time of the 30 runs of the same CFR. It is obvious that CFR = 0.5
and CFR = 0.8 do not appear to be a good choice because of their longer run times. The
standard deviation of the total run time of each case is shown in red in Figure 7, which
represents the stability of the selected CFR. It was found that CFR = 0.9 was not very stable.
Finally, the average number of iterations of each case that was spent to achieve the target
residual error is given in yellow in Figure 7. A small number of iterations indicates a higher
overall efficiency for the selected CFR value, primarily due to the down time caused by
tool changes. Therefore, larger CFR values tend to be more efficient under this definition
than smaller CFR values. It is clear by interpolation that the consistent use of a CFR within
0.75 yielded the most stable balance among the accuracy, total run time, and number of
required iterations. Thus, it was selected as a general criterion in choosing tool sizes in
CCOS.

7. Conclusions

In this paper, we proposed a straightforward characteristic frequency ratio (CFR) to
guide tool size selection in computer-controlled optical surfacing (CCOS) processes. The
proposed CFR was statistically studied via computer simulation, and it was the first general
criterion that considered both the residual errors and total run time.

The CFR is defined as the ratio between the characteristic frequencies (CFs) of a surface
error map and a tool influence function (TIF). While the CF of a surface error map is defined
according to the proposed encircled error metric, the CF of a TIF is calibrated based on
a reference surface error map containing a single sinusoidal frequency and a reference
TIF derived from Preston’s equation. Based on the novel integrated PSD of a TIF metric,
the method for generalizing the calibrated CF to determine the sizes of different kinds
of TIFs in typical CCOS processes was then presented, verifying the applicability of the
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method. Finally, the proposed idea was statistically studied with a well-designed computer
simulation on many initial surface error maps and different CFRs. The simulation results
demonstrate that a CFR of 0.75 consistently achieves the most stable balance among the
residual error, total run time, and total number of iterations and thus can be chosen as a
simple criterion to guide tool size selection.
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Abstract: Over the past decades, the achievements in astronomical instrumentation have given rise
to a number of novel advanced studies related to the analysis of large arrays of observational data.
One of the most famous of these studies is a study of transient events in the near and far space and a
search for exoplanets. The main requirements for such kinds of projects are a simultaneous coverage
of the largest possible field of view with the highest possible detection limits and temporal resolution.
In this study, we present a similar project aimed at creating an extensive, continuously updated
survey of transient events and exoplanets. To date, the core of the project incorporates several
0.07–2.5 m optical telescopes and the 6-m BTA telescope of the Special Astrophysical Observatory
of RAS (Russia), a number of other Russian observatories and the Bonhyunsan observatory of the
Korea Astronomy and Space Science Institute (South Korea). Our attention is mainly focused on
the description of two groups of small, wide-angle optical telescopes for primary detection. All the
telescopes are originally designed for the goals of the project and may be of interest to the scientific
community. A description is also given for a new, high-precision optical spectrograph for the Doppler
studies of transient and exoplanet events detected within the project. We present here the philosophy,
expectations and first results obtained during the first year of running the project.
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1. Introduction

The achievements of recent decades in the development of wide-angle telescopes and
large-format image sensors (CCD, CMOC, etc.), including mosaic ones, have made a true
revolution in astronomy and astrophysics, giving the green light to extensive studies of
billions of events in outer space available for observations from Earth. This produced new
fundamental discoveries and gave fresh knowledge about the Universe. Among these are
the discovery of planets orbiting the stars other than the Sun (exoplanets) and massive
studies of high-energy gamma-bursts from relativistic objects in the Universe. Let us briefly
discuss some of these advanced studies.

Thanks to the efforts of the Kepler [1] and Corot [2] space missions, as well as the
successful operation of various ground-based photometric surveys of exoplanets, such as
the famous SuperWASP [3] or a lesser known Kourovka search for planets [4], we now have a
list of several thousand extrasolar planets and candidates. Based on these studies, the basic
physical properties of a large proportion of the confirmed planets are known. Exoplanets
cover a wide range of masses, chemical compositions and distances from their host stars.
Despite this progress, statistics of the new exoplanet and exoplanet candidates requires
more space and ground-based projects aimed at studying the new, as well as the already
discovered extrasolar planets and candidates.

The problem of studying the rapidly changing cosmic events from the optical sources
(transient events, or transients) was first formulated by H. Bondi in 1970 [5]. To detect and
study such sources, wide-angle instruments with high-performance detectors having a
temporal resolution of at least a fraction of a second are needed. The latter requirement
is due to the short duration (up to 0.01 s) of the considered phenomena. For instance,
subsecond highly polarized synchrotron spikes with front durations up to 0.1 s have been
first detected in the optical observations of UV Ceti with the 6-m telescope of the SAO
RAS [6]. Subsequently, synchrotron flares from red dwarfs were recorded in the millimeter
range [7]. To search for and study such events, sufficiently short exposures are required, at
least at the level of hundredths of a second, and/or high speeds, up to tens of degrees per
second (satellites, space debris, meteors and fireballs).

Nowadays, studies of transients require very wide-angle telescopes in combination
with the temporal resolution down to milliseconds. This is due to the advent of a funda-
mentally new task of searching for optical transients accompanying fast radio bursts [8]
and impulses of gravitational waves [9], the duration of which lies in the millisecond range.
A number of traditional tasks in the field of optical transient research do also justify the
need of bringing the temporal resolution to 0.1 s or below.

In this paper, we present a joint Russian-Korean ground-based astronomical project ab-
breviated EXPLANATION (EXoPLANet And Transient events InvestigatiON). The project
is aimed at a massive photometric, speckle-interferometric, spectral, and radio bolometric
search for non-stationary events in the Universe, as well as the study of exoplanets. The
core of the project incorporates several 0.07–2.5 m Russian and Korean optical telescopes,
as well as the giant 6-m BTA telescope.

In the next section, titled ‘What is the EXPLANATION?’, we briefly discuss the
philosophy of the project and its shareable instrumentation. Then, the ‘Design of the main
optical facilities’ Section presents the details on two main groups of small, wide-angle
optical telescopes for the primary detection, a new, high-precision optical spectrograph for
the Doppler studies of transient events and exoplanets, and some other classical facilities
of the project. The section called as ‘Expectations’ presents the results we expect from the
project. The Results and Discussion sections present the first results obtained in the course
of the project and general discussion, respectively.
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2. What Is the EXPLANATION?

The Explanation project is aimed at both conducting its own ground-based surveys of
exoplanets/transient events, and supporting the space missions aimed at the same goals.
Its principal difference from the other research is that it integrates a three-level scheme
for the diagostics and investigation of non-stationary events, employing a complete range
of the instrumentation needed. The scheme consists of a wide-angle optical survey of
high temporal resolution (the primary detection level), the second level of examination
of the initially detected objects with high angular resolution, and the third level of expert
examination of the most interesting objects that have been selected from the first and
second levels.

The first level consists of two groups of fast-response wide-angle telescopes with the
aperture diameters from 0.07 m to 0.5 m. A detailed description of these instruments is the
main goal of this study.

The second level is represented by a group of classic 0.6–1.3 m telescopes. The task
for these telescopes is to perform additional studies of the primarily selected targets with
higher angular resolution in order to measure their coordinates and multicolor broad-band
photometric characteristics with the necessary accuracy.

Finally, the core of the third, expert level of the project involves large Russian and
Korean optical telescopes with the apertures ranging from 1.8 to 6 m. The workload
of these telescopes is to perform expert photometric, polarization, spectral and speckle-
interferometric studies of objects selected during the previous stages. This level also
assumes the study of targets from other missions, including the space-based, as already
mentioned above.

3. Optical Design of Project Facilities

In this section, we describe two groups of wide-angle robotic telescopes of the first level
of research—a nine-channel Mini-MegaTORTORA (MMT-9) survey telescope, consisting of
nine 0.07-m telescopes (channels), and a group of three+ 0.5-m 2 square degree telescopes.

3.1. MMT-9

The Mini-MegaTORTORA (MMT-9) is a wide-field optical monitoring system with
high temporal resolution [10] built for and owned by the Kazan Federal University. It has
been operated since 2014 under an agreement between the Kazan Federal University and
Special Astrophysical Observatory, Russia.

MMT-9 is a successor to the simpler single-channel FAVOR and TORTORA cameras
that were operated between 2004 and 2014. Their primary task was an untriggered search
for the optical components of gamma-ray bursts, and it proved successful with the dis-
covery of a bright and rapidly variable optical emission from GRB 080319B [11] by the
TORTORA camera. The design of MMT-9 builds on this experience, and is aimed towards
both increasing the simultaneously observable sky area, maintaining the high temporal
resolution, and allowing for a multicolor mode of observations.

All these requirements are solved by the current Mini-MegaTORTORA implementation
as a set of nine individual channels installed in pairs on five equatorial mounts. Every
channel has a celostate mirror mounted before the Canon EF85/1.2 objective for rapid
(faster than 1 s) adjustment of the objective direction within a limited range (approximately
10 degrees in any direction). This allows for either mosaicing a larger field of view, or for
pointing all the channels in one direction. In the latter case, a set of color (Johnson’s B, V or
R) and polarimetric (three different directions) filters may be inserted before the objective
to maximize the information acquired for the observed region of the sky (performing both
the three-color photometry and polarimetry). High temporal resolution is ensured by
using Andor Neo sCMOS detectors with 2560 × 2160 pixels 6.4 µm each, providing the
9 × 11-degree field of view for every channel, and allowing it to operate with the exposure
times as short as 0.1 s.
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The implementation of this original operating mode of the MMT-9 system is provided
by a two-level scheme of its positioning and maintenance. The first level uses a traditional
clock mechanism based on the EQ-6 equatorial mount with a two-coordinate retargeting
speed of about 1◦/s and a tracking accuracy of about 3′′ on a scale of 20 min. On the second
level, a quick change of the field of view of each MMT-9 channel is carried out in the range
of ±8 degrees clockwise, and ±16 degrees in declination by moving the aforementioned
celostate mirror.

It is mounted on a gimbal suspension, and is capable of rotating about two axes with
the help of two TGY-MG958 servos. During the observations, the mirror is clamped by
brake magnetic shoes and the drive is de-energized. When changing the observed field,
power is supplied to the brake coils and the steering machine. The brake coil has two poles
and the brake shoe has two mating poles. As a result, at the time of power supply, the shoe
is thrown away by the magnetic field, and the mirror is moved to the desired angle by the
servo drive. After this operation is completed, power is removed from the machine and
the brake, the brake shoe is pulled back, the mirror is braked, and a new observational
process begins. A feature of the celeste design is the manufacture of the articulation axes of
the gimbal frames on the steel tapes. To attenuate the current surge and save the moment
when transferring the mirror in the power circuit drives, the afterburner tanks of a large
denomination are provided. For more details, see [12].

Figure 1 shows a general view of two channels with open covers, allowing to see the
mirrors of the integral units (the assembly elements of their frames are shown in the top
plot of Figure 2). The EQ-6 equatorial mount is in the center between the channels. On the
continuation of its hour axis, a switching and ventilation unit is placed, containing power
supplies and switching boards. An air duct is located in the mount support, purifying and
dehumidifying (the camera) by means of a climate control system, the air that ventilates
the housing optical channels (Figure 3). The MMT-9 system, together with the shelter is
shown in Figure 4.

The instrument as a whole allows for simultaneous observations of up to 30 × 30 degrees
of the sky. Typically, the exposures of 0.1 s (10 frames per second, with an effective detection
limit of about V = 11 mag) are used during the monitoring. A dedicated fast differential
imaging pipeline allows for a real-time analysis of the data in this mode in order to detect
and characterize rapidly variable objects on sub-second time scales and optionally initiate
the follow-up observations.

Apart from the high temporal resolution monitoring, the MMT-9 also performs a
routine photometric sky survey with a low temporal resolution, only with a deeper limiting
magnitude (down to about V = 13.5 mag). More than 1.7 million images, covering every
point of the northern sky 5000–20,000 times with the exposures of 20 to 60 s were acquired
in this mode.

All these images are catalogued and also analyzed by a dedicated photometric pipeline
that processes and calibrates them to the Johnson V band by deriving the photometric
equation for every individual image, and then statistically regressing for individual object
colors, assuming that their brightness variations are uncorrelated with the changes in the
atmospheric conditions. About 30 billion photometric measurements are stored in the
database and may be queried by position to extract the light curves of any object detectable
by the MMT-9 (The database of images and photometric measurements of the MMT-9 Sky
Survey is publicly available at http://survey.favor2.info/).

The accuracy of photometric measurements reachable on the MMT-9 is limited due
to very broad point spread function (PSF), and strong pixel-to-pixel inhomogeneity of the
CMOS chips of the detectors. On average, the light curve scatter of brighter non-variable
objects is about 0.02 magnitudes.
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Figure 1. General view of the mount with two channels.
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Figure 2. Top panel—celostate mirror frame components. Bottom panel—a scheme of the optical
channel of MMT-9: 1. Unit of celostate mirror and filters. 2. Light receiver. 3. Mirror of the celostate
block. 4. Block of filters. 5. Lens. 6. Flange for fastening the chamber block. 7. Light detector.
8. Commutation compartment.

 

Figure 3. General view of the assembled entire Mini-MegaTORTORA system.
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Figure 4. General view of the 0.5-m telescope of the array.

3.2. Array of 0.5-m Telescopes

In addition to the MMT-9, the survey level of the project is performed by an array of
several 0.5 m robotic telescopes. The operation of the array is organized in a way similar to
the MMT-9 and was started at the SAO RAS in 2019 by a consecutive development of the
first AS500 telescope followed by the second and third ones (fall 2021). Additionally, we
plan to install still more (three or more) telescopes with the same apertures over the next
few years. Three completely automated telescopes are already operational.

The 0.5-m telescopes we use are designed and manufactured by ASTROSIB (Novosi-
birsk, Russia). These are classic Ritchey-Chrétien telescopes with the main mirror 0.5 m in
diameter. This element is still the same for all the telescopes in the array. Slight differences
begin from this point onwards: telescopes No. 1 and 2 are equipped with robotic mounts
(10 Micron Mount GM 4000 HPS) made in Italy. Telescope No. 3 has a mount manufactured
by Astrosib. The general view of the telescope is presented in Figure 4.

There are also some differences in the design of the ’all-sky’ telescope domes. Namely,
telescope No. 1 is equipped with a dome manufactured by Baader (Germany), while Nos. 2
and 3 have domes manufactured by Astrosib.

Originally, we have chosen an optical design for the telescopes that provides a maxi-
mum field of view of about 1.5 degrees in diameter, which implies using a lens corrector
and installing a light detector in the primary focus, where the aperture ratio F/2.7 is imple-
mented. In the future, for a number of telescopes, detectors will be installed in the position
commonly used in the Ritchey-Chrétien systems, the Cassegrain F/8 focus. The purpose of
this replacement is to improve the scale of the image for precise tasks.

The telescopes are focused by means of standard telescope focusing devices. The large
format cameras are manufactured by FingerLake Instrumentation (USA) and based on
the CCD devices featuring a 4096 × 4096 KAF16803 front-illuminated array with pixels
sized 9 micron. The photometric system is formed by 50 mm turret filters with 5 positions
for Johnson’s broadband filters. Observational data are recorded in standard 4152 × 4128
16-bit FITS files.

Currently, the array operates independently of the MMT-9 photometric complex,
mainly focused on the search for new exoplanet candidates (the first results are outlined
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below). However, in the near future, the 0.5-m telescopes along with the MMT-9 will
become part of a unified robotic photometric complex controlled by a single software
package. The general view of the array is presented in Figure 5.

Figure 5. General view of the array. Top plot: a project. Bottom plot: the three operating telescopes.

3.3. A Fiber-Fed High Resolution Planetary Spectrograph

In this chapter, we present a scheme of a high-precision fiber-optic spectrograph oper-
ating in combination with the 6-m BTA telescope of the SAO RAS. The need to create such
an instrument is directly related to the main goals of the project: the study of exoplanets
and the diagnosis of bright transient sources selected in the course of the photometric
surveys presented above and other studies.

A description of the general concept and optical layout of the spectrograph can be
found in Valyavin et al. [13–16]. In our solution, we followed the classical scheme known
as the “white pupil” [17]. In contrast to the traditional schemes, the white pupil design
uses two off-axis collimators. One of the collimators operates with the echelle grating
in the quasi-Littrow configuration, and the other collimator forms the pupil plane at its
focus by constructing an undispersed image of the echelle grating there. This is where the
cross-dispersion unit and then the focusing optics with the CCD are accommodated. The
main advantage of the selected spectrograph layout is its compactness. In this version, the
cross-dispersion unit is located exactly in the pupil plane, thereby making it possible to
minimize the size of this unit and the focusing camera, and substantially reduce the cost of
the entire instrument.

The spectrograph’s optical design is presented in Figure 6. The off-axis mirror col-
limators ((2) and (5) in Figure 6) have parabolic-shaped surfaces with a focal distance of
2175 mm. Echelle grating (3) consists of a mosaic of two standard echelle gratings, each with
a blaze angle of 76◦ (an an R4 grating). The cross disperser (6) consists of a prism made of
the OHARA PBMy glass, and a diffraction 300 lines/mm structure at the exit end. The CCD
detector (8) is a 4K × 4K camera with a pixel size of 15 microns (http://www.e2v.com). We
use an F/2 lens combination consisting of six spherical optical elements with an effective
focus of 470 mm as a focusing camera (7).
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Figure 6. Optical scheme of the spectrograph.

At present, the focusing camera is still under construction. However, the availability
of simpler standard lenses that can still be used in combination with our spectrograph,
resulting in the loss of about 1 stellar magnitude allowed us to start regular scientific
observations at the spectrograph in combination with the 6-m telescope. In these condi-
tions, the configuration of the instrument at R = 50,000–65,000 provides observations of a
10–11 magnitude star under the normal weather conditions (the seeing of 1.”5 at the SAO
RAS) with hour-long exposures and the signal-to-noise ratio S/N = 100.

By using a 63-m fiber assembly, which feeds the light from the star accumulated in
the prime focus of the 6-m telescope to a special thermally and mechanically isolated room
with the spectrograph (see Valyavin et al. [16] for details), the presently reached accuracy
of the radial-velocity measurements for cool stars is up to 3 m/s. In the final configuration,
the spectrograph is planned to be equipped with an interferometric control system based
on a vacuumized and stabilized FabryPerot interferometer for yet higher, up to 50 cm/s
accuracies. The first scientific results with this instrument have already been presented
in [18,19].

3.4. Other Facilities

The second and third levels in the project’s hierarchy are covered by a group of optical
telescopes with the apertures ranging from 0.6 and higher. The most significant of them are
listed below.

The Zeiss-1000 telescope of the SAO RAS with a primary mirror diameter of 1 m.
This is a classical optical telescope with a focal ratio of F/13. Its unvignetted field is
45 arcminutes wide, and the typical angular resolution under the North Caucasus weather
conditions is about 1.5 arcseconds. The instrument is equipped with a complete range of
photometric/polarimetric equipment for the expert diagnostics of transient events and
exoplanet candidates detected in the course of the wide-field search described above.

The AZT-11 Astronomical Reflecting Telescope of the Crimean Astrophysical Observatory
(CrAO). This is a 1.25-m Ritchey-Chretien reflector with a focal length of 16 m, two focuses
and all the necessary equipment: a 5-channel photopolarimeter developed by V. Piirola and
installed in the main focus and a CCD-photometer at the auxiliary focus. The telescope is
basically used for the photometric and polarimetric observations of various space objects:
variable stars of different types, active galactic nuclei, exoplanets, asteroids, comets, etc.

The RC600 0.6 m telescope of the Caucasian Mountain Observatory (CMO) of Moscow
State University (SAI MSU) is a Ritchey Chretien telescope with a 600 mm main mirror
diameter and a focal length of 4200 mm, manufactured by ASA (Austria). The instrument
is installed on a German parallactic mount ASA DDM160 with direct drive engines with
absolute encoders; the ScopeDome 55M slit dome is used as a covering. The RC600 is
used for precise photometric observations of exoplanet transits. The photometric unit
is equipped with an FLI CenterLine double filter wheel for installing eight 50× 50 mm
filters. The following sets of photometric filters, made using the interference technology
are available: U, B, V, Rc, Ic, g′, r′, i′, and Clear glass. The receiver is an Andor iKon-L BV
CCD camera, 2048× 2048 pixels, with a pixel size of 13.5 microns.
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Additionally, several 1-meter class telescopes of the Kourovka Observatory (Russia)
and the Korea Astronomy and Space Sci. Institute (KASI, Korea) are involved in the
photometric part of the project. All these instruments have all the necessary tools for
conducting high-precision photometric studies of identified transient events and transits of
exoplanets, including large super-Earths—see, for example, the observation of the super-
Earth HD219134-b carried out recently with the SAO RAS 1-m telescope [20].

Finally, the top, expert level of the project consists of the following optical telescopes:
the 1.8-m telescope of the Bonhuynsan astronomical observatory of KASI (Korea), the CMO
2.5-m telescope, and the SAO RAS 6-m telescope. Instrumentation of these telescopes used
in the context of EXPLANATION will be soon described in detail in an another paper.

4. Operating Modes

Table 1 provides a brief overview on all the telescopes described above and those
already functioning in the project. The first column of the table indicates the name of the
telescope, the second gives the size of its aperture, the third presents the field of view, the
fourth lists the angular resolution, while the fifth column gives the number of working
channels of the telescope (in fact, the number of telescopes in the MMT-9 and the 0.5-m
array). We can observe that the telescopes cover completely different fields of view and
angular resolutions. However, all of them are aimed at solving one problem—the search
and a comprehensive study of transient events and exoplanets.

Table 1. Explanation telescopes.

Telescope Aperture Size Field of View Angular
Resolution

Number of
Channels

m arcmin arcsec

BTA 6 1–6 0.06–0.6 1
2.5-m CMO 2.5 10–40 0.15 1

1.8-m Bohuynsan 1.8 10–40 0.1 1
AZT-11 1.25 12 0.6 1

1.2-m Kourovka 1.2 90 0.15 1
ZEISS-1000 1.2 8 0.8 1

RC-600 0.6 22 0.5 1
0.5-m Array 0.5 90 0.5–1.4 3

MMT-9 0.07 540 × 660 10 9

To date, the entire complex is organized for operation in two main modes: the tradi-
tional monitoring of the celestial sphere in order to search for the transiting planets and
other variable events near stars and galaxies (Basic mode), and an express analysis of a
bright flash from one or another transient event registered in any wide-angle systems (Alert
mode). Let us now describe both of these modes.

In the Basic mode, everything goes according to the traditional scheme of searching
for transiting planets or other periodic variable events. At the first level of the search
for such events with the wide-angle photometric systems, the search is carried out for
several months in the selected areas of the sky (with the 0.5-m array) and with a continuous
scanning of the Northern Sky (with the MMT-9). The accumulated observational material
is constantly analyzed in order to search for regular variability in stars and other galactic
or extragalactic objects. As soon as a regular variability owing to a periodic transit of an
exoplanet across the disk of a star, or for other reasons, is detected, the coordinates of the
star and the ephemeris of the event are broadcast from the first level to the higher levels
for the subsequent analysis of the event with the expert telescopes. The operation in the
Basic mode is schematically represented in Figure 7 by black arrows. The main feature of
the mode is that it does not require any urgent study of detected events. However, things
are different in the Alert mode.
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If a sudden flare is detected during the MMT-9 photometric survey, or upon receipt of
a message from any space mission (usually X-ray), the MMT-9 generates two independent
alerts to the array of 0.5-m telescopes and to the second-level telescopes, which embark
on the photometric monitoring examination of the event. Unfortunately, the telescopes
of the second and third levels (except for the BTA, see below) are not always able to
connect to the study immediately after receiving an alert. Therefore, their operation in
this mode is considered in a long-term context. In the transient event studies, however,
expert observations of the first seconds and hours after the onset of a gamma burst are of
particular scientific importance. For this purpose, we have provided a special scheme (see
the red arrows in Figure 7) with the participation of 0.5-m telescopes and the BTA.

Figure 7. Explanation operating modes.
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After receiving an alert from the MMT-9, within less than one minute, the 0.5-m
telescopes interrupt their operation in the basic mode and embark on targeting at the
event, using the roughly generated MMT-9 coordinates in order to refine the coordinates
and transmit them to the BTA. The whole process takes 2–5 min, after which the updated
coordinates are transmitted to the BTA. There, by agreement with the observer (1 min),
the 6-m telescope is pointed at these coordinates and an expert observation of the event
starts within 5 to 15 min. The goal of such an elaborate scheme is to start the spectral
monitoring of the evolving transient with a large telescope as soon as possible. In our case,
we count on the initiation of such observations at times from 8 to 21 min. Employing such
a workflow in the astronomical practice is fundamentally new and innovative. We believe
this to be a novelty of the Explanation project, in contrast to other projects, where large
telescopes within the traditional schemes are usually employed in such studies only with a
long delay.

5. Expectations

From the scientific perspective, our expectations from the project are mainly based
on our experience of several years of MMT-9 service. During the 8 years of MMT-9
operation, it successfully detected and catalogued more than 300,000 meteor events (The
database of meteors detected by MMT-9 is publicly available at http://mmt.favor2.info/
meteors/) [21], and more than 300,000 passes of 10,000 different artificial satellites (The
database of photometric measurements of satellites detected by MMT-9 is publicly available
at http://mmt.favor2.info/satellites/) [22], as well as observing the bright prompt optical
emission of GRB 160625B [23] and detecting a large number of other transient events,
including rapid optical flashes from the glinting satellites [24]. About 9000 flares with a
sub-second duration, all belonging to the satellites, have been automatically followed up.

Figure 8 demonstrates the sky coverage (the number of frames covering any given
position) of the Mini-MegaTORTORA Sky Survey, as well as the typical light curve scatter
for individual stars as a function of their mean magnitude. These figures clearly illustrate
the sky coverage efficiency, which we believe to be quite high, 100% of the Northern Sky,
and about 10% of the Southern Sky. The bottom plot gives evidence of the effective search
for new bright transient events up to 13m.
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Figure 8. Top panel: the sky coverage of the Mini-MegaTORTORA Sky Survey, i.e., the number of
survey frames covering a given position in the sky. Bottom panel: a typical RMS along the light
curves in the survey data as a function of mean magnitude. The red circles mark the known variable
stars from the AAVSO VSX database.
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The array of the 0.5-m robotic telescopes makes the search for transient events four
stellar magnitudes deeper, though, unfortunately, with a 100 times smaller coverage effi-
ciency. Nevertheless, increasing the number of telescopes in the array (only three telescopes
are presently in operation) and effective interaction of the array with the MMT-9 within a
joint programme planner of the observations shall minimize this drawback.

6. Results

In this section, we briefly discuss a couple of examples. Namely, the latest transient
and an exoplanet obtained with the observational facilities of the Explanation survey.
Please note: Due to the fact that the project has just been started, we cannot yet present
in this paper the results exhaustively illustrating the work of the project as a whole in
all the operating modes (in particular, the Alert mode). However, the examples below
demonstrate the efficiency of the wide-angle telescopic systems and present a new result,
discovery of an exoplanet candidate, completely derived within the Basic mode.

6.1. Detecting an Optical Flare Accompanying the Extremely Bright Gamma-ray Burst GRB
210619B, and Investigating the Nature of This Event

An optical flare accompanying the gamma-ray burst GRB 210619B [25–28] was de-
tected during the automated monitoring of the celestial sphere in June 2021 by a group
of telescopes including the MMT-9. The optical source was registered by the MMT-9 55 s
after several space telescopes had simultaneously observed a powerful gamma radiation.
The system realigned itself to point towards the region where the gamma-ray source was
located after receiving a GCN alert with its coordinates. Observations were carried out
synchronously in four channels with the temporal resolutions of 1, 5, 10 and 30 s in the
B,V bands and in white light. The scientific details on this discovery are presented in our
special study [29].

6.2. Searching for Exoplanet Candidates

As part of the search and study of non-stationary events, the project also obtained
the first detections of new exoplanet candidate transits. At the time of writing, there are
already about a dozen such candidates, detected within the project by the 0.5-m telescope
array. A part of these results has been published in [30]. All results will be published in
detail after their validation with the 1–2 m and 6-m telescopes. In this paper, we shall limit
ourselves to demonstrating one of them, detected by the 0.5-m telescope array, and refined
by the 1-m telescope of the second level, Zeiss-1000.

In search for transiting exoplanets, we are looking for and modeling short-term bright-
ness dips in their host stars. Details about this procedure can be found in one of our
previous papers (see, for example, [20] and references therein). Briefly, the modeling
process is as follows.

The model computes the transit shape in a given spectral band as a function of
the relative exoplanet radius expressed as a fraction of the host star radius, equilibrium
temperature (Teq) of the exoplanet, the physical characteristics of the star itself, and the
impact parameter. The equilibrium temperature of an exoplanet determines the additional
intrinsic luminosity when computing the transit depths based on black body relations.
Such an approximation is sufficient for the vast majority of the practically realizable cases.
The physical properties of the host star (its effective temperature Teff, surface gravity log g,
and chemical composition) are used [20] in computations of the linear and squared limb
darkening coefficients for a given spectral band.

Figure 9 shows the phase curve of a periodic transit event for a 17th magnitude
orange/red dwarf star. The effective temperature of the star is 4957 K and R? = 0.7 solar
radii, the corresponding brightness decrease in white light during the transit suggests its
exoplanetary nature with a planet of 1.64MJup. This result has been obtained with the
telescopes of different project levels. Once the first positive registration of the transit event
was received from the array of the 0.5-m telescopes, other telescopes joined the study as
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well. In Figure 9, the results of transit observations obtained with different telescopes are
marked by different colors. In particular, black dots illustrate transit observations with the
SAO RAS 1-m Zeiss-1000 telescope. The green line is the model of the event.

 

Figure 9. An exoplanet candidate detected within the Explanation project.

7. Discussion

We have briefly described the new joint Russian-Korean EXPLANATION project, its
aims, philosophy, instrumental base, and presented the first results. Generally, the project
consists of two large blocks: photometric surveys, and a group of observational facilities
and methods for extended studies of objects detected in the course of the surveys. In
contrast to the second block, the instrumentation for which has already been elaborated
and we have no plans of altering it over the next decade, but the photometric surveys
deserve some more discussion.

The configuration of the photometric instruments presented here will be further
developed into a more complete network of telescopes with small to medium apertures. In
this regard, we also present here (Beskin et al., this issue) one of the ideas for the upgrade.
The idea has already been introduced by some of the authors of this paper in [31] within
the framework of the SAINT photometric project. We are sure that the upgrade of the
wide-field observing facilities as proposed by the SAINT will fundamentally magnify the
scientific output of the EXPLANATION project.
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Abstract: To meet the ground test requirements of star sensors, we establish the star map simulation
algorithm and the interactive interface in multiple scenarios. The combination of the degradation
model of star points, the imaging noise model, and the attitude disturbance model is introduced to
solve the problem of different patterns of noise existing in the actual measurement, improving the
traditional simulation model. In addition, a user-friendly interface design makes it easier for both
scholars and average individuals to understand the parameters and then generate static single-frame
star maps—or a series of dynamic sequence star maps—under various conditions. The results of the
proposed star map simulation method are highly comparable to the actual captured star images, and
this method can be applied for the tests and calibrations of star sensors.

Keywords: star map; image degradation; dynamic environment; aerospace; noise model

1. Introduction

Star sensors play an essential role in aerospace attitude detection. Star sensors need to
undergo rigorous performance tests before the engineering of applications. Generally, there
are three ways to calibrate star sensors with high accuracy: numerical simulation, hardware
simulation, and outfield observation experiments. Outfield observation experiments are
conducted by placing a star sensor in an open area with low atmospheric turbulence and
relatively weak stray light. Such an approach is costly and time-consuming and is usually
only used as the last step in a star sensor validation experiment. Hardware simulation refers
to utilizing a starfield simulator in a laboratory environment to simulate an infinity star
point. The star sensor carries out identification and attitude calculation by observing the
simulated star images. The disadvantages of this method are that the starfield simulator is
expensive, and the parameters of the starfield simulator, such as field of view and aperture—
which are difficult to match precisely with the star sensor—are not adjustable. Therefore,
the versatility of the hardware simulation is limited. Compared with these two methods,
numerical simulation is a highly flexible and the least resource-intensive approach. In
routine performance tuning or laboratory experiments, simulated star maps are widely
used because of their low cost and ease of use [1–4].

Many scholars have invested in studying the use of star sensors from digital simu-
lation, i.e., the study of star map simulation algorithms. In a star map simulation, the
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establishment of the noise model is essential. To solve this problem, some scholars simu-
lated the Gaussian grayscale distribution of star point images by considering the stellar
image shift caused by the satellite motion [5]. Some scholars have introduced new theories,
such as the effect of rotation around the optical axis on star point imaging, the star color
index, and the idea of black-body radiation, to evaluate the quality of star points in a simu-
lation result [6,7]. To enlarge the simulated scenarios in the simulation system, nebulae,
moonlight, and Earth-obscured background are added into the field of view in the star
sensors [8,9]. The literature [10] proposed a fast pixel-discretization algorithm based on the
convolutional surface model to simulate dynamic real-time star maps and established a
complete description of the star point motion trajectory model. However, the parameters
in this algorithm are difficult to understand, limiting its usage. Researchers [11] designed a
star map simulation algorithm for arbitrary exposure time length in a high-fidelity manner.
However, this method is performed in an ideal state, without incorporating various error
factors into the model.

Here, we design a set of algorithms and interfaces for simulating star maps in multiple
scenarios from a numerical simulation approach. The algorithm includes the simulation of
static single-frame star maps and dynamic sequence star maps, taking into account various
noise sources. The noise may come from the electronic noise caused by the imaging system,
the overall noise amplitude variation due to atmospheric condition or stray light, and the
attitude disturbance caused by the different motion states between the imaging platform
and the tracking star target. With various parameter inputs, noise levels and dynamic
trajectories are visualized, and star maps close to the actual images are generated, which
can provide a source of data for the parametric testing of the star sensor.

2. Motion Blur Degradation Model
2.1. The Process of Image Degradation

For a ground-based star sensor, during the process of image acquisition, there will be
many challenges, such as the shift and superposition of light beams. All these difficulties
can result in the degradation of image quality [12]. Figure 1 shows the general model of
image degradation.
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In Figure 1, if h (x, y) is a linear spatially invariant process, then the degraded image
in the spatial domain is represented as:

g (x, y) = h (x, y) × f (x, y) + n (x, y) (1)

in which f (x, y) represents a static, two-dimensional image, which degenerates to g (x, y)
under the interference of additive noise n (x, y) through blur kernel h (x, y). * denotes a
general convolution operator.
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2.2. Simulations of Defocus Factor

In general, h (x, y) in the degradation model includes defocus blur and motion blur.
To realize the out-of-focus impact more accurately, we use a point spread function model to
simulate the image degradation with the following formula [13,14]:

gij =
A

2πσ2

i+0.5∫

i−0.5

j+0.5∫

j−0.5

exp[−
(x i,j − xm

)2
+(y i,j − ym

)2

2σ2 ]dxdy (2)

where A denotes the energy grayscale coefficient, which is related to the total illumination,
i.e., magnitude, of the imaging point on the photosensitive surface of the star sensor. σ
denotes the Gaussian dispersion radius of the energy distribution in the star point region,
indicating the degree of defocusing. (xi,j, yi,j) is any pixel within the range of the diffuse
pixel point. (xm, ym) denotes the projected position of the star on the imaging plane of
the star sensor. We can evaluate a static star point in a simulation in terms of two key
parameters: the gray energy factor A and the Gaussian dispersion radius σ [15]. Table 1
lists the parameters of the simulated image in Figure 2, which shows the combination of
different values of A and σ, representing various results of image degradation that may
occur under real circumstances.

Table 1. Parameters of the simulated image.

Position A σx σy

(15, 15) 613 1.0 1.0
(30, 30) 2113 2.0 1.5
(40, 10) 4113 2.5 3.0
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2.3. Integrated Gaussian Noise Model

In addition to the simulation for the background star point and target star point, the
star sensor simulation also needs to simulate the effect of noise to improve the simulation’s
authenticity. The random noise contained in the star map is mainly ambient noise and
detector noise, such as dark current noise and output noise. These types of noise can be
defined as Gaussian noise, due to their randomness [16]. The literature [2,7] states that
the simulation of ground-based imaging systems must consider the effects of atmospheric
influences and uneven background illumination, such stray light, moonlight, and sunlight,
on the captured images. These effects will lead to a change in the overall brightness value
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of the image from weak to strong. Here, we use Equation (3) to represent the integrated
Gaussian noise model:

Nimg = f (x, y) × ψ× η (0, std), η~Gaussian (0, std) (3)

where f (x, y) is the original image. ψ is designed to control the shape of the noise area, and
it can be expressed by functions. Here is an example of a linear expression. If we set ψy
(w, k) = w × y + k, a mathematical model of monotonic increase or monotonic decrease,
the image result will have a gradient effect on the y-axis. That is, the magnitude of the
image will change from dark to light or from light to dark. ψ can also be expressed in
terms of other functions, such as polar coordinates. With the use of polar coordinates, a
circular, radial noise pattern can be clearly expressed. η (0, std) is the amount that controls
the magnitude of the noise, which follows a Gaussian distribution. The default mean of η
is 0, and std represents the standard deviation. The larger the value of std, the larger the
range of noise fluctuation.

Figure 3 shows the simulations of the integrated Gaussian noise model with different
inputs. The simulated image is 8 bits, and the image array is 512 × 512, where the Gaussian
dispersion radius of the star point is between 1 and 4. The star point circled in the figures is
the same star point (with the same A, σ, and location) in the three images.
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3. Simulations for Dynamic Sequence Star Maps
3.1. The Energy Distribution Model of Trajectory

Because of the relative motion between the ground-based imaging system and the
celestial body, this study will complete a star map simulation in a dynamic environment.
In the dynamic environment, the target star point will be dragged to form a trajectory
on the imaging plane during the camera exposure time, which is called a “smearing star
point.” The length and direction of this trailing path can reflect the motion information of
the target star point [17]. To summarize, if there is a relative motion between the star point
and the ground-based imaging system, the target is in the form of a trajectory line segment.
Particularly if the imaging system has tracked and located a target object, the target star
point appears relatively stationary in the image.

To achieve a star streak quickly, the exposure time T is divided into N segments at equal
intervals. Accordingly, the trailing path of the star point is also divided into N segments.
When interval δ = T/N is short enough, each part of the trailing path can be approximated
as a point. Through such an approximation process, the dynamic trajectory of the star point
can be approximated as a superposition of N static points. We set the total energy during
the exposure time of the star point to E0 = ∑n=N

n=1 Ei,i+1, and the energy distribution of each
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static star point simulating the dynamic trajectory is shown in Equation (4). In the interval
from t = i to t = i + 1, the simulation formula for the energy of a star point is:

Ei(x, y) =
Ei,i+1

2πσ2

∫ ∫
exp[−

(x − x i)
2+(y − y i

)2

2σ2 ]dxdy (4)

Assuming that the dispersed spots of the above Gaussian distribution are equal in
radius, the energy distribution function of the star image in each small exposure time is
superimposed, and the total energy distribution function of the star image is as follows:

E(x, y) =∑n=N
n=1 Ei(x, y) (5)

3.2. Attitude Disturbance Model

When the ground-based imaging system tracks a moving target star point, there are
attitude disturbances between the measurement. The attitude disturbance mainly refers
to the jitter of the ground-based platform brought about by its working condition and
the motion lag of the camera system when it does not accurately track the motion of the
target object.

Figure 4 shows a schematic diagram of the projection trajectory of the projection of
the star point on the imaging plane under the influence of attitude disturbance. When
rotating in any direction within Osxsyszs, the coordinate system measured around the star
sensor, the angular velocity can be decomposed onto the 3 axes of Osxsyszs. By setting
the star image on the imaging plane Oy on the fixed axis of the uniform angular velocity
motion along the clockwise direction, the angular velocity is recorded asωz. By setting the

ith instant in time, the star point position vector Ri = (xi, yi), |Ri| =
√

xi
2+yi

2. The angle
between the Ri and the Oy axis is denoted θi, so the velocity of the star at the ith instant in
time can be expressed as:

{
vix = ωz|Ri|cos θi + v0x = ωzyi + v0x

viy = −ωz|Ri|sin θi + v0y = −ωzxi + v0y
(6)
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Given the time elapsed from the ith instant in time to the i + 1st instant in time, the
amount of star point displacement [18] can be expressed as:

{
∆xi= xi+1 − xi= vix · ∆t = (ω zyi+v0x) · ∆t

∆yii = yi+1 − yi= viy · ∆t = (−ω zxi+v0y) · ∆t
(7)

To achieve the effect of motion blur, we propose that N∆x be added as a blur factor to
the expression of the appropriate amount of the star position:

{
xi + 1 = xi + ∆xi + N∆x, N∆x∼ Gaussian(0, n)
yi + 1 = yi + ∆yi + N∆y, N∆y∼ Gaussian(0, m)

(8)
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where the default mean of the Gaussian distributed random number is 0. n and m represent
the standard deviation of the set Gaussian random number. The values of n and m can be
same. The larger the n and m, the greater the deviation of the simulated star point from the
preset position.

In conclusion, the description of the star trajectory can be expressed by Equation (9):
{

xi(t) = xi0 +
∫ t0+T

t0 vix(τ)dτ

yi(t) = yi0 +
∫ t0+T

t0 viy(τ)dτ
(9)

Therefore, we use the proposed methods to simulate the dynamic trajectory of a star
point. Figures 5–7 show the superposition of the different states when the simulated star

trajectory is a linear equation according to
{

xi+1 = xi + 1 + N∆x
yi+1 = yi + 1 + N∆y

. Figure 8 shows the

superposition of the different states when the simulated star trajectory is a curvilinear

equation according to
{

xi+1 = xi + 1 + N∆x
yi+1 = −0.006xi

2 + 2.7xi − 27 + N∆y
.
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Figure 7. Simulation results with A = 2000, σ = 2, Nimg = f (x, y)×1×η(0,20), NΔx,NΔy~Gaussian(0,2): 
(a) 2D; (b) 3D. 
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Figure 5. Simulation results with A = 2000, σ = 2, Nimg= f (x, y)× 1×η(0,0), N∆x,N∆y∼ Gaussian(0,0):
(a) 2D; (b) 3D.
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Figure 8. Simulation results of simulating star point trajectories as curvilinear equations:
(a) results with A = 2000, σ = 2, Nimg= f(x, y)× 1× η(0, 0), N∆x, N∆y∼ Gaussian(0, 0); (b) re-
sults with A = 2000, σ = 2, Nimg= f(x, y)× 1× η(0, 0), N∆x, N∆y∼ Gaussian(0, 2); (c) results with
A = 2000, σ = 2, Nimg= f(x, y)× 1× η(0, 40), N∆x, N∆y∼ Gaussian(0, 2).

4. Interface Function Description

The field of view of the simulated detector in the proposed method is 12◦ × 12◦,
and the size of its plane array is 512 pixels × 512 pixels. The magnitude sensitivity is 8.0
apparent magnitude, the simulated imaging system has a frame rate of 50 Hz, and the
exposure time for each frame is 20 ms. The interface uses the Tkinter module based on
Python 3.9.

There are two functions in the designed interface. First, it is the static single-frame
star map simulation. Figure 9 shows the initial interface of this function. In this state, the
default number of the target star point is 1. The adjustable parameters are the Gaussian
noise level of the image, the number of background stars, the maximum value of target
brightness, and the minimum value of target brightness. Users can generate single-frame
simulated star maps, with specified parameters, in this mode. Additionally, a function
to display images is added, which can also be used separately as a picture viewer. After
generating the simulated star maps, the primary information of the target star point, such
as brightness information, position coordinates, and Gaussian dispersion radius, can be
viewed in “Target Star Information.”
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The second function is the dynamic sequence star map simulation, and its user inter-
face is shown in Figure 10. In this mode, the simulation can provide two motion states for a
target star point. One of the states is that the ground-based camera system has followed
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the target point to be measured. Under this state, by default, the target in the first frame is
in the center of the image. In addition to the size and brightness of a star point, it is also
possible to simulate errors in the actual situation by inputting the magnitude of the attitude
disturbance of a target point and the average and standard deviation of Gaussian noise.
The default exposure time of each frame of the system is 20 ms. By adjusting the size of the
“Dynamic Frame Count,” users can input the imaging time of the simulated ground-based
camera system. The other state is that the ground-based camera system has not followed
the target point to be measured. Under this state, both the target and background star
points have different movement direction speed sizes, compared with the ground-based
camera system. The user must input the x-direction and y-direction offset to complete the
exact movement simulation of the target star point. Since it would take time to generate a
large number of background star points in real-time to meet the requirements, the way to
handle the background star points is by loading a pre-generated binary file. This file is the
sum of a specified number of star trajectories laid out according to a preset angle. The user
can also change this, according to specific requirements.
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star maps simulated under the conditions of the selected states and parameters depicted in
Figure 10. The target to be measured is marked with a red circle, and the coordinates of the
target star point in different frames are listed in the white textboxes.
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5. Results
5.1. Image Quality Assessment

Figure 12 shows simulation results using the method proposed in this paper. Figure 12a,b
shows the static single-frame star map simulation results, and Figure 12c shows the dynamic
sequence star map. Figure 13 displays actual photos from the Shanghai Sheshan Observa-
tory and from astronomer Michael A. Earl. From the gray histograms of the two types of
images, we can determine that the actual photos have a broader gray distribution than that
of the simulation results. Furthermore, there are some stripes in the photos. These stripes
may come from the telescope lens.
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Figure 13. Real star map images: (a) taken by the Shanghai Sheshan Observatory; (b) taken by the
Shanghai Sheshan Observatory; (c) taken by Canadian astronomer Michael A. Earl with a ground-
based telescope (“Geostationary Satellite MSAT in Motion,” http://www.castor2.ca/14_Images/
Satellites/index.html accessed on 15 November 2021).

Here, we use two methods to evaluate the image similarity between the simulation
results and actual photos. Figure 14 demonstrates the gray histograms of the simulated
images in Figure 12. And Figure 15 demonstrates the gray histograms of the real images in
Figure 13. First, the Bhattacharyya coefficient which is based on the gray histogram is used
to indicate the color distribution of an image. The coefficient ranges from 0 to 1. The closer
to 1, the more similar the two images are proved to be in terms of color distribution. The
second standard is the cosine similarity, which changes an image into vectors by adding the
divided gray level area numbers [19]. The calculation results are shown in Table 2, which
point out that there is still a gap between the grayscale distribution of the simulated results
and the actual photos, but the overall character of both is very close.
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Table 2. Calculation results of image similarity.

Number Bhattacharyya Coefficient in Gray Histogram Cosine Similarity

Figure 12a vs. Figure 13a 0.778 0.977
Figure 12b vs. Figure 13b 0.639 0.992
Figure 12c vs. Figure 13c 0.639 0.893

Figure 12c shows the effect of a 2 s imaging time in a dynamic environment simu-
lated using the proposed method’s noise parameter Nimg= f(x, y)·1·η(0, 15), N∆x,N∆y,
∼ Gaussian(0, 3). Figure 13c shows an actual image taken by Canadian astronomer
Michael A. Earl with a ground-based telescope. These are some of the differences be-
tween Figures 12c and 13c and the main reasons behind them. Besides the direction of the
background trajectories, which depends on the movement states of the simulated condi-
tions, the trajectory style of the target is more noticeable in the actual photos. Because
the satellite tumbles at a regular interval within an extended period, the satellite’s orbit
produces a periodic flickering phenomenon, which is not addressed by the method in this
paper. Next, the noise distribution in Figure 13c is more complicated than in Figure 12c.
Figure 13c becomes brighter due to the height of the image, which means the average
of Gaussian noise becomes bigger. which means the average of Gaussian noise becomes
bigger. In addition, some black dots and black areas exist in the figure in a more obvious
way. It is necessary to determine different characteristics and modes of noise to improve
the quality of the simulation results.

5.2. Star Centroid Extraction

The centroid of stars is the most important factor in attitude determination. We
adopt the common centroid method to evaluate the accuracy of the simulation result of the
proposed method. Figure 16a shows an actual image taken by Michael A. Earl. Four distinct
targets are circled in the image, and the simulation result is shown in Figure 16b.
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result of the proposed method.

Next, before we perform the star centroid extraction process, we need to implement
the Gaussian filter to reduce the interference from background noise in Figure 16a. The
Gaussian kernel size is 5 × 5 and the Gaussian kernel standard deviation is computed with
the formula provided by OpenCV (getGaussianKernel(), https://docs.opencv.org/4.0.0/
d4/d86/group__imgproc__filter.html#gac05a120c1ae92a6060dd0db190a61afa accessed on
15 November 2021). Finally, we adopt the common centroid method to extract the “center
of mass” as follows:





x0 =
∑m

i=1 ∑n
j=1 xifij

∑m
i=1 ∑n

j=1 fij

y0 =
∑m

i=1 ∑n
j=1 yjfij

∑m
i=1 ∑n

j=1 fij

(10)

where fij denotes the value of the image after background noise reduction.
The same steps will apply to the detection of Figure 16b. The results for the two images

are shown in Table 3.

Table 3. Results of star centroid extraction in Figure 16a,b.

Figure 16a Figure 16b Error

No. x y x y ∆x ∆y

1. 7.329 121.973 7.498 121.983 0.169 0.01
2. 52.113 267.078 52.037 266.969 −0.076 −0.109
3. 163.037 187.762 162.989 187.964 −0.048 0.202
4. 248.171 220.978 247.978 220.970 −0.193 −0.008

Where the errors are calculated as the follow equation:

{
∆x = xβ − xα
∆y = yβ − yα

(11)

where xβ and yβ denote the x and y coordinate values of the stars in Figure 16b. xα and
yα denote the x and y coordinate values of the stars in Figure 16a.

As we can see, because of the noise of figures, the accuracy is not perfect, but it is
acceptable for common use. If we perform the image processing in detail and apply a more
specific centroid extraction method, the error will be smaller.
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6. Conclusions

In summary, this paper carries out a simulation method for dynamic sequential star
maps of space targets in multiple scenarios with complex star backgrounds. Numerical
simulation provides a more convenient way to generate the abundant data of star maps to
promote the study of star sensors. A static star point model and a dynamic sequence star
map model are constructed, respectively. We take the random noises, such as detector noise
and dark current noise, and uneven environment illumination into account. Meanwhile,
the impact of the noise model analysis and platform motion disturbances on imaging will
also provide a reference for performance testing and verification of star sensors. In the next
stage of the work, we may consider the condition in which multiple interference target star
points exist. In addition, it is essential to continue to study the noise sources and patterns
in authentic images so that the parameters can be further optimized, making them more
similar to those in the actual scenario.
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