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Abstract: Three distinct homogeneous multilayer self-standing thin films, composed of stacked
reduced graphene oxide (rGO) planes, were produced by the improved Hummer’s method. In
order to investigate their structural, electrical, and optical properties, the samples were characterized
by Raman spectroscopy, field emission scanning electron microscopy (FESEM), four-point probe
measurements, and Fourier-transform infrared spectroscopy (FTIR). The Raman spectra of the
samples indicate the presence of minor surface defects and a relatively low oxygen content of rGOs.
The FESEM images obtained from the samples reveal a smooth sheet-like surface with few wrinkles.
Additionally, the cross-sectional images provide confirmation of the presence of multi-stacked layer
structures. Based on the resistance decreasing by about 0.35 to 0.65 percent per kelvin within the
region of ambient temperature, the electrical resistance vs. temperature curves imply semiconducting
behavior in the rGOs. The FTIR analysis of the samples conducted within the wavelength range of
2.5 to 25 μm demonstrates a significant absorption value exceeding 90%. This observation shows
that the developed materials possess favorable characteristics, making them an excellent absorber
candidate for sensing detectors in the infrared range. We systematically analyzed and confirmed that
the structural as well as optical and electrical properties of our obtained rGOs may be fine-tuned by
adjusting the initial reactants concentration and annealing temperature.

Keywords: graphene; spectrally wide absorber; free-standing films; thermal stability; electrical
conductivity

1. Introduction

Since the emergence of graphene in 2004, numerous studies have been conducted on
graphene and its derivatives due to their remarkable properties. As a monolayer of carbon
atoms held together by sp2 covalent bonds in a honeycomb-resembling lattice, graphene
was first extracted from graphite by Geim and Novoselov [1,2]. Graphene oxide (GO)
and reduced graphene oxide (rGO) are considered the two main derivatives of graphene.
GO, the oxidized form of graphene, comprises a variety of oxygen-containing functional
groups, including hydroxyl and carboxyl moieties. Meanwhile, rGO is produced through
the reduction process of GO, resulting in fewer oxygen-containing groups [3]. Additionally,
when arranged in a stacked configuration, they form many other derivatives, including
monolayer, few-layer, and multilayer graphene-based materials, each exhibiting distinct
characteristics and properties [4].

Graphene and its derivatives possess distinctive characteristics that render them
promising subjects for research across different applications. For instance, graphene has
high electron mobility, high electrical conductivity, high thermal conductivity, and high
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optical transparency [2,5–7]. These distinct characteristics make graphene-based materials
appropriate for an extensive range of applications. For instance, graphene is utilized in
a variety of thermal, optical, and electrical systems, such as temperature sensors [8,9],
transparent electrodes [10], conductive composites (electrically, thermally, or both) [11–13],
solar cells [14], and thermal imaging [15].

Most graphene synthesis methods involve the utilization of complex and costly tech-
niques, as well as the need for three-dimensional crystal, posing difficulties for its operation
and investigation [16]. On the other hand, free-standing samples offer more flexibility and
versatility. In this regard, we have developed a green and facile route towards the synthesis
of free-standing rGO samples. This eco-friendly route is based on the modified Hummer’s
method, which uses the least possible chemicals. In addition to structural analyses, the
obtained samples were subjected to electrical and optical examinations to ascertain their
distinct features. The interesting properties of these samples, along with their low chemical
content, make them a great candidate for many applications, including medical uses such
as biomedical imaging, contrast agents, and monitoring electrodes [17,18].

2. Materials and Methods

2.1. Materials

Aqueous GO solution has been initially prepared by a modified Hummers method.
The pre-treatment of graphite powder favored a lower amount of reactants during synthesis.
Also, the reaction time was prolonged to 34 h, which provides good GO exfoliation without
compromising the quality of the dispersion [19–22]. The concentration of the solution was
12 mg/mL, which was then air-dried overnight. This was followed by thermal reduction
processes to obtain rGO free-standing layers [23]. This provides an eco-friendly and safer
yet facile rGO synthesis and oxygen reduction route, which also enables mass production.

We produced three distinct rGO samples, designated rGO1, rGO2, and rGO3, using the
described method. Notably, this approach makes no use of any mechanical or shear force.
Finally, it should be mentioned that these three rGO samples were fine-tuned by adjusting
the initial reactant concentration and annealing temperature. In this work, the following
chemical species were used: graphite flakes (99.0%, Acros Organics, Geel, Belgium), sodium
nitrate (84.99, R&M Chemicals, Chandigarh, India), sulfuric acid (98.0%, Sigma-Aldrich,
Sofia, Bulgaria), potassium permanganate (99.0%, Sigma Aldrich, Sofia, Bulgaria), and
hydrogen peroxide (27% w/w, Alfa Aesar graded, provided by a local company).

2.2. Methods

The experimental approaches used in this work necessitated the use of specialized
instruments to perform the relevant measurements. The Field-Emission Scanning Electron
Microscope (FESEM) images of the samples were taken using a TESCAN MIRA 3 LMU
(TESCAN, Brno, Czech Republic). A four-point probe technique was used to conduct
electrical measurements. The four-point probe measurement was performed utilizing a
KEITHLEY 6221 (Keithley Instruments, Solon, OH, USA)current source (with sub pico
ampere resolution) and a KEITHLEY 2182A NANOVOLTMETER (Keithley Instruments,
Solon, OH, USA). Finally, The Fourier-Transform Infrared (FTIR) spectra of the samples
were obtained using Bruker’s VERTEX 70 FT-IR Spectrometer (Bruker, Billerica, MA, USA)
for the purpose of analyzing their optical absorption values.

3. Results and Discussion

3.1. Structural Properties

Finding a sample’s structural properties is always the initial step in learning about
its properties. In order to accomplish this, our samples were initially analyzed by FESEM
and Raman spectroscopy, two powerful techniques in the field of material characterization.
FESEM facilitates the acquisition of high-resolution images, allowing for the detailed
examination of the morphology and structural characteristics of diverse materials at the
nanoscale level [24]. The images of the rGO samples obtained through FESEM are presented
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in Figure 1. The multi-stacked layer architectures of these free-standing thin films are
immediately apparent from these cross-sectional views. Each stacked layer is approximately
between 2 μm and 3 μm thick and is made up of multiple rGO planes. Moreover, while
looking at the surface morphology of the samples, it can be seen that they have a relatively
smooth sheet-like surface with few wrinkles.

   
(a) (b) (c) 

Figure 1. FESEM images of (a) rGO1, (b) rGO2, and (c) rGO3.

Raman spectroscopy complements the capabilities of FESEM by providing information
on chemical structures and physical forms. Based on the Raman effect, irradiating a
sample with monochromatic light and measuring the scattered light has revealed that
all the materials derived from graphene exhibit a G peak in their Raman spectra, which
corresponds to the first-order scattering of the E2g mode. Additionally, when examining
the oxidized derivatives of graphene, such as GO and rGO, a D band is also detected. The
presence of this D band signifies a decrease in the size of the in-plane sp2 domains due
to the process of oxidation [25,26]. The Raman spectra obtained from our rGO samples
confirm these findings and also disclose a shift of the G bands towards lower wavenumbers
when compared to the G bands of the GO, which is indicative of a lower oxygen content
in the rGOs. In addition, the intensity ratio between the D band and the G band (ID/IG)
shows that the number of surface defects is small [27].

3.2. Electrical Properties

To evaluate the electrical properties of the rGO samples, we first conducted resistance
measurements using the four-point probe technique at room temperature. The samples
were tested in various directions to ensure comprehensive analysis. Additionally, the
measurements were performed on different days to assess the stability of the samples under
varying conditions. The recorded measurements demonstrate a remarkable homogeneity
as the resistance values for each sample differ only slightly across different directions.

Upon analyzing the data, we found that rGO1 exhibited an average resistance of
approximately 19.38 Ω, with a deviation of ±1.6 Ω, representing a variation of about ±8.2%
from the average. For rGO2, the average resistance was approximately 294.25 Ω, with
a deviation of ±12 Ω, corresponding to a variation of around ±4.1% from the average.
Finally, rGO3 displayed an average resistance of 5849.7 Ω, with a deviation of ±9.5 Ω,
indicating a variation of less than ±0.2% from the average. These minimal variations in
resistance values, ranging from 0.2% to 8.2%, across different directions and measurements
conducted on various days are indicative of the low degree of uncertainty associated with
our measurements. The consistent and stable resistance values obtained underscore the
environmental and thermal stability of the samples.

According to this result, rGO1 has the highest conductivity and is interpreted to be
the most oxygen-reduced sample, while rGO3 has high resistivity and behaves the least
like conductors. These results indicate that rGO samples can be produced with any desired

3



Eng. Proc. 2023, 58, 68

conductivity. This brings us the versatility and tunability needed to synthesize rGO samples
that have distinct resistances over a broad spectrum of electrical conductivity by modifying
the fabrication steps. These samples were also analyzed by AC measurements, and no
phase change was observed between the voltage and current passing through them. As a
result, these free-standing homogeneous thin films are laterally pure-resistive.

Given the potential applications of graphene-based materials as electrothermal devices,
it becomes imperative to exert precise control over the impact of temperature on electrical
parameters, specifically their resistivity [28]. To acquire the electrical resistance versus
temperature (RT) curves for the samples at temperatures exceeding room temperature, we
progressively increased their temperature with a heater while simultaneously monitoring
their resistance. These curves are presented in Figure 2, where all the resistance values have
been normalized to each sample resistance value at 300 K. With an increase in temperature,
the resistance of rGO1, rGO2, and rGO3 decreases at a rate of 0.35, 0.55, and 0.65 percent
per Kelvin, in turn implying semiconducting behavior in the rGOs. It is worth noting that
the sample with higher conductivity and therefore a higher reduction degree, suggesting
a higher carbon to oxygen ratio, has a lower temperature coefficient of resistance (TCR),
implying a decrease in its semiconducting energy gap [29].

Figure 2. Resistance versus temperature curves of rGO1, rGO2, and rGO3.

3.3. Optical Properties

rGO1 and rGO2 were measured and analyzed by FTIR spectroscopy in order to
investigate their optical properties. The analysis was conducted within the wavelength
range of 2.5 to 25 μm. The resulting absorbance spectra of rGO1 and rGO2 are shown
in Figure 3, indicating that both rGO1 and rGO2 exhibit exceptional performance across
the whole spectrum. To be more specific, for rGO1, the absorption value exceeds 93% at
wavelengths shorter than 4 μm, and its minimum absorption, observed around 12.5 μm,
remains at a remarkable value of 91%. Similarly, rGO2 demonstrates excellent absorption,
with values surpassing 91.5% before 4 μm and maintaining a minimum absorption of
approximately 90% at wavelengths around 12 μm and above. These results highlight the
significant absorption values of the samples exceeding 90% across the entire spectrum,
indicating their potential use as spectrally wide absorbers.
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(a) (b) 

Figure 3. FTIR spectra of (a) rGO1 and (b) rGO2.

4. Conclusions

The findings presented in this study provide a valuable understanding of the electrical
and optical properties of three multilayer rGO thin films. By using a modified version of
Hummer’s method, which is a facile, versatile, and environmentally friendly approach,
these self-standing samples were successfully synthesized. Despite the absence of shear
stress in the production process of these samples, their cross-sectional FESEM images
validate the commendable attainment of a well-organized stacking arrangement. Although
all samples displayed minor surface defects and a smooth sheet-like structure with few
wrinkles, suggesting their high quality and uniformity, additional morphological analy-
ses, such as Grazing-Incidence Small-Angle X-ray Scattering (GISAXS), are required to
investigate the structures of the samples in more detail.

According to our electrical investigations, the semiconducting behavior of the sam-
ples was evidenced by a temperature-dependent decrease in their electrical resistance,
and according to the optical investigations, they showcased substantial absorption values
exceeding 90% in a wide infrared range. Different electrical and optical characteristics
exhibited by each sample indicate that it is possible to fine-tune the properties of rGO
samples by adjusting the reactants’ concentration and annealing temperature, thereby
enhancing their potential for a variety of applications, including electronics, thermoelec-
tric, and optoelectronics devices. For instance, the fact that as few chemicals as possi-
ble were used to produce the samples, coupled with their high optical absorption even
in electrically conductive ranges, makes them a clean and favorable option for many
biomedical applications.
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Abstract: Hand pose recognition presents significant challenges that need to be addressed, such as
varying lighting conditions or complex backgrounds, which can hinder accurate and robust hand
pose estimation. This can be mitigated by employing MediaPipe to facilitate the efficient extraction
of representative landmarks from static images combined with the use of Convolutional Neural
Networks. Extracting these landmarks from the hands mitigates the impact of lighting variability
or the presence of complex backgrounds. However, the variability of the location and size of the
hand is still not addressed by this process. Therefore, the use of processing modules to normalize
these points regarding the location of the wrist and the zoom of the hands can significantly mitigate
the effects of these variabilities. In all the experiments performed in this work based on American
Sign Language alphabet datasets of 870, 27,000, and 87,000 images, the application of the proposed
normalizations has resulted in significant improvements in the model performance in a resource-limited
scenario. Particularly, under conditions of high variability, applying both normalizations resulted in a
performance increment of 45.08%, increasing the accuracy from 43.94 ± 0.64% to 89.02 ± 0.40%.

Keywords: deep learning; computer vision; human activity recognition; hand pose recognition;
landmarks; location normalization; zoom normalization

1. Introduction

Recent advances in deep learning and computer vision have been driving the develop-
ment of Human Activity Recognition (HAR) [1,2], which consists of classifying the physical
activities that people perform. One of the HAR research fields is Hand Pose Recognition,
which has numerous applications and a great impact on individuals who are deaf or have
limited speech and communicate using Sign Language.

In this context, many of the latest works focused on the use of MediaPipe to extract
representative landmarks from hands combined with the use of neural networks. Using
this approach, a previous work [3] obtained an accuracy of nearly 88% for the recognition
of signs of the American Sign Language (ASL) alphabet, using 87,000 images.

Even using MediaPipe, there are still aspects such as the variability of the location of
the hand or its size that can negatively impact the performance of the model that previous
works have not been focused on. This variability can significantly hinder the accurate
recognition of hand poses, particularly when employing deep-learning algorithms, because
they heavily rely on data for training. Most datasets contain standardized hand positions
and sizes images, so the ones with diverse locations and sizes could be misclassified and
may hinder the models to generalize.

This paper aims to study the impact of hand location and zoom variability to propose
efficient normalization techniques to mitigate these effects.
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2. Materials and Methods

This section describes the datasets used in the experiments, the signal processing, the
deep-learning approach, and the evaluation methodology to assess the performance of
the model.

2.1. Datasets

In this work, we used three ASL Alphabet datasets. The ASL Alphabet Test dataset, [4]
or so-called Dataset 1, has 870 images, 29 classes, 30 images per class, and is variable in
terms of hand location and zoom. The synthetic ASL Alphabet [5], or so-called Dataset 2,
has 27,000 images, 27 classes, 1000 images per class, and is static in terms of hand location
and zoom. The ASL Alphabet [6], or so-called Dataset 3, has 87,000 images, 29 classes,
3000 images per class, and is variable in terms of hand location and zoom.

2.2. Signal Processing
2.2.1. MediaPipe Hands

In this work, we used MediaPipe Hands [7,8], a specific module within the MediaPipe
open source project capable of empowering real-time hand detection and tracking in images
and videos, providing essential information regarding the precise position of 21 landmarks
or key points on each hand. Each landmark is composed of the x and y coordinates and is
related to a specific point in the hands, as shown in Figure 1.

Figure 1. The specific location of the hand landmarks extracted by MediaPipe Hands [8].

Once these points are extracted, they serve as inputs to a neural network, enabling the
model to discern patterns and effectively differentiate between various signs.

2.2.2. Modules to Include Location and Zoom Variability

To analyze the effect of normalizations under more extreme conditions of variability,
two modules have been designed to include location and zoom variability. Their application
to a dataset will generate another artificial dataset with the same number of images with a
wider heterogeneity in terms of location or zoom.

To include location variability, the first module adds or subtracts equiprobably the
same random value to the coordinates of the landmarks of each image. In this way, a new
dataset is generated with the landmarks relocated at new random locations.

Similarly, the second module generates an artificial dataset by multiplying or dividing
by the same coefficient all the coordinates of the landmarks. Thus, the size of the hands is
randomly modified and the variability of the zoom is substantially increased.

Under these conditions of higher variability, the performance of the system may
decrease but the potential of normalization algorithms can be tested.

2.2.3. Normalization Algorithms

To mitigate the location and zoom variability of the dataset, several algorithms have
been developed. The Norm_Loc algorithm used the landmark of the wrist (landmark
0) as the origin of coordinates and normalized all other points concerning it. In the

9



Eng. Proc. 2023, 58, 69

Norm_Zoom algorithm, the maximum coordinate value is moved to the edge of the square
of vertices (0,0), (0,1), (1,0), and (1,1), transforming the rest of the points proportionally so
as not to lose the aspect ratio of the hand. The correct functioning of this normalization
makes either the largest X-axis coordinate or the largest Y-axis coordinate become worth
1, while the rest of the points are multiplied by the same coefficient. The last algorithm
is called Norm_Loc_Zoom and applies the two previous modules sequentially. These
algorithms mitigate the location and zoom variability because they standardize these image
characteristics considering the wrist location and the hand size. As these algorithms consist
on simple mathematical operations, there is no increase in the overall computational cost.

2.3. Deep Learning

A deep-learning structure with a feature-learning subnet composed of a convolutional
layer and a classification subnet composed of fully connected layers is used to recognize
the different hand poses. This architecture is represented in Figure 2.

Figure 2. Deep-learning architecture used in this work to classify the hand poses.

First, a two-dimensional convolutional layer is added following the input layer. This
layer uses the Conv2D function to apply 16 filters to the input of the network, performing
convolution operations to facilitate feature extraction. This layer learns feature engineering
by itself via filter optimization. The ReLU activation function is applied to the output of
this layer to introduce non-linearity and enable the neural network to learn more complex
representations of the data. Next, the Dropout layer is added to regularize the network
and prevent overfitting. Specifically, a Dropout rate of 0.3 is applied, meaning that 30%
of the outputs from the previous layer are randomly deactivated during training. This
helps to prevent the network from becoming too dependent on specific neurons and thus
avoids overfitting. The Flatten layer converts the output of the previous layer into a one-
dimensional vector. The data is then processed by a Dense layer. In this case, this layer
consists of 32 neurons directly connected to all neurons from the previous layer. Thus, the
neural network performs a linear and non-linear transformation of the input data, allowing
the network to learn more complex relationships between the features extracted by the
previous layers. Another Dropout layer with the same rate of 0.3 is applied afterward. The
ReLU activation function is also employed.

Finally, the output layer consists of a dense layer with a number of neurons corre-
sponding to the number of classes. The softmax activation function is used to calculate the
probability of belonging to each of the possible classes. The output layer produces the final
outputs of the model, representing the probability distribution over the different classes.
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2.4. Evaluation Methodology

In this work, k-fold cross-validation is used to assess model performance more ac-
curately and robustly. The data set is divided into k subsets (or folds), and the system is
trained on k−1 sets while the remaining set is tested. This process is repeated as many
times as there are folds, obtaining a result for each one. In this way, a weighted average
of the test results achieved can be calculated, obtaining a much more accurate and robust
evaluation of the system, reaching to test all the available data.

Regarding the evaluation metrics, the model performance is measured with accuracy,
which is the most common metric in classification problems. It calculates the proportion of
correctly classified examples out of the total number of examples. As seen in Equation (1),
it is obtained by dividing the sum of true positives and true negatives by the total number
of instances. This way, an increment of accuracy implies that the overall system better
recognizes the classes. In this work, we used a confidence interval with a 95% significance
level attached to the accuracy values.

Accuracy(%) =
True Positives + True Negatives

True Positives + True Negatives + False Positives + False Negatives
(1)

3. Results

This section provides the results for the different datasets, using the original ones
and the ones obtained after including the artificial hand and zoom variability. This way,
the system was tested with four variants for each dataset: the original dataset (when no
normalization algorithm was applied to the data) and the three versions with artificial
variability in location, zoom, or both.

In this work, we have been focused on improving the performance in a resource-
limited scenario, so we used 10 epochs and batch size values for each dataset according to
this aspect and the number of frames in each dataset.

3.1. Results for Dataset 1

Table 1 below shows the accuracy rates obtained with Dataset 1 using a batch size
of 15. Under these conditions, the system is not able to learn enough from the data in the
given number of epochs, giving very low accuracy rates when no normalization is applied.
When applied, significant improvements in rates are observed, raising the accuracy from
46.18 ± 3.49 to 88.17 ± 2.26 in conditions of high localization and zoom variability when
applying the Norm_Zoom normalization, which offers better results than the application
of both normalizations (Norm_Loc_Zoom).

Table 1. Results for Dataset 1.

Dataset 1 Normalization Used Accuracy (%) Upgrade (%)

Original *

None 43.77 ± 3.47
Norm_Loc 67.94 ± 3.26 24.17

Norm_Zoom 78.63 ± 2.87 34.86
Norm_Loc_Zoom 79.64 ± 2.81 35.87

Artificial location
None 34.22 ± 3.32

Norm_Loc 61.45 ± 3.40 27.23

Artificial zoom
None 33.84 ± 3.31

Norm_Zoom 76.84 ± 2.95 43

Artificial location and zoom

None 46.18 ± 3.49
Norm_Loc 55.09 ± 3.48 8.91

Norm_Zoom 88.17 ± 2.26 41.99
Norm_Loc_Zoom 77.35 ± 2.93 31.17

* The modules that include artificial hand location and zoom variability have been not applied.

11



Eng. Proc. 2023, 58, 69

3.2. Results for Dataset 2

For this dataset, we used a batch size of 1000. As can be seen in Table 2, the application
of the different proposed normalizations supposes significant improvements in the different
variability conditions.

Table 2. Results for Dataset 2.

Dataset 2 Normalization Used Accuracy (%) Upgrade (%)

Original *

None 79.95 ± 0.51
Norm_Loc 83.61 ± 0.48 3.66

Norm_Zoom 87.61 ± 0.42 7.66
Norm_Loc_Zoom 94.64 ± 0.29 14.69

Artificial location
None 48.15 ± 0.64

Norm_Loc 87.22 ± 0.43 39.07

Artificial zoom
None 67.53 ± 0.60

Norm_Zoom 91.91 ± 0.35 24.38

Artificial location and zoom

None 43.94 ± 0.64
Norm_Loc 74.42 ± 0.56 30.48

Norm_Zoom 87.96 ± 0.42 44.02
Norm_Loc_Zoom 89.02 ± 0.40 45.08

* The modules that include artificial hand location and zoom variability have been not applied.

The improvement of the accuracy was 45.08% in conditions of high variability in
location and zoom when both normalizations are applied. Moreover, the model achieves
higher accuracy rates with zoom normalization than with location normalization.

With the original dataset, the model achieves an accuracy of 87.61 ± 0.42 with
Norm_Zoom against 83.61 ± 0.48 achieved with Norm_Loc. This difference becomes
even wider under conditions of high variability of location and zoom: 87.96 ± 0.42 in
contrast to 74.42 ± 0.56.

3.3. Results for Dataset 3

With this dataset, we used a batch size of 5000. The proposed normalizations continue
to result in significant improvements in scenarios specified in Table 3.

Table 3. Results for Dataset 3.

Dataset 3 Normalization Used Accuracy (%) Upgrade (%)

Original *

None 44.99 ± 0.39
Norm_Loc 67.97 ± 0.36 22.98

Norm_Zoom 85.03 ± 0.28 40.04
Norm_Loc_Zoom 82.13 ± 0.30 37.14

Artificial location
None 58.68 ± 0.38

Norm_Loc 61.18 ± 0.38 2.50

Artificial zoom
None 57.90 ± 0.38

Norm_Zoom 88.56 ± 0.25 30.66

Artificial location and zoom

None 47.09 ± 0.39
Norm_Loc 69.86 ± 0.36 22.77

Norm_Zoom 86.43 ± 0.27 39.34
Norm_Loc_Zoom 82.85 ± 0.29 35.76

* The modules that include artificial hand location and zoom variability have been not applied.

By applying zoom normalization, not only much higher accuracy rates are obtained
than when applying localization normalization, but superior results are obtained than those
obtained by applying both normalizations.
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4. Discussion and Conclusions

When a limited time of training is used, the performance of a hand pose recognizer
model can decrease due to the variability of location and zoom in the instances used to
train the neural network. The application of location and zoom normalizations results in
significant accuracy improvements in this situation. These techniques are more impactful
when the variability is higher. For example, the performance of the system was raised from
43.94 ± 0.64% to 89.02 ± 0.40% (45.08%), applying both normalizations.

Comparing both normalizations, the zoom normalization results in a better perfor-
mance of the model compared to the location normalization, reaching higher rates in all
the studied scenarios. In addition, the application of zoom normalization resulted in better
results compared to applying both normalizations sequentially in some situations. From
this, it can be deduced that this algorithm not only mitigates the effects of size variability,
but it also mitigates those of location variability.

For future work, it could be interesting to apply the proposed techniques in other
datasets related to hand pose recognition with a wide variety of classes, such as thumb up,
thumb down, open hand, or okay.
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Abstract: Deep Learning (DL) for monitoring slowly evolving degradation processes typically
involves overcoming data drift, complexity, and unavailability issues resulting from dynamic and
harsh conditions and the rarity of labeled failure patterns, respectively. While degradation patterns
are mostly hidden in such complex data, observation-based DL is prone to producing uncertain
predictions and/or overfit models during the training process. This problem is usually caused by
the insignificance of certain data representations. Therefore, and particularly due to the sequential
nature of data in such a degradation process, it is necessary to consider neighboring observations to
judge the accuracy of a representation or improve it. In this context, instead of providing traditional
observation-based learning philosophy, this paper presents data-driven sequential mapping while
additionally showing that health indices can also be represented as a vector of sequential data and
not as a single regressor output changing a model’s architecture. Using a dataset generated from a
mathematical model mimicking bearing degradation life cycles and responding to the aforementioned
three main challenges, a comparative study built on investigating observation-based and sequence-
based learning paths was conducted. According to a well-defined visual and numerical evaluation
criterion, a sequence-based methodology reflects a better understanding of data representations
through parameter tuning, achieving better approximation and generalization. Such results support
the necessity of such a learning mechanism, especially for sequential data, dealing with some sort of
correlation and degrading controversy. The files required to reproduce the findings of this work have
been made publicly available.

Keywords: bearing; deep learning; degradation; prognostics and health management; remaining
useful life; sequential data; vibration

1. Introduction

The monitoring of the slow degradation processes of dynamic systems under real
conditions based on DL is generally a problem pertaining to the construction of a regression
model where a specifically reconstructed health index needs to be predicted accurately for
unseen health indicators [1]. This usually poses problem such as data drift, complexity,
and unavailability [1]. The concept of drift refers to massive changes in the historical data
features of a specific system lifecycle (i.e., run-to-failure data) [2]. Similarly, data complexity
and unavailability refer to different kinds of distortions and the rarity of failure patterns [1].
Such distortions can be the result of the presence of noise and different outliers/anomalies
in data affected by environmental conditions or physical damage propagation of the system
itself. A high level of rarity of failure patterns is generally due to the fact that data are
usually generated from physics-based models or accelerated aging experiments and not true
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degradation phenomena for many reasons, including financial and critical safety-related
issues, reducing emulation quality with respect to reality [3].

It should be mentioned that this paper focuses on the data drift problem, while a
DL model must be continuously updated to account for new changes in data and be
able to generalize better for unseen samples. As a result, research gaps in this paper will
be revealed based upon analysis from this perspective. Basically, DL models for health
monitoring are generally constructed based on an ordinary training process consisting of
mapping each observation feature separately to outputs produced at each time instant.
This means that when, for instance, an observation is misrepresented due to any possible
data distortion, sensor malfunction, or other disturbances, the model will automatically
be affected, potentially leading to bias, misprediction, overfitting, etc. [2]. In this case, it is
necessary to mitigate the negative effects of such misleading information to maintain both
approximation and the generalization process of a DL model.

1.1. Research Gaps

According to the brief previous analysis, gaps in research on this topic can conse-
quently be highlighted as follows:

1. Observation-based learning does not consider correlations between time series data,
which could cause a model to produce biased results if the samples are mispresented
due to the many aforementioned reasons;

2. Observation-based learning does not reflect the actual monitoring of concept drift and
its detection at some point while data are subject to continuous change.

Overall, a single observation, even if driven in chunk-by-chunk form, is not expected
to carry information about neighboring samples to the learning model itself. This is
a significant learning problem, especially when slowly evolving degradation process
monitoring is a time series analysis problem and this fact must be considered [4].

1.2. Contributions

Based on the highlighted analysis criteria of concept drift in dynamic systems for
monitoring slowly evolving degradation processes, the following contributions are made
in this paper:

1. The consideration of a sequence-based learning methodology: One of the main
solutions that this paper proposes is to follow a sequence-based learning methodology
for a task such as that outlined herein. In this case, a sequence of observations of a
specific length will be flattened and used as an input to the DL network. It should
be mentioned that this is different from sequence-to-sequence learning presenting a
series of encoding–decoding patterns and processes, as proposed in [5]. Therefore,
the output of the DL regressor will be a vector instead of a single health index during
sequential mapping. The tuning mechanism of the DL model will make it possible to
attain a sense of the data changes and to improve their representations, taking into
account the loss result.

2. The consideration of adaptive deep learning: An additional step of adaptive deep
learning is taken into account in this case by introducing a long short-term memory
(LSTM) neural network. An LSTM has a strong advantage as it allows for the con-
sideration of correlations between driven sequences of time series data. In another
way, data drift, in this case, will be addressed in two main steps: (i) a preprocessing
step, where data are organized in sequences instead of as observations, and (ii) a main
step, where the learning algorithm itself considers adaptive learning. This will further
strengthen the learning processes and allow for more-accurate adaptive learning.

3. Using data generated from a mathematical model: An experiment was conducted
on data generated from a mathematical model mimicking the health degradation
trajectories of bearings responding to the three aforementioned health-monitoring
issues of slowly evolving degradation processes. Compared to traditional observation-
based DL, the experiments encourage such data mapping, especially for sequential
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data with similar degradation behavior. The necessary files for reproducing the
findings of this work have been made online available at [6].

1.3. Outlines

In attempt to ensure that the contributions of this paper are clear and well-illustrated,
making this study reproducible, this paper is organized as follows: Section 1 is dedicated to
data description. Section 2 is devoted to the proposed methodology. Section 3 is dedicated
to the results and discussion. Finally, Section 4 concludes this work.

2. Materials

In this work, we used a bearing degradation dataset extracted from a mathematical
model describing an exponentially growing sinusoidal wave with additive noise and dis-
tortions in an attempt to mimic real-world conditions [7]. The dataset contains two subsets
dedicated to outer-race and inner-race faults, where each subset contains 20 sequences with
different degradation rates. The degradation rate is defined using a different number of
vibration window sizes with 30, 50, 65, 80, and 100 time cycles. For each speed profile, 4 life
cycles are generated, modifying the parameters influencing the fault signatures randomly
by +/− 5%. Each window has 16,348 samples, with a sampling frequency of 51.2 kHz,
meaning that there are 40 life cycles in total. Row data from a single life cycle from the
dataset are presented in Figure 1a, clearly showing an exponential shift in the data towards
failure mode.

In this work, data were subjected to preprocessing, making it easier to extract any
possible degradation signs at first glance. In this context, 11 time domain features that were
the same as those used in previous work [8] (see [8], Section 2.3) were extracted. Similarly,
the same denoising, outlier removing, and scaling steps applied in [8] were followed to
make sure the data were ready for DL model training. Accordingly, Figure 1b is an example
of extracted features from the life cycle in Figure 1a, as some degradation patterns clearly
can be seen in this situation. Based on data visualization in Figure 1a,b, the health index
function was defined as an exponential degradation function, better reflecting degradation
mechanisms than linear trends, which also can be seen in Figure 1c.
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Figure 1. Dataset and preprocessing: (a) raw data of a single degradation life cycle; (b) prepared data
for a single degradation life cycle; (c) health index of an entire life cycle.

3. Methods

In this work, a long-short term memory (LSTM) network was involved in the training
process, as it is recommended for data drift and complexity problems (see Section 6.2
from [1]). In this context, for observation-based learning, a single-layer LSTM with trial–
error-tuned parameters of 10 neurons, an l2 regularization parameter equal to 0.01, and
a learning rate of 0.01 was used. The same parameters were retained for sequence-based
training, while a sequence length was fixed to six observations. The only aspect that
changes in this case is the input and output layers sizes, which are altered to fit changes in
data mapping and sequence length. Figure 2a is an example of an ordinary deep network
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commonly used in degradation process monitoring, while Figure 2b is the new network
architecture reflecting sequence-based learning.

A single observation of 
different features per each 
time Instant (observation 

length : d features)

A single-output regressor

A sequence of single feature 
per each time instant 

(sequence length:  l features)

A sequence of observations grouped and flatten as single vector input (d x l features)

A multi-output regressor

From observation-base 
to sequence-based

(a) (b)

1 d d x l1 l

1 1 l

Figure 2. DL model architecture: (a) observation-based DL model; (b) sequence-based DL model.

4. Results and Discussion

In this work, from each previously mentioned speed profile, we selected three life
cycles for training and one file for testing. Thus, 30 degradation profiles were used for
training, and 10 degradation profiles were used for testing. This includes files of both
subsets for both inner- and outer-race fault scenarios. Mini-batch size, maximum number of
epochs, and iterations were fixed to 10, 1000, and 3000, respectively, for both DL networks
under the same tuning mechanism with an error–trial basis. Two types of metrics were
used in this case to judge the accuracy of the training process: visual and numeric. Visual
metrics including curve-fitting examples, loss function behavior, and some scoring function
behavior, as will be illustrated by the following numerical metrics. The numerical metrics
include the root mean squared error (RMSE) in Equation (1) and the score function in
Equation (2), the latter of which is usually used to evaluate data-driven models for bearing
degradation analysis [9]. n, y, and

∼
y are the number of samples, the desired health index,

and the predicted health index, respectively. The score function penalizes early and late
predictions differently to satisfy certain decision-making constraints related to maintenance
planning [9]. Meanwhile, the RMSE designed to study the actual distance between a
prediction reflecting a real significant measurement.

RMSE =
1
n∑n

i=1 yi − ∼
yi (1)

Score =

⎧⎪⎨⎪⎩e−ln(0.5)( 100(y−∼
y )

5 ), 100
(

y−∼
y
)

5 < 0

e+ln(0.5)( 100(y−∼
y )

5 ), 100
(

y−∼
y
)

20 ≥ 0
(2)

Figure 3a shows the loss function behavior. For observation-based learning, we can
observe faster convergence and reduced loss values. However, the model soon encounters
an overfitting problem showing fluctuations in loss values (e.g., iterations 1000, 1500,
and 2500). Meanwhile, despite the late convergence and slightly larger values of the loss
function for sequence-based learning, the DL model shows better stability, with no signs
of overfitting. The curve-fitting examples of the test set for both inner-race and outer-race
profiles for a speed profile of 100 time cycles in Figure 3b,c show that the sequence-based
results are closer and smoother, leading to better predictions.
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Figure 3. Obtained results: (a) loss function behavior; (b) curve fit result example for inner-race fault
degradation cycles; (c) curve fit result example for outer-race fault degradation cycles.

Figure 4 is dedicated to addressing the behavior of the suggested scoring function. The
score function was designed to explain both early prediction scores (where the percentage
error is > 0) and late prediction scores (with a percentage error < 0). These predictions are
related to maintenance decisions. What we see in Figure 4 are observation-based prediction
scores that are further dispersed compared to the sequence-based ones when approaching a
value of 1. This means that the DL model with respect to the latter has a better generalization
ability (prediction using the test set). This proves the necessity of sequential learning in
improving data presentation, consequently improving approximation and generalization
through accurate tuning.
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Figure 4. Score function behavior.

For numerical evaluation, the RMSE and score results are shown in Table 1. The results
encourage using sequence-based mapping when dealing with such slowly evolving degra-
dation process rather than observation-based mapping due to the clear gap between them
in term of performance. Also, the sequence-based methodology seems less computationally
expensive than the observation-based one, especially when considering the computation
time results in Table 1, which confirm this information.

Table 1. Final numerical evaluation results.

Method RMSE Score Training Time (s)

Sequence-based LSTM 0.0243 0.8401 16.4235
Observation-based LSTM 0.0246 0.7989 30.9235

5. Conclusions

In this work, we introduced a health index assessment experiment using deep learning
under slowly evolving degradation processes. We discussed the use of a sequential learning
philosophy versus the traditional observation philosophy when training a DL model for
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approximating a degraded function. A bearing degradation dataset of multiple fault
scenarios was used in these cases while adopting LSTM learning rules for DL model
reconstruction. Many visual and numerical assessment metrics were used to evaluate the
performance of the investigated approaches. The results encourage adopting the sequence-
based methodology as it allows for the mitigation of mispresented observations occurring
as a result of harsh operating conditions. As a future perspective, further highly dynamic
systems need to be studied to solve this problem, including those with deeper architectures
and targeting other problems regarding data complexity and availability, not only data
drift problems. In doing so, further performance details about this methodology will be
revealed.
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Abstract: In general, the industries utilize more rotating machines and the efficient functioning of
these machines is vital for the smooth operation of industrial processes. Further, the detection and
identification of motor issues in a timely manner is crucial to prevent unexpected downtime and
expensive repairs. In this work, a novel approach is proposed to monitor and assess the condition of
motors in real-time by analyzing the environmental parameters using sensors which are capable of
measuring temperature and humidity, to gather data about the operating environment of motors in
industrial settings. Also, by continuously monitoring these environmental factors, deviations from
optimal conditions can be detected, allowing for proactive maintenance actions to be taken. The
proposed system consists of a network of temperature and humidity sensors strategically placed in
proximity to the motors being monitored. Further, these sensors collect temperature and humidity
data at regular intervals and transmit them to an Internet of Things (IoT) cloud platform. Finally,
the data are analyzed using a fuzzy logic decision-making algorithm and are compared against
predefined threshold values to determine if the motor is operating within acceptable conditions. This
work appears to be of high industry relevance since automated notifications or alerts are to be sent to
maintenance personnel when abnormal conditions are detected.

Keywords: fuzzy logic control; internet of things (IoT); motor condition assessment; proactive
maintenance; real-time monitoring

1. Introduction

In this modern era, industries are mainly concerned with the quality and quantity
of production over a period of time. The deployment of motors to complete operational
requirements is a practice that has been embraced by all sectors [1]. Induction motors
are the most common among AC motors used in industries nowadays. The motors are
subjected to several electrical and mechanical stresses during prolonged operation. An
initial fault results in motor disfunction, which leads to downtime and loss and if it
is not diagnosed it will lead to decreased safety, dependability, and motor overheating
problems [2,3]. The main problems in the induction motors are single phase failures and
overheating. So, the insulation fails and produces high heat for the motor windings to
handle. In overheating, the supply mechanism drawing more current than necessary leads
to the motor overheating. At the time of overloading, the motor draws an excessive amount
of current from the power source, which increases the heat [4]. To avoid such failures, a
method of condition-based monitoring techniques for the prediction and prevention of
motors bearing health conditions on a timely basis is used. A fair number of those industries
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have progressed towards the decreasing activity of human reliability and proceeded further
over the area of automation; this in turn has led to a new domain called the fourth industrial
revolution, or industry 4.0. The mentioned industry 4.0 depends highly on Wireless Sensor
Networks (WSNs) and the Internet of Things (IoT). IoT devices work by contributing to the
main application of processing acquired data from WSN devices and transmitting them to
various remote locations [5].

The Industrial Internet of Things (IIoT) is relatively a new approach for existing and
fairly new industries; it is opening horizons to a wide range of opportunities in aiding
industries to operate more effectively and ensure safety while fairly increasing the efficiency
percentage and cutting an ample amount of cost. Businesses are expected to pay out around
80 percent of their initial investment in technology and it is predicted that this would grow
to a value close to USD 4 trillion in the specific market of technology by the year 2025
(Nasscom, 2018). Thus, the help of the connectivity of all devices into one network gives
the ability for a human being to access technology in a very effective and efficient way;
hence, the IIoT will revolutionize the ways of production and distribution in industries in a
very productive way, while offering safety at the same time [6,7].

The IIoT is one of the most dependable ways of connecting sensors and industrial
machinery with one another, providing the user with the ability and accessibility to connect
these devices and process the acquired data in a very efficient manner. IoT technology
architectures include the technology of cloud computing. Before the IoT, Bluetooth and
Radio Frequency (RF) methods were employed in industrial applications, which enabled
the user to control the device remotely but was limited only to a short distance. The
operator or the user had to be in the range of the Bluetooth or RF in order to operate;
with the help of the IIoT, this tedious process is replaced, as they can be connected via the
internet and the range can extend as much as the user requires [8].

Humidity and temperature are condemning ecological factors that can remarkably
affect the performance and life span of industrial motors. Fairly high humid levels can lead
to the reduction of resistance of insulation in the motor windings. This could gradually
lead to electrical leakage and failures. Also, temperature changes can lead to condensation
inside the motor; this could result in electrical shorts [9]. The overall efficiency of industrial
motors can be lowered by both high temperatures and humidity. This might result in drastic
changes such as a greater loss in energy efficiency and an increase in running expenses [10].
Sudden temperature changes might result in the failure of cooling systems, which may lead
to the overheating and gradual failure of the motor. Cooling systems such as fans and heat
exchangers work less comparatively to normal temperatures. Temperature fluctuations can
result in thermal expansion; that is, the motor components may become contracted and
they may lead to excessive stress and misalignment [11].

The objective of this work is to propose a novel approach to monitor and assess the
condition of motors in real-time by analyzing the environmental parameters using sensors
which are capable of measuring temperature and humidity.

2. Literature Survey

Recently, several researchers have proposed the IoT-based condition monitoring of
induction machines [12–20]. Jeyalakshmi et al. [13] (2020) have developed a smart motor
condition monitoring system to monitor the vibration and temperature of the motor using
MyRio software platform. Agyare et al. [14] (2019) have developed a three-phase induction
motor model in MATLAB/Simulink software with a FL controller. Furthermore, the
authors have showed the results by monitoring the health condition of motors using a
fuzzy logic controller.

Lilo et al. [15] (2020) have proposed a wireless system for detecting and monitoring
the faults of induction motors. Further, the authors have used a FL controller and showed
the results that the proposed system detects at a faster rate and reduced the maintenance
costs. Purwanto et al. [16] (2018) have proposed a fuzzy logic-based microcontroller to
monitor the temperature and humidity controller of the server room. Further, the authors
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have stored and monitored the data in an IoT-based system, also accessed using remote
control. Caicedo [17] (2020) has devolved a monitoring system to detect and collect the
thermal and magnetic parameters of coil winding during short circuits. Further, the author
has proposed a cloud-based storage system to store the monitored data.

Kang et al. [18] (2020) have proposed the detection method of high voltage motors
during end-to-end winding faults. Further, the authors have proposed an online monitoring
partial discharge identification method to detect and identify the pattern of faults under dif-
ferent temperature conditions. Li et al. [20] (2020) have proposed a machine-learning-based
IoT technique to collect data during the condition monitoring of machineries. Mykoni-
atis [21] (2020) has developed an IoT-based real-time condition monitoring system which
detects and monitors the temperature and vibration data of industrial motors.

3. Materials and Methods

In general, rotating machines are the most commonly used device in industries such as
manufacturing, power systems, textiles, etc. To overcome the heating issues of the rotating
machines due to its continuous operation, cooling systems are provided. Further, the
cooling shall be given through natural and artificial methods. The natural cooling occurs
due to the presence of air around the environment. This air is otherwise known as coolant
air, which sucks in the heat produced the rotating machines and is delivered to the outside
environment. Also, the coolant air can be purposely provided to any rotating machine to
remove heat by artificial methods. However, the coolant air with high humidity degrades
the insulation quality of windings and in turn reduces the life of the machine.

Figure 1 shows the overall block diagram for the proposed work. Further, the tempera-
ture and humidity of the coolant air for the rotating machine is monitored and stored. Also,
the temperature of the rotating machine is monitored and stored. The proposed system
consists of device components such as sensors, a microcontroller unit and an IoT cloud
platform with Graphical User Interface.

 
Figure 1. Overall block diagram for the proposed work.

3.1. Sensors

In this work, three different sensors such as ambient temperature sensors, humidity
sensors (DHT11) and machine temperature sensors (MLX90614) are explored. The DHT11
measures both temperature and humidity, which are easy to interface with a microcontroller
unit. Furthermore, the DHT11 measures temperature ranges from 0 to 50 degrees Celsius
and measures humidity ranges from 20 to 90% (relative humidity). Also, the MLX90614 is a
non-contact temperature sensor module which can be used to measure object temperature
ranges from −70 to 380 degree Celsius. The output of the non-contact-type machine tem-
perature sensor module is transferred to the microcontroller unit through inter-integrated
circuit (I2C) protocol.
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3.2. The Microcontroller Unit

An ESP8266 microcontroller unit is utilized in this work to read the temperature
and humidity from the appropriate sensors. Further, the ESP8266 or Node MCU has an
in-built Wi-Fi module, which helps to feed sensor data to IoT cloud platform. Also, the
DHT11-based temperature and humidity sensor module is connected to the analog pin of
ESP8266. The MLX90614-based object temperature measurement sensor is connected to the
serial clock (SCL) and serial data (SDA) pins of the node MCU controller. The sensor values
such as machine temperature, ambient temperature and ambient humidity are measured
and the data is fed to the microcontroller unit.

3.3. IoT Cloud Platform

The sensor data are stored to the user account of the ThingSpeak platform, and these
data are accessed by MATLAB R2023a software. For every user account, the unique read
and write Application Programming Interface (API) key is created. Further, any data sent
to the user’s account is be stored or accessed with the help of read and write API key,
respectively. Fuzzy logic control algorithm is coded In the MATLAB software and the
sensor data stored in the ThingSpeak are accessed by the MATLAB software using write
API key. Fuzzy Logic Controller (FLC) is most popular nowadays in automatic process
control and it has four main steps, namely, fuzzification, fuzzy inference, fuzzy rule base
and de-fuzzification [22]. Further, FLC uses a fuzzifier for the fuzzification process and the
most commonly used type of fuzzifier is the Mamdani fuzzifier. In this work, the same
Mamdani fuzzifier is utilized as a fuzzifier. The input values given to fuzzifier are machine
temperature, ambient temperature and ambient humidity, which derives the condition of
the machine. The error (E) and the change in error ( ΔE) from the fuzzifier is provided as an
input to the fuzzy inference system. Also, the fuzzy inference is performed by a decision-
making algorithm named fuzzy rule base. Finally, the output of the fuzzy inference system
is provided to de-fuzzifier and these outputs are the conditions of the machine.

4. Results and Discussion

Figure 2a shows the ThingSpeak IoT cloud platform, which was used to log three
different sensor values. Further, it is observed that there are three different field charts
which were used to store and monitor three different sensor values. Also, the pseudo-code
for the proposed work is shown in Figure 2b. At first, the three different sensors’ data
were logged in the ThingSpeak IoT cloud platform. In the user account of the ThingSpeak
IoT platform, the four different field charts were created to log three different sensors’
data, namely ambient temperature, ambient humidity and machine temperature, and to
log the decision output of the FLC algorithm. All these sensors’ data and fuzzy outputs
were logged with respect to time and date, which helps the user to have a clear picture
about whether the machine is operating at acceptable conditions. Once the sensor data was
logged, these data were utilized by the FLC algorithm, which was coded using MATLAB
software with the help of the read API key. The output of the FLC algorithm were the
conditions of the motor, which were further stored in the Field 4 chart.

The log of the ambient/atmospheric temperature acquired by the DHT11-based tem-
perature is shown in Figure 2a. It is clearly seen that the values of ambient humidity are
logged at the Field 1 chart. Also, it is shown that the values of ambient temperature are
logged at Field 2 chart. Figure 2a shows the log for the machine temperature acquired
using the MLX90614-based temperature sensor. Further, the decision output of the FLC was
logged relating to environmental conditions, which is shown in the Field 4 chart. Also, from
the figures, it is seen that the increase in ambient temperature increases the temperature of
the rotating machine during its continuous operation. In the Field 4 chart, the y-axis of the
graph shows the acceptable conditions for the operations of rotating machines. Further, the
0, 1 and 2 scale are worse, poor and good or acceptable conditions, respectively. According
to the three different inputs, namely ambient temperature, ambient humidity and machine
temperature, the FLC generates the decision of whether the machine is operating within
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acceptable conditions. Also, if the machine is operated at the permissible conditions, this
increases its lifetime.

  
(a) (b) 

Figure 2. (a) ThingSpeak IoT cloud Platform. (b) Pseudo-code for the proposed work.

5. Conclusions

The main aim of this work is to continuously monitor the air coolant’s moisture
and temperature provided to the rotatory machine. Due to the increased moisture and
temperature content, the degradation of the winding insulation is caused. And this, in
turn, reduces the lifetime of the machine when it is operated for a prolonged period of
time. Furthermore, an internet of things (IoT)-based condition monitoring technique is
utilized to monitor the moisture and temperature of the air coolant continuously. Also,
this is performed by placing sensors near to the winding insulation surface. These sensors
are connected to the controllers, which receive sensor parameters as input data. A Fuzzy
Logic Control algorithm (FLC) is used to alert the user if a high moisture content of the
air is sensed. So, the FL-based controller continuously monitors and allows the user to
control ambient temperature. The advantage of using IoT-based condition monitoring is
that the measured parametric data can be stored in cloud storage and it can be monitored
or accessed from any remote place, as it is a web- or Internet-based application. Also, the
instant alerts can be received regarding the health condition, which improvises the lifetime
of rotating machines.

Author Contributions: M.K.K.M., J.P.A. and A.P. conceptualized this work. S.V. provided the
required resources. P.S.K.R.P. designed and developed the hardware. P.S.K.R.P. and J.P.A. carried
out the investigation and data curation. S.V. designed the visualization. A.P. validated the acquired
results and prepared the original draft. M.K.K.M. and J.P.A. reviewed and edited the original draft.
S.V. supervised, and A.P. administered the work. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.

25



Eng. Proc. 2023, 58, 71

References

1. Goundar, S.S.; Pillai, M.R.; Mamun, K.A.; Islam, F.R.; Deo, R. Real time condition monitoring system for industrial motors. In
Proceedings of the 2015 IEEE 2nd Asia-Pacific World Congress on Computer Science and Engineering (APWC on CSE), Nadi, Fiji,
2–4 December 2015; pp. 1–9.

2. Tong, W. Mechanical Design of Electric Motors; CRC Press: Boca Raton, FL, USA, 2014.
3. Crowder, R. Electric Drives and Electromechanical Systems: Applications and Control; Butterworth-Heinemann: Cambridge, MA,

USA, 2019.
4. Shaikh, S.; Kumar, D.; Hakeem, A.; Soomar, A.M. Protection System Design of Induction Motor for Industries. Model. Simul. Eng.

2022, 2022, 7423018. [CrossRef]
5. Majid, M.; Habib, S.; Javed, A.R.; Rizwan, M.; Srivastava, G.; Gadekallu, T.R.; Lin, J.C.W. Applications of wireless sensor networks

and internet of things frameworks in the industry revolution 4.0: A systematic literature review. Sensors 2022, 22, 2087. [CrossRef]
[PubMed]

6. Kumar, A.S.; Iyer, E. An industrial iot in engineering and manufacturing industries—Benefits and challenges. Int. J. Mech. Prod.
Eng. Res. Dev. (IJMPERD) 2019, 9, 151–160.

7. Sorooshian, S.; Panigrahi, S. Impacts of the 4th Industrial Revolution on Industries. Walailak J. Sci. Technol. (WJST) 2020, 17,
903–915. [CrossRef]

8. Niranjan, M.; Madhukar, N.; Ashwini, A.; Muddsar, J.; Saish, M. IoT based industrial automation. IOSR J. Comput. Eng. (IOSR-JCE)
2017, 2, 36–40.

9. Fenger, M.; Stone, G.C.; Lloyd, B.A. The impact of humidity on PD inception voltage as a function of rise-time in random
wound motors of different designs. In Proceedings of the IEEE Annual Report Conference on Electrical Insulation and Dielectric
Phenomena, Cancun, Mexico, 20–24 October 2002; pp. 501–505.

10. Fenger, M.; Stone, G.C. Investigations into the effect of humidity on stator winding partial discharges. IEEE Trans. Dielectr. Electr.
Insul. 2005, 12, 341–346. [CrossRef]

11. Stone, G.C.; Warren, V.; Fenger, M. Case studies on the effect of humidity on stator winding partial discharge activity. In
Proceedings of the Conference Record of the 2002 IEEE International Symposium on Electrical Insulation (Cat. No. 02CH37316),
Boston, MA, USA, 7–10 April 2002; pp. 579–581.

12. Vijayalakshmi, S.; Karthikha, R.; Paramasivam, A.; Bhaskar, K.B. Condition Monitoring of Industrial Motors using Machine
Learning Classifiers. In Proceedings of the ICICNIS 2020, Kottayam, India, 10–11 December 2020; pp. 1–7.

13. Jeyalakshmi, C.; Subhasri, G.; Muruganantham, T. Smart Industrial Motor Monitoring and Control using myRIO. In Proceedings
of the 2020 IEEE Fourth International Conference on Inventive Systems and Control (ICISC), Coimbatore, India, 8–10 January
2020; pp. 1–5.

14. Agyare, O.R.; Asiedu-Asante, A.B.; Biney, A.R. Fuzzy Logic Based Condition Monitoring of a 3-Phase Induction Motor. In
Proceedings of the 2019 IEEE AFRICON, Accra, Ghana, 25–27 September 2019; pp. 1–8.

15. Lilo, M.A.; Mahammad, M.J. Design and implementation of wireless system for vibration fault detection using fuzzy logic. IAES
Int. J. Artif. Intell. 2020, 9, 545.

16. Purwanto, F.H.; Utami, E.; Pramono, E. Design of server room temperature and humidity control system using fuzzy logic based
on microcontroller. In Proceedings of the 2018 IEEE International Conference on Information and Communications Technology
(ICOIACT), Yogyakarta, Indonesia, 6–7 March 2018; pp. 390–395.

17. Caicedo-Narvaez, C. Just-in-time Detection of Stator Short Circuit Faults in Electric Machines. Doctoral Dissertation, University
of Texas at Dallas, Ann Arbor, MI, USA, 2020.

18. Kang, A.; Tian, M.; Li, C.; Song, J.; Suraci, S.V.; Li, W.; Lin, L.; Lei, Z.; Fabiani, D. Development and pattern identification of
end-winding discharge under effect of relative humidity and temperature for HV motors. High Voltage 2020, 5, 434–443. [CrossRef]

19. Zuraidah, T.; Hamdani; Melly, A.; Solly, A.; Siti, A. Enhance Method Power Point Tracking Wear Method DC-DC Converter based
on Fuzzy Logic of Bayu Power Plant. Int. J. Phys. Appl. Sci. 2020, 7, 1–6.

20. Li, C.; Mo, L.; Tang, H.; Yan, R. Lifelong Condition Monitoring Based on NB-IoT for Anomaly Detection of Machinery Equipment.
Procedia Manuf. 2020, 49, 144–149.

21. Mykoniatis, K. A Real-Time Condition Monitoring and Maintenance Management System for Low Voltage Industrial Motors
Using Internet-of-Things. Procedia Manuf. 2020, 42, 450–456. [CrossRef]

22. Kececioglu, O.F.; Gani, A.; Sekkeli, M. Design and Hardware Implementation Based on Hybrid Structure for MPPT of PV System
Using an Interval Type-2 TSK Fuzzy Logic Controller. Energies 2020, 13, 1842. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

26



Citation: Toker, O. A High-Level

Synthesis Approach for a RISC-V

RV32I-Based System on Chip and Its

FPGA Implementation. Eng. Proc.

2023, 58, 72. https://doi.org/

10.3390/ecsa-10-16212

Academic Editor: Jean-marc Laheurte

Published: 15 November 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

A High-Level Synthesis Approach for a RISC-V RV32I-Based
System on Chip and Its FPGA Implementation †

Onur Toker

Electrical and Computer Engineering, Florida Polytechnic University, Lakeland, FL 33805, USA;
otoker@floridapoly.edu
† Presented at the 10th International Electronic Conference on Sensors and Applications (ECSA-10),

15–30 November 2023; Available online: https://ecsa-10.sciforum.net/.

Abstract: In this paper, we present a RISC-V RV32I-based system-on-chip (SoC) design approach
using the Vivado high-level synthesis (HLS) tool. The proposed approach consists of three separate
levels: The first one is an HLS design and simulation purely in C++. The second one is a Verilog
simulation of the HLS-generated Verilog implementation of the CPU core, a RAM unit initialized
with a short assembly code, and a simple output port which simply forwards the output data to
the simulation console. Finally, the third level is the implementation and testing of this SoC on a
low-cost FPGA board (Basys3) running at a clock speed of 100 MHz. A sample C code was compiled
using the GNU RISC-V compiler tool chain and tested on the HLS-generated RISC-V RV32I core
as well. The HLS design consists of a single C++ file with fewer than 300 lines, a single header
file, and a testbench in C++. Our design objectives are that (1) the C++ code should be easy to
read for an average engineer, and (2) the coding style should dictate minimal area, i.e., minimal
resource utilization, without significantly degrading the code readability. The proposed system was
implemented for two different I/O bus alternatives: (1) a traditional single clock cycle delay memory
interface and (2) the industry-standard AXI bus. We present timing closure, resource utilization,
and power consumption estimates. Furthermore, by using the open-source synthesis tool yosys, we
generated a CMOS gate-level design and provide gate count details. All design, simulation, and
constraint files are publicly available in a GitHub repo. We also present a simple dual-core SoC
design, but detailed multi-core designs and other advanced futures are planned for future research.

Keywords: high-level synthesis; RISC-V; system on chip; FPGA; multi-core architectures

1. Introduction

In this paper, we present a RISC-V RV32I-based system-on-chip (SoC) design and
implementation using a high-level synthesis (HLS) approach. The complete core design
was carried out with HLS and then simulated at the C level, then at the Verilog level, and
finally tested on a low-cost FPGA board at 100 MHz clock speed. Both assembly programs
and C programs compiled with the GNU RISC-V toolchain were used as RAM images
for testing the HLS-generated core. The proposed HLS core design has a single C++ file
with fewer than 300 lines and is designed to be both highly-readable and use minimal
hardware resources.

There are several published papers for CPU design in different hardware description
languages (HDLs). In [1], a very simple reduced instruction set (RISC) processor design
is presented with about 120 lines of Verilog code. See [2–4] and references therein for
related work. RISC-V is a free and open source instruction set architecture [5,6]. The
standard defines various ISAs starting with the base architecture RV32I. There are numerous
Verilog implementations of RISC-V architectures, with varying degrees of performance and
resource utilization. The paper [7] presents a review of some of the well-known open source
designs and links to relevant GitHub repos for source codes. One disadvantage of these
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Verilog implementations is the length of the source codes, which is the main motivation
for the HLS-based approach adapted in this work. The HLS-based approach can be quite
useful for rapid prototyping of complex ideas, especially for systems with complex state
machines. To the best of author’s knowledge, there is limited published work where an
HLS-based approach is used for a RISC-V core design. In [8], an HLS design is presented,
but the source code is split into multiple files, making it difficult to read. This work presents
a single file design which is relatively short, easily readable, and yet suitable for an FPGA
implementation with clock speeds of 100 MHz. Open source RISC-V cores can be quite
useful for computer architecture education too; see [9]. The proposed HLS RISC-V RV32I
core source codes are available in the public GitHub repo [10]. Finally, the author would
like to cite [11] as a source of inspiration for this work.

This paper is organized as follows: In Section 2, we summarize the RISC-V RV32I
instruction set architecture. In Section 3, a high-level synthesis approach for design and
simulation is presented. Verilog simulations of our RISC-V SoC are presented in Section 4,
CMOS gate-level design using the open-source synthesis tool yosys and gate count details
are given in Section 5, and the FPGA implementation and testing are presented in Section 6.
A sample C program was used for testing the HLS-generated core, as outlined in Section 7.
A multi-core RISC-V SoC approach is outlined in Section 8, and finally some concluding
remarks are given in Section 9.

2. RISC-V RV32I Architecture

In this section, we summarize the RISC-V RV32I instruction set architecture (ISA) [5,6]
in Table 1. From a programming perspective, there are 32 registers x0,· · · ,x31 and a program
counter PC, all having 32-bit size. The register x0 is hardwired to 0, and the instructions are
divided into six different groups R (Register), I (Immediate), S (Store), B (Branch), J (Jump),
and U (Upper) [5,6]. Full details of the instruction encoding and instruction fields are given
in [5,6]. For the HLS implementation of the instruction decoder stage, we divide I type
instructions into IA (Immediate arithmetic), IM (Immediate memory), IJ (Immediate jump),
and IE (Immediate exception) groups. Furthermore, U type instructions are divided into U1

(Upper1) and U2 (Upper2). All of the instructions are 32 bits in size and have a 7-bit opcode
field located between bits 6 down to 0. Furthermore, there are 3-bit func3, 7-bit func7, and
imm fields, but not all instructions have all of these three additional fields [5,6].

The sra and srai instructions use the most significant bit (MSB) extension rule,
whereas the instructions sltu,sltiu,lbu,lhu,bltu, and bgeu use the zero extension rule.
The instructions ecall and ebreak are implemented as trap/halt. All unaligned memory
accesses are also implemented as trap/halt.

Table 1. RV32I instructions [5,6].

Inst Type Description

add R rd = rs1 + rs2

sub R rd = rs1 - rs2

xor R rd = rs1 ˆ rs2

or R rd = rs1 | rs2

and R rd = rs1 & rs2

sll R rd = rs1 << rs2

srl R rd = rs1 >> rs2

sra R rd = rs1 >> rs2

slt R rd = (rs1 < rs2)?1:0

sltu R rd = (rs1 < rs2)?1:0
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Table 1. Cont.

Inst Type Description

addi IA rd = rs1 + imm

xori IA rd = rs1 ˆ imm

ori IA rd = rs1 | imm

andi IA rd = rs1 & imm

slli IA rd = rs1 << imm[0:4]

srli IA rd = rs1 >> imm[0:4]

srai IA rd = rs1 >> imm[0:4]

slti IA rd = (rs1 < imm)?1:0

sltiu IA rd = (rs1 < imm)?1:0

lb IM rd = M[rs1+imm][0:7]

lh IM rd = M[rs1+imm][0:15]

lw IM rd = M[rs1+imm][0:31]

lbu IM rd = M[rs1+imm][0:7]

lhu IM rd = M[rs1+imm][0:15]

sb S M[rs1+imm][0:7] = rs2[0:7]

sh S M[rs1+imm][0:15] = rs2[0:15]

sw S M[rs1+imm][0:31] = rs2[0:31]

beq B if(rs1 == rs2) PC += imm

bne B if(rs1 != rs2) PC += imm

blt B if(rs1 < rs2) PC += imm

bge B if(rs1 >= rs2) PC += imm

bltu B if(rs1 < rs2) PC += imm

bgeu B if(rs1 >= rs2) PC += imm

jal J rd = PC+4; PC += imm

jalr IJ rd = PC+4; PC = rs1 + imm

lui U1 rd = imm << 12

auipc U2 rd = PC + (imm << 12)

ecall IE Trap/Halt

ebreak IE Trap/Halt

3. HLS Approach for Design and Simulation

The HLS design consists of the C++ file riscv32i.cc and the header file riscv32i.h.
There is also a C simulation testbench file riscv32i_tb.cc. In this section, we simply
summarize the main design ideas. The full source code is available in our GitHub repo [10].

We start with the outline of the design file riscv32i.cc; see Outline I. This file has only
the cpu() function, which has two pointer arguments. For C simulation, they have the usual
semantics, but for hardware synthesis, the first one is interpreted as a single-port RAM,
and the other is implemented as a 4-bit write-strobe signal. The local array reg_file[]

is interpreted as a multi-port RAM for hardware synthesis, which will correspond to the
internal register file. The HLS tool has a standard C compiler which works according
to standard semantic rules for simulations, but for hardware synthesis semantic details
are different and can be controlled by using the #pragma HLS directives. Full details are
available in the Vivado HLS User Guide [12].
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Outline I: Outline of the design file riscv32i.cc

#include "riscv32i.h"

#include <stdio.h>

#include <stdint.h>

// Write strobe

#define wstrb (*pstrb)

void cpu(arch_t mem[MEM_SIZE], volatile strb_t* pstrb) {

#pragma HLS RESOURCE variable=mem core=RAM_1P_BRAM

#pragma HLS INTERFACE ap_none port=pstrb

// Register file

arch_t reg_file[REGFILE_SIZE];

for (int i = 0; i < REGFILE_SIZE; i++)

reg_file[i] = 0;

arch_t pc = 0;

PROGRAM_LOOP: while (true) {

// Fetch

arch_t insn = mem[pc >> 2];

// Decode

opcode_t opcode = insn(6,0);

...

// Execute

switch (opcode) {

case OPCODE_R:

case OPCODE_IA:

switch(...) {

...

}

break;

...

}

// Write back to reg_file or memory or PC

// Branch handling

}

}

As seen in Outline I, immediately after resetting the program counter and all of the
registers are initialized to zero, there is an infinite while loop which will be exited if an ECALL

or EBREAK instruction is executed or an unaligned memory access is requested, basically
causing the CPU core to halt.

The HLS tool converts this while loop to a state machine with 11 states using the
one-hot encoding. Inside the loop, we have the usual instructions fetch, decode, execute,
write-back, and branch handling. For example, insn = mem[pc » 2] will be synthesized
as a memory read operation, and opcode = insn(6,0) will be synthesized as selecting the
least significant 7 bits of the 32-bit value read from the memory. Note that, by using the
operator overloading features of C++, we are able to express slicing and concatenation
in C++; see [10,12] for full details. For example, in the instruction decode stage, we have
the lines

immI = ( ((ap_int<ARCH>) insn) >> 20 );

immS = ( immI(31,5), insn(11,8), insn(7,7) );

immB = ...

immJ = ...

immU = ( insn(31,12), ((ap_uint<12>) 0) );

which correspond to generating the 32-bit immediate value for various types of instructions.
Note that ap_uint<p> is used for p-bit unsigned integers, insn(p,q) corresponds to slicing,
and ( ... , ... , ... ) corresponds to concatenation. These are possible because
of the standard operator loading features of C++. Note that the C simulation semantics and
the hardware synthesis semantics are different.

There are various switch statements, which are synthesized as wide-multiplexers.
Nested switch statements correspond to cascaded multiplexers. To make sure that minimal
number of adders, comparators, barrel-shifters, etc., are synthesized, and no hardware
resources are wasted or underutilized, we defined first program variables src1, src2,
res and then wrote several switch statements. This coding style may appear slightly
unusual but is still highly readable and is adapted purely for optimal hardware synthesis.
In other words, the C++ coding style used in HLS greatly affects the final generated
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hardware, and we tried to keep a reasonable balance between C++ code readability and
hardware optimality.

The HLS tool automatically generates Verilog files in a human-readable format but
also allows C-simulation-based testing using the file riscv32i_tb.cc. This C-simulation
testbench reads a text file of hexadecimal values in a human-readable format, initializes the
memory by using these values, and passes the control to the cpu() function. Immediately
after return, all register values and the memory are dumped to separate text files. In
Figure 1, Vivado HLS C simulation for the following short assembly program is given:

li x1,1020

sw x0,0(x1)

loop: lw x2,0(x1)

addi x2,x2,1

sw x2,0(x1)

j loop

Values stored in registers and memory as well as internal signals are displayed in the
debug window. Hexadecimal values for each instruction are written to the file mem.txt,
and conversion is carried out by using an online assembler tool. See [10] for full details.

Figure 1. Vivado HLS C simulation.

4. RISC-V SoC Simulation in Verilog

In this section, we present Verilog simulation of the HLS-generated RISC-V core. Either
one can copy the HLS-generated Verilog files to the Vivado project folder or create an IP
object for a block-diagram-based design. We simply copy and paste the generated Verilog
files from one folder to the other, but in the next FPGA-based design we will use the
block-diagram-based design approach for better visualization of the overall system.
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Outline II: Outline of the System Verilog testbench

module sys_tb();

localparam T=10;

logic clk, reset, start, done, idle, ready, we, ce, vld;

logic [3:0] wstrb;

logic[9:0] addr;

logic [31:0] val_i, val_o;

cpu U1(

.ap_clk(clk),

.ap_rst(reset),

.ap_start(start),

.ap_idle(idle),

.ap_ready(ready),

.mem_V_address0(addr),

.mem_V_ce0(ce),

.mem_V_we0(we),

.mem_V_d0(val_i),

.mem_V_q0(val_o),

.pstrb_V(wstrb)

);

mem U3(.clk(clk), .we(we), .addr(addr),

.din(val_i), .dout(val_o), .wstrb(wstrb) );

//SRAM U4 (.clka(clk), .wea({4{we}} & wstrb), .addra(addr),

// .dina(val_i), .douta(val_o) );

initial clk = 0;

always #(T/2) clk = ~clk;

initial

begin

...

wait(idle==1);

$stop;

end

endmodule

The simulation testbench outline is given in Outline II, and the RAM with the I/O
devices is presented in Outline III. Basically, we have a simple system on chip consisting of
a single RISC-V RV32I core, a 4 KB RAM with single clock cycle read/write delay, and a
32-bit output port at memory address 0x0ff.

Outline III: Outline of the RAM and I/O devices

module mem(clk, we, addr, din, dout, wstrb);

input clk, we;

input [3:0] wstrb;

input [9:0] addr, read_addr;

input [31:0] din, dout;

logic [31:0] ram [0:1023];

always @(posedge clk)

begin

if (we) begin

if (wstrb[0]) ram[addr][ 7: 0] <= din[ 7: 0];

if (wstrb[1]) ram[addr][15: 8] <= din[15: 8];

if (wstrb[2]) ram[addr][23:16] <= din[23:16];

if (wstrb[3]) ram[addr][31:24] <= din[31:24];

/* add memory-mapped IO here */

if (addr == 255)

$write("%c", din[7:0]); // Change %c to %x

end

read_addr <= addr;

end

assign dout = ram[read_addr];

initial

$readmemh("C:/Users/onur/Desktop/MyWork/vivado/RISCV32I_HLS/mem.txt", ram);

//initial begin

// ram[0] = 32’h 3fc00093; // li x1,1020

// ram[1] = ...

//end

endmodule

In Figure 2, Verilog simulation results are shown. We are using the assembly program
given in the previous section, which basically writes the values 0, 1, 2, ... to the
address 0x0ff. The program counter PC is shown in the timing diagram, and the values
written to the output port at address 0x0ff are shown both in the simulation console and
the timing diagram. There is a specific reason why $write("%c", din[7:0]) is used for
the memory mapped I/O at address 0x0ff. If we use a C-compiler and implement putc()
as a write to the I/O address 0x0ff, then all printf(...) and cout « ... will write to
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the Verilog simulation console. This allows more complex C/C++ programs to be tested
with the HLS-generated RISC-V core.

Figure 2. Verilog simulation.

In our simulation testbench, we also have a block RAM option, shown as SRAM. This
allows the HLS-generated RISC-V core to be tested using block RAMs available on most
Xilinx FPGAs; see Figure 3.

Figure 3. Block RAM should have single clock cycle read/write delay.

5. RISC-V RV32I Core Synthesis Gate Counts

In this short section, we present gate count results for the CMOS gate-level design
generated by the open-source synthesis tool yosys. The following script is for the synthe-
sis tool

read_verilog cpu.v cpu_reg_file_V.v

hierarchy -check

proc; opt; fsm; opt; memory; opt

techmap; opt

read_liberty -lib cmos_cells.lib

abc -liberty cmos_cells.lib

splitnets -ports; opt

stat

and the following gate-count results are reported by the synthesis tool:
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=== cpu ===

Number of wires: 8282

Number of cells:

$_DFF_P_ 321

NAND 2689

NOR 3714

NOT 924

=== cpu_reg_file_V ===

Number of wires: 7714

Number of cells:

$_DFF_P_ 1056

NAND 4726

NOR 1505

NOT 387

In summary, a total of 1377 D-type flip-flops are used, including the register file of
depth 32 and width 32. We have forced the synthesis tool to design using only two input
NAND and NOR gates, and with that constraint the total number of two-input NAND
gates is 7415, two-input NOR gates is 5219, and NOT gates is 1311.

6. RISC-V SoC Implementation on an FPGA

In this section, we will present a simple RISC-V SoC implemented on an FPGA.
High-level details are presented in Figure 4, and the elaborated design is shown in Figure 5.

The elaborated design has 1296 cells and 1968 nets.
The resource utilization of the implemented design is 1078 LUT (5.18%), 326 FF (0.78%),

and 3% of the BRAM. The final system has 1.41 ns worst-case negative slack for the setup
time for 100 MHz clock. The power consumption is estimated as 81 mW at 100 MHz clock.
Figure 6 shows the FPGA implementation of the SoC for the Basys3 board. Note that the
whole SoC design fits into a portion of the clock region X0Y0. The large rectangular block at
the center of Figure 6 is the 4 KB RAM used for the system on chip.

We use the same assembly program given in Section 3 and make sure that the hex
values corresponding to assembly instructions are loaded to the SoC RAM. After the system
is reset using the button btnC, the CPU core can be started using the button btnU. Figure 7
shows a Basys3 board implementation of our RISC-V SoC with the output port connected
to the on-board LEDs. Note that bits 20 down-to 13 of the 32-bit value written to memory
are routed to the I/O port using the slice block shown in Figure 4. The assembly program
given in Section 3 has a loop execution time of 170 ns, i.e., 17 clock cycles loop execution
time. The slicing block effectively slows down the counting speed so that counting can be
observed by the naked eye.
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ap_rst

RISCV_I32

riscv_H1 

ap_ctrl

ap_start

mem_V_ce0

mem_V_we0
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mem_V_address0[9:0]
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Figure 4. A RISC-V SoC block diagram for FPGA implementation.
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Figure 5. Elaborated design of the RISC-V SoC. The blue box on the right corresponds to the
register file.

Figure 6. RISC-V SoC FPGA implementation for the Basys3 board fits into a portion of the clock
region X0Y0.

Figure 7. RISC-V SoC implemented on a Basys3 board.

7. Testing with a Sample C Program

We used a short C program for simulating the RISC-V H1 core designed earlier. Our
testcode is given below

#define OUTPORT (0x0ff)

#include <stdint.h>

void main(void);
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void main(void) {

*((volatile uint32_t*)OUTPORT) = ’R’;

*((volatile uint32_t*)OUTPORT) = ’I’;

*((volatile uint32_t*)OUTPORT) = ’S’;

*((volatile uint32_t*)OUTPORT) = ’C’;

*((volatile uint32_t*)OUTPORT) = ’\n’;

}

It is compiled with the GNU RISC-V compiler to generate the RAM image. As shown in
Outline III, we have a $readmemh to initialize the RAM for the Verilog simulation. Again
as shown in the Outline III, all writes to address 0x0ff are forwarded to the simulation
console using the $write command. In summary, when the SoC is simulated with the
GNU RISC-V compiler to generate the RAM image, we see the string ‘RISC’ written to the
console followed by a newline, which serves as another verification of the H1 core. In a
future version of the paper, we will use longer C programs for more comprehensive testing.

8. A Multi-Core RISC-V SoC

In this section, we briefly summarize our multi-core RISC-V SoC implementation. We
started by changing the memory interface from block RAM to a AXI master, i.e., chang-
ing the HLS directive to #pragma HLS INTERFACE m_axi depth=1024 port=mem. This re-
sulted in a different RISC-V RV32I core equipped with the AXI master interface. The Vivado
HLS generates a Verilog implementation with 42 states, which we call the H2 core. For this
AXI-equipped H2 core, we need to delete the write-strobe port, wstrb, and use

(mem[addr >> 2])( 7,0) = res;

(mem[addr >> 2])(16,0) = res;

(mem[addr >> 2])(32,0) = res;

to implement byte, word, and double-word sized memory write operations, respectively.
Note that the bit-slicing operator (.,.) can be used both on the left- and right-hand side
of expressions.

In Figure 8, we have a dual-core RISC-V RV32I system with 8K on-chip RAM, two 8-bit
output ports, a 16-bit input port, and a single UART port. The H2 core does not have a tightly
coupled memory (TCM) inside the unit, but this will be addressed in a future version of the
paper. Basically, in the current implementation, both cores are using the on-chip static RAM
over the AXI bus. All GPIOs and the UART unit are also on the AXI-bus. We have added
a JTAG to AXI unit which can be used for debugging and initialization of the on-chip static
RAM. For this dual-core SoC to function properly, both cores should have different reset
vectors so that they can execute different programs independently.
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Figure 8. A dual-core RISC-V SoC for FPGA implementation.

Based on our preliminary results, we see that the dual-core RISC-V system shown in
Figure 8 does fit into a Basys3 board.
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9. Conclusions

In this paper, we have presented a high-level synthesis approach for RISC-V RV32I
system design. The CPU core was designed and simulated at the C level, then the HLS-
generated Verilog code was tested with RAM and I/O devices at the Verilog simulation
level. Finally, the complete system-on-chip design with memory and I/O devices was
implemented and tested on a low-cost FPGA board. Timing closure, resource utilization,
and power consumption estimates are presented. The CMOS gate-level design and gate
counts were generated by using an open-source synthesis tool. We have also outlined a
dual-core system design. The HLS-generated CPU core has 14 states for a traditional single
clock cycle delay memory interface and 42 states if the AXI bus support is needed. For
such more complex systems, design in Verilog will be more demanding and error-prone
compared to an HLS-based approach. Detailed analysis of multi-core designs are planned
for future research.
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Abstract: The Internet of Things (IoT) and sensor networks are used for structural health monitoring
(SHM). This study aimed to create a model for predicting cardiac disease using sensor networks,
the IoT, and machine learning. Through wearable sensors, physiological data, such as heart rate,
blood pressure, and oxygen saturation levels, were collected from patients. Data were subsequently
processed and translated into an analysis-ready format. The most important predictors of heart
disease were identified using feature selection techniques. Accuracy, precision, recall, F1-score,
etc., were used to evaluate the performance of the proposed model. An SVM obtained the highest
accuracy 93.87%.

Keywords: sensory data; CVD; machine learning; performance analysis

1. Introduction

In the 21st century, heart disease is one of the important causes of death in the world.
Several researchers have discussed HDP using machine learning. However, early prediction
and detection are important components in the healthcare sector. Wearable sensors play
a crucial role in tracking physiological variables like heart rate, blood pressure, pulse
oximeters, activity sensors, temperature sensors, respiration sensors, and electrocardiogram
(ECG) signals. With the help of these sensors, a heart disease system can be properly
monitored, and any irregularities can be easily identified. Machine learning algorithms
can be suitable in this situation to create predictive models that can identify those who
have a high risk of acquiring heart disease and allow for early therapies. Structural
health monitoring is one of the leading technologies in the health industry, and focuses
on the sensors that monitor health issues. SHM allows monitoring of the health of the
cardiovascular system and detects any structural abnormalities or defects. A ML algorithm
effectively finds unseen data in the database and provides an early warning signal to
patients and healthcare providers. This can enable timely interventions, such as lifestyle
changes, medication, or surgery, and improve patient outcomes. The objective of this
project was to develop a predictive model for heart disease using sensor-based monitoring
and machine learning algorithms. The model was trained using a dataset of physiological
parameters collected from patients using wearable sensors. The model’s effectiveness
was assessed using established benchmarks like accuracy, precision, recall, F1-score, and
the area under the receiver operating characteristic (ROC) curve. The ultimate objective
is to create a sturdy and dependable model that can anticipate the probability of heart
disease in patients, allowing for timely interventions that can enhance patient results and
decrease healthcare expenses. The main motivation of this article is to enhance HDP
models’ accuracy using sensory data. Sensory data are electrocardiography (ECG) and
blood tests, which are often limited by their reliance on intermittent measurements and
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subjective interpretation. These data are provided continuously and analyzed using novel
classification approaches. These algorithms provide patterns and predict outcomes. The
goal is to establish a heart disease prediction model employing sensor-based monitoring of
the model’s accuracy.

This paper includes four sections. Section 1 introduces structural health monitoring
systems along with sensory devices. Section 2 provides insight into heart disease prediction
through machine learning classifiers. Section 3 describes the proposed model and is
followed by Section 4, results and discussion.

2. Literature Review

Many wearable sensor-based systems have been recently proposed to enhance the
process of predicting heart disease. Tang, C. et al. [1] used mechanical sensors that allowed
the monitoring of heart diseases. Their objective was to check pulse waves, heart rhythms,
and BP. They also focused real-time sensory data for CVD prediction. Lin, J. et al. [2]
conducted a systematic literature review (SLR) about various physiological signals for
cardio problems. They also provided future direction. The authors Esther, G. M. et al. [3]
developed one android App that monitors a patient’s record and provides information
to the patient’s doctors. Finally, they integrated into the cloud, where machine learning
predictions occurred. Salvi, S. et al.’s [4] research used machine learning to present a
combined hybrid feature selection and classification strategy for heart disease prediction in
a cloud-based IoT healthcare system. Kumar, R. et al.’s [5] study examined the application
of linear regression as a machine learning approach for air quality time-series predictions.
This study employed sensor data from three separate locations in Delhi and the National
Capital Region to estimate air quality for the following day using linear regression as
a machine learning approach, and the findings were significant. Kumar, P. M. et al. [6]
applied various machine learning methods to predict heart disease, and logistic regression
with majority voting achieved 88.59% accuracy, which is superior to that of previous
techniques. A framework for dependable at-home assistance in healthcare was proposed by
Hongxu and Niraj [7]. The primary focus of this architecture was data transmission between
installed servers located in patient homes and distant hospitals. Daniele et al.’s [8] Their
main finding was to increase the accuracy of the classifiers using deep learning techniques.
They have proposed deep learning algorithms for enhancing accuracy and demonstrated
their method that performs well in real-time on-node processing on smartphones and a
wearable sensor platform. In their line of work, these gadgets serve as data collection points.

3. Proposed Model

The model consists into 4 different phases.

• Phase 1: We developed the proposed model for heart disease prediction using machine-
learning classification algorithms. These are some of the steps followed: Data was
collected from different sources through sensors. We deployed sensors (heart rate
and blood pressure sensors, pulse oximeters, activity sensors, temperature sensors,
respiration sensors, and electrocardiogram (ECG) signals) into the patient’s body
for testing.

• Phase 2: The major steps were data cleansing, normalization, and feature engineering
(data preparation and analysis (DPA)). The objective of this step was to train the model.
During DPA, we also identified relevant features in the dataset and then performed
standard statistical tests and correlation analysis. When feature engineering was
completed, we used novel machine learning classification algorithms (RF, DTC, K-NN,
SVM, GNB, AdaBoost, Bagging, KNN, and LR) for CVD prediction. Figure 1 presents
the structural healthcare monitoring model for cardiovascular prediction. In our
proposed model we used machine learning classification algorithms like random forest,
decision tree, K-NN, Gussian Naive Bayes, AdaBoost, bagging, and logistic regression
are examples of ensemble learning algorithm that generates multiple numbers of
decision trees during training and produces output of the predicted classes of the
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individual trees. Normally, this classifier is satisfactory when we are dealing with high-
dimensional data, as well as when found missing values in the dataset. A decision tree
(DT) is one of the classifiers that allow splitting data into different homogeneous sets
based on good features. It is simple because this classifier can handle both numerical
and categorical data. K-NN is used for the same purpose, and classifies the unseen
heart disease instances of a patient. A support vector machine is one of the powerful
classifiers that finds the best hyperplane and separates data into different classes. It
performs well using high-dimensional data and is capable of handling both linear and
non-linear data. Gussian Naive Bayes (GNB) is a probabilistic method that computes
the likelihood of each class given the input data and chooses the class with the highest
likelihood. It is simple and quick, and can handle data with multiple dimensions.
AdaBoost is another type of ensemble learning technique which combines different
weak classifiers to create another strong classifier. As our dataset was large, we used
this algorithm to handle the imbalance issue, which can enhance the performance
of weak classifiers. Bagging is also an ensemble learning technique that generates
different subsets of training data and trains a classifier using each subset. We used
bagging classifiers to address overfitting and enhance the overall performance of our
model. This technique involves training multiple models on different subsets of the
data and combining their predictions to achieve better generalization to new, unseen
data. Logistic regression was also used for classification purposes to estimate the
probability of a binary outcome. Mutual information feature selection (MIFS) is a
technique that chooses relevant features by evaluating their mutual information using
the target variable. MIFS can be particularly beneficial when working with sensor
data because it can identify features that have a strong correlation with the target
variable. This method evaluates how much information a feature provides about the
target variable and selects those that have a high degree of mutual information. Using
MIFS, it is possible to select the most relevant features and reduce the dimensionality
of a dataset. This can improve the accuracy and efficiency of heart disease prediction
models that use sensor data. Figure 1 shows the proposed structural healthcare
monitoring model for cardiovascular prediction.

Figure 1. Structural healthcare monitoring model for cardiovascular prediction.

• Phase 3: In this phase, we mainly trained the model and tested its effectiveness. The
best model was identified during the training phase, and the model, after being trained,
faced a challenging task of being tested on unfamiliar data. Performance metrics
such as accuracy, precision, recall, F1-score, and area under the receiver operating
characteristic (ROC) curve were evaluated. The required hyper parameters were used
to enhance CVD prediction accuracy.
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• Phase 4: The model was validated using performance evaluation parameters on the
test dataset, which we originally collected from patients through sensory data to
ensure that it was not over fitting to the training data validation required.

4. Results and Discussion

Table 1 presents analyses of classification models. Here, we compare the performance
metrics of the ensemble classification models, including accuracy, precision, recall, F1-score,
true-negative rate (TNR), and true-positive rate (TPR). Nine classification models were
created to implement the proposed model: random forest (RF), decision tree classifier
(DTC), K-nearest neighbour (K-NN), support vector machine (SVM), Gaussian Naive Bayes
(GNB), AdaBoost, bagging, KNN, and logistic regression (LR) models. Our observations
were that the SVM achieved the best accuracy (93.87%). Similarly, when, considering the
TPR, LR achieved an accuracy of 90.20%. Table 2 shows the confusion matrices for the
various classifiers.

Table 1. Comparative analyses of the ensemble classification models.

Algorithms Accuracy Precision Recall F1-Score TNR TPR

RF 89.90 88.47 87.07 85.11 78.4% 84%
DTC 88.87 85.62 86.82 82.30 82.5% 54%

K-NN 87.16 86.34 85.99 88.40 89.2% 82%
SVM 93.87 93.33 93.67 93.35 77.6% 82%
GNB 87.25 89.20 87.54 91.20 89.2% 86%

AdaBoost 85.20 88.45 85.56 87.20 78.6% 84%
Bagging 89.54 89.99 90.20 81.25 87.7% 86%

KNN 87.55 89.25 88.89 90.20 89.7% 87%
LR 92.25 90.20 89.99 90.09 90.4% 88%

Table 2. Confusion matrices and ROC curve values for the various classifiers.

Name of the
Model

Accuracy AUC TNR TPR F-Score

RF 89.90 0.88 78.4% 84% 85.11
DTC 88.87 0.87 82.5% 54% 82.30

K-NN 87.16 0.86 89.2% 82% 88.40
SVM 93.87 0.91 77.6% 82% 93.35
GNB 87.25 0.88 89.2% 86% 91.20

AdaBoost 85.20 0.85 78.6% 84% 87.20
Bagging 89.54 0.90 87.7% 86% 81.25

KNN 87.55 0.87 89.7% 87% 90.20
LR 92.25 0.93 90.4% 88% 90.09

The Critical Observation

In the results mentioned above, the highest accuracy obtained is SVM, while AdaBoost
had the lowest accuracy; accuracies ranged from 85.20% to 93.87%. Similarly, when we
considered the AUC (area under the curve), it ranged from 0.85 to 0.93. The TPR and
TNR are important components of any type of classifier. The highest TPR and TNR were
found using the SVM and LR methods, whereas the lowest TPR was found using the DTC.
Similarly, when we considered the F1-score as well as precision, the SVM obtained the
highest classifier that could find positive cases.

Table 3 presents error analyses for several machine learning algorithms. We used nine
models to indicate performance in Tables 1 and 2, as well for errors in Table 3. MSE and
RMSE are considered the best error measurements for the classification model. Based on
results presented in Table 3, it was concluded that the SVM had the lowest MSE and RMSE,
which indicates that the SVM was the most accurate model for heart disease prediction.
The model with the greatest MSE and the second-highest RMSE was LR, indicating that LR
was the least accurate model.
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Table 3. Details of the implementation environment used in the current study.

Model MSE RMSE

RF 0.37322 0.47185
DTC 0.33547 0.57805

K-NN 0.45281 0.59233
SVM 0.18752 0.32589
GNB 0.32558 0.50785

AdaBoost 0.45287 0.60890
Bagging 0.32897 0.54780

The dataset is one type of binary class classification nature and performed AUC = 0.94,
which perfectly classified the positive and negative classifications. The ranges of AUC
value start from zero to one. Here, zero indicates the random classifier and one indicates
the perfect classifier. Figure 2 shows an AUC value of 0.94, and the model suggested a
good level of discrimination between positive and negative classes. This graph is meant to
illustrate the performance of the binary classifier. The below mentioned-Figure 2 represents
the true positive vs true negative values and it is represented in the form of ROC curve.
Similarly Figure 3 CVD prediction through boxplot representation.

Figure 2. True-positive rate vs. false-positive rate.

Figure 3. Boxplot representation of CVD prediction.

The above Figure 4 demonstrates the classification results for heart disease prediction.
Regarding precision metrics, our results demonstrated that the highest result, i.e., 93.33%,
indicated a low false-positive rate. The above figure represents the normalized confusion
matrix for the heart disease classification task. This graph has a square matrix in which
columns represent predicted classes and rows represent actual classes. These classes were
divided into the total number of samples in each true class, which is why this graph is
called a normalized matrix. The reason for doing this was to compare the performance of
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different classes even though they each contain a number of independent samples. In the
above figure, the diagonal matrix of each graph indicates the correctly identified classes and
the off-diagonal value indicates misclassified observations. A classifier is said to be good
when the diagonal matrix value represents one, which means all collected observations
correctly classified the heart disease. The below-mentioned Figure 5 is the normalized
confusion matrices.

AdaBoost 

Figure 4. Classification results for heart disease data.

 

Figure 5. Normalized confusion matrices.

5. Conclusions

The heart disease prediction model developed in this study has the potential to
improve patient outcomes while also lowering healthcare costs by identifying patients at
risk of developing heart disease and offering appropriate interventions and treatments.
Future research can expand on the possibilities of sensor networks, the IoT, and machine
learning approaches in healthcare, allowing the development of more accurate and effective
predictive models for heart disease and other medical diseases. The SVM had the highest
accuracy (93.87%), followed by LR (92.25%). Overall, the SVM and LR seem to be the most
effective models for this dataset, while AdaBoost may need further optimization. The
SVM had the best overall performance, with the lowest mean-squared error (MSE) and
root-mean-squared error (RMSE) of 0.18752 and 0.32589, respectively.
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Abstract: A piezoresistive electrical bagging material with minimal cost and profile, such as linqstat
or velostat, is a good choice for pressure-sensing systems in robotic arm grippers. This paper’s
main objective is to examine the performance of a unique velostat-based pressure sensor system
for supplying real-time grasping pressure profiles during the lifting of calibrated weights. Copper
conductive tape was used to build the sensor, and it was positioned on top of and beneath a velostat
sheet to serve as an electrode. The accuracy, repeatability, and hysteresis responses of the pressure
sensor system were examined through a variety of experiments, as well as through testing with
calibrated weights ranging from 100 gm to 2000 gm in steps. The sensor’s hysteresis and nonlinear
characteristics were discovered through the experimental results of loading cycle measurements.
Velostat proved to be a realistic option as a sensitive material for sensors with a single electrode pair,
depending on the sensor’s sensitivity, hysteresis, reaction time, loading conditions, and deformation.
The area where the velostat sensor might be implemented was verified by experimental results.

Keywords: pressure sensor; Arduino board; velostat; calibrated weights; hysteresis; grippers;
wearable sensors

1. Introduction

In research using the haptic approach and robotics applications utilizing wearable
technology, force distribution sensors and contact pressure sensors are frequently used.
As a result, it is crucial to thoroughly research the design and characterization of these
sensors in order to produce accurate results. Three distinct physical phenomena occur-
ring in various materials—the piezoresistive effect, the piezoelectric effect, and variable
capacitance—provide the three most popular approaches to designing electronic sensors
for measuring force and pressure [1–3]. In numerous sorts of sensing applications, the three
phenomena have been thoroughly researched. However, among these three categories
of physical phenomenon, piezoresistive materials enable better metrical pressure distri-
bution monitoring in biomedical applications given their affordability and deterministic
behavior [4].

The electrical resistance of piezoresistive materials varies in response to deformation
caused by an applied force [5,6] and has an inversely proportional relationship [7]. When
no force is applied, the material’s electrical resistance is somewhere between megaohms
and kiloohms or less [8]. In this, a paper piezoresistive sensor was tested in response to
load, hysteresis, and temporal drift tests.

2. Materials and Methods

2.1. Sensor Fabrication

The materials needed for sensor fabrication are a velostat sheet, adhesive copper tape,
silver conductive fabric, a silicone foam layer, etc. The velostat sheet is sandwiched in
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between two pieces of copper conductive tape, and then, silver conductive fabric is also
placed, covering the copper conductive tape as shown in Figures 1 and 2. Experimental
setup for the entire system is shown in Figure 3. Over the conductive tape, a layer of
silicone foam is placed so that applied pressure or force is uniformly distributed over the
entire surface area of the sensor strip [9,10] The piezoresistive velostat core of the sensor
has a length of 5 mm, and a thickness of 0.06 mm. The main goal of the sensor design
is to reduce the size and cost of this customized sensor. Velostat is the core material of
the sensor; it has a length of 105 mm, a breadth of 65 mm, and a thickness of 0.06 mm.
Given the micro-Brownian motion of the carbon filler particles in the polymer, the material’s
resistance decreases as force is applied to it [11,12]. Electron microscopy diagram of velostat
paper is shown in Figure 4 showing the molecular structure of carbon material used.

Figure 1. Sensor construction, (a) unloaded, (b) loaded [13].

Figure 2. Layers of materials used in sensor fabrication [13].

Figure 3. Experimental setup [13].
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Figure 4. Electron microscopic image of velostat [14].

2.2. Design Parameters of Conditioning Circuit

Equation (1) accurately shows the resistance–force relation for velostat [15].

R =
′ρ × k

F
(1)

R: resistance of piezoresistive material;
K: surface roughness factor/coefficient;
′ρ: resistivity of the contacting surfaces;
F: force applied normal to the contact surfaces.
The effect of the change in force is inversely proportional to the resistance of the sensor;

moreover, k has a direct impact on the force applied while holding an object. If the value of
the surface is rougher, the resistance will be greater, and the force required to lift an object
will be lesser. As shown in Figure 3, a voltage divider circuit was used to transform the
resistance of the sensors into a voltage signal by connecting them in series with a fixed
resistor, R (10 KΩ). Applying Ohm’s law, as illustrated in Equation (2), yields the voltage
read at the sensor–resistor junction.

VO = Vin

[ ′ρ × k
F × RL +′ ρ × k

]
(2)

RL: voltage divider circuit’s resistance;
Vin: sensor’s input voltage;
Vo: voltage divider’s output voltage.
By taking into account Equations (1) and (2), the voltage force relationship is estab-

lished. A linear response might be obtained by connecting the sensor resistor between a
voltage source and the current input of a voltage converter (a virtual ground), obtaining a
voltage output proportional to the piezoresistive sensor’s resistance [15].

2.3. Experimental Design Parameters [8–10]

The experiments focused on sensor response characteristics for distinct load levels,
continuous cyclical loads, drift characteristics, and variation due to loading rate changes.

2.3.1. Hysteresis

The greatest output variation between loading and unloading a single load was
referred to as hysteresis.

Hysterisis =
|VLoad − VUnload|
|VMax − VMin| × 100% (3)
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where VLoad and VUnload are the sensor voltages corresponding to the greatest difference
between the loading and unloading responses, and VMax and VMin are the sensor voltages
at maximum and minimum loads, respectively [16]. Loading test with calibrated weights
is shown in Figure 5.

Figure 5. Loading test with calibrated weights [17].

2.3.2. Drift

Drift is described as a shift in sensor output over time for a specific load, typically an
increase in value. With weights kept for five minutes, the sensor was loaded from 200 gm
to 2000 gm in steps, and the variations in resistance and pressure values were noted.

2.3.3. Repeatability

The variation in output produced when a sensor is loaded to the same pressure is
known as repeatability. Each sensor was loaded with a calibrated weight ranging from
100 gm to 2000 gm.

2.3.4. Effect of Temperature

The sensors were heated using a hot plate or hair dryer from room temperature up
to 60 ◦C in steps of 5 degrees. At these temperatures, the sensor response was recorded
for roughly 30 min with no loads and loads ranging from 200 gm to 2000 gm [11,12]. The
temperature test is shown in Figure 6.

Figure 6. Temperature test [17].

2.4. Experimental Methods
2.4.1. Pre-Commissioning Test

The fabricated sensor has to undergo various pre-commissioning tests, which include
the twisting effect, bending effect, and stretching effect as in Figure 7.
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(a) (b)

Figure 7. (a) The 180◦ twisting of a velostat strip (Clockwise); (b) 540◦ twisting of a velostat strip
(clockwise) [17].

2.4.2. Pre- and Post-Commissioning Tests

The results are shown in Tables 1–8 and their related curves are shown in Figures 8–12.

Table 1. Variation in velostat resistance (clockwise).

S. No Twisting Angle in
Degree(Clockwise)

Rvelostat (KΩ)
% Change in Resistance

(ΔRvelostat/Rvelostat) × 100%

1 0◦ Twist
(Flat Surface) 14.70–14.81 0.673%

2 180◦ Twist 15.15 2.292%

3 360◦ Twist 15.40 1.655%

4 540◦ Twist 15.56 1.039%

Table 2. Variation in velostat resistance (anti-clockwise).

S. No Twisting Angle in Degree
(Anti-Clockwise)

Rvelostat (KΩ)
% Change in Resistance

(ΔRvelostat/Rvelostat) × 100%

1 0◦ Twist
(Flat Surface) 14.77–14.80 0.673%

2 180◦ Twist 15.13 2.292%

3 360◦ Twist 15.32 1.655%

4 540◦ Twist 15.50 1.039%

Table 3. Bending test on velostat strip.

S. No Bend Angle (Degree) Rvelostat (KΩ)
% Change in Velostat Resistance
(ΔRvelostat/Rvelostat) × 100%

1 0◦ (Flat Surface) 14.70 0.673%

2 30◦ (Light Bend) 14.82 2.297%

3 45◦ (Moderate bend) 14.90 1.256%

4 90◦ (Omega Bend) 15.56 1.173%

5 Pinch Bend 13.05 −16.124%

Table 4. Stretching test on velostat strip.

S. No Velostat Strip Length (L +
δL) cm

Rvelostat (KΩ)
% Change in Velostat

Resistance
(ΔRvelostat/Rvelostat) × 100

1 No Stretch (10.5) 14.55–14.68 0.855%
2 Light Stretch (10.55) 15.60 6.768%
3 Med. Stretch (10.6) 15.90 1.923%
4 High Stretch (10.7) 15.73 1.173%
5 Pinch Bend 13.05 −16.124%
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Table 5. Loading test on the sensor (ascending weights) [18].

S. No
Calibrated Weights

(Grams)
Resistance Range

Rvelostat (KΩ)
% Change in Resistance

(ΔRvelostat/Rvelostat) × 100

1 0 17.1–18.2 −30%
2 250 12.23–12.60 −11.90%
3 500 10.99–11.10 −0.09%
4 750 10.85–10.93 −4.55%
5 1000 10.15–10.50 −12.38%
6 1250 9.11–9.20 −2.17%
7 1500 8.94–9.00 −0.89%
8 1750 8.67–8.92 −4.71%
9 2000 8.45–8.50 0%

Table 6. Loading test on the sensor (descending weights).

S. No
Calibrated Weights

(Grams)
Resistance Range

Rvelostat (KΩ)
% Change in Resistance

(ΔRvelostat/Rvelostat) × 100

1 2000 8.63–8.69 0%
2 1750 8.85–8.92 2.55%
3 1500 9.10–9.17 2.83%
4 1250 9.23–9.57 1.43%
5 1000 10.60–10.85 14.84%
6 750 11.03–11.86 4.06%
7 500 13.50–13.84 22.40%
8 250 14.00–15.56 3.70%
9 0 16.44–17.54 25.29%

Table 7. Effect of temperature on velostat material.

S. No
Ambience Temperature in

Degree Celsius
Rvelostat (KΩ)

% Change in Resistance
(ΔRvelostat/Rvelostat) × 100

1 24.44 (Room Temp.) 13.1 0%

2 27 14.2 8.40%

3 32 14.7 3.52%

4 37 15.3 3.92%

5 42 18.7 22.22%

6 47 21.9 17.10%

7 52 26.1 19.18%

8 57 20.4 −21.83%

9 62 18.5 −9.31%

Table 8. Hysteresis and drift tests on the sensor with calibrated weights.

S. No
Calibrated

Weights
(Grams)

Hysteresis
Voltage Drift

ΔV0 ΔRvelostat(Ω)

1 0 0% 0 0

2 250 −1.408451% 0.47 58002.11

3 500 12.67606% 0.09 4705.14

4 750 1.408451% 0.12 5565.36

5 1000 21.121761% 0.08 4154.8

6 1250 −14.08451% 0.14 5512.6

7 1500 −42.25352% 0.06 2733.62
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(a) (b)

Figure 8. (a) Variation in velostat resistance with clockwise twisting; (b) % change in velostat
resistance with clockwise twisting.

(a) (b)

Figure 9. (a) Variation in velostat resistance; (b) % change in resistance with anti-clockwise twisting.

(a) (b)

Figure 10. (a) Resistance variation in bending test; (b) % change in resistance in bending test.

(a) (b)

Figure 11. (a) Variation in velostat resistance with stretching test; (b) % change in velostat resistance
during stretching test.

(a) (b)

Figure 12. (a) Effect of temperature on velostat sensor; (b)%change in resistance with temperature.
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Calculations

For a calibrated weight of 1000 grams:

Drift in voltage = 1.10 - 1.02 = 0.08 V

Drift in fabricated sensor resistance = 39420.29 − 35245.29 = 4154.80 Ω

Hysterisis =
|1.10 − 0.95|
|1.50 − 0.79| × 100 % = 21.121761%

For calibrated weight of 250 grams, drift in voltage = 0.91 − 0.44 = 0.47 V

Drift in fabricated sensor resistance = 102417 − 44414.89 = 58002.11 Ω

Hysterisis =
|0.42 − 0.79|
|1.50 − 0.79| × 100% = −1.408451%

3. Results and Discussion

In the fabricated sensor, hysteresis errors were observed in a range of 21.121% to
–42.253% for ascending and descending weights, as shown in Figure 13a,b, Figure 14a,b and
Figure 15 and observations shown in Table 8.

(a) (b)

Figure 13. (a) Effect of descending weight on Sensor Resistance (b) effect of ascending weight on
sensor Resistance.

(a) (b)

Figure 14. (a) Sensor resistance range (descending weights); (b) Sensor resistance range (ascending weights.)
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The sensor sensitivity changes swiftly when exceeding a load of 1000 gm, as variations
in resistance are significant; therefore, a range of readings are taken and then found optimal
values shown in Figure 15a,b.

The voltage drift is also quantized in the sensor, ranging from 0.06 V to 0.47 V, as shown
in Table 8. The effectiveness of the sensor is greatly affected when temperature increases
above 60 ◦C, as shown in Table 7. After 55 ◦C, the resistance of the sensor drops significantly,
as shown in Figure 12a The significance of this sensor fabrication is that it provides sensing
solutions spanning consumer, industrial, and biomedical applications, as many different
engineering principles and physics phenomena are employed to sense pressure.

Figure 15. Performance curve of the sensor [19,20].

The advantage of using velostat as a pressure-sensing element is that it is low cost, low
power consumption, and has simple electronic circuitry. The limitations include its high
sensitivity to pressure variations since output from the sensor is temperature-dependent,
and problems with coating material and adhesives at temperatures beyond the sensor’s
permissible values. Hysteresis can also affect performance matrices like accuracy, stability,
precision, etc.

4. Conclusions

It is evident from the above observations and performance curves that the proposed
specialized pressure sensor works satisfactorily during pick-and-place operation with
calibrated weights and can safely be deployed with robotic arm grippers to grasp objects.
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Abstract: This article evaluates the implementation of Industry 4.0 technology in companies in
a region using indirect methods such as web scraping and the examination of publicly available
information. By analyzing online data and reports, the level of adoption and integration of 4.0
technology is determined. This provides valuable information on the technological progress of
companies to help policymakers promote widespread adoption, businesses benchmark and make
informed technology investments and researchers analyze the impact on regional economies. The
use of online data sources to assess Industry 4.0 implementation is essential to understanding the
technological progress and growth potential of these technologies in various industries, contributing
to the formulation of policies that encourage innovation.

Keywords: Industry 4.0; web scrapping; implementation of Industry 4.0; digital transformation;
business competitiveness

1. Introduction

In a world in constant evolution, driven by the digital revolution, Industry 4.0 stands
as a beacon guiding entrepreneurs and companies through uncharted waters towards an
increasingly digitized and automated future. The work by Michela Piccarozzi, Barbara
Aquilani and Corrado Gatti [1] seeks to shed light on this concept, offering a precise
definition and pointing out gaps in existing research.

Industry 4.0, more than a simple evolution of manufacturing, represents a revolution
that connects all aspects of the production chain, infusing intelligence into every phase.
V. Alcácer and V. Cruz-Machado [2] explore how enabling technologies are transforming
management and decision making in industry, moving away from traditional centralized
applications to a more distributed and agile approach.

Roland Ortt, Stolwijk and Matthijs Punter [3] embark on a mission to summarize
and combine numerous articles to address this crucial question. Their work provides a
comprehensive overview of the implementation, evaluation methods and current status of
Industry 4.0.

However, its implementation is not uniform everywhere. In developing countries,
competitive pressure and government support are key drivers of technology adoption, as a
study of manufacturing companies in developing economies reveals.

Industry 4.0 not only transforms manufacturing but also has a significant impact on
business sustainability, as the study by Julian Marius Müller, Daniel Kiel and Kai-Ingo
Voigt [4] shows. Opportunities drive adoption, but challenges vary by company size
and sector.

However, a persistent issue in this field is the lack of a clear definition of Industry
4.0. Mario Hermann, Tobias Pentek and Boris Otto [5] set out to solve this problem by
establishing a precise definition and presenting key implementation principles.
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As countries and companies struggle to adapt to Industry 4.0, the adoption of national
strategies becomes essential. The article by Batchkova I.A, Popov G.T, Ivanova Ts. A.
and Belev Y.A. [6] discusses how different approaches assess countries’ readiness for this
industrial revolution.

In the European Union, the adoption of digital technologies has become a key com-
petence in the single market. Isabel Castelo-Branco, Frederico Cruz-Jesus and Tiago
Oliveira [7] explore key indicators of readiness and the importance of detailed data.

Meanwhile, in Turkey [8], the specific opportunities and challenges facing the country
in adopting Industry 4.0 are assessed through the perceptions of managers in the home
appliance industry.

But not all regions of the world are advancing at the same pace. In Kathmandu,
Nepal [9], the limited availability of highly skilled labor poses significant barriers to
Industry 4.0 adoption, while in Ethiopia [10], information technology implementation is a
critical challenge.

The transformation of manufacturing through cyber–physical systems, as highlighted
by the work of Joseph Flynn, Steven Dance and Dirk Schaefer [11], underscores the im-
portance of preparing the workforce to deal with the changes that this new industrial era
will bring.

To access the valuable information that fuels this revolution, we turn to web scraping, a
crucial technique for extracting data from online sources. Chaimaa Lotfi, Swetha Srinivasan,
Myriam Ertz and Imen Latrous [12] delve into this essential technique, covering its design
and the tools and technologies involved.

For those immersed in academic research, the CRISP-DM framework, proposed by
Hossam El-Din Hassanien [13], offers a valuable solution for analyzing the literature in
scientific web repositories, addressing challenges related to unstructured data.

Ultimately, web scraping proves to be a vital bridge between the vast ocean of online
information and its application in various fields, facilitating informed decision making in an
increasingly digital world. Industry 4.0 continues to advance, and those who understand its
concepts and challenges are better prepared to navigate this Fourth Industrial Revolution.

2. Materials and Methods

Within the framework of our project, we used the SABI (Sistema de Análisis de
Balances Ibéricos) database. SABI, provided by the Spanish firm Informa D&B, represents a
fundamental tool used predominantly in Spain and Portugal to carry out financial analyses
of companies. It stands out as one of the most prominent sources of business information
on the Iberian Peninsula, as it compiles and stores detailed financial and commercial data
on both Spanish and Portuguese companies. This information covers aspects such as
balance sheets, income statements, shareholders, managers, economic activity and other
key indicators.

The percentage of companies with websites has been determined using the SABI
database through an exhaustive analysis of the information collected in the database. The
process involved the identification of companies with website records in their profiles,
followed by a calculation that related the number of companies with websites to the total
number of companies included in the SABI database. This assessment provided an accurate
picture of the extent of the online presence of the companies in the dataset and allowed us
to obtain a percentage that reflects the level of adoption of web presence in the business
context analyzed.

The process of determining the level of Industry 4.0 implementation in a company
through a visit and survey was carried out as follows: First, a thorough preparation was
carried out, and clear objectives were defined. During the visit, an interview was conducted
with management, a tour of the facility was conducted, employees were spoken to and
systems and data were evaluated. A targeted survey was then used to gather additional
information. The data collected were then analyzed to rank the level of implementation in
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key areas. Finally, recommendations for improving Industry 4.0 adoption were provided
and tailored to the specific needs of the assessed company.

In our research process to assess the level of Industry 4.0 implementation in companies,
we carefully identified and defined a number of key terms related to this emerging industry.
These key terms were used as a basis for formulating questions and conducting targeted
searches in the analyzed companies. By focusing on essential concepts such as “Internet of
Things (IoT)”, “Artificial Intelligence (AI)”, “Automation”, “Big Data” and “Cybersecurity”,
we were able to address key aspects of Industry 4.0 and more accurately assess the degree
of technological adoption and sophistication in the organizations studied.

Web scraping is used in a variety of applications, such as data collection for market
research, online price monitoring, news aggregation, information extraction for data anal-
ysis and many other areas. However, it is important to note that web scraping must be
carried out in an ethical manner and in compliance with the websites’ terms of service, as
unauthorized access or excessive requests can have legal and ethical implications.

Web scraping is a technique that automates the extraction of data from websites in
order to collect information efficiently and use it in various applications.

In the project we developed, we applied a number of fundamental Python techniques
and libraries to carry out web scraping effectively. To extract data from web pages, we em-
ployed HTML Document Object Model (DOM) navigation techniques using BeautifulSoup
and Scrapy. These tools were essential for analyzing the structure of the web pages and
extracting relevant information in a systematic way. In addition, we made use of other key
libraries such as Requests to handle HTTP requests, Selenium to automate interaction with
web browsers, PyQuery to perform jQuery-like parsing of HTML documents and Lxml for
efficient processing of XML and HTML data. Thanks to these techniques and libraries, we
were able to perform accurate and efficient data extraction for our project successfully.

Methodology

In the development of our project, we followed a specific methodology to analyze
the level of implementation of 4.0 technologies in companies. The general steps we have
applied are as follows:

◦ Identification of information sources: we started the process by identifying relevant
online information sources that host data on the adoption of 4.0 technologies in
companies. This includes news websites, research reports, specialized blogs and
social media platforms where companies share their technological advances.

◦ Selection of target pages: We identified specific web pages or sections of websites
that contained relevant information on the implementation of 4.0 technologies in
companies. This included press releases, annual reports, case studies, company blogs
and other resources that provided meaningful data.

◦ Use of web scraping libraries: To automate data extraction from the selected web
pages, we opted for Python web scraping libraries, such as BeautifulSoup and Scrapy.
These tools facilitated the navigation through the HTML code of the pages and the
extraction of relevant data.

◦ Development of a web scraping script: We created a Python script that used the
selected library to collect information from the target web pages. This involved
sending HTTP requests to download the content of the pages, parsing the HTML
to extract relevant data and then storing it in a data structure, such as a CSV file
or a database.

◦ Definition of analysis criteria: We established clear criteria to assess the level of
implementation of 4.0 technologies in companies. This included identifying keywords
and phrases related to Industry 4.0, such as “Internet of Things (IoT)”, “Artificial
Intelligence (AI)”, “Automation” and more.

◦ Data processing and analysis: Once we collected data from various sources, we
proceeded to process and analyze the information collected to assess the level of

58



Eng. Proc. 2023, 58, 75

adoption of 4.0 technologies in companies. We employed word processing, text
mining and data analysis techniques to quantify and classify relevant information.

◦ Data visualization: In order to effectively present our findings, we created graphs
and visualizations that showed the level of implementation of 4.0 technologies in
companies in a clear and concise manner. For this, we used tools such as Matplotlib,
Seaborn and D3.js.

◦ Data validation: To ensure the accuracy and consistency of the data collected, we
validated and verified the information. This involved a manual review of some results
and a comparison of data from multiple sources.

◦ Results report: We documented our findings in a report detailing the level of im-
plementation of 4.0 technologies in the companies analyzed. The report included
information on the methodology used, the analysis criteria and any significant obser-
vations or trends identified.

◦ Continuous update: Given the constantly evolving nature of 4.0 technology im-
plementation, we considered automating the web scraping and analysis process to
continuously track trends and changes in the level of technology adoption by companies.

3. Results

Prior to applying the web scraping techniques, the number of Murcian companies with
a website was analyzed from the SABI database. A total of 5913 Murcian companies were
counted out of the 19,921 companies with a website in 2021. This corresponds to 29.68%
of the companies. In this study, the level of implementation was analyzed by economic
activities, locations, income, age, employees and export level.

Thirteen essential KETs have been identified and evaluated, including the Internet
of Things (IoT), Cloud/Edge Computing, Artificial Intelligence (AI), Systems Integration,
Visualization and Data Management Systems, Augmented, Virtual and Mixed Reality
(AR/VR/MR), Drones, Cybersecurity, Additive Manufacturing, Collaborative Robotics,
Smart Factory, Building Information Modeling (BIM), Big Data and Digital Twin. These
KETs have been used for web scraping searches on their websites.

This paper shows the results obtained for a sample consisting of two 4.0 enabler
companies as it is shown in Table 1, one in the drone sector and another in the collaborative
robotics sector. In the first company, 254 websites were analyzed. From the second company,
178 websites were analyzed using the web scraping technique.

Table 1. Web scrapping results versus interviews and company visits.

KETs Enabler 1 Enabler 2

IoT 0 (0%) [0] 48 (11.40%) [2]
Cloud/Edge Computing 380 (23.7%) [1] 52 (12.3%) [2]

IA 237 (14.7%) [1] 36 (8.5%) [1]
Vertical and horizontal integration 14 (8.7%) [1] 159 (37.7%) [3]

Data Visualization 465 (29.8%) [3] 206 (48.9%) [4]
RA, RV, RM 45 (2.8%) [1] 14 (3.3%) [1]

Drones 1606 (100%) [5] 35 (8.31%) [1]
Cybersecurity 54 (3.36%) [1] 43 (10.1%) [1]

Additive Fabrication 23 (1.4%) [1] 13 (3.01%) [1]
Collaborative Robotics 0 [0] 421 (100%) [5]

Smart Factory 0 [0] 68 (16.15%) [1]
BIM 154 (9.5%) [2] 0

Big Data [0] 15 (3.5%) [1]
Digital Twin [0] 12 (2.8%) [1]

The tables show the number of times the keyword or terms related to KETs were found
on their website, and in parentheses, the percentage measured with respect to the number
of times the main topic was found. Personal interviews were conducted as indicated in the
methodology. The interview findings are presented within parentheses on a scale from one
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to five (with zero denoting no implementation and five representing high implementation).
The percentages of keyword encounters on the web are related to the encounters on the
company’s main topic. A correlation is found between the results obtained from the
interviews and those obtained from the web scraping techniques.

4. Discussion

This study demonstrates the usefulness of using indirect methods, such as web scrap-
ing and public information analysis, to assess the adoption of Industry 4.0 technologies in
companies in a region.

The results obtained through web scraping correlate well with the direct assessments
made through company visits, interviews and surveys. This validates the use of web mining
techniques to extract relevant data from corporate websites and other online sources.

The analysis of the SABI database was also very useful to obtain an overview of the
level of online presence of companies in the region. This information allows us to focus
our web scraping efforts on the companies most likely to disclose data on their digital
transformation.

An important finding is the considerable variability in the adoption of 4.0 technologies
depending on the economic activity, location, revenue and other factors of the companies.
This underscores the need for customized digital transformation strategies according to the
characteristics of each organization.

Among the limitations of the study is the impossibility of covering all the companies
in the region through manual web scraping. However, the automation of this process using
scripts would make it possible to significantly expand the sample analyzed.

Another limitation is the reliance on the information that companies publish on their
websites and other online media. Not all companies disclose their technological advances,
which may underestimate their level of Industry 4.0 adoption.

In conclusion, this work lays the groundwork for continuous monitoring of the
progress of digital transformation in the business fabric using web mining techniques.
This information is essential for the formulation of policies that encourage innovation and
for companies to assess their capabilities in relation to those of their competitors.
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Abstract: Federated learning (FL) is a field in distributed optimization. Therein, the collection of data
and training of neural networks (NN) are decentralized, meaning that these tasks are carried out
across multiple clients with limited communication and computation capabilities. In FL, the client
NNs are first trained with locally available data. Next, they are aggregated to update a global NN. FL
suffers from non-independent and identically distributed (iid) data and asynchronous communication
between the server and the clients, which degrades the NN’s overall performance. In this work, we
investigate FL for a small-live-gesture-sensing NN, using a low-power 60 GHz frequency modulated
continuous wave radar from Infineon Technologies. The challenges of data sparsity, i.e., only a
fraction of a gesture recording corresponds to an executed gesture combined with non-iid data, pose
issues during neural network training. It is shown that FL reaches an accuracy higher than 96.2% for
an iid setting. However, an increasing level of non-iid data degrades the accuracy to 64.8%. To tackle
the accuracy degradation, we propose to dynamically adapt the class weights during the training
procedure based on each client’s varying ratio of data sparsity. Moreover, regularization terms are
included in the loss function to prevent client drift and overconfidence in the client’s NN prediction.
Finally, it is shown that the proposed modifications increase the NN’s performance, such that an
accuracy of 97% is obtained despite a high degree of non-iid data.

Keywords: radar sensors; gesture recognition; machine learning; federated learning; IoT

1. Introduction

Gesture recognition revolutionizes human–machine interfaces by providing a contact-
free and intuitive method of interaction. Unlike touch-based systems, gesture-controlled
systems introduce a touchless approach that enhances hygiene and enables interaction
without direct hand exposure. Consequently, gesture sensing is one of the leading solutions
for effortlessly managing a wide range of consumer and IoT devices [1]. Gesture recognition
using radar sensing is a prominent application, merging signal processing-based feature
extraction with the classification capabilities of neural networks (NNs). Radar sensors are
advantageous to vision-based sensors in terms of privacy preservation, monetary cost, and
memory efficiency. Early studies by Lien et al. in 2016 on gesture recognition with radar
sensors propose a feature extraction based on range-Doppler images [2], which relies on
intricate two-dimensional (2D) data processing. Furthermore, the training of NNs requires
a rich database with broad distributional coverage that is then transmitted to a central
server. While radar gesture sensing protects user privacy, data collection often involves
sensitive user data, mainly because the radar sensor is paired with cameras to obtain
accurate ground truth labels.
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Federated learning (FL) offers a solution by shifting the training of a global NN to
different clients, where all clients train a client NN with local data. These client NNs
are then aggregated to learn a global NN, ensuring that the data remain local and are
not transmitted to a central server. Although FL has gained significant traction over
the past years, the used NN architectures are primarily large and require substantial
computational power for training and inference. This poses a challenge in situations
where the NNs should be implemented in computational and memory-efficient devices.
In 2017, McMahan et al. [3] introduced the idea of FL and suggested an efficient way to
train deep networks collaboratively. The challenge of heterogeneous FL, introduced by
Zhao et al. [4], involves the training of NNs across different devices or servers with varying
characteristics, such as data distributions and features. Challenges in FL when dealing
with data heterogeneity, also known as non-independent and identically distributed (iid)
data, were also addressed in [5–8]. They investigated how fluctuating data distributions in
the clients affect the NN’s convergence and proposed strategies to mitigate the impact of
non-iid data. Communication efficiency is also a crucial research domain in FL, where the
objective is to reach a high accuracy while minimizing the data exchange or the required
communication rounds between the clients and the server. In [9,10], communication
efficiency is enhanced by introducing various optimization techniques, and reducing the
communication overhead while maintaining the NN’s performance. Within the relatively
unexplored domain of using FL for radar sensors, Savazzi et al. [11] investigated in 2021 a
serverless FL approach, which addresses the task of tracking the position of individuals. In
2022, Yang et al. proposed an autoencoder-based technique to encode local gradients from
client NNs into a lower-dimensional latent representation to decrease the transmission
error within a three-class classification task across three clients [12]. However, these current
state-of-the-art methods of FL in the context of radar do not account for the effects of data
sparsity, imbalanced data distributions, or varying levels of non-iid data. Furthermore,
they require significant changes in the NN architecture while utilizing computationally
intensive 2D processing and large network architectures.

In this work, we apply FL on a small real-time gesture sensing NN designed for a low-
power 60 GHz frequency modulated continuous wave (FMCW) radar sensor developed
by Infineon Technologies and Google [1]. The NNs are designed to be efficient in terms
of computational power and memory usage, aiming for minimal hardware requirements.
The presented FL algorithms are evaluated on a diverse dataset, including approximately
26.000 gesture recordings. Our approach adopts the lightweight 1-dimensional (1D) radar
processing algorithm from Strobel et al. [13], which requires fewer computational operations
and smaller NNs than the 2D radar processing in [2]. Besides computationally efficient
architectures, we address client heterogeneity and asynchronous client communication. To
effectively overcome these training challenges, our main contribution involves dynamically
adjusting the training process by assigning weights to the gesture recordings. These
weights are based on the ratio of distinct gesture recordings and background within client’s
data, where all non-gesture recordings are considered as background. This strategy aims
to counteract the accuracy degradation due to increasing levels of non-iid data and to
decrease the number of communication rounds. An overview of our novel radar-based FL
approach compared to prior work is highlighted in Table 1. The remainder of this paper
is organized as follows. Section 2 discusses the radar processing setup and the neural
network architectures and outlines the proposed contributions. The results are presented
and discussed in Section 3. Section 4 concludes this paper.
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Table 1. Comparison of radar-based FL approaches.

Radar
Processing

Parameters
Mitigates

Non-Iid Data
Task

This work 1D 1.000 Yes 6-class
classification

Savazzi et al. [11] 2D 3.000.000 No Regression

Yang et al. [12] 2D 30.400 No 3-class
Classification

2. Methods

In this section, the necessary radar processing steps, the sensor setup, and the utilized
NN architectures are briefly discussed. Furthermore, the proposed modifications in the
NN’s learning method are introduced.

2.1. Radar Setup and Processing

The radar sensor emits a chirp signal, which ranges from 58.5 GHz to 62.5 GHz. This
chirp signal is reflected by all objects in front of the sensor such that the reflected signal is
received by the receive antenna. The received signal is downconverted with the transmit
signal, yielding the intermediate frequency (IF) signal which is digitized with a sampling
rate of 2 MHz into 64 so-called fast time samples which translates to a range resolution
of 0.0375 m and a maximum detectable range of 1.2 m. Transmitting multiple (32) chirps
allows to store the corresponding IF signals in a 32 × 64 matrix as illustrated in Figure 1,
left. Note that the row index along the chirps is referred to as slow time. Computing a
discrete Fourier transform (DFT) along fast time yields the range profile, wherein each peak
at a range bin corresponds to an object at a certain radial distance. This is illustrated by
Figure 1, center, where the range bins related to the hand and the body are highlighted in
black. Finally, computing the so-called Doppler DFT along slow time at the hand’s range
bin yields another peak (Figure 1, right). The position of this peak relates to the radial
velocity of the hand and the magnitude will be referred to as amplitude. As suggested
by [13] only the hand’s range bin is used for further processing. Hence, this is referred to as
1D radar processing. In addition to radial distance and radial velocity, the angle in azimuth
and elevation of an object may be estimated by using three receive antennas arranged in an
L-shape [14]. Consequently, five input features, i.e., radial distance, radial velocity, azimuth
angle, elevation angle and the amplitude averaged over all receive antennas, are extracted
from the radar data. Note that the radar data required to compute all five features will
be referred to as a radar frame throughout this work. Within the classification task, we
consider six gestures, i.e., swipe left, swipe right, swipe up, swipe down and push, and no
gesture which is referred to as background.

Figure 1. Illustration of the reduced 1D radar processing algorithm. Raw radar involves illustrated
data for one antenna (left). The hand and the body are resolved with a discrete Fourier transform
along the fast time samples (center). The discrete Fourier transform is applied to the detected hand
range bin to resolve its velocity (right).
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The network consists of a long short-term memory (LSTM)-based architecture to
capture the time dependencies for the gesture recordings that are each comprised of a
sequence of radar frames. In our model, the inputs are sequences of the five extracted
features, while the output consists of gesture predictions. The start until the end of each
gesture is labeled as the executed gesture to allow a real-time recognition of the gestures,
while the remainder of the gesture recording is labeled as background. The LSTM layer is
initialized with 16 hidden units, followed by a dense layer with six output neurons and a
softmax activation representing the five gestures and the background.

2.2. Learning Methods

In each communication round t of the FL method, d NN weights wt ε Rd are transmit-
ted from the server to a selected group of K ε N clients with ni ε N data samples. These
clients collectively possess n = ∑K

i=1 ni data samples, allowing them to engage in localized
learning using their local data samples while referencing the server’s weights for their
individual NNs. The resulting client weights wi

t+1 are then sent to the server after local
training, which aggregates them into an updated set of global weights,

wt+1 = ∑K
i=1

ni
n

w
i

t+1
. (1)

The server and clients repeat this procedure through multiple communication rounds
to fit the global NN to the client data without exchanging training data between clients and
server. Given that the gesture execution constitutes only a fraction of each recording, we
are confronted with an imbalanced dataset, wherein the majority of ground truth labels
correspond to background. Hence, we propose to adapt the loss function with respect to
the ratio of background and gesture samples for each recording with length F ε N, and
for all C ε N classes during the training procedure. Specifically, the loss function may be
written as

LS = − 1
F

F

∑
i=1

C

∑
c=1

(
F

∑F
j=1 yj,0

yi,clog(ŷi,c) + yi,0log(ŷi,0)

)
, (2)

where yi,c and ŷi,c is the actual and predicted probability of the i-th frame to be the gesture
c, where the index 0 corresponds to the background class. Furthermore, a constraint
proposed in [9] prevents non-iid and asynchronous clients’ weights from drifting too
strongly compared to the server’s weights wt and serves as the regularization term

Lcons = ||wt − wi
t+1 ||

2
. (3)

A different loss function, known as the confidence constraint, is utilized when multiple
client NNs encounter varying label distributions and undergo different numbers of local
training epochs. In such scenarios, these client NNs are sensitive to overfitting to their
respective heterogeneous distributions, resulting in overly confident predictions on their
individual local datasets. To address this issue, we utilize the constraint from [15],

LC =
C

∑
c=0

log(ŷi,c), (4)

enhancing the generalization capabilities. The final loss function is defined as

L = LS + λLC + μLcons, (5)

with λ ε [0, 1] and μ ε [0, 1] as weighting coefficients. For the baseline approach, (2) is
replaced in (5) with the cross-entropy loss.
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3. Results and Discussion

The first study includes varying degrees of non-iid data in each client. The data
are split in an iid partition, where the data are shuffled, and an equal number of gesture
recordings is assigned to each client. In the non-iid configuration, each client is assigned
an equal number of gesture recordings. However, the client’s dataset only contains a
subset of classes ranging from 1 to 4. The batch size, referring to the number of gesture
recordings utilized in one iteration of the training, is fixed at 32. The stochastic gradient
descent optimizer is used with a learning rate of 0.0001, and the algorithms are evaluated in
800 communication rounds. The total number of clients is 100, and the number of selected
clients in each communication round is 10. Furthermore, a model is trained where all the
data are centralized based on Strobel et al. [13] to compare FL with classical ML. Table 2
illustrates the test accuracy. In the synchronous client setting, all clients complete the same
number of local epochs (Table 2, columns 2–3), whereas in the asynchronous client setting,
the number of local epochs can vary across clients (Table 2, columns 4–5). A fixed number
of five local epochs is used for all clients in the synchronous client scenario, while in the
asynchronous client scenario, the number of local epochs is randomized for each client
within the range of 1 to 20 epochs. The results in Table 2 reveal that, as the degree of
non-iid data increases, there is a noticeable drop in accuracy for the baseline approaches.
The proposed approaches prevent the effects of non-iid-related accuracy degradation for
synchronous and asynchronous clients. For instance, higher than 97% accuracy is achieved
in the one label per client setting, which is comparable to the iid case with an accuracy
higher than 98%. One should note, also for the baseline approaches, that randomizing
local epochs within the clients does not affect the accuracy drastically. The underlying
reason could be ascribed to the regularization terms in (3) and (4), which might effectively
mitigate the effects of asynchronous clients or that the randomization of the local epochs
effectively yields more training iterations. As can be seen in Figure 2, by integrating the
proposed approach, not only the necessary communication rounds are reduced, but also
superior performance is achieved even in scenarios with increased levels of non-iid data.
Furthermore, classical ML outperforms FL scenarios by a small margin. Nevertheless, FL
has the advantage of not requiring to aggregate the client data in a centralized fashion.

Table 2. Gesture accuracy for varying levels of non-iid data and asynchronous clients.

Labels Per Client
This Work: 5
Local Epochs

(Synchronous)

Baseline: 5 Local
Epochs

(Synchronous)

This Work: 1 to 20
Local Epochs

(Asynchronous)

Baseline: 1 to 20
Local Epochs

(Asynchronous)

Baseline:
Traditional
Learning

5 (iid) 98.2% 96.2% 98.4% 96.0% 98.8%
4 98.0% 86.2% 98.4% 91.9% -
3 97.7% 83.2% 97.8% 90.0% -
2 97.4% 79.0% 97.4% 88.1% -
1 97.0% 64.8% 96.1% 78.5% -

Figure 2. FL accuracy for five labels for each client (iid, left) and one label for each client (non-iid,
right). The number of local epochs is randomized in each client between 1 and 20.
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The second study illustrates the effects of the regularization terms denoted in (3) and
(4). As may be seen in Figure 2, it is evident that the inclusion of those regularization
terms in the loss function enhances the training of the NN, considering an increasing
level of non-iid data. This results in a substantial reduction of required communication
rounds. Asynchronously aggregating the clients’ NNs into the global NN negatively
impacts the accuracy of both the iid and the non-iid data partition. It should further be
noted that combining the proposed loss function (2) and the regularization terms (3) and
(4) is beneficial to achieve high accuracy and reduce the communication rounds. When
only applying the weighted loss, significantly more communication rounds are needed
to achieve comparable accuracy. Moreover, the negative impact of asynchronous clients
increases with rising degrees of non-iid data, while synchronous clients achieve high
performance without requiring the regularization term. This approach might be limited by
the data quality available to the clients. In this work, it is assumed that the gestures are
executed correctly. Falsely executed gestures could, therefore, degrade the performance
of this approach. Therefore, future research should also address the open topic of varying
data quality in the clients and could weight each client based on this.

4. Conclusions

In this work, we utilized FL in the scope of varying levels of non-iid data and client
asynchronicity for low-power and small NN architectures within FMCW radar gesture
sensing. We introduce a modified loss function to mitigate accuracy degradation caused
by varying levels of non-iid data and client asynchronicity. We showed how an increasing
degree of non-iid data decreases the NN’s accuracy. By introducing a new loss function
that incorporates the varying degrees of label sparsity in the training procedure, the gesture
accuracy is increased by up to 33%. Furthermore, we identified adapting the class weights
as a crucial component in the training procedure to maintain high accuracy and low
communication overhead.
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Abstract: The rapid advancement of integrated circuit (IC) technology has revolutionized various
industries, but it has also introduced challenges in detecting faulty ICs. Traditional testing methods
often rely on manual inspection or complex equipment, resulting in time-consuming and costly
processes. In this work, a novel approach is proposed which uses a thermal camera and an Internet of
Things (IoT) physical device, namely a Raspberry PI microcontroller, for the detection of faulty and
non-faulty ICs. Further, a deep learning algorithm, namely You Only Look Once (YOLO), is coded
inside the Raspberry PI controller using Python programming software to detect faulty ICs efficiently
and accurately. Also, the various images of faulty and non-faulty ICs are used to train the algorithm
and once the algorithm is trained, the thermal camera along with the Raspberry PI microcontroller is
used for the real-time detection of faulty ICs and the YOLO algorithm analyzes the thermal images
to identify regions with abnormal temperature patterns, indicating potential faults. The proposed
approach offers several advantages over traditional methods, including increased efficiency and
improved accuracy.

Keywords: deep learning; fault diagnosis; object detection; temperature variation; thermal camera;
YOLO algorithm

1. Introduction

Recent advancements in integrated circuits (ICs) and system on chip (soc) technology
have significantly transformed numerous industries, including electronics, telecommu-
nications, and automotive sectors. However, this progress has also presented significant
challenges in detecting and ensuring the reliability of integrated circuits (ICs). The system
faults can lead to critical system failures, reduced performance, the loss of production,
and substantial financial losses. However, it is essential to locate/identify the fault and to
isolate it in order to ensure recovery and safe mode operation [1].

Due to design or manufacturing defects and normal wear and tear, faults are devel-
oped [2]. The traditional methods of detecting faulty ICs often rely on manual visual
inspection or complex and expensive testing equipment. Contact methods are used to
identify the discontinuity in connections to ICs. Furthermore, non-contact methods such as
X-ray, ultrasound, optical comparators, vision systems, computerized tomography (CT)
scanning, long range, laser radar, thermal imaging, etc., are used for fault detection [3].
These approaches are not only time-consuming but also prone to human error and sub-
jective interpretations. Also, it is essential to develop a module to diagnose a fault (fault
detection) that may affect these system operations and to locate their root causes (fault
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isolation) [4]. As a result, there is a growing need for automated techniques that can
streamline the detection process, improve efficiency, and enhance accuracy.

Thermal imaging has been gaining focus for its efficiency and reliability [3,5–9]. All
objects in nature, as long as their temperature is not higher than the absolute tempera-
ture (−273 ◦C), display the irregular movement of molecules and atoms, which causes
their surface to continuously radiate infrared light. In general, thermal imaging collects
infrared light in the thermal infrared band between 8 μm and 14 μm, which lies in the
electromagnetic spectrum between visible and microwave regions [9]. However, humans
are not capable of visualizing these thermal radiations, the thermal cameras are utilized to
visualize the thermal radiation emitted by the object. Once the thermal radiation emitted
by the object is detected, the data are converted into gray value and the differences in gray
value of each object are used for imaging. Furthermore, the thermal profiles of each object
can be assessed in order to detect various parameters such as hotspots and the extent of
heat spread and its location [3,9–11]. Thermal infrared imaging has proven its significance
across various industries, including the medical, building and construction, agriculture,
automotive, etc., industries. Furthermore, these industries showed improved efficiency,
safety, and decision-making by making use of thermal imaging [12].

Non-contact thermal imaging combined with computer vision and machine learning
are accurate, fast, and non-destructive to detect faults as in recent years, computer vision
and machine learning algorithms have emerged as powerful tools for automated defect
detection in various domains, and the fault diagnosis for integrated circuits with the help
of automated defect detection can be generally classified into two stages, namely data
acquisition and image classification [3,5–9,12].

Data acquisition is the process of collecting data, while image classification involves cat-
egorizing images based on their content. Further, the data acquisition process includes data
acquisition, data pre-processing, the extraction of features, the training of learning models,
and inference output. Common approaches for model training in image classification are
support vector machines (SVMs), random forests, and deep learning, namely convolutional
neural networks (CNNs), which can be time-consuming and resource-intensive [13,14].
These methods often require powerful hardware, such as graphical processing units (GPUs)
or tensor processing units (TPUs), to train models effectively [14]. Also, real-time monitor-
ing with these approaches can be challenging due to the computational demands involved
in processing images in real-time. So, there is an increasing demand for a real-time approach
that does not rely on high computational power, aiming to simplify the detection process.

2. Literature Survey

Over the last few years, many contact and non-contact methods have been used for
the detection of fault diagnosis of ICs. Nowadays, non-contact methods are widely used
for better performance and the detection of faults and are faster than contact methods. Fur-
ther, non-contact methods are mainly carried out using X-ray, ultrasound, vision systems,
computerized tomography (CT) scanning, long range lasers, laser-based radar, structured
light, thermal imaging, etc. Of these mentioned techniques, thermal imaging is considered
the best for the process.

Silva et al. (2013) proposed a technique using machine learning methods. The pro-
posed method comprised three common steps, namely the extraction of features using
principal component analysis (PCA), classification using the nearest neighbor (k-NN) and
other methods, and the evaluation of the classifier’s performance using cross-validation
(CV) technique [1]. Lo et al. (2019) presented a review on the diagnosis of systems using
artificial intelligence (AI) approaches. Further, the authors discussed its applications, espe-
cially in the field of the diagnosis of complex systems [5]. Al-Obaidy et al. (2017) compared
various soft computing methods, which were utilized for the fault detection of ICs. Also,
the histogram thresholding is used to extract features that can be further reduced through
principal component analysis. Furthermore, these minimized features can be given as input
to the classifier which enables the classification of defects in PCB at IC level [3].
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Redon et al. (2020) proposed a condition monitoring system via thermal image
using a denoising technique for reducing noise. Denoising methods comprise two types,
namely continuous wavelet transform and stationary wavelet transform [15]. Huo et al.
(2017) proposed a self-adaptive fault diagnosis of roller bearings using infrared thermal
images. In stage one, the authors decomposed the images using two-dimensional discrete
wavelet transform (2D-DWT) and Shannon entropy. Furthermore, the authors utilized the
histograms of selected coefficients as the input of the feature space selection method by
using the genetic algorithm (GA) and nearest neighbor (NN) for the purpose of selecting
two salient features that exhibit the highest classification accuracy [16].

The objective of this work is to combine thermal imaging with the YOLO algorithm
and to develop an efficient and accurate system for the real-time monitoring and detection
of faulty ICs based on their thermal characteristics and to overcome the limitations of
existing methods.

3. Materials and Methods

The proposed device comprises components such as a thermal sensor, a Raspberry
PI 4 Model B controller, and a battery. Figure 1 shows the overall block diagram of a
proposed device. Further, the AMG8833-based thermal sensor is an 8 × 8 (64 pixels) two-
dimensional non-contact type temperature detection module. Also, the thermal sensor is
capable of transmitting infrared temperature readings through the inter-integrated circuits
(I2C) protocol to the utilized Raspberry PI microcontroller.

Figure 1. Overall diagram of a proposed device.

Figure 2 shows the connection diagram of AMG8833 thermal sensor module with
Raspberry PI microcontroller. The I2C utilizes two different pins, namely serial data (SDA)
and serial clock (SCL). Further, the SDA and SCL of AMG8833 are connected to the SDA and
SCL pins of the PI controller, respectively, which is shown in Figure 2. Also, the AMG8833
thermal sensor requires 3.3 volts for its operation, and it is fed using the Raspberry PI
controller. In this work, a fast and compact module is proposed, which can be used to
identify the IC fault conditions based on thermal profiles. Further, the short circuit faults
based on electrical over stress are detected. Also, electrical overstress can be caused because
of high voltage.

The proposed device is a simple handy device shown in Figure 2 and can be moved
over any integrated circuits through non-contact types.
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Figure 2. Connection diagram of thermal camera (AMG8833) with Raspberry PI microcontroller.

3.1. Proposed Approach for Fault Diagnosis

Figure 3 shows the proposed approach for fault diagnosis, which is composed of
various stages, such as the preprocessing of input images and the training and testing
phases of the YOLOV7 model.

Figure 3. Procedure for fault diagnosis using proposed approach.

3.1.1. Preprocessing of Images

Data preprocessing is a crucial step before feeding data to a model. Labeling is used to
annotate faulty and unfaulty IC in images by drawing bounding boxes around them. These
bounding boxes help the YOLO model to look for objects during training and testing. After
labeling images, these data are converted into the .txt file format, which YOLO understands.
This format includes details like the positions of the objects and their class labels.

3.1.2. YOLOV7 Algorithm

YOLO stands for “You Only Look Once”, and it is one of the most effective object
identification methods for partitioning images into a grid system. Each divided cell within

72



Eng. Proc. 2023, 58, 77

the grid is in charge of detecting objects on its own. Because of its precision and quickness,
YOLO (you only look once) is one of the most well-known object identification techniques.
When comparing YOLOV5 and YOLOV6 in terms of accuracy, YOLOV7 has a 100% accu-
racy rate. As a result, the algorithm used in this proposed work is YOLOV7. The design and
development of YOLOV7 involves two stages, namely the training phase and testing phase.

In the training phase, 80% of the total input preprocessed faulty and unfaulty thermal
images are given to the proposed YOLOV7 algorithm for training purposes. Once the
YOLOV7 model is trained, the testing process is carried out. In the testing phase, 20% of
the total input preprocessed faulty and unfaulty thermal images are given to the proposed
YOLOV7 algorithm for testing purposes. Further, the performance metrics are evaluated
to determine the efficacy of the proposed YOLOV7 model. The entire algorithm is coded
using Python programming software and is executed using the Raspberry PI controller.
Furthermore, the Raspberry PI, along with the thermal sensor module, acts as a handy
device integrated with YOLOV7 and provides decision support regardless of whether the
IC is faulty or unfaulty.

4. Results and Discussion

The normal circuit boards, especially ICs and the boards with faulty ICs, were con-
sidered for this study. For both faulty and unfaulty ICs, the required power supply was
applied and the thermal images were obtained using AMG8833 thermal sensor module.
Also, a total of 720 images, encompassing 360 faulty and 360 unfaulty thermal images, were
acquired and stored. Further, these 720 faulty and unfaulty thermal images were utilized
in this work to train and test the proposed YOLOV7 model. Out of 720 images, 576 images
were used for training phase and the remaining 144 images were used for the testing phase
of the YOLOV7 model. Further, the 576 faulty and unfaulty images were annotated using
labeling software. Figure 4 shows the faulty and unfaulty image preprocessing using
labeling software. Further, the faulty and unfaulty IC images were annotated by drawing
bounding boxes around them and was given to the YOLOV7 model for training images.

 

Figure 4. Data preprocessing using labeling software.

Once the faulty and unfaulty thermal images were acquired and processed, the fault
diagnosis was carried out. Further, 144 preprocessed faulty and unfaulty thermal images
were utilized to carry out the performance of the proposed YOLOV7 model. Also, these
144 preprocessed faulty and unfaulty thermal images were fed to the proposed YOLOV7
model as the test images and the output prediction was obtained.
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Figure 5 shows the fault diagnosis of ICs using YOLOV7 model. Further, it is seen that
the prediction output of the YOLOV7 is given in terms of a bounding box. Also, the faulty
and unfaulty ICs are predicted, and the prediction output is given as a caption at the top of
the bounding box. Figure 6 shows the confusion matrix for faulty and unfaulty prediction
using the YOLOV7 model. Further, the confusion matrix given in Figure 6 was generated
after the testing process.

 

Figure 5. Fault diagnosis of integrated circuits using YOLOV7 model.

Figure 6. Confusion matrix for faulty and unfaulty prediction using YOLOV7 model.
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The four different performance metrics of the YOLOV7 model are evaluated and
presented in Table 1. Also, the performance metrics are expressed in terms of %. Further,
it can be observed that the proposed YOLOV7 model has an accuracy of 97%. Also, the
precision and recall of the proposed YOLOV7 model on faulty and unfaulty IC images are
97% and 98%, respectively. Also, the F1_Score of the proposed YOLOV7 model is around
98%. From the performance measures, it is evident that the proposed device integrated
with the YOLOV7 model is highly efficient for classifying faulty and unfaulty ICs, which
gains more prominence in IC fault diagnosis applications.

Table 1. Performance metrics of YOLOV7 model.

Performance Metrics Percentage (%)

Accuracy 97
Precision 97

Recall 98
F1_Score 98

5. Conclusions

In this study, an efficient technique using thermal image processing was proposed
to inspect faulty ICs located on PCB. Further, the thermal images were collected from
AMG8833 thermal sensor module and the acquired images were preprocessed. These
preprocessed images were given to the YOLOV7 algorithm for image classification. Results
demonstrate that the proposed method provides 97 percent accuracy in detecting faulty
and unfaulty images with less computational time. Further, by integrating the capabilities
of thermal camera and the YOLOV7 algorithm, the user can be alerted regarding the fault
conditions of the circuit. In the near future, the proposed method could be automatized and
the faults could be identified and monitored remotely using the Internet of Things (IoT).
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Abstract: Cardiovascular diseases (CVD) are the most prevalent cause of death worldwide and have
become an important concern for the physicians. Clinical practices have often failed to achieve high
accuracy in CVD prediction. Machine learning provides benefits not only for clinical prediction
but also for feature ranking, which improves clinical professionals’ interpretation of outputs. The
explainable artificial intelligence (XAI) concept seeks to address the lack of explainability in machine
learning and deep learning models and provides healthcare professionals with patient-tailored
decision-making tools for improving treatments and diagnostics. This paper aims to predict heart
disease using a RHMIoT model in the XAI framework.

Keywords: machine learning; deep learning; artificial intelligence; IoT; XAI

1. Introduction

CVDs are the most prevalent cause of morbidity and mortality throughout the world.
CVDs enforce significant social and financial costs, including direct costs for diagnos-
tic equipment and treatment by the specialists, as well as indirect costs resulting from
decreased quality of life, morbidity, and loss of productivity. Furthermore, diagnostic
equipment is primarily available in specialized hospitals in large cities. Patients that
live in small towns receive a lack of such services. Computational methods can assist in
identifying high-risk individuals and motivating them to change their behaviors for the
purposes of preventive medicine. Based on their risk score outputs, these CVD models are
divided into four groups: 1. If-then models, 2. Formula-based models, 3. Machine learning
models, and 4. Chart-based models. These models either have accuracy or interoperability
limitations [1]. Machine learning (ML) and deep learning (DL) are the subfields of artificial
intelligence (AI). ML and AI are emerging technologies that play significant roles in health-
care and personalized clinical support. Clinical data in healthcare consist of electronic
health data and sensor data from Internet of Things (IoT) devices. The data are available
in both unstructured and structured forms. Deriving meaningful and decision-making
information from these data by a human effort is difficult. The IoT and cloud-enabled tech-
nologies work together closely to provide medical assistance and maintain the electronic
health records of patients. With the help of knowledge-based systems and digital medical
devices, AI expert systems can be designed to provide an expert opinion. AI algorithms
examine IoT data from smart watches, medicines, wearable monitoring devices, and other
sources. The data assist patients, doctors, and pharmaceutical companies in evaluating
medical conditions and providing feedback on treatments, medication therapy, patient
outcomes, and so on.

In recent years, an additional concept known as explainability has emerged, called XAI
in some contexts [2]. XAI is a type of AI in which the outcome can be understood by humans.
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Explainable ML models or interpretable ML models enable medical professionals to make
reasonable and data-driven decisions to provide individualized care that may ultimately
result in high-quality healthcare services. These models are part of the XAI field that defines a
set of ML techniques to produce more explainable models while maintaining a high level of
learning performance and enabling humans to understand, appropriately trust, and effectively
manage the emerging generation of artificially intelligent partners [3]. The major challenges
in healthcare are model interoperability and data interpretation. Another challenge is the
distribution of heterogeneous data storage. Medical aid can easily reach people in remote
locations and those who only need preliminary medical assistance with the aid of IoT and ML
techniques. The aim of this study is to identify cardiac diseases using machine learning and
deep learning algorithms using a secured remote health care application.

The aims of the study are listed below.

• A RHMIoT system is proposed using medical sensors to perform automated analysis,
clustering, processing and, finally, visualize the predicted results.

• The data are transferred to cloud storage using encryption and decryption techniques
to prevent unauthorized users access.

• The XAI-based SHAP and PCA feature selection techniques are applied on the dataset
to select the best features, and the accuracy of the XAI-based method’s performance is
evaluated using a variety of evaluation metrics, including accuracy, recall, and precision.

2. Literature Review

Moreno-Sanchez, P. A. et al. [4] discussed the development of a heart failure-survival
prediction model using ensemble trees and ML techniques. XGBoost outperformed with
83% accuracy in unseen data compared to the other ensemble tree options. The feature
selection technique is performed to identify the relevant features and produce the model’s
results. The model’s interpretability and fidelity are then quantitatively assessed, resulting
in a balanced ratio between these two variables. Yang, G. et al. [5] conducted a survey on
XAI progress and its efficacy in the field of the healthcare sector. The authors proposed
a XAI solution for multi-center and multi-model data fusion. Compared to the current
model, the previously proposed models are incapable of explaining the decision-making
strategy used in categorizing results. Hence, a model was proposed to classify data and
can explain the outcome of the decision. Das, S. et al. [6] focused on dimensionality
reduction, using XAI to increase the accuracy of heart disease classification. Four SHAP-
based explainable ML models were developed for classification, reflecting the feature
contributions and calculating each feature’s weight to generate the final findings. With the
help of dimensional reduction, the feature subset was created through FC and FW. Finally,
the XGBoost classifier outperformed as the best explanation for heart diseases with a 2%
increase in model accuracy. Dave, D. et al. [7] proposed an interpretability technique to
investigate a heart disease dataset using XAI techniques for deep learning systems. The
SHAP technique was applied to explain the prediction of heart failure on a coronary heart
disease dataset, which contained 1562 data items over three years. After screening six
machine learning methods, the SHAP technique was applied to explain the XGBoost model.
The performance of the model proved that the mortality rate had dropped over a three-year
period. Chen, T. et al. [8] used the LightGBM (light gradient boosting machine) to predict
the failure of extubation using the MIMIC-III clinical database. By using the SHAP method,
they carried out an analysis of feature importance and visualized the key features. All
of the models discussed above are insufficient to explain the decision-making method
used in categorizing these cases. The development of a model that can classify data while
explaining the outcome of the decision made is this desired.

3. Proposed Methodology

The approaches in this paper are discussed step by step in this section. To improve
the capacity of the model, XAI was introduced to increase the effectiveness of AI. Figure 1
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depicts the model for predicting cardiovascular disease using the XAI system integrated
with the ML and DL model in a secured RHMIoT.

Figure 1. Proposed RHMIoT framework.

The model comprises a sensor layer, transport layer, and an application layer. The
sensor layer is used to collect the data using various medical IoT sensors. Using ML-based
applications, physicians can continuously analyze their patients’ diseases and health status
using IoT-medical sensors [9]. After the patient data are collected through the sensors,
the data are transferred to cloud storage using encryption and decryption techniques
to prevent unauthorized users from accessing it. A performance algorithm is used to
encrypt sensitive patient data. An algorithm was designed for enhancing security with a
key-dependent dynamic S-Box and a hyper elliptic curve. In the application layer, heart
disease was predicted using ML and deep learning algorithms. The RHMIoT framework
is divided into two phases. In phase-1, the patient’s risk of HPTN and its severity level is
calculated. The DM algorithm is applied to the patient’s medical data to calculate HPTN
and its severity levels [10]. In phase-2 heart, disease accuracy is calculated using machine
learning and deep learning classifiers. The Framingham dataset was used to train our
model, and was retrieved from Kaggle. The heart disease dataset contained 4238 records
with 16 attributes. The data pre-processing was carried out using feature selection and
classification techniques. After the training process, the IoT medical device sensor data
are tested by classifying and contrasting the results. To accurately predict the presence of
heart disease, the proposed RHMIoT framework used Artificial Neural Network (ANN),
Convolutional Neural Network(CNN) and Random Forest (RF). The following section
provides a detailed explanation of the training procedure.

3.1. Data Preprocessing
A data preprocessing method was used to replace missing data or remove noise. The

missing values in the dataset were identified and updated by a median value of the attribute.
A studentized residual technique was used to lower the residuals. It finds the correlation
among the features and helps to find the outliers in a given dataset. The preprocessing of
data aids in improving heart disease detection. After data pre-processing, the dataset is
normalized using a min–max normalization technique.

V́I =
VI − MINA

MAXA−MINA
(NEW_MAXA − NEW_MINA) NEW_MINA (1)
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3.2. Feature Selection

Explainable AI (XAI)-based feature selection techniques are used to identify and
select the most relevant features from a dataset while maintaining interpretability and
transparency in the feature selection process. These techniques are particularly useful when
you need to understand why certain features were chosen or excluded from a predictive
model. SHAP (SHapley Additive exPlanations) and PCA (Principal Component Analysis)
used for feature selection.

3.2.1. SHAP (Shapley Additive Explanations)

SHAP is an extremely effective XAI approach. It assigns values to prediction characteris-
tics, showing their contributions to the model’s output. SHAP allows for us to discover the
factors that influence AI decisions, making them more interpretable and trustworthy. The
following dependence plot in Figure 2 shows how a particular characteristic (in this case,
‘age’) effects the model’s output (in this case, the chance of belonging to class 1, which might
signify a favorable conclusion in your binary classification problem). The y-axis (SHAP Value)
displays the SHAP values for the ‘age’ characteristic. The SHAP values represent the feature’s
influence on the model’s prediction for each data point. Positive SHAP values increase the
model’s output, whereas negative values decrease it. The X-axis represents the values of a
test data’s ‘age’ feature. Each point on the diagram represents one of the test data’s points.
The point’s vertical location corresponds to the SHAP value for ‘age’ for that individual data
point. If the trend line is generally flat, it suggests that the ‘age’ attribute has little to no link
with the model’s output. In other words, changes in ‘age’ have no discernible effect on the
model’s forecast. If the trend line is favorably sloping, it indicates that as ‘age’ increases, so
does the model’s prediction (probability of belonging to class 1). According to this concept,
it was suggested that older people are more likely to belong to class 1. The results ranged
between −2.0 to −1.0. The dependence plot’s main function is to show how changes in the
feature of interest (‘age’) affect the model’s output. The data and SHAP values for a specific
dataset and model determine the specific axis values and ranges.

3.2.2. PCA (Principal Component Analysis)

PCA is a technique for reducing dimensionality in data analysis and visualization.
Reducing SHAP values can be high-dimensional, especially when features are greater in
a dataset. It can be difficult to visualize high-dimensional data in a single graph. PCA
aids in dimensionality reduction while maintaining as much information as feasible. PCA
finds linear combinations of features that capture the most significant variances in the data.
These primary components can aid in the discovery of underlying patterns and correlations
between features. Figure 3 shows the PCA visualization of SHAP values. SHAP and PCA
can identify the features that are most relevant for heart disease prediction in sensor data.
Patients’ heart conditions were determined using training and testing dataset with an
80:20% ratio. The following research questions address how the XAI environment aids in
heart disease prediction.

RQ1:How can a machine learning model make predictions for a specific data point in
an Explainable AI environment, in this case, “patient 0”?

Solution: The decision plot in Figure 4 shows the most critical features that influence
the model’s prediction for “patient 0”. The absolute SHAP values of these attributes are
ranked from top to bottom. SHAP factors: Each feature’s SHAP values are represented
by horizontal bars. Positive SHAP values (on the right) indicate that the feature raises the
model’s prediction (towards a positive class), whereas negative SHAP values (on the left)
reduce the prediction (towards a negative class). In binary classification, the probability
threshold (generally 0.5) is what distinguishes the two classes. If the projected value line is
to the right of the vertical centerline, the class is predicted to be positive.

RQ2: How effectively does a Random Forest classifier perform in distinguishing be-
tween individuals with heart disease and those without, as demonstrated by the confusion
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matrix heatmap, and what insights can be gained from the distribution of TP, TN, FP, and
FN predictions in the context of heart disease classification?

Solution: The confusion matrix heatmap generated using a Random Forest classifier on
the heart disease dataset provides valuable insights into the model’s performance, which is
shown in Figure 5. It reveals the distribution of TP, TN, FP, and FN predictions. These metrics
are crucial for understanding the classifier’s ability to correctly identify individuals with heart
disease TP, correctly identify those without heart disease TN, misclassify healthy individuals
as having heart disease FP, and misclassify individuals with heart disease as healthy FN.

 
Figure 2. Dependence plot.

Figure 3. Decision plot for PCA visualization.

Figure 4. Decision plot.
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Figure 5. Confusion matrix.

3.3. Machine Learning Algorithms

The flow of the RHMIoT model begins with the dataset’s input parameters. After data
preprocessing and feature selection, the dataset is passed on to the proposed framework.
For comparative analysis, RF, ANN, and CNN algorithms were used in study.

Random Forest (RF): An AI ensemble method combining several learning algorithms
to produce accurate prediction. Compared to a statistical ensemble, a machine learning
ensemble is typically much more flexible in its structure. During the training phase, the RF
algorithm constructs multiple decision trees. The RF selects the majority decision of the
trees as the final decision. The “forest” is an ensemble of decision trees, which are typically
trained through the “bagging” method. Bagging is used to combine several learning models
to improve the overall result.

3.3.1. Convolutional Neural Network (CNN)

CNN has the ability of feature learning. Hence, CNN is a suitable algorithm for heart
disease prediction at an earlier stage. We can use CNN for binary classification. In heart
disease prediction, a patient suffering from CHD is classified as “1” and not-suffering is
classified as “0”, which is called a binary classification. CNN architecture operates in a
single-input and single-output sequential mode. CNN architecture relies heavily on the
convolution layer for feature extraction.

3.3.2. Artificial Neural Network (ANN)

ANN is interrelated with input, hidden, and output units. The patient’s risk factors are
accepted as the input unit for medical diagnosis. ANN has proven to be more effective in the
field of healthcare and medicine. In the proposed model, eight neurons were constructed for
the input layer to correlate with eight important characteristics. The output class variable
generates either 0 or 1, where 0 indicates that the person does not have heart disease and
1 indicates the person suffers with heart disease.

4. Results and Discussion

The aim of this study was to calculate the severity level of heart disease and prediction
accuracy. In the proposed RHMIoT model, three different classification algorithms, RF,
ANN, and CNN, were applied to a heart disease test dataset.

Table 1 shows the performance metrics of the proposed classifiers. The performance
of each experiment was compared through performance metrics and statistical results. For
the early diagnosis of heart disease, more attention was given to achieving maximum true
positives. The deep learning algorithms performed well compared to the machine learning
classifiers in terms of testing accuracy, precision, and recall. RF is recognized as a weak
classifiers for the proposed work because it demonstrated low accuracy. Figure 6 shows a
plot graph representation of the proposed classifiers.
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Table 1. Experimental results.

Classifier Accuracy Precision Recall

RF 87.69% 89.00% 90.00%
ANN 91.00% 92.00% 93.00%
CNN 88.10% 89.10% 91.00%

Figure 6. Box plot bar graph for accuracy, precision, and recall.

5. Conclusions

Due to the rapid increase in CVDs, remote health monitoring has become more popular
over the globe. This technique helps patients receive diagnoses at home or in a remote
area. A lightweight block encryption and decryption technique is provided to secure the
RHMIoT. A variety of IoT medical sensors are used to gather data to test the suggested
model. XAI-based SHAP and PCA techniques were used for feature selection. Heart disease
accuracy was calculated using various deep learning and machine learning algorithms. The
outcomes were determined using several performance matrices. In comparison to other
machine learning and deep Learning techniques, ANN provided the greatest accuracy of
91.00%. In the future, we will try to improve the speed and precision of our model by
making a few dynamic adjustments in accordance with the requirements of the user.
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Abstract: The impedance spectroscopy method (AC f = 4–8 MHz at a constant amplitude of 1 V) and
Pt-IDE sensors were used to detect and monitor different concentrations (103, 106, and 109 CFU/mL)
of both live and dead bacteria cells (Escherichia coli and Staphylococcus aureus). The analysis of the
impedance spectra shows the differences in resistance with increasing concentrations for both types of
bacteria and the presence of characteristic changes in the frequency range 10–100 kHz. The presence
of live bacteria led to a decrease in the impedance value compared to dead cells, and the value of
Rs + Rct decreased about two times.

Keywords: impedance spectroscopy; IDE sensors; bacteria detection; Escherichia coli; Staphylococcus
aureus

1. Introduction

The detection of bacteria is important in various fields, including healthcare, food
safety, and environmental monitoring. The rapid and accurate identification of bacterial
pathogens such as Escherichia coli (E. coli) and Staphylococcus aureus (S. aureus) is essential
for public health and safety. Traditional methods of bacterial detection often involve time-
consuming sample preparation steps, specialist personnel, and equipment that involves
complex analyses. In the last decade, more innovative methods have been developed that
greatly simplify the approach to the real-time detection of bacteria [1–4], such as electrical
impedance spectroscopy (EIS).

Electrical impedance spectroscopy (EIS) is used to study various biological samples
in suspension and is capable of characterizing their properties [5–8]. The native negative
surface charge on live bacterial cells enables their detection and characterization using
electrical impedance measurements. The impedance Z is the ratio of the applied voltage to
the measured current and is a function of resistance (R), capacitance (C), and the applied
frequency: Z = V/I = R + 1/j ω C [7,9].

The metabolic activity of bacteria can be controlled by changes in the conductivity of
the nutrient medium [10–12]. EIS has successfully been used to monitor changes related to
adhesion, the growth of bacteria, and their behavior in real time [1–3]. The impedance-based
detection of bacteria has several advantages over more traditional detection methods, such
as low cost, versatility, and ease of implementation [5,6]. However, very few works have
been devoted to the direct detection of bacteria by impedance spectroscopy on interdigitated
electrode (IDE) sensors without bacterial immobilization [1,6,13]. Modern biosensors
typically require the immobilization of specific antibodies onto the surface of the sensor
to offer high specificity but have a low sensitivity mainly due to low capture efficiency
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(<35%), even after careful optimization [2,14]. Therefore, the search for alternative methods
of bacteria detection that do not depend on the immobilization of the electrode surface is
still relevant.

In this paper, we introduce the principle, methodology, and application of direct
detection of E. coli and S. aureus on IDE sensors using immobilization-free impedance
spectroscopy. We propose an approach for the direct detection of bacteria on IDE sensors
by measuring the change in impedance. This method avoids complex surface modification
and immobilization stages, simplifying the detection process while maintaining high
measurement sensitivity [6,9,11,13,15]. The presented method is capable of detecting
bacterial concentration (103–109 CFU/mL) in a short time (30 s) across a wide frequency
range (4–8 MHz) and demonstrates selectivity for two different types of bacterial cells
(E. coli and S. aureus). We also demonstrate the ability to distinguish between live and dead
cells. At the same time, the processes for preparing the sensor surface are simplified, thereby
increasing the economic efficiency of this method and reducing the need for specialized
personnel. There is an obvious prospect of practical application of this method for selective
detection of various types of bacteria.

2. Materials and Methods

2.1. Preparation of the Biological Samples (Gram-Positive S. aureus and Gram-Negative E. coli)

Gram-negative E. coli (CCM3954) and Gram-positive S. aureus (CCM 3953) were stored
at −20 ◦C in single-use vials and thawed at room temperature before use. A 1-in-10 dilution
series was performed from the stock vial using sterile 0.9% NaCl (Penta), and 500 μL of
each dilution was added to Petri dishes containing Mueller Hinton (MH) agar that were
placed overnight in an incubator (37 ◦C). The following day, a single colony was removed
from the MH agar plate and reconstituted in 5 mL MH broth and grown overnight at 37 ◦C
in an orbital shaker (150 rpm). After culturing, the bacteria were centrifuged (13,000 rpm at
10 min) to separate bacterial cells from MH broth and resuspended in sterile deionized
water (DH2O, (σ) = 0.1 μS/cm). This process was repeated additionally two times to remove
any residual MH broth. To obtain dead bacteria, the first wash step was preceded by an
additional wash using 99.9% ethanol and the absence of live bacteria was confirmed by the
absence of growth on MH agar. The bacteria were then adjusted to McFarland’s density
6.0, which is equivalent to 1.8 × 109 colony forming units per milliliter(CFU/mL) before
sequential dilution using DH2O to the desired concentrations (103, 106, and 109 CFU/mL).

2.2. Preparation of the IDE Sensor Surface

Prior to use, the surface of the IDE sensor platform was cleaned with isopropanol then
rinsed with deionized water and dried under a stream of nitrogen.

2.3. Electrical Impedance Measurements

The electrical impedance spectroscopy (EIS) measurements with IDE sensors type
CC1.Au and CC1.Pt (BVT Technologies, Czech Republic) were made by using an IM 3536
LCR meter and application software (V1.40 Hioki, Nagano, Japan) in the frequency range
from 4 Hz up to 8 MHz. The sample was placed in a Faraday cage. The electrodes were
fixed using a clamp and connected to the LCR meter. Experimental Nyquist plots of the
impedance −Zim = f(Zrel) were constructed to analyze the electron transport processes
occurring at the interface of the Pt-IDE sensor and two types of bacteria cells (E. coli and
S. aureus). All measurements were conducted at a temperature of 24 ± 1 ◦C, the immersion
sample volume was 1 mL. The general scheme of the proposed method for the detection of
bacteria using impedance spectroscopy on IDE sensors is shown in Figure 1.
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Figure 1. Schematic image of bacteria detection by EIS on IDE sensor: (a) preparation of different
concentrations of bacteria; (b) IM 3536 LCR and IDE sensor (overall view and zoomed image of the
IDE measurement part).

3. Results and Discussion

Detection of Bacteria Cells—Characterization of Impedance Spectrum Data

Impedance spectroscopy was performed in deionized water (DH2O) (non-Faraday
EIS) with increasing E. coli concentrations (103, 106, and 109 CFU/mL) in a frequency range
between 4 Hz and 8 MHz at a formal voltage of 1 V. The effect of different concentrations
of E. coli bacteria cells on DH2O pH was previously measured (Figure 2a). The growth of
live and dead cells was monitored using agar plates for 24 h at 37 ◦C (Figure 2b).

Figure 2. E. coli in DH2O: (a) pH of E. coli for different CFU/mL; (b) recultivated E. coli colonies
(108 CFU/mL) (live (H/D) and dead (Hx/Dx) with HPLC (H) and DH2O (D) on LB agar plate
after incubation).

The Nyquist plots (Figure 3) were fitted with an equivalent circuit (the inset of Figure 3),
showing that the Rct is a relevant parameter that depends on the bacterial cell concentration.
The Nyquist curves were fitted using the EIS analyzer software, and the best results were
obtained with the equivalent circuit (inset of Figure 3), where CPE is a constant phase
element included in the circuit in parallel and in series with the charge transfer resistance
Rct. Rs is the solution resistance. A decrease in the charge transfer resistance Rct was
observed with an increase in the concentration of bacterial cells, both live (Figure 3a) and
dead (Figure 3b), in deionized water.

87



Eng. Proc. 2023, 58, 79

Figure 3. Impedance spectra (Nyquist and Bode plots) of E. coli (103, 106, and 109 CFU/mL): (a) live
and (b) dead bacteria.

The semicircle-shaped portion of the Nyquist plots obtained at high frequencies
corresponds to the faradic transfer of electrons on the electrodes, while the spectrum
obtained at low frequencies provides information on the diffusion process of transferring
bacterial waste products in solution to the electrode surface. For dead E. coli bacteria,
characteristic changes were observed at frequencies of 10–100 kHz, which were absent in
the impedance spectra for live cells, which can serve as an identifier for distinguishing live
cells from dead ones.

The obtained estimated parameters of charge transfer resistance, series resistance, and
for series and parallel CPE are shown in Table 1.

Table 1. Evaluated parameters for E. coli EIS (live and dead cells).

CFU/mL

Live

Rs, Ω

(×10−14)
Rct, kΩ

CPE1
(×10−10)

n1
CPE2

(×10−7)
n2

103 9.31 166 5.55 0.74 5.86 0.69

106 9.01 80.53 7.04 0.74 7.59 0.71

109 8.79 41.08 8.86 0.73 9.56 0.72

CFU/mL

Dead

Rs, Ω

(×10−14)
Rct, kΩ

CPE1
(×10−11)

n1
CPE2

(×10−6)
n2

103 8.69 70.24 1.37 0.99 1.88 0,60

106 8.64 50.52 4.05 0.93 1.85 0.61

109 7.26 22.67 1.33 1.00 4.08 0.50

For dead cells, a decrease in the CPE values by an order of magnitude is observed
(Table 1). Moreover, the value of CPE1 decreases by an order of magnitude, which is
associated with a change in the capacitive properties of the membranes of dead cells. CPE2,
responsible for the change in mass transfer in solution, increases by an order of magnitude,
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indicating an increase in ion diffusion in solution due to changes in osmotic pressure inside
and outside the dead cells. There is a significant decrease in resistance for suspensions with
dead E. coli cells. For comparison, the impedance spectra for live and dead cells with a
concentration of 103 and 106 CFU/mL are shown below in one plot (Figure 4a).

Figure 4. Comparison of impedance spectra of E. coli (Nyquist and Bode plots): (a) E. coli live and
dead; (b) E. coli 108 CFU/mL (during 1st, 4th, and 8th day) and DH2O.

Impedance measurements were also performed for live E. coli 108 CFU/mL cells in
DH2O on the 1st, 4th, and 8th day after suspension preparation. There was a tendency
to decrease the charge transfer resistance with increasing storage time of the suspension,
which is associated with an increase in bacteria waste products. For comparison, the
impedance spectrum for pure DH2O is shown (Figure 4b–black curve). It is obvious
that the increase in the electrical conductivity of the suspension is due to the presence of
bacterial cells.

To compare the impedance spectra of E. coli and S. aureus in DH2O, suspensions with
a concentration of 109 CFU/mL were chosen. The Nyquist and Bode curves are shown in
Figure 5a,b.

The obtained estimated parameters of the charge transfer resistance Rct and series
resistance Rs, as well as the values of the CPEs included in parallel and in series with the
charge transfer resistance Rct, are given below in Table 2.

Table 2. Evaluated parameters for live and dead bacterial cells.

109

CFU/mL
Rs, Ω

(×10−14)
Rct, kΩ CPE1 n1

CPE2
(×10−6)

n2

E. coli

Live 1.60 9.21 8.86 × 10−09 0.70 2.26 0.70

Dead 1.62 32.70 5.39 × 10−10 0.77 1.35 0.72

S. aureus

Live 9.59 73.46 1.36 × 10−10 0.85 1.23 0.70

Dead 9.58 58.37 1.73 × 10−10 0.83 1.40 0.67
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Figure 5. Nyquist and Bode plots of impedance spectra live/dead: (a) E. coli; (b) S. aureus.

Opposite dependencies of the change in charge transfer resistance and the obtained
values of the total impedance for live and dead cells for the two types of bacteria are
observed. This difference can be related to the structural features of these types of bacteria
and their size. S. aureus are spherical cells that tend to form larger agglomerates, whereas
E. coli are rod-shaped cells and preferentially exist as individual cells. For S. aureus, in-
creased CPE1 (the capacity of the double layer Cdl) is due to the difference in bacterial
membrane structure.

4. Conclusions

The proposed method of selective detection of bacterial cells can be used to differenti-
ate between two types of bacteria, specifically E. coli and S. aureus, as well asqualitatively
characterize their physiological state, i.e., dead or alive, and to estimate their concentration
in samples with an unknown number of bacteria per unit volume.
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Abstract: Algal Organic Matter (AOM) is derived from the dissolved organic matter composition
of the algal species being observed. In this study, excitation–emission fluorescence spectroscopy
was used to determine Chlorella sp.’s AOM and pigment characteristics in varying algal biomass
concentrations. The AOM and pigment characteristics were observed at 400–600 nm and 600–800 nm
fluorescence emission, respectively, with an excitation spectrum of 300–450 nm. F450/680 was
computed based on the ratio between the dissolved organic matter contribution at 450 nm and
chlorophyll-a at 680 nm. F450/680 positively correlated with algal biomass (r = 0.96) at an excitation
wavelength of 405 nm. This study is a good reference for those interested in algal biomass estimation
and production in natural waters.

Keywords: algal organic matter; Chlorella sp.; biomass estimation; fluorescence

1. Introduction

Algae are mostly abundant in rivers and reservoirs connected to drinking water
facilities and factories [1,2]. With rapid urbanization and industrialization, effluents can
severely affect the environment. This may result in an increase in algal organic matter
(AOM) in surface waters. Organic substances produced by algae lead to water discoloration,
odor and toxicity problems, and algal blooms [3–5].

Different techniques have been used to characterize organic matter in aquatic systems,
which can be used to understand the composition of AOM in natural waters. These include
specific ultraviolet absorption (SUVA), excitation–emission matrix (EEM) fluorescence spec-
troscopy, and lidar systems [6–9]. These techniques are promising tools for understanding
the behaviors and composition of AOM and the pigment chlorophyll-a in natural waters.

The behavior and composition of Chlorella sp. has been studied using spectroscopic
techniques. We aimed to study excitation–emission (Ex/Em) pairs for algal organic matter
and pigment measurement in natural waters. This EEM fluorescence analysis may improve
the existing portable fluorescence lidar systems used in algal biomass estimation. A specific
fluorescence ratio was used to understand the contributions of chlorophyll-a and AOM in
the different growth phases of microalgae. The in situ and real-time monitoring technique
was the focus of this study, as it provides new information with faster interpretation.
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2. Materials and Methods

2.1. Algal Preparation

Chlorella sp. inoculum was provided by the Microalgae Systematics and Applied
Phycology Research Unit of De La Salle University using a BG-11 culture medium. The
initial optical density was 0.6, with a pH between 8 and 9. The light/dark cycle was
controlled at 12 h/12 h, with a light intensity of 75 μmol/m2/s.

The extracted AOM was obtained via the following processes. The algal supernatant
was processed through centrifugation at 8000 r·min−1 for 5 min. It was then filtered with
deionized water using 0.47 μm glass filter fiber (Whatman, Marlborough, MA, USA).

2.2. Spectral Characterization
2.2.1. Measuring UV-Vis Using Absorbance Spectroscopy

The aromaticity, size, and aromatic substances of algae can be interpreted by measuring
SUVA254. The protein-like structures of algae can also be characterized by measuring
SUVA280. The method performed was based on the characterization of water quality in
rivers and estuaries [10,11].

2.2.2. Measuring Fluorescence Using Excitation–Emission Spectroscopy

The fluorescence measurements, expressed in normalized units, described in this paper
are the EEM of AOM and their pigments at varying biomass concentrations. Excitation–
emission pairs were obtained by changing the excitation wavelength at 5 nm intervals. A
3D EEM of varying algal biomass and pigments of Chlorella sp. was analyzed. A detailed
discussion on the fluorescence set-up and data analysis is provided in our previous paper
on algal growth and real-time monitoring in natural waters [12–14].

2.3. The Application of the EEM to Fluorescence Lidar Measurements

The fluorescence EEM provides preliminary guidelines for constructing a fluorescence
lidar by identifying excitation–emission combinations. This study explores the possibility
of using fluorescence intensity profiles with 380 nm and 405 nm excitation wavelengths.
The region of interest for AOM is 400–600 nm, and the region of interest for pigment mea-
surements is 600–800 nm. Developing a fluorescence lidar system for biomass estimation is
recommended since it is an in situ and non-invasive technique.

2.4. Comparisons of the Fluorescence EEM

In recent studies, biomass measurements have been taken using indirect or direct tech-
niques. The results from the introduced fluorescence ratio are correlated (Pearson’s r) with op-
tical density measurements, biomass estimation, and estimated chlorophyll-a concentrations.

3. Results and Discussion

The growth of Chlorella sp. in controlled culture media was analyzed for its AOM,
and its pigments were analyzed for biomass estimation. The fluorescence EEM is crucial in
developing a new fluorescence lidar system for biomass estimation.

3.1. The Spectral Characterization of Chlorella sp.

The variance in the SUVA254 and SUVA280 in varying biomass are shown in Figure 1a.
The SUVA254 measured in the AOM ranges from 0.3 to 1.4 L mg−1·m−1. This means that
the aromaticity of AOM is low, indicating a smaller number of protein-like substances [15].
The same trend was observed between SUVA254 and SUVA280, which shows a positive
correlation between aromaticity and protein-like structures (r = 0.89, p < 0.05). These
changes in organic matter from the logarithmic phase to the decline phase are helpful in
algal growth monitoring.
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(a) (b)

Figure 1. (a) Whisker and box plot of AOM in different growth phases. This figure represents the
absorbance at SUVA254 and SUVA280 (n = 6). (b) Fluorescence intensity from the 3D EEMs at varying
algal biomass concentrations.

The fluorescence intensity results from the 3D EEMs at varying algal biomass are
presented in Figure 1b. The fluorescence EEMs, based on Ex/Em peaks, are valuable for
distinguishing different types of organic matter components and types of natural waters.
All algal biomass showed similar fluorescence EEM trends for the AOM and pigments. The
total organic matter contribution was measured at a fluorescence emission wavelength of
450 nm [16]. Fluorescence emission spectroscopy is commonly used for surface water and
terrestrial systems [17]. The observed excitation/emission pairs for algal organic matter are
385 nm/405 nm and 405 nm/450 nm. Higher fluorescence intensity profiles were measured
using 405 nm/450 nm, but no significant differences were shown at 385 nm/450 nm
(p < 0.05).

The same trend was reflected in the 405 nm/680 nm and 385 nm/680 nm pairs for
our measurement of chlorophyll-a (p < 0.05). The mean values were compared using
Pearson’s r correlation (p < 0.05), as shown in Figure 2. The Ex/Em 385 nm/450 nm pair
showed a higher correlation compared to the Ex/Em 405 nm/450 nm with the algal biomass
concentration. This was also the case when using a fluorescence emission wavelength of
680 nm. On the other hand, the fluorescence ratio showed opposite results. F450/680 at
an excitation wavelength of 405 nm (r = 0.96) positively correlates with F450/680 at an
excitation wavelength of 385 nm (r = 0.94) with algal biomass. This F-ratio is recommended
to understand the dry-weight algal biomass in natural waters.

Figure 2. Heat map depicting the correlations between the Ex/Em pairs, F ratio, and algal biomass of
Chlorella sp.

3.2. The Analysis of the Fluorescence EEM regarding the Development of the Lidar System

Developing a portable fluorescence lidar system is vital for the real-time monitoring
and estimation of algal biomass in natural waters. With the guidance of the excitation–
emission pairs used in this study, improving the existing fluorescence lidar system with a
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new excitation wavelength at 405 nm is recommended. Simultaneous measurements at 450
and 680 nm are also suggested to understand the behavior of AOM and the chlorophyll
concentrations of microalgae, respectively (Figure 3). F450/680 was used to calculate
dry-weight measurements of algal biomass of Chlorella sp. for excitation wavelengths of
385 nm and 405 nm. Similar trends were observed, but a higher positive correlation was
computed at an excitation wavelength of 405 nm.

(a) (b)

Figure 3. Fluorescence EEMs of Chlorella sp. at 0.3 g/L. (a) Algal organic matter EEM showing Ex/Em
405 nm/450 nm and Ex/Em 385 nm/450 nm. (b) Chlorophyll-a pigment EEM showing Ex/Em
405 nm/680 nm and Ex/Em 385 nm/680 nm.

The developed fluorescence lidar system discussed in our previous study showed
its unique features and robustness [13,14]. It uses a pulsed LED circuit at an excitation
wavelength of 385 nm, which serves as a transmitting system. With our new understanding
of Ex/Em pairs, we suggest the development of a portable pulsed laser diode (LD) at an
excitation wavelength of 405 nm. This study paves the way for the discovery of a new
technique for developing a fluorescence lidar system using excitation–emission pairs [8].
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Abstract: This paper presents an optimal resource allocation scheme based on time slot switching (TS)
for point-to-point single-input single-output (SISO) simultaneous wireless information and power
transfer (SWIPT) systems, aiming to maximize the average achievable rate. The proposed scheme
considers the nonlinear energy harvesting (EH) characteristic, and thus, the problem is formulated as
a nonconvex optimization problem in the presence of a binary TS ratio. Hence, solving the problem
is performed using the time-sharing strong duality theorem and Lagrange dual method. Simulations
showed that the proposed scheme improves energy efficiency with respect to different transmission
powers by 20%, 10%, and 3% for high-SNR, medium-SNR, and low-SNR regions, respectively.
Improvement with respect to average energy efficiency versus other system performance metrics has
also been noted for the proposed scheme.

Keywords: energy harvesting; information decoding; SWIPT; time slot switching; SNR

1. Introduction

Energy shortage is considered as one of the main issues faced by energy-constrained
wireless networks [1]; hence, energy shortage directly affects the network lifetime and
performance. Energy harvesting (EH) becomes a promising solution for reducing energy
consumption and extending the lifetime of energy-constrained wireless networks where
nodes harvest energy from the surrounding environment. The simultaneous wireless
information and power transfer (SWIPT) is one of the EH technologies, where energy
harvesting is performed through the radio frequency (RF) signals since RF signals are able
to carry both information and electromagnetic energy simultaneously. Thus, SWIPT is
currently an area of high research interests due to its higher efficiency compared to that
of information and power transmission with orthogonal resources, i.e., time or frequency
channels [2]. Authors of [3,4] present a trade-off between the amount of harvested energy
and the achievable rate for the SWIPT systems in the frequency selection channel with
additive white Gaussian noise (AWGN). TS and power splitting (PS) SWIPT receivers were
first proposed in [5], and since then, the idea of using TS and PS SWIPT receivers has been
adopted in the literature. Authors of [6] present multiuser single-input single-output (SISO)
orthogonal frequency-division multiplexing (OFDM) system where the TS and PS ratios
are optimized to maximize the weighted sum rate of all receivers. Authors of [7] propose
an energy efficiency maximization optimization scheme for the multiuser multicarrier
energy-constrained amplify-and-forward (AF) multi-relay network. Aiming at minimizing
the transmission power, the power allocation problem for the multiuser system is studied,
and the optimal PS ratio is obtained in [8]. Power allocation and subcarrier allocation
schemes are presented in [9,10] for energy-efficient, large-scale, multiple-antenna SWIPT
systems. Most of the proposed SWIPT systems in the literature consider the linear EH
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model, where the power conversion efficiency factor of the EH receiver is assumed to be
constant. However, this assumption was rejected by [11], after showing the saturation
behavior of the output power of the RF to direct current converter as the input power
exceeds a certain threshold. In [12–14], a nonlinear EH model is presented to optimize
the power split factor to minimize the outage probability for the AF relay system with the
PS receiver. In this paper, an SISO point-to-point SWIPT communication system with TS
receiver is considered where the nonlinear saturation input–output characteristic of EH
circuit is modeled, and a simple optimal resource allocation scheme based on the time
slot-switching strategy to maximize the average achievable rate for the system is proposed.
The main contribution of this paper is the consideration of the effect of the saturation
characteristic of the nonlinear EH model, and the achievable rate in the TS SWIPT system is
mathematically formulated where the scheme shows the regions that the receiver can use
to harvest energy or decode information based on the value of SNR. Another contribution
is that the proposed resource allocation scheme maximizes the network energy efficiency.

The rest of this paper is organized as follows. Section 2 presents the system model.
Section 3 presents the proposed model. Simulation results are discussed in Section 4.
Section 5 concludes the paper.

2. System Model

We consider an SISO point-to-point SWIPT communication system as shown in
Figure 1, where both the receiver and the transmitter have single antenna and Rx is as-
sumed to be energy limited and can harvest energy from the received signals with a TS
scheme. The channel between the transmitter and the receiver is subjected to frequency flat
and the block Rayleigh fading. The channel coefficient is denoted as h, which is a random
variable following the complex Gaussian distribution with zero mean and variance σ2. The
optimal problem is formulated as a nonconvex optimization, which we have proved meets
the time-sharing condition, and then, the problem is solved by using the time-sharing
strong duality theorem and Lagrange dual method. Without the loss of generality, we
assume that each time slot is normalized transmission time. In each time slot, the TS ratio
is equal to 0 or 1, indicating that the receiver implements EH or ID operations, respectively.
The received signal SR is provided in Equation (1) and is as follows:

SR =
√

Pthx + ï
i (1)

where Pt is the transmit power, x is the data symbol with unity power, i.e., E
[
|x|2

]
= 1,

where E[] is the mathematical expectation, ï
i ˜ CN (0, σ2) is the channel noise, = d−m

represents the path loss, d is the distance between the source and the destination nodes,
and m represents the pathloss exponent. The achievable rate � of the system based on the
TS scheme is provided in Equation (2) and is as follows:

R( ) = log2 (1 +
PtH
σ2 ), (2)

where H = h2 is the channel power gain.

 

Figure 1. The SISO point-to-point SWIPT system.
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We use the piece-wise linear function to model the nonlinear saturation input–output
characteristic of the EH receiver. The harvested power at the EH receiver is provided by
Equation (3) and is as follows:

Ph =

{
ε HPt, ε HPt < Pm

Pm, ε HPt ≥ Pm
(3)

where ε(0 < ε < 1) is the energy conversion efficiency of the energy harvester in the linear
region, and Pm is the maximum saturation harvested power of the EH receiver. When
the conversion power of the energy receiver, ε HPt, exceeds the saturation output power,
Pm, the output power of the energy receiver remains unchanged and some of the power is
wasted, which means that in such a case, the receiver should perform ID instead of EH to
avoid the wastage of this power.

3. An Optimal Resource Allocation Scheme

In this section, we propose an optimal resource allocation scheme based on a sim-
ple time slot-switching strategy to achieve the balance between the maximum average
achievable rate and the maximum average harvested energy. The harvested energy can be
expressed as mentioned in Equation (4). The proposed optimal resource allocation scheme
maximizes the average achievable rate and is provided by Equation (5).

( ) = (1 − )Ph (4)

maxE[R( )] (5)

s.t. E[ ( )] ≥ m, ∈ {0,1},

where m is the minimum value of the EH required to maintain the normal operation of the
EH receiver. As shown in Equation (5), it is a combination of series of nonconvex problems
due to the binary aspect of , making it is difficult to solve. In addition, the complexity
of solving the optimization problem increases with the number of time slots. Hence, we
use the time-sharing strong duality theorem [15]. According to the time-sharing strong
duality theorem, the primal problem of Equation (5) has the same optimal solution as its
dual problem and can be solved with the Lagrange dual method. The Lagrange function of
Equation (5) is expressed in Equation (6):

L( , λ)= E[R( ) ] + λ(E[ ( )]− ), (6)

where λ ≥ 0 is the Lagrange multiplier associated with E[ ( )] ≥ . Accordingly, the
Lagrange dual function is described by Equation (7), and the dual problem is then described
by Equation (8):

(λ) = max
∈{0,1}

L( , λ), (7)

min (λ), (8)

s.t. λ ≥ 0.

In order to effectively solve Equation (8), first, we decouple the optimization problem
in Equation (7) into N parallel subproblems that have the same structure as Equation (7).
The kth (k = 1, 2, . . ., N) subproblem is expressed in Equation (9):

max
∈{0,1}

Lk( ), (9)
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where Lk( ) = �( ) + λ ( ). First, we consider the values of = 0,1, and we substitute
in Equations (4) and (6). Then, Equations (10) and (11) express the Lagrange functions,

respectively:
Lk( = 0)= λPh (10)

Lk( = 1)= log2

(
1 +

PtH
σ2

)
(11)

Therefore, the optimal solution, *, of Equation (7) is provided in Equation (12) and is
as follows:

* =

{
1, log2

(
1 + PtH

σ2

)
> λPh

0, else
(12)

Hence, for a given value of λ, * can be obtained from (12) according to the channel
state in each time slot. Let λ* be the optimal dual variable, which is associated with the
required minimum harvested energy value m in Equation (5). The optimal dual variable
λ* is found using iterative search until the average energy meets the minimum energy
constraint, i.e., | E[ ( )] − m |≤ δ. The proposed optimal resource allocation scheme
is based on the optimal TS strategy according to the channel state in each time slot in
Equation (12). Based on the value of Ph in Equation (3) and * in Equation (12), we
define two channel gain functions CG1 and CG2 with respect to the channel power gain in
Equations (13) and (14), respectively:

CG1(H) = log2

(
1 +

PtH
σ2

)
−λ* ε HPt (13)

CG2(H) = log2

(
1 +

PtH
σ2

)
−λ* Pm (14)

Evidently, Equation (13) is a combination of logarithmic and linear functions, hence,
solving it is performed by traversing the value of H from 0 until the difference is approx-
imately 10−6, and thus, CG1(H) = 0. Then, we can determine an approximate nonzero
H1. Also, λ is found when G1(H) increases in range (0, H1). As CG1(0) = 0 and CG1(H1)

= 0, when H∈(0, H1), CG1(H) > 0. From Equations (3) and (12), log2

(
1 + PtH

σ2

)
>λ*Ph;

log2

(
1 + PtH

σ2

)
> λ* ε HPt; hence, * = 1. Similarly, CG2(H) is an increasing function,

when H ∈ (H2, ∞), where H2 is a nonzero real root of CG2(H) = 0. Then, when H∈ [H1,
H2], * = 0. The optimal TS strategy is provided in Equation (15):

* =

{
1, H < H1 or H > H2

0, H1 ≤ H ≤ H2
(15)

The optimal TS thresholds H*1 and H*2 depend on the optimal dual variable λ*
determined from Equation (5) where E[ ( (H))] = m. The average energy collection
depends on the probability density function of H, fH(x), and is provided in Equation (16)
and is as follows:

E[ ( (H))] =
∫ Hth

H1

ε xPtfH(x)dx+
∫ H2

Hth

Pm ∗ fH(x)dx (16)

The optimal resource allocation scheme first divides the information block K into k
time slots. For each time slot, k (1 ≤ k ≤K), the optimal TS thresholds H*1 and H*2 are
found by applying algorithm, and the channel gain Hk is compared to H*1 and H*2. The
receiver will switch to ID if Hk < H*1 or Hk > H*2; otherwise, the receiver will perform EH.
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4. Simulation Results

In this section, simulation results for the proposed optimal resource allocation scheme
are presented. In each time slot k, the channel obeys the Rayleigh distribution. The
distance between the source node and the destination node is d = 5 m, and the pathloss
exponent m = 2.0, and. The power transmitted, Pt = 1 W, m = 5 mW, Pm = 24 mW,
Hth = Pm/ε Pt. The energy efficiency with various SNR [5,15] is analyzed for different
values of transmission power Pt. For verification purposes, the proposed resource allocation
scheme is compared with [16] in terms of the energy efficiency (εf) of a system that is defined
as the ratio of the total achievable rate to the total power consumption as described in
Equation (17). Hence, the average energy efficiency “Ef is provided by Equation (18).

εf = R( )/(Pt − E
[ ( )]

) (17)

“Ef =
1
K∑K

ts=1 εf(ts) (18)

In Figure 2, as the transmit power increases, the average energy efficiency, “Ef, decreases
in the region where SNR is 15 dB or 25 dB, whereas it stays unchanged when SNR is 5 dB.
This is because the receiver of the traditional scheme will waste the power in the nonlinear
regions, thus resulting in a bigger gap. The proposed scheme improves the average energy
efficiency by 20%, 10%, and 5% when SNR = 25 dB, 15 dB, and 5 dB, respectively.

 

Figure 2. Average energy efficiency versus power.

In Figure 3, as the distance increases, the average energy efficiency decreases. In the
intermediate regions where SNR = 15 dB and 25 dB, the gap between the traditional scheme
and the proposed scheme becomes obvious due to the saturation characteristic of the EH
model. In Figure 4, as the minimum required harvested power increases, the average
energy efficiency of the traditional scheme decreases, whereas it remains unchanged with
the proposed scheme.
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Figure 3. Average energy efficiency versus distance.

 

Figure 4. Average energy efficiency versus minimum required harvested energy.

5. Conclusions

In this paper, an optimal resource allocation scheme for point-to-point SISO SWIPT
systems with a nonlinear EH model is presented. The proposed scheme is based on TS
to maximize the average information rate by which the receiver performs information
decoding in the regions of either low or high SNR, whereas switching to energy harvesting
is performed in the intermediate region. In comparison with the traditional TS resource allo-
cation scheme, the proposed scheme improves energy efficiency with different transmission
powers by 20%, 10%, and 3% for high-SNR, medium-SNR, and low-SNR regions, respec-
tively. We have also investigated the impact of the minimum required harvested energy
on the average energy efficiency performance. It has been demonstrated that the average
energy efficiency decreases with the increase in the minimum required harvested energy for
the traditional TS allocation scheme, whereas it is hardly affected for the proposed scheme.
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Abstract: Microelectromechanical systems (MEMSs) are small-scale devices that combine mechanical
and electrical components made through microfabrication techniques. These devices have revolution-
ized numerous technological applications, owing to their miniaturization and versatile functionalities.
However, the reliability of MEMS devices remains a critical concern, especially when operating in
harsh conditions like high temperatures and humidities. The unknown behavior of their structural
parts under cyclic loading conditions, possibly affected by microfabrication defects, poses challenges
to ensuring their long-term performance. This research focuses on addressing the reliability problem
by investigating fatigue-induced delamination in polysilicon-based MEMS structures, specifically at
the interface between SiO2 and polysilicon. Dedicated test structures with piezoelectric actuation and
sensing for closed-loop operation were designed, aiming to maximize stress in regions susceptible
to delamination. By carefully designing these structures, a localized stress concentration is induced
to facilitate the said delamination and help understand the underlying failure mechanism. The
optimization was performed by taking advantage of finite element analyses, allowing a compre-
hensive analysis of the mechanical responses of the movable parts of the polysilicon MEMS under
cyclic loading.

Keywords: MEMS; reliability; fatigue and fracture; geometry optimization

1. Introduction

In the realm of microelectromechanical systems (MEMSs), the fusion of miniaturized
mechanical and electrical components through microfabrication techniques has spear-
headed a technological revolution. These devices have demonstrated immense potential for
multiple applications, driven by their compact form and multifaceted functionalities [1–4].
However, amid the proliferation of their application, the crucial concern of reliability looms
large [2,5–7], particularly when they are exposed to challenging operational conditions
such as high load cycles, elevated temperatures, and high humidities [8]. A thorough
assessment of their mechanical reliability stands as a crucial requirement to propel the
ongoing development of MEMSs.

The dominance of polycrystalline silicon in crafting MEMSs designed to sustain high-
frequency oscillations is driven by its exceptional mechanical properties, outperforming
many alternative materials. Despite its inherent brittleness and the absence of dislocation
motion at temperatures below 900 ◦C, its operating conditions do not typically induce
fatigue mechanisms [5,8]. Nevertheless, in some cases, MEMS devices exhibit heightened
susceptibility to environmental factors that impact both the mechanical and electrical
characteristics of the device. Paradoxically, fatigue stands as one of the critical failure
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mechanisms in such systems, highlighting the importance of thorough consideration and
analysis of the mechanical properties of polysilicon [9–15]; see also [16,17].

An additional failure mode, likely to manifest under cyclic loading due to elevated
interfacial stress levels and often in conjunction with fatigue, is delamination. This localized
cracking-like failure mode typically occurs at the interface between silicon dioxide and
polycrystalline silicon. The fatigue and delamination phenomena both lead to a progressive
shift in resonance frequency, structural stiffness (also affected by uncertainties at the
microscale; see [18–22]), and electrical resistance, thereby affecting the long-term reliability
of these devices [9,23–25].

Effectively replicating fatigue failures through experimental tests requires the utiliza-
tion of setups enabling relatively high-frequency testing, ideally in the range of kHz. Such
high-frequency driving enables a significant number of cycles to be achieved within a
reasonable timeframe, which is critical for an accurate fatigue analysis. In this context,
on-chip tests emerge as the optimal choice, given their capability to operate over large
frequency ranges [26].

By employing purpose-built test structures leveraging piezoelectric actuation and
sensing for closed-loop operation, this research seeks to optimize the stress field within
the movable structure of ad hoc-designed MEMS test structures. We take advantage of
finite element analyses to enhance the stress concentrations at the interface between SiO2
and polysilicon in order to possibly induce fatigue-driven delamination. The optimization
procedure is based on static analyses to obtain an idea of the best shape of the mechanical
parts to induce a large stress concentration at the said interface, thus leading to the failure
analysis in the experimental section to follow.

2. Materials and Methods

As anticipated, a polysilicon-based MEMS test structure was ad hoc designed to
maximize the stress concentration, possibly leading to delamination-driven failure modes.
The optimization of the geometry of the structure was made possible by the finite element
software COMSOL Multiphysics®, through its MEMS module [27].

Figure 1 displays the initial geometry used for the optimization process, which is a
bridge-like test structure actuated in bending mode. The main material layers are single-
crystal silicon and silicon dioxide, on top of which the polycrystalline silicon movable
structure is laid. In addition, four PZT-based patches are used for actuation and sensing,
as highlighted in red in the figure. The shape optimization procedure was carried out by
varying the length of the beam connecting the plate and the SiO2–polycrystalline silicon
interface and also by allowing for the following constraints:

• The failure-governing principal stress component at the interface should be as high as
possible, ideally close to 1 GPa, in order to speed up the fatigue tests.

• The stress field in the polysilicon layer should not exceed the one at the interface to
avoid inducing brittle cracking in the latter region [28–39].

The numerical investigation includes two types of analysis (see Figure 2): (i) a sta-
tionary analysis performed on the entire structure and characterized by a coarse mesh
optimized to achieve a trade-off between accuracy and computational cost requirements;
(ii) a stationary analysis performed only on the region under study, namely on the central
portion of the device, characterized by a finer mesh optimized to achieve accuracy in
terms of the stress field. To take into account the non-linear geometric effects linked to the
deformed configuration of the structure, a sufficiently high driving voltage is adopted in
the first stationary analysis. Afterward, this solution is used as the starting configuration
for the evaluation of the stress field using the finer mesh of the second analysis.
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Figure 1. Sketch of the polysilicon-based MEMS test structure.

 

(a) (b) 

Figure 2. (a) Coarse mesh of the entire structure; (b) refined mesh on a smaller part of the structure.

The mechanical properties of the main materials that make up the test structure are
gathered in Table 1. The properties of single-crystal silicon in the <100> crystallographic
direction are shown [40].

Table 1. Electromechanical properties of the main materials of the test structure.

Material Thickness (μm) Mass Density (kg/m3) Young’s Modulus (GPa) Poisson’s Ratio Shear Modulus (GPa)

Single-Crystal Silicon 110 2330 130 0.278 79.6

Silicon Oxide 1 2200 70 0.17 29.9

Polycrystalline Silicon 13 2320 160 0.22 65.6

PZT 2 7600 70 0.33 26.3

3. Results and Discussion

A series of stationary analyses were conducted for a beam length, L, ranging between
60 μm and 300 μm at a given applied driving voltage. Taking advantage of the 3-1 piezoelec-
tric coupling mechanism of the PZT, an axial deformation of the beam is induced, leading
to a bending-dominated structural deformation mode and, therefore, to displacements in
the out-of-plane z-direction. With the structure being fully constrained at its two side ends,
the load is transmitted through the beam and measured through the deflection at the center
to also quantify the induced solution at the interface where the stress must be intensified.

The results of the local analyses featuring the finest mesh are depicted in Figure 3. It is
shown that, as expected, for very high values of L, the structure becomes very compliant,
as highlighted by the large deflection values attained, and the stress transmitted to the
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SiO2–polysilicon interface becomes very small if compared to the stress exhibited in the
polysilicon layer, specifically along the rounded corners highlighted in red in the figure. As
the beam length, L, decreases, the vertical displacement at the middle point decreases as
well due to a stiffening of the structure, along with the principal stress in the rounded region.
On the contrary, the stress at the SiO2–polysilicon interface keeps increasing until it reaches
a maximum value of about 800 MPa, notably higher than the stress in the polysilicon,
amounting to about 700 MPa. Afterward, the stress at the interface starts to drop due to
the constrain joint at the center of the movable plate, which induces a stress redistribution
throughout the entire structure.

(a) (b) 

Figure 3. Effects of the beam length (L): (a) on the maximum stress in the polycrystalline silicon
domain (dashed line) and on the SiO2–polycrystalline silicon interface (continuous line); (b) on the
out-of-plane displacement or deflection at the central point, highlighted by the black circle.

4. Conclusions

In this study, a new design for a MEMS test structure based on piezoelectric actuation
and sensing for closed-loop operation was reported. By means of finite element analyses, its
geometry was optimized in order to maximize the stress at the SiO2–polysilicon interface,
as a concentration can lead, in real-life situations, to delamination events. A maximum
stress equivalent to about 800 MPa was attained, which resulted in being higher than the
stress in the polysilicon to increase the probability of a localized crack-driven failure at
such an interface and close to the target value of 1 GPa needed to speed up the fatigue tests.

These findings will be further developed by taking into consideration other geometric
parameters in the optimization process that may lead to a higher stress intensification at the
interface. The actual dynamic response of the structures to a sinusoidal, time-varying elec-
tric potential will also be assessed and compared to the outcome of an experimental study.
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Abstract: Prognostic studies of industrial systems essentially focus on health deterioration analysis
that has recently been oriented toward data analytics and learning systems. In general, real degra-
dation phenomena suffer from complex drifted data in which degradation patterns are hidden and
change over time. Accordingly, such a process requires a well-structured processing and extraction
mechanism to reveal such patterns, which facilitates the transition to other model reconstruction and
investigation tasks. In this context, to provide additional simplicity of data processing in the field, a
complete software package is designed and grouped into a single function that is fully automated and
does not require human intervention. The package named ProgMachina (i.e., prognostic machine)
provides a featured list of processed features from a life cycle that passed through denoising, filtering,
outlier removal, and scaling process to ensure data significance in terms of degradation. The package
allows for the use of a time window with a specific overlap to ensure that the scanning process of
all possible degradation patterns is properly done. Additionally, an exponential function is used to
identify a corresponding health index of degraded signals. In addition, a set of well-known metrics is
used to assess the degradation of extracted features. Data visualization and many previous experi-
ments on machines show the effectiveness of such a methodology in terms of obtained prediction
accuracy and degradation assessment. The package is designed with Matlab software and made
available online to be exploited in similar fields.

Keywords: degradation; feature extraction; health index; machine learning; prognostics and health
management; remaining useful life

1. Introduction

Nowadays, prognostic studies rely heavily on data analysis and learning systems
for condition monitoring rather than highly complex traditional physics-based modeling.
Physics-based modeling is primarily needed when the systems under study are both safety-
critical and financially expensive, rarely fail under working conditions, and cannot be
subjected to real deterioration or accelerated aging laboratory experiments. However,
physics-based modeling is used for generative modeling and is also hybridized with
learning systems to ensure efficient predictions. In this case, the acquisition, extraction, and
processing of run-to-failure data are crucial steps for data analysis and reconstruction of the
learning model [1]. When it comes to building a learning model for system prognostics, run-
to-failure is usually a challenge of complexity and data drift, while degradation patterns are
hidden and buried with ever-changing noise and different distortion patterns, respectively,
resulting from harsh system operating conditions. In this case, training a learning model
with such data will certainly mislead the predictions and over-fit the model. In this context,

Eng. Proc. 2023, 58, 83. https://doi.org/10.3390/ecsa-10-16222 https://www.mdpi.com/journal/engproc110



Eng. Proc. 2023, 58, 83

the need for a well-structured feature extraction and processing methodology is urgent to
ensure that data are well presented in terms of providing a reliable source of information to
improve the performance of the learning model.

In the literature, many paths have been proposed, including most importantly, denois-
ing, extraction, and outlier removal. Accordingly, since these methodologies are proven
to be necessary for progressive degradation analysis in terms of prognostics studies, the
main goal of this paper is to combine them as a single and full package as an important
contribution to facilitating such a complex process. In this case, this paper introduces
ProgMachina, a full package designed specifically to deal with such run-to-failure data
features passing via different important steps. Each of these steps is used to uncover and
extract degradation patterns from row data of entire life cycles. The package also allows
for the release of an exponentially deteriorating health index for the intended life cycle.

This paper is organized as follows: Section 2 represents the package descriptions,
its main features, and its relationship with run-to-failure data besides some illustrative
examples. Section 3 is specifically dedicated to introducing the impact of this package on
prognostics studies, while the conclusion is dedicated to limitations and future improve-
ments of the package.

2. ProgMachina Package Description

ProgMachina is a function designed in Matlab software (https://www.mathworks.
com/products/matlab.html, accessed on 14 November 2023) to deliver well-processed
run-to-failure data with a corresponding health index (HI) ready to feed a learning system
for training and evaluation. Table 1 gives further details about the metadata of the package.
ProgMachina allows the acquisition of a run-to-failure dataset per life cycle (i.e., a single
degradation unit from normal operating conditions to a complete failure of the system),
which is organized vertically as observations and channels (i.e., different sensor measure-
ments) only and uses them to generate an extracted and well-prepared list of features and
corresponding HI. According to previous literature [2], ProgMachina follows specific steps
of extraction, denoising, and outlier removal as the main steps of uncovering hidden degra-
dation patterns in provided life cycles, while smoothening, filtering, and scaling brings
further enhanced representations and builds strange connections and correlations between
data samples. Accordingly, this section is dedicated to exploring such steps in detail.

Table 1. Important metadata of ProgMachina.

Package Name ProgMachina

Current code version v1.0.0
Permanent link to the software https://doi.org/10.5281/zenodo.8174085

Software code languages, tools, and services used Matlab
Compilation requirements Matlab ≥ r2023a

Logo

2.1. Features Extraction

A set of well-used features in the literature is included in ProgMachina. These features
include mean, standard deviation (Std), skewness, kurtosis, peak to peak, square root of
the arithmetic mean (RMS), crest factor, shape factor, impulse factor, margin factor, energy,
mean value spectral kurtosis (SKMean), standard deviation of spectral kurtosis (SKStd),
spectral kurtosis of skewness (SKSkewness), and spectral kurtosis of kurtosis (SK kurtosis).
More details of these features background and their mathematical background can be
found in the following references [3]. These features are extracted for each time window
that overlaps all over the signal and have been selected as they are well-known signal
descriptors and used for such slowly evolving degradation process analysis while reducing
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problem complexity and prevent information loss [4]. It should be mentioned that these
features need further analysis of whether they describe a degradation mechanism or not.
In this case, metrics like Monotonicity, Tenability, Prognosability, and Robustness (MTPR)
are well investigated for such purposes [4]. Accordingly, ProgMachina also includes such
metrics to further provide insights about the degradation ability of extracted features
and also to provide further information about feature selections. The goal of measuring
MTPR is to guarantee that the signal is monotonic to specific degradation trends and
given in a meaningful way through the degradation path reflecting actual system health,
while prognosability mainly indicates the possibility of separating faulty and healthy
degradation patterns.

2.2. Denoising

Slowly evolving degradation processes are well known with the complex dynam-
ics resulting in a very complex feature space with higher levels of noise with unknown
sources [5]. In this context, the collected features unquestionably need to be subject to a
noise reduction procedure. ProgMachina offers an empirical Bayesian wavelet transfor-
mation to create more reliable representations by reducing the amount of noise of such
features. This method successfully minimizes the effect of noise in the feature space by
combining a Cauchy prior with a posterior median threshold rule [6,7]. This process is
accomplished by including the default “wdenoise(---)” Matlab function.

2.3. Outlier Removal

Besides the existence of noise in recorded signals as well as per extracted features, dif-
ferent random pulses of higher magnitude disturbances can be found in such a degradation
process. Therefore, an outlier remover is necessary to eliminate/reduce their effects on the
recorded data. Subsequently, the denoised characteristics of the entire tire life cycle will
be further processed using an outlier removal tool. This distinct outlier removal approach
was implemented to distinguish differences in data characteristics. The removal of outliers
was carried out by default, using a moving median function “rmoutliers(---)” [8].

2.4. Smoothing and Filtering

Additional filtering and smoothing processes are required to further enhance sig-
nal quality and provide further appearance to degradation patterns. While the Markov-
switching dynamic regression model models data, we employed the state probabilities of
the active latent states in the regime transition for smoothing “smooth(---)”. It conducts
reverse recursion after performing forward recursion [9]. For the filtering process, an addi-
tional step of median filtering is involved to further enhance signal quality “medfilt1(---)”.

2.5. Scaling and Health Index Identification

A min-max normalization in the range [0, 1] is used as normal to unify feature mea-
surement scales after each process of denoising and smoothing and outlier removal. From
such data, ProgMachina defines a deteriorating HI according to an exponential function
(see Equation (2) from [10]).

2.6. Illustrative Example

As an illustrative example, a life cycle of bearing dataset generated from a mathe-
matical model is used in this case [11]. The dataset represents a vibration run-to-failure
measurement. Figure 1a is an example of vibration measurement while degradation grows
exponentially. ProgMachina is used to find out both features in Figure 1b and HI in Fig-
ure 1c. The extracted features are smoother, cleaner, and even more representative of
degradation than the original row signal and the HI signal. This is demonstrated by the
fact that Figure 1d,e,g show values closer to 1 for all features. This means that the features
reflect the degradation mechanism. Meanwhile, Figure 1f provides further instructions for
feature selection if dimensionality reduction is required.
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Figure 1. ProgMachina package inputs and outputs: (a) raw vibration data; (b) extracted and processed
features; (c) identified health index; (d–g) Monotonicity, trendability, prognosability, robustness.

3. ProgMachina Impact

ProgMachina as an easy-to-use single package is expected to draw several advantages
for prognostics studies including the most important ones listed as follows:

• Bringing more simplicity in learning model reconstruction;
• Needing less human intervention as everything is done automatically;
• Easily investigating the variability of new features by simply adding them to the open

source code;
• Providing a reliable source of information, especially by involving outlier removal

and denoising;
• Making the feature selection process further simplified by studying signal degrada-

tions metrics;
• Spending more time on developing learning systems rather than processing.

4. Conclusions

This paper has introduced ProgMachina, a full package for feature extraction and
processing degradation signals recorded from slowly evolving degradation processes. It
follows different important steps of extraction, denoising, outlier removal, smoothing,
filtering, and scaling to reach quality signals that can be used to feed learning systems
and prepare for investigations. We should mention that ProgMachina is built based on a
limited set of both time domain and frequency domain feature extraction and processing.
Therefore, future opportunities in improving such a package are to consider other features
and further signal processing tools to produce better quality and clean data with better
illustration of degradation. It is also important to consider the tempo-frequency domain.
Additionally, we can use methods of attribute reduction to define health indicators in a
new space whose evolution will surely be more linear.
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Abstract: An eddy current testing instrument is the core equipment for non-destructive testing (NDT)
in nuclear power plants, and its performance is of great significance to ensure the safety of nuclear
power units throughout their life cycle. At present, mainstream eddy current instruments use analog
circuits for signal processing, whose structure is complex, and there are shortcomings such as large
noise and weak anti-interference ability. To improve the performance of eddy current instruments,
this paper creatively proposes a digital signal processing method. In this method, ARM+FPGA is
used as the core of signal processing, and a DFT digital signal processing algorithm is used instead
of traditional hardware detection circuits to complete the processing of eddy current signals. The
parallel DFT operation is realized in the algorithm, and up to 10 superimposed signals of different
frequencies can be operated simultaneously, which further improves the detection efficiency of the
instrument. The measured results show that the digital instrument designed in this paper greatly
simplifies the hardware circuit, reduces the overall electronic noise level, and improves the signal-to-
noise ratio and detection efficiency. The instrument supports BOBBIN, MRPC and ARRAY detection
technologies, which fully meets the application needs of NDT in nuclear power plants.

Keywords: eddy current instrument; Discrete Fourier transform (DFT); nuclear power plants; signal
processing

1. Introduction

Eddy current testing technology is a non-destructive testing (NDT) method based
on the principle of electromagnetic induction [1]. If the defect in a conductor interferes
with the trajectory of the eddy currents, the equilibrium state will be changed, and the
defect information can be obtained by detecting the change of the eddy current magnetic
field [2]. Figure 1a shows the trajectory of eddy currents in a defect-free conductor when
the excitation coil is applied. Figure 1b depicts the changes when there is a crack in
the conductor.

Eddy current testing is essentially a magnetic field disturbance problem that can be
calculated using the Maxwell equation. When the excitation signal changes in time har-
monics, its mathematical model can be regarded as a derivation issue from the beginning of
the time-harmonic electromagnetic field to the disturbance electromagnetic field generated
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by the defect. Taking the harmonic factor ejωt, ω > 0, the Maxwell equation can be written
as Equation (1) [3]. ⎧⎪⎪⎨⎪⎪⎩

∇ ∗ H = Js + (σ+ jωε)E
∇ ∗ E =− jωB
∇ ∗ B = 0
∇ ∗ D = ρ

(1)

where H is the magnetic field strength, JS is the current density of the conductor surface,
D is the electric displacement, B is the magnetic induction, E is the electric field intensity,
and ρ is the bulk density of free charge. The solution of this equation is complex, and not
suitable for engineering applications.

  
(a) (b) 

Figure 1. (a) Distribution of eddy currents when there are no defects in the conductor, (b) distribution
of eddy currents when there is a crack in the conductor.

Further research shows that changes in various factors of conductors will cause
changes in impedance of the detection coil [1]. Eddy current detection can be abstracted
into monitoring impedance value of the sensing coil with the following functional formula:

Z = F(ρ,μ,x,f,r,h) (2)

where Z represents the detection coil impedance, ρ represents the conductivity, μ represents
the magnetic permeability, x represents the material defect, f represents the excitation coil
frequency, r represents the probe radius, and h represents the distance between the test
piece and the probe. In engineering applications, ρ, μ, f, r, and h are kept unchanged, so
that the correspondence between the sensor coil impedance Z and the material defect x can
be established. This makes eddy current testing easier to implement.

To facilitate defect analysis, changes in coil impedance are usually converted into
changes in the real and imaginary parts of the signal [1]. Figure 2b is an impedance plane
plot showing the trajectory of the impedance change of the test coil. Strip charts are formed
on the basis of impedance plane diagram. Figure 2a shows the strip chart in the horizontal
direction, representing the real part signal of the test coil; Figure 2c shows in vertical
direction, representing the imaginary part signal of the coil.
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(a) (b) (c) 

Figure 2. (a) Strip chart in horizontal direction, showing changes in real part of coil impedance;
(b) impedance plan, characterizing the trajectory of coil impedance changes; (c) strip chart in vertical
direction, showing changes in the imaginary part of coil impedance.

2. Implementation of Digital Eddy Current Testing Instrument

The eddy current instrument designed in this paper is mainly used for the NDT of
core components in nuclear power plants. To eliminate the influence of strong interference
signals generated by adjacent support plates, multi-frequency eddy current inspection
technology is required [4]. Multi-frequency eddy current testing refers to technology that
can be inspected at two or more operating frequencies simultaneously. The mixing channel
superimposes the response signals of different frequencies to eliminate the response signal
of the support plate and extract the defect signal. In the eddy current test of the heat transfer
tube of the steam generator, five frequencies are generally used at the same time [4]. This
section focuses on how to implement a digital multi-frequency eddy current instrument.

Figure 3 is the schematic diagram of the digital eddy current signal processing method,
the main functions of which are implemented by ARM+FPGA. ARM is used for interaction
with the host computer, receiving configuration information, and uploading detection data.
FPGA is mainly used to control the generation of excitation signals and the extraction of
detection signals.

Figure 3. Digital eddy current signal processing.

The specific implementation process is described as follows:

1. Digitization of excitation signals.

Depending on the characteristics of the object to be inspected, different combinations
of frequencies are set. Figure 3 shows the flow when configuring five different frequencies.

Each frequency can be individually configured for its frequency, phase, and amplitude.
The sinusoidal signals of different frequencies are converted into digital sine waves through
Direct Digital Frequency Synthesis (DDS) technology. DDS is based on sampling theory,
sampling the signal waveform at very small phase intervals, and calculating the amplitude
corresponding to the phase to form a phase-amplitude table for generating the desired
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waveform [5]. The resulting excitation signal has the advantages of high resolution and
fast conversion speed, and its stability and accuracy are improved to the same level as the
reference frequency, and fine frequency adjustment can be performed over a wide range.

As shown in Figure 4a, the excitation signal of an eddy current instrument usually uses
continuous sine waves, which is easy to implement. In the application, a continuous signal
of a specific length is intercepted according to the set eddy current signal sampling rate
( fs) and, for subsequent calculations, the specific length is called timeslot (T). It is easy to
obtain T = 1/ fs. It is difficult for T to be exactly an integer multiple of the excitation signal
period, resulting in inconsistency in each intercepted signal, affecting the detection results.

 
(a) (b) 

Figure 4. (a) Continuous sinusoidal signals, (b) repeated sinusoidal excitation signals.

As shown in Figure 4b, in this article, DDS is used to generate stable repetitive signals
to ensure that the excitation signal is the same in each timeslot, so that the ADC sampling
values are identical under the same defects. Enhance the repeatability of the instrument’s
response to the same defect.

2. Excitation signal and detection signal processing.

The digitized sinusoidal signals are superimposed by calculation ∑i Ai cos(2πωit + φi),
and it should be noted that when superimposing, the phase of different frequencies needs to
be adjusted to avoid signal peaks superimposed together and cause amplitude overrange.

Then, the digital signal is converted to analog by DAC, where the signal has no drive
capability and needs to be amplified by a power amplifier to drive the excitation probe.

The induced signal generated on the detection coil contains a lot of high-frequency
noise that needs to be filtered out by a low-pass filter. The amplitude of the detection signal
is generally only a few millivolts, which is prone to attenuation, and when attenuated to a
certain extent, it will become an invalid signal. Therefore, this method adds an amplifier to
the detection circuit to further improve the signal quality and anti-interference ability.

3. Discrete Fourier Transform (DFT).

Using DFT to complete signal parsing is core of this method, which is detailed below.
The amplified detection signal is converted into digital signal after AD conversion.

The digital signal is a multi-frequency superimposed signal, which contains the defect
information of the inspected object, and the real and imaginary parts corresponding to
each frequency signal need to be calculated to complete the signal analysis. The analytical
method adopted in this paper is to make DFT of the multi-frequency detection digital signal
at the set frequency point, through which the signal is transformed from time domain to
frequency domain, the spectral structure of each different frequency signal is separated,
and the real and imaginary parts of each frequency signal are calculated at the same time.

The detection signal obtained by the ADC conversion is a discrete time-domain signal,
based on the principle of signal processing, and it can be expressed in form of Equation (3).

x[i] = ∑N/2
k=0 ReX[k]cos(2πki/N) + ∑N/2

k=0 ImX[k]sin(2πki/N) (3)

The DFT is calculated using the correlation-based method, and formulas are as fol-
lows [6]:

ReX[k] = ∑N−1
i=0 x[i]cos(2πki/N) (4)

ImX[k] = −∑N−1
i=0 x[i]sin(2πki/N) (5)
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From Equations (4) and (5), it can be seen that the DFT transformation can extract the
real and imaginary parts corresponding to different frequency signals in the detection signal,
and (ReX[k], ImX[k]) can be obtained, so as to complete the analysis of the detection signal.

Improper use of the DFT method will lead to spectrum leakage; that is, the spectral
lines in the signal spectrum affect each other, so that the measurement results deviate
from the actual value, and some false spectra with smaller amplitudes will appear at
other frequency points on both sides of the spectral line [7]. From the perspective of the
time domain, DFT treats signals as infinitely long periodic signals when processing them;
therefore, the signal needs to be extended processing, and the non-periodic signal should
also be extended into a periodic signal. During splicing, if the repeated fragments can
be spliced exactly to be consistent with the original signal, it is called perfect stitching. If
not, there will be sudden changes at the splicing point, resulting in the generation of other
frequency components, and the surrounding frequencies will bisect the frequencies in the
original signal, resulting in inaccurate frequency amplitude and spectral leakage [8,9].

In order to avoid spectrum leakage, this method conducted in-depth research on DFT
algorithm, and found that when the relationship of Equation (6) is strictly satisfied, there
will be no spectrum leakage at all, where M is the number of periods in time domain, N is
the number of sampling points, and Fs is the sampling frequency, Fin is the signal frequency.

M/N = Fin/Fs (6)

Because when the above relationship is satisfied, the repeated periodic signal can be
spliced exactly to coincide with the original signal, thus avoiding spectral leakage. Figure 5a
is the impedance plane when spectral leakage occurs, and Figure 5b is the impedance plane
when the relationship (6) is satisfied.

 
(a) (b) 

Figure 5. (a) Impedance plane plot when spectral leakage occurs, (b) normal impedance plane.

Then, the parsed (ReX[k], ImX[k]) values are transmitted to the host computer for pro-
fessional analysts to complete the analysis and evaluation of eddy current detection results.

3. Advantages of Digital Eddy Current Instrument

Compared with the eddy current instrument using analog circuits for signal processing,
the digital instrument designed in this paper mainly has the following advantages:

1. Higher detection efficiency.

Due to the limitations of the implementation mechanism, the analog eddy current in-
strument uses hardware multiplier to extract the detection signals. The hardware detection
circuit needs to complete the extraction of different frequency signals in order, which is
inefficient and can only set up to five different detection frequencies simultaneously.

The digital eddy current meter can use the computing power of the FPGA to extract the
real and imaginary parts of different frequency signals in parallel, which greatly improves
the detection efficiency, and this method can support up to 10 signals of different frequencies
at the same time, expanding the application scenarios of the instrument [10].

2. Higher signal-to-noise ratio.

It can be seen from the principle of DFT that when doing N-point DFT operation on
the signal of a certain frequency, because the signal is superimposed in phase, sampling
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N times will increase the amplitude in the frequency domain by N times, and the signal
power will increase by N2 times. There is white noise in the detection signal, the DFT
operation of noise is non-in-phase superposition, the amplitude of the noise signal increases
by

√
N times in the frequency domain, and the noise power increases N times. Therefore,

the signal-to-noise ratio (signal power divided by noise power) of the digital instrument
increases N times.

Analog instruments, on the other hand, extract effective signals through hardware
circuits without improving the signal-to-noise ratio. When the noise floor is large, there
is a risk that the measured signal will be drowned out by strong noise in engineering
applications.

Therefore, the digital instrument designed in this paper has a higher signal-to-noise ratio.

3. Greater dynamic range.

Figure 6a shows the circuit block diagram of an analog eddy current instrument,
which has a complex circuit structure. The digital instrument, on the other hand, uses
high-performance 24-bit ADC with a signal-to-noise ratio of up to 100 dB, enabling a large
dynamic range in the digital domain and greatly improving the ability to acquire tiny
induced signals. In addition, the multi-stage amplification circuit and program-controlled
circuit at the front end of the analog circuit are simplified, the influence of the analog
circuit on the induced signal is reduced, and the performance of the eddy current meter
is improved.

 
(a) (b) 

Figure 6. (a) Circuit diagram of analog instrument, (b) circuit diagram of digital instrument.

4. Application Testing and Conclusions

4.1. Application Testing

The eddy current instruments designed in this paper have been successfully applied
to non-destructive testing of nuclear power plants with excellent test results. Wear damage
in heat transfer tubes in nuclear power plants is often difficult to measure; Figure 7 shows
the results obtained by testing the wear damage of the same heat transfer tube separately
using the digital eddy current instrument designed in this article and the traditional analog
instrument. It can be seen that the digital instrument has a higher signal-to-noise ratio, and
the result is much clearer, which is conducive to analysis.

  
(a) (b) 

Figure 7. (a) Test result of digital instrument, (b) test result of analog instrument.
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To better present the results, 3D imaging techniques were used in this design. Figure 8
shows the 3D imaging obtained when performing a heat transfer tube eddy current inspection
using an array probe. The “+” sign in the figure is the position of the cursor, and the signal
of the coil indicated by this cursor is shown on the left side of the figure. This allows the
location and size of the various injuries in the tube to be clearly seen, so that the analysis can
be completed more accurately.

Figure 8. Array probe 3D test results.

4.2. Conclusions

Through scientific research on eddy current detection, this paper creatively puts for-
ward the design scheme for a digital eddy current instrument, solves a series of problems
such as architecture design, signal-to-noise ratio improvement, anti-electromagnetic inter-
ference, high-speed data processing, and three-dimensional data imaging of the digital
eddy current instrument, and finally realizes the successful research and development of a
high-end eddy current instrument. The research and development results mentioned in
this paper have been successfully applied to eddy current testing in many nuclear power
plants, providing a guarantee for the safe and stable operation of nuclear power plants.
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Abstract: The human population continues to grow, and specific efforts must be made in order
to meet foreseeable food demands. In this paper, it is suggested that an IoT-based fuzzy control
system be used for smart soil monitoring systems. This study is based on the semi-arid regions
of India. A fuzzy classifier is used to categorize the real-time data into three parameters, such as
sodium, potassium, and calcium, based on the proposed model, which gets trained from a dataset
and then chooses the optimal solution. The real-time data are collected from NPK sensors, which
are suitable for sensing the content of nitrogen, phosphorus, and potassium in the territory, which
helps in determining the fertility of the soil by facilitating the systematic assessment of the soil
condition. With the aid of this system, a farmer would be able to monitor soil health in a real-time
environment and also track the growth of their plants. Farmers will be able to enhance productivity
while decreasing resource waste with the aid of an IoT-enabled fuzzy system. Experimental data
have been collected from Mahoba district, Uttar Pradesh provinces in India, and the results show
that the suggested system is a more reliable and precise concept used for precision farming that will
certainly enhance the overall production of crops with better quality. These results obtained with the
help of the proposed model system have been compared with the existing one with data accuracy
that has been improved and well accepted.

Keywords: soil health; fuzzy logic controller; internet of things

1. Introduction

A networked machine ecosystem is a fitting way to define the Internet of Things [1].
This technology has the potential to be widely used in agriculture for crop production
improvement and soil health detection. Sensors are frequently employed to monitor soil
parameters important for crop development [2]. Farmers receive several forms of data
from the sensors, which are processed to improve agricultural productivity [3]. These
sensors are managed by software applications designed expressly for this purpose. Sensors
are used primarily for monitoring and control, security and warning, and diagnostics
and analysis. It moves farming one step closer to self-sufficiency and independence from
human involvement [4]. This study covers the IoT technology based on fuzzy logic that
is used to monitor soil health in semi-arid locations. To make optimal judgments for
precision agricultural activities, the research focuses on sensor technologies for real-time
data collection and fuzzy logic controllers (FLCs) [5] for approximate decision-making. This
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research looks at the uses of various sensors in the agricultural process. These products
are for sale in the marketplace. How these sensors are employed in different types of
farms and how they benefit farmers, consumers, and the economy [6,7], the materials and
procedures used for the testing, the study area, a brief overview of the NPK sensor, fuzzy
logic controller, and suggested technique for alert generation system are all included in
Section 2 of the paper. Section 3 describes the modeling of various sensor parameters and
fuzzy variables. Section 4 details the system’s performance study and comparison with
existing systems. Section 5 discusses the conclusion and improvement plan.

2. Materials and Methods

Dry areas with an aridity index of 0.20 to 0.50 are referred to as semi-arid zones [8].
Due to historical land use, semi-arid soils commonly experience degradation, which leads
to low levels of soil organic carbon (SOC) and poor structure. Human-caused erosion,
salinity, and deterioration pose significant difficulties to semi-arid soils. Our research is
centered on the Mahoba district of Uttar Pradesh, India, which is classified as semi-arid. We
put up numerous sensors in one area to collect datasets for the construction of fuzzy rules
based on the proposed model. We use real-world inputs from a few selected sensors for
testing. Figure 1 displays the recommended model’s block diagram, which is made up of
five parts. The first section is concerned with the design of NPK sensors, while the second
part is concerned with converting the analog signal to a digital signal (obtained from the
NPK sensors). The third step is to create the fuzzy logic controller and inference rules based
on the acquired dataset. The fourth step is to install the model in a cloud database, and the
fifth step is to generate alarm messages.

 

Figure 1. Study location of Mahoba district, Uttar Pradesh provinces in India (credit to Google map
of geo-tagged image).

2.1. NPK Sensor

The NPK sensor [9] setup includes four 10K resistors to detect the nutrients present in
the soil while guarding against LED current overload. To determine the nutritional level of
the soil solution, LEDs first transmit light into it. The colorimetric principle states that the
chemical composition of the soil affects how much light will be reflected from the solution.
An LDR absorbs this light (using the concept of photoconductivity), and the amount of light
absorbed will be recorded. The quantity of light absorption (A) in the LDR will calculated
using the Beer–Lambert equation, in Equation (1).

A = K × l × c (1)
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where ‘l’ stands for the length of the light path, ‘c’ is the solution concentration, and ‘K’
stands for the molar absorptivity. Equation (2) states that the resistance level (RL) in a
light-diffusing device (LDR) impacts how much light will reflect per unit of area (Lux), and
Equation (3) uses this information to compute the output voltage across an LDR.

RL =
500
Lux

(2)

Vo = I × RL (3)

The voltage that results shows the nitrogen, phosphorus, and potassium concentrations
in the test soil along with the data gathered by the sensor.

2.2. Fuzzy Logic Controller (FLC) for Soil Analysis

A mathematical concept called fuzzy logic deals with information that is imprecise.
Fuzzy logic, as opposed to conventional binary logic, allows the representation of degrees
of truth. A FLC is a decision-making system that interprets and reacts to input data
using fuzzy logic concepts. The inference engine infers the correspondence fuzzy value
with the aid of pre-defined fuzzy rules available in the knowledge base, and finally, the
defuzzification block converts the fuzzy output value to the corresponding crisp value [10].
The fuzzy logic controller’s block design is in Figure 2. It receives input data from an
NPK sensor and fuzzify it to translate it into desired language phrases (in Figure 3). The
inference engine determines the correspondence fuzzy value using pre-defined fuzzy rules
from the knowledge base, which is subsequently translated into a corresponding crisp
value by the defuzzification block [10].

Figure 2. Proposed structure of FLC.

Figure 3. Schematic flow of IoT-based soil health-monitoring module.

2.3. Alert Generation System Using IoT

Analog signals are sensed by an NPK sensor connected to an A-to-D converter [11].
This produces a digital output linked to an Arduino device equipped with a WI-FI network-
ing module to carry out more investigation into the soil’s nutritional insufficiency. After
receiving the LDR output voltage, the first step is to run a Python program that employs a
fuzzy inference technique to diagnose soil nutrients.

A system with software is uploaded in accordance with the detected value, and it also
alerts the field owners about required fertilizer on a regular basis. The best fertilizer for the
soil is selected in the second stage using the results of the fuzzy rule system. This process
generates fertilizer in text form. The third stage of the program flow links the massage
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agent and transmits the message about fertilizer over the internet. The sensor value and
fuzzy logic system response are saved in the embedded program’s link to the Google Cloud
database for later use. The modeling of fuzzy input parameters and their correspondence
with fuzzy outputs is shown in Figure 4.

 
Figure 4. Modeling of the input and output linguistic parameters.

3. Modeling of Sensor and Fuzzy Parameters

The simulation program is used to transport data from the NPK sensor kit to the cloud
server and assess performance factors such as throughput, end-to-end latency, and average
jitter. It is accomplished by adjusting the network density. Table 1 shows the fuzzy rules
created by the fuzzy inference module and the associated output.

Table 1. Fuzzy inference rules generated by the system.

If N is Low and P is Low and K is Low then Health is Low
If N is High and P is Low and K is Low then Health is Medium
If N is Low and P is High and K is High then Health is High

The network protocols were implemented in Python3.8, and to assess network perfor-
mance, several simulated scenarios were developed. For testing the model, we chose ten
nodes. Similar setups, including internet servers with 6, 7, 14, 19, 23, and 35 nodes, were
used to analyze end-to-end throughput, latency, and jitter [12]. The implemented network
performance was tested in terms of scalability. The proposed system can deploy in real
time to examine any type of soil in semi-arid lands. The hardware settings for the sensor
nodes are shown in Table 2.

Table 2. Simulation parameters.

Sl. No. Parameters Values

1 Time of Simulation 300 s
2 Area Covered 1500 m × 1500 m
3 Frequency of Channel 2.4 GHz
4 Path Loss Free space
5 Propagation Limit −111 dBm
6 Transmission power 15 dBm

4. Results and Performance Analysis

The sensor’s active mode determines how much energy it uses. The proposed system’s
sensor has not been used for more than 24 h. Regular soil nutrient monitoring takes two to
three days, or roughly 36 h, during the crop’s growth. The crops grown in each agricultural
area determine the relatively low sensing frequency and data transfer to the cloud. The
proposed system outperformed the mentioned algorithms in the experiment using various
machine learning algorithms, as shown in Figure 5 [13–20]. We adjusted the frequency of
data transmission of numerous sensors to estimate energy conservation. Each sensor takes
less than 0.14 mJ of energy to detect, analyze, and transmit data.

126



Eng. Proc. 2023, 58, 85

 

92
93
94
95
96
97
98
99

100

DT RF
CA

TB
O
O
ST

KN
N

SV
M
(P
ol
y)

SV
M
(P
ol
y)

SV
M
(S
ig
m
oi
d)

SV
M
(S
ig
m
oi
d)

SV
M
(R
BF

)
M
LP

Accuracy

Accuracy
Proposed
System

Figure 5. Comparative performance analysis of proposed system.

Throughput, or data transport rate through a network, is changed with network
density. When analyzing throughput changes, the data transfer frequency is kept constant.
Over a node density of 20, the throughput reaches saturation. The average end-to-end
latency for every network density is calculated from the latency of the circuit (from the
sensor to the server). The average latency increases as node density climbs; as a result, the
shared network becomes increasingly congested during data transmission. The average
jitter, which varies with node density, is 4 ms. The experimental results show that the
suggested system can be deployed in semi-arid agricultural areas to improve soil health
and yields. The performance appears to be scalable, viable, and employable. Internet
agents (as depicted in Figure 6) send out SMSs about the appropriate fertilizer application
depending on the present soil nutrient level in accordance with the system’s output.

 

Figure 6. Alert message received by the land owner.

5. Conclusions

It is challenging to routinely evaluate soil nutrients in agricultural fields by conven-
tional testing methods. The suggested system notifies the farmer by SMS of the absence of
critical soil nutrients, specifically nitrogen, phosphorus, and potassium. It does this through
the system’s integrated NPK sensor and fuzzy system. The outcomes of the proposed
model performed are to better understand how the built IoT system works and to describe
its intended purpose. The experiment shows that the suggested system is an accurate,
low-cost, and intelligent Internet of Things (IoT) system that instantly alerts the farmer by
SMS about the fertilizer that needs to be applied at the right moment. This system might
be a helpful tool for farmers in the agricultural industry.
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Abstract: We have developed a new design for a photoacoustic (PA) cell particularly suited for quartz-
enhanced photoacoustic spectroscopy (QEPAS), where a quartz tuning fork (QTF) is used as a sound
detector for the PA signal. The cell is designed for the investigation of solid and semi-solid samples
and represents a unilateral open cylinder. The antinode of the sound pressure of the fundamental
longitudinal mode of the half-open cylinder occurs directly at the sample, where a measurement
is difficult. Therefore, the first harmonic is used. A small hole in the resonator wall at the location
of the pressure antinode allows signal detection outside the cylinder without (or only minimally)
changing the resonance conditions. This design is particularly simple and easy to manufacture. A
finite element (FE) simulation is applied to determine the optimal cell length for the given frequency
and the location of the pressure maximum. One difficulty is that the open end dramatically changes
the acoustic sound field. We answer the following research questions: where is the sound pressure
maximum located and do simple analytical equations agree with the results of the FE simulation?

Keywords: photoacoustic spectroscopy; QEPAS; solid samples; higher harmonics; resonator design;
FE simulation

1. Introduction

In photoacoustic spectroscopy, a sound pressure wave is generated by modulated
laser radiation. The molecules absorb the light energy by converting it into bending and
stretching oscillations and rotations or electronic transitions. The associated temperature
variation pulsates due to the modulated excitation, which leads to the development of
sound waves. Over a wide range, the sound pressure amplitude is proportional to the
concentration of the molecules under investigation. In contrast to gaseous samples, where
the photoacoustic signal is often generated over the length of the laser beam within the cell,
the signal of solid samples is generated directly at the surface of the sample or even slightly
below it [1,2].

Often, acoustic resonances of the sample cell are exploited to improve the signal-to-
noise ratio (SNR) of the PAS measurement. Special cells have been developed for the
photoacoustic investigation of solid samples, e.g., in a cuboid [3,4] or a T shape [5,6]. The
latter was also modelled using Finite Element Methods (FEM) and optimised concerning
the signal amplitude [7].

Recently, quartz tuning forks (QTF) with resonance frequencies beginning in the
kHz region are used to detect the acoustic signal. QTFs possess a high specificity for
separating noise in other frequency ranges from the signal. Further advantages are a high
frequency stability over a wide temperature range, insensitivity to magnetic fields and a
high resonance quality factor. Their low costs and small size make them suitable for small
sensors in mass production [8–10].
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In this article, we present the design of a half-open cylindrical resonator for the
photoacoustic investigation of solid samples particularly suited for QEPAS. One end of the
tube is tightly sealed by the sample. The laser beam enters at the opening on the other side.
The cell is considerably simpler to manufacture than a cuboid or T-shaped cell. The T cell
consists of two different cylinders coupled together. Often, the larger one is referred to as
the cavity cylinder and the one leading to the acoustic sensor as the resonance cylinder. The
sample is attached to the cavity cylinder and the sound generated there has to couple into
the second, geometrically much narrower resonance cylinder, which is accompanied by
an additional damping because impedance discontinuities between large and small pipes
usually lead to considerable energy losses [11]. It is expected that the signal of the new cell
will be significantly higher compared to the T cell.

The following section briefly comprises the theoretical background of sound propaga-
tion in a resonant cell in the case of the PA signal of a solid sample. Chapter 3 describes the
finite element (FE) model and the results of the simulation. Chapter 4 contains a discussion
and the study’s outlook.

2. Acoustically Resonant PA Cell

PAS experiments with solid samples have already been carried out by Alexander
Bell [12]. The absorption spectrum of solid samples can be observed more easily with
PAS than with conventional spectroscopy techniques since scattered light does not play an
important role in the PA signal. The primary source of the PA signal is the result of periodic
heat flow from the solid to the surrounding gas [13].

The SNR of the PA signal is intended to be enlarged by the resonator described here.
In the cylinder, a standing wave is developing due to reflections at the tube’s ends and the
superposition of the waves. If the radius a of the tube is much smaller than the wavelength,
the acoustic wave is basically longitudinal. At open ends, the sound wave does not undergo
a phase shift, whereas closed ends lead to a phase shift of 180 degrees. In this application
of a half-open cylinder, the tube will be in resonance if its length l′ and the frequency fm
are connected by the following equation [14]

fm =
(2m − 1)c

4l′ , m = 1, 2, 3 . . . (1)

Here, l′ = l + Δl, where l is the geometric length of the cylinder and Δl is called the
end correction. At the open end, it can be assumed that the reflection takes place at an
imaginary point Δl away from the plane defined by the open end of the cylinder. The end
correction is an effect resulting from a mismatch between the essentially one-dimensional
acoustic field inside the pipe and the three-dimensional field radiated by its open end [14].
The corrected overall length l′ is also called the effective length of the cylinder. The end
correction can be calculated from [15]

Δl = 0.6133·a. (2)

Due to loss effects, the true resonance frequencies are slightly lower than the eigen-
frequencies. Therefore, the real end correction is slightly larger than the calculated value
according to Equation (2). In order to obtain the highest possible photoacoustic signal,
the radiation should be modulated with a frequency corresponding to the most intense
acoustic resonance. Since the intensity decreases with increasing mode order [16] and the
fundamental longitudinal resonance leads to a sound pressure maximum directly at the
sample, the first harmonic of the longitudinal resonance is used. The according sound
pressure distribution is schematically shown in Figure 1.

In upcoming experiments, a commercial quartz tuning fork will serve as a sound
detector for the photoacoustic signal [17]. Its resonance frequency is fR = 32.768 kHz. The
placement of the tuning fork in the so-called off-beam configuration is shown in Figure 2.
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Figure 1. Sound pressure distribution of the first harmonic longitudinal resonance of a half-open cylinder.

 
Figure 2. Cell with hole (marked with arrow) in a QEPAS off-beam configuration.

Since the sample is stimulated by a laser beam, the diameter of the cylinder has to be
larger than the beam width. The laser beam must not hit the wall of the tube. Otherwise,
this results in a wall signal that interferes with the wanted PA signal of the sample. In this
investigation, the radius of the tube is

a = 2 mm. (3)

Combining the end correction formula Equation (2) with the resonance frequency of
the first harmonic f2 matching the QTF resonance frequency, fR, leads to a geometric length
of the pipe

l = 6.6240 mm. (4)

where, for the speed of sound, the value 343m/s has been used.

3. Finite Element Simulation

To obtain an independent and presumably more accurate result for l, we performed a
simulation using the FE tool COMSOL Multiphysics®. Also, we aimed to obtain information
on the location of the maximum sound pressure.

The simulation numerically solves the homogenous Helmholtz equation

∇2 p
(→

r
)
+k2 p

(→
r
)
= 0. (5)

For the acoustic pressure field p
(→

r
)

with the wave number k. At the sound hard walls (the
cylinder walls, the closed end and a plane surface defined by the flange at the resonator’s
open end), the boundary condition applies. The normal derivative of the pressure is zero at
the boundary

∂p
∂n

= 0. (6)
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For the Helmholtz Equation, the truncation of a simulation domain for the open
cylinder end is non-trivial. Conventional or periodic boundary conditions generate artifacts.
A well-established method to deal with this problem is to define a perfectly matched layer
(PML). PMLs can be imagined as non-reflecting wave absorbers [18].

The solutions of the differential Equation (5) subject to the described boundary condi-
tions comprise the modes pm

(→
r
)

and the corresponding value km. The eigenfrequencies
are given by

ωm = ckm, (7)

where c is the velocity of sound [19]. It is assumed that the sample is sound-hard, closes
the tube soundproof and that vibrations of the resonator walls are negligible.

To determine the geometric length of the tube and the location of the antinode of the
sound pressure near the open end of the cylinder, a 2D axially symmetric FE model is used.
Initially, l is set to the estimate of Equation 4. Then, the cylinder length is gradually varied
until the eigenfrequency matches with the resonance frequency of the QTF (trial and error).
The result of this procedure is

lFE = 6.6605 mm. (8)

In comparison to the analytical result (Equation (4)), the result of the FE simulation is
0.55% (0.037 mm) higher. The difference between the two methods is remarkably small.
The FEM is supposed to rely on fewer approximations and is therefore considered to be
more accurate.

Figure 3a shows the resulting sound pressure distribution of the first harmonic lon-
gitudinal mode in the centre plane of the cylinder closed by the sound-hard sample at
the lower end. The semi-circle-shaped domain attached to the upper end of the resonator
represents the outer space. The PML is implemented in the semi annulus. In Figure 3b, the
FE mesh used for the simulations is depicted. The mesh is the result of a convergence study.
The number of degrees of freedom is approximately 4500.

 
(a) (b) 

Figure 3. (a) Sound pressure distribution at the central plane of the new cell at f1 = 32.768 kHz. Dark
blue and dark red correspond to the highest pressure values, which are 180 degrees out of phase.
The distance of the maximum sound pressure to the open end is marked. (b) FE mesh. The PML is
defined on the outer semi annulus.

As expected, the sound pressure of the mode spreads into the exterior space. The
sound pressure maximum is located 1.37 mm from the open end. This is supposed to be
the optimal location for the sound detector. In order to avoid a substantial distortion of the
sound field, a small hole could be drilled and the QTF placed in front of it (see Figure 2).

4. Discussion and Outlook

A simple cylindrical cell design of a PAS cell for measurements with QEPAS and solid
samples has been developed. For the first harmonic longitudinal resonance, the results
for the end correction of an analytical estimate and a numerical calculation are similar.
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It is expected that the properties of the QTF can optimally complement the resonance
behaviour of the small cylinder. The simple and inexpensive sensor design is also suitable
for a miniaturised mass product. Since the expectation for the signal is that the SNR is
larger than that of a T-shaped cell, these will be compared in the following experimental
test series.

The next step will be to consider the effect of the hole in the cylinder wall on the
sound pressure field. In the experimental testing of the sensor, we plan to investigate the
dependency of the PA signal on the distance between the sound detector and the outer tube
wall. Furthermore, the sample attachment can be examined more closely. Since the signal
is generated at the surface of the sample, it is essential that it has a flat and smooth surface
and is aligned perpendicular and acoustically sealed to the cylinder end.
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Abstract: This paper is based on a research literature review for identifying and evaluating the tech-
nical, ethical and regulatory challenges to adequately regulate the use of wearable health technology.
The objective is to analyze how researchers address the use of smart wearables in healthcare under
the scope of data privacy. The main challenges faced by states in regulating e-health wearables were
identified, especially the different methods to ensure the privacy of personal health information (PHI)
and the legal voids and complexities of regulating wearable health technology at both national and
international levels. Finally, a few recommendations were made to more efficiently regulate wearable
health technology at both national and international levels. AI could be used as a regulatory tool to
monitor the use of e-wearables in healthcare. Also, European Union (EU) law—the upcoming EU
Data Act and AI Act—can serve as models and guidance for the World Health Organization (WHO),
which has a constitutional mandate to regulate the use of wearable health technology.

Keywords: data collection; health monitoring; privacy; regulations; smart wearables

1. Introduction

Wearable [1] health technology is a global new trend that could disrupt healthcare
by tracking health information in real time. However, real-time health monitoring sys-
tems such as e-wearables also raise ethical and regulatory challenges regarding health
data privacy. E-wearables collect, process, store and share a considerable amount of data,
including in the cloud from where third parties may be granted access to it [2]. The biggest
challenge is data privacy [3] as health data is sensitive and confidential by nature [4]. It
is important for all stakeholders—public and private actors—to find a consensus and an
acceptable balance between regulation and innovation [5]. Technical, ethical and regulatory
challenges such as data collection [6], data quality, security [7], interoperability between
different operating systems (OS), health equity and fairness [8] need to be addressed by
states at both national and international levels. Concrete national and international regu-
lations should be developed such as the implementation of quality standards, conditions
to access health data, interoperability and representativity. Most importantly, compliance
with key regulations such as the EU General Data Protection Regulation (GDPR) or the
upcoming EU Data Act is a requirement. Self-regulation should also be encouraged as it
will help to build public confidence in health wearable technology as important volumes of
personal data are processed. Companies operating in this field are making efforts [9] and
want to be seen as actors caring about personal health data and its processing, storing and
sharing. Guidelines and voluntary codes of conduct developed by the private sector are
concrete illustrations [10]. Despite the existence of such challenges, health wearables are an
opportunity to improve healthcare systems, as these devices could become a substantial
addition to everyday healthcare practice [11]. Indeed, health wearables could save lives
as they act as computational systems allowing healthcare providers to adjust to patients’
needs and situations; they can also be an important tool for people living in remote areas
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or far from hospitals or physicians. As observed, there is today a global adoption of health
wearables such as smartwatches or fitness trackers; this trend demonstrates that individuals
have already embraced health wearable technology which could help monitor people’s
health condition [12]. A balance between the use of health wearable technology and data
privacy is a necessity from a regulatory and ethical perspective [13], as several challenges
need to be solved. Different measures can be adopted to ensure privacy and security of
health data; AI can also be used as a regulatory tool for audits and inspections in wearable
health technology.

2. Challenges Posed by Wearable Health Technology

There are several challenges posed by wearable health technology ranging from techni-
cal [14] issues such as the development of powerful batteries to ethical and regulatory gaps
at both national and international levels. Data [15] accuracy is also a concern acknowledged
by companies as physicians or lay people need precise data to be able to rely on it and
monitor their health [16]. Data security [17] and privacy [18] are other crucial challenges to
be addressed. Improper device wearing [19] could be another obstacle to health monitoring.
From a scientific perspective, the use of consumer wearables [20] in health research could
be a limitation as data may not be accurate (see Table 1 below).

Table 1. Challenges posed by wearable health technology.

Main Challenges Posed by Wearable Health Technology

1. Data privacy

2. Data collection and storage

3. Data quality and accuracy

4. Interoperability between different OS (Apple, Android, etc.)

5. Bias

6. Health equity

7. Access to technology in developing countries

8. Lack of regulations at both national and international level

9. Ability to control third-party access to personal health data

10. Security

3. How Can We Ensure the Privacy and Security of Personal Health Data?

Different measures can be taken to ensure the privacy and security of personal health
data [21]. Companies and health professionals can help to secure patient privacy and data
confidentiality (see Table 2 below).

Table 2. Measures to ensure privacy and security of personal health data.

Potential Measures and Safeguards for Effective Data Protection

1. Educate healthcare personnel

2. Conduct routine risk assessment

3. Secure data with a VPN

4. Restrict access to data

5. Implement role-based access

6. Two-factor authentication

7. Encryption

8. Security awareness training

9. AI to conduct regular inspections and audits to ensure compliance with regulations
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It has been demonstrated [22] that most data breaches are attributable to human errors.
Adequate training and education should be provided by healthcare institutions to their
personnel. Employees have to be well aware of all risks associated with personal health
data and security issues. Risk assessments on a regular basis are a requirement [23] as
they could help to identify intrinsic limitations—such as data security breaches—of any
healthcare institution and help with their resolution. Health personal data can also be
protected and secured with a virtual private network (VPN) [24]. A VPN allows users to
encrypt and mask their digital footprint. Healthcare institutions could protect themselves
from data breaches and cyber attacks such as ransomware. Access to patients’ health
records has to be limited to certified personnel and restricted [25] for better data security
and confidentiality. Healthcare institutions could implement improved authentication pro-
cesses such as two-factor authentication. Based on the confidential and sensitive nature of
health data, healthcare providers should implement role-based access control systems [26];
employees should only have access to a specific assigned system level.

In the US, the Health Insurance Portability and Accountability Act (HIPAA) 1996 [27]
regulates health data and ensures its security and confidentiality. As such, when physicians
assign health wearables to their patients, all data collected are considered protected health
information (PHI). According to US federal regulations, all data collected, processed and
shared must be protected and secured at all times [28]. Companies commercializing health
wearables should first consider data privacy and security issues to be reliable alternatives
to healthcare providers. This could be achieved through the adoption of international
standards for e-wearables in sport for instance [29]. Health data privacy requires not only
built-on security features, but also guarantees that the network is safe, as well as third-party
applications available on the App Store or Google Store. Transparency is a key aspect of
data privacy as users should know who can access their data, whether it is a third party or
the healthcare provider itself. Here, some gaps exist in the US legal framework applicable
to health data and its handling. Indeed, HIPAA only targets specifically health data and not
all wearables such as smartwatches which also collect health data. However, US authorities
could provide a regulatory answer if such companies start dealing with health data and
promote their products as health devices.

EU law offers today detailed rules and guidelines relating to privacy and the handling
of personal data. The GDPR [30] is indeed a key regulation and a law model that offers a
comprehensive legal framework with stringent obligations and duties for service providers
and manufacturers [31]. Recently, the European Union Commission made a proposal [32]
for an EU Data Act for adequate regulation of data specifically processed, stored or shared
by electronic devices, including health wearables. In June 2023, the Council Presidency and
the European Parliament came to a consensus and adopted the EU Data Act as a provisional
agreement [33]. The objective of the EU Data Act is to harmonize rules relating to fair
access to data and its use by public and private actors. As its predecessor the GDPR, the
EU Data Act will help wearable users to keep control over their health data more efficiently.
It could also serve as a guideline or law model for the rest of the world and enshrine key
international standards relating to health data privacy and security.

4. The Complexity to Regulate Wearable Health Technology at Both National and
International Levels

The regulation [34] of wearable health technology at both national and international
levels is a complex issue but potential solutions exist (see Table 3 below).

As stated, ethical and regulatory challenges need to be addressed by both states and
international organizations such as the World Health Organization (WHO). There is a need
for clear guidelines and standards [35] and how wearable health technology can help to
promote healthcare systems worldwide. International guidelines and recommendations
should be detailed as much as possible considering especially some important challenges
such as accuracy, security, data privacy as well as ethics in the use of health wearables and
data collected [36]. Ethical issues [37] with health wearable technology include users’ data
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privacy, transparency and the necessity to ensure that users have given informed consent to
the processing of their personal data. Indeed, health wearables are small computers able to
collect, process and store a considerable volume of personal data. Unauthorized access by
third parties is an ethical issue and a violation of data privacy and informed consent [38].
Potential threats such as cybersecurity need to be tackled as well. Wearable health technol-
ogy will play an important role in the near future as it facilitates health monitoring and can
save lives. However, public authorities will need to create new regulatory bodies or give
new powers and attribution to existing watchdogs [39]. Throughout audits and inspections,
regulatory bodies such as the FDA in the US and the Medicines and Healthcare products
Regulatory Agency (MHRA) in the UK play a crucial role by monitoring all stakeholders
and ensuring that they comply with their obligations in terms of privacy, efficiency, safety
and quality. The promotion of transparency and accountability [40] is fundamental as
companies know that they might face severe consequences such as financial sanctions,
especially regarding their sharing practices. They should also be held accountable for any
breaches of data privacy or security. Self-regulation should be encouraged as codes of
conduct can help to promote international standards such as data protection [41]. As men-
tioned, states and international organizations need to cooperate, harmonize their national
regulations and promote the safe and ethical use of wearable health technology [42].

Table 3. Solutions to adequately regulate wearable health technology at both national and interna-
tional levels.

Potential Solutions to Adequately Regulate Wearable Health Technology

1. Establishing clear guidelines and standards under WHO

2. Strengthening regulatory oversight

3. Promoting transparency and accountability

4. Encouraging industry self-regulation

5. Fostering international cooperation

6. Ethics in using personal health data

5. AI as a Regulatory Tool

Artificial Intelligence (AI) can play a key role in the regulation of wearable health
technology [43]. AI tools already exist for fast and reliable analysis of data [44] generated by
wearables. AI can also identify deviations or anomalies in health measurements. This can
help healthcare providers save lives but also allow them to make more accurate diagnoses
or provide better treatment. Regulatory authorities such as the FDA in the US and the
MHRA in the UK can use AI to conduct regular inspections and audits to ensure compliance
with established standards and regulations. At the international level, key players such as
the European Union [45], the United Nations [46] (UN) and the WHO have also published
proposals and guidance [47] on the ethical use of AI in healthcare. The objective of these
regulations is to tackle the risks associated with the use of AI in healthcare. AI tools can help
implement and regulate wearable health technology through data analysis, and facilitate
compliance with established standards and regulations.

6. Conclusions

Wearable health technology can help build better healthcare systems. However, the
novelty of this technology is the source of ethical and regulatory challenges, especially the
necessity to comply with the right to privacy by protecting personal health data. Existing
regulations such as the GDPR or upcoming ones such as the EU Data Act can provide
reliable legal frameworks and established standards to be implemented by healthcare
providers. States and international organizations such as the WHO need to cooperate and
elaborate new guidelines and legally binding rules in this field. Also, AI promises to be a
powerful tool with its ability to conduct automated audits and investigations.
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Abstract: This study presents the design of an innovative aptamer-based biosensor for the detection
of circulating microRNAs (miRNAs) associated with cervical cancer development. The selected panel
includes circulating miRNAs known to play vital roles in cervical cancer pathogenesis, regulating
processes such as cellular proliferation, migration, invasion, angiogenesis, apoptosis, inflammatory
responses, and metastasis. The biosensor’s design can be optimized to ensure high sensitivity, low
limits of detection, and robust performance in clinical settings. This novel biosensor design holds
great promise for facilitating non-invasive detection and personalized therapeutic approaches for
cervical cancer patients.

Keywords: aptamer; biosensor; cervical cancer; circulating microRNAs

1. Introduction

Cervical cancer is a significant global health burden with a high prevalence in many
regions [1], being the fourth most common cancer among women and accounting for 90% of
new cases and fatalities in low- and middle-income countries [2]. To address this challenge,
there is an urgent need for innovative diagnostic tools that can enable early detection
and personalized therapeutic interventions. One such promising approach involves the
design and development of aptamer-based biosensors (aptasensors) [3,4]. Aptamers are
single-stranded DNA or RNA molecules that can bind specifically to target molecules
with high affinity. They are often referred to as “chemical antibodies” due to their ability
to recognize and bind to specific targets, including biomarkers associated with various
diseases, such as cancer [5].

This paper refers to a design study for the further development of an aptasensor
for the detection of circulating microRNAs (miRNAs) associated with cervical cancer
development. In the context of cancer, including cervical cancer, altered expression levels
of specific miRNAs have been identified in the bloodstream, known as circulating miRNAs.
These circulating miRNAs can serve as potential biomarkers for early cancer detection and
monitoring disease progression [6,7].

Aptasensors offer several advantages over traditional diagnostic methods. They are
highly specific and sensitive, allowing for the detection of very small quantities of target
molecules in complex biological samples. Aptasensors can be engineered to detect multiple
miRNA targets simultaneously, providing a comprehensive profile of miRNA expression
patterns associated with cervical cancer. Aptasensors offer a non-invasive and cost-effective
diagnostic approach. Blood samples, which are easy to obtain, can be used for miRNA
detection. Aptasensors, when used in place of more intrusive procedures such as biopsies,
reduce patient discomfort and the risk of complications.
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2. Materials and Methods

An extended panel of circulating miRNAs known to play crucial roles in the patho-
genesis of cervical cancer (regulating processes such as cellular proliferation, migration,
invasion, angiogenesis, apoptosis, inflammatory responses, and metastasis) [8] was chosen
for the design of the aptasensor.

The RNA sequences of the circulating miRNAs were extracted from the RNAcentral
database (v22) [9].

All the aptamer sequences corresponding to the circulating miRNA panel were pre-
dicted with the help of the web-based software tool NHLBI-AbDesigner [10]. The best-ranked
sequences were selected with the help of the Immunogenicity Score. Immunogenicity Score
is calculated based on a hydropathy scale (range: −4.5 to 4.5), and helps assess the likeli-
hood that the chosen peptide sequence will be specifically recognized.

The RNA Folding Form from the mfold web server [11] was used for modeling, dis-
playing, and analyzing the secondary structure of designed aptamers. The preset folding
temperature of software is fixed at 37◦; meanwhile, the ionic conditions were set to 1.0 M
NaCl and no divalent ions. The Gibbs free energy (ΔG) was utilized to predict the stability
of RNA aptamer secondary structures. In this context, a positive value for ΔG means that
the folding process is not spontaneous and requires an input of energy. This could be
due to an unfavorable change in enthalpy (ΔH) or a decrease in entropy (ΔS) that is not
compensated by a favorable change in enthalpy. In other words, the RNA molecule is more
stable in its unfolded state than in its folded state under these conditions [12].

3. Results and Discussion

The Immunogenicity Score ranking of NHLBI-AbDesigner was used to select the most
immunogenic aptamers (RNA sequence), while the RNA Folding Form was used to predict
the most stable RNA aptamer secondary structures (Table 1).

Table 1. The best-ranked predicted aptamer sequences (Immunogenicity Score rank = 1) and the
corresponding ΔG of their secondary structures.

miRNA
Aptamer (Predicted) Sequence

(N1–Nn)
Aptamer Folding—Secondary Structure

(ΔG in kcal/mol)

miR-10b
CGAUUCUAGGGGAAU (8–22)
UCGAUUCUAGGGGAA (7–21)

3xST: −0.5/−0.2/0.4
3xST: 0.4/0.7/1.0

miR-15b-3p CAUUAUUUGCUGCUC (6–20) 2xST: 2.0/2.8

miR-15b-5p AGCAGCACAUCAUGG (2–16) 2xST: 0.9/1.9

miR-17-3pPC CUGCAGUGAAGGCAC (2–16) 2xST: −1.1/−0.2

miR-17-5pPC
GCUUACAGUGCAGGU (7–21)
UGCUUACAGUGCAGG (6–20)
GUGCUUACAGUGCAG (5–19)

−1.2
−1.9

4xST: −2.7/−2.5/−2.5/−2.1

miR-21BC CAGACUGAUGUUGAC (9–23) −0.4

miR-27b-3p GUGGCUAAGUUCUGC (7–21) 3xST: 0.2/1.0/1.1

miR-27b-5p AGCUGAUUGGUGAAC (8–22) −0.2

miR-32-3p

AGUGUGUGUGAUAUU (7–21)
UAGUGUGUGUGAUAU (6–20)
UUAGUGUGUGUGAUA (5–19)
AUUUAGUGUGUGUGA (3–17)
AAUUUAGUGUGUGUG (2–16)

1.0
1.3

3xST: 2.80/3.3/3.3
6xST: 3.2/3.5/3.7/4.0/4.1/4.2

3xST: 2.9/3.2/3.7

miR-32-5p

CAUUACUAAGUUGCA (8–22)
ACAUUACUAAGUUGC (7–21)
CACAUUACUAAGUUG (6–20)
GCACAUUACUAAGUU (5–19)
UGCACAUUACUAAGU (4–18)
UUGCACAUUACUAAG (3–17)

3xST: 2.8/3.2/3.7
3xST: 2.3/2.3/3.2

2xST: 2.0/2.7
2xST: 2.0/2.9
2xST: 2.1/2.8
2xST: 3.2/4.2
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Table 1. Cont.

miRNA
Aptamer (Predicted) Sequence

(N1–Nn)
Aptamer Folding—Secondary Structure

(ΔG in kcal/mol)

miR-124-3pPC GGCACGCGGUGAAUG (4–18) 2xST: 0.1/1.1

miR-124-5pPC GUGUUCACAGCGGAC (2–16)
CGUGUUCACAGCGGA (1–15)

−0.9
2xST: −1.1/−0.5

miR-130a-3p GCAAUGUUAAAAGGG (5–19) 4xST: 3.6/4.1/4.5/4.5

miR-130a-5p
UCACAUUGUGCUACU (8–22)
UUCACAUUGUGCUAC (7–21)

0.9
0.9

miR-138-1-3p CACAACACCAGGGCC (8–22) No folding is possible

miR-138-2-3p
CACGACACCAGGGUU (8–22)
UCACGACACCAGGGU (7–21)
UUCACGACACCAGGG (6–20)

2xST: 0.6/0.7
0.7

4xST: 2.9/3.4/3.7/3.9

miR-138-5p
GUGUUGUGAAUCAGG (6–20)
GGUGUUGUGAAUCAG (5–19)
AGCUGGUGUUGUGAA (1–15)

2xST: 0.9/1.5
−0.1

2xST: 0.3/0.9

miR-143-3pPC
GAUGAAGCACUGUAG (4–18)
GAGAUGAAGCACUGU (2–16)
UGAGAUGAAGCACUG (1–15)

5xST: 2.7/2.9/3.2/3.3/3.7
2xST: 1.8/2.5

3xST: 1.8/2.2/2.5

miR-143-5pPC GGUGCAGUGCUGCAU (1–15) −4.5

miR-146a ACUGAAUUCCAUGGG (7–21) 5xST: 1.3/1.5/1.8/1.8/2.5

miR-192-3p
UUCCAUAGGUCACAG (8–22)
GCCAAUUCCAUAGGU (3–17)
UGCCAAUUCCAUAGG (2–16)

1.7
−0.4

2xST: 1.4/2.3

miR-192-5p

UAUGAAUUGACAGCC (7–21)
CUAUGAAUUGACAGC (6–20)
CCUAUGAAUUGACAG (5–19)
GACCUAUGAAUUGAC (3–17)

1.6
1.6
1.6

2xST: 3.1/4.0

miR-214
GGCACAGACAGGCAG (7–21)
GCAGGCACAGACAGG (4–18)

−0.9
No folding is possible

miR-218-1-3p CGUCAAGCACCAUGG (8–22) 7xST: 1.4/1.4/1.7/2.1/2.2/2.3/2.3

miR-218-2-3p CUGUCAAGCACCGCG (8–22) 3xST: 0.4/1.2/1.3

miR-218-5p GUGCUUGAUCUAACC (3–17) 2.1

miR-328-3p
GGCCCUCUCUGCCCU (3–17)
UGGCCCUCUCUGCCC (2–16)
CUGGCCCUCUCUGCC (1–15)

−2.4
−2.4
−1.6

miR-328-5p
GGGGGGCAGGAGGGG (2–16)
GGGGGGGCAGGAGGG (1–15)

No folding is possible
No folding is possible

miR-409-3p GAAUGUUGCUCGGUG (1–15) 2xST: 1.3/2.1

miR-409-5p GGUUACCCGAGCAAC (2–16) 2xST: −0.40/0.2

miR-429
GUCUGGUAAAACCGU (8–22)
UGUCUGGUAAAACCG (7–21)

3xST: −1.3/−1.2/−1.0
3xST: −1.3/−1.0/−0.6

miR-432-3p CUGGAUGGCUCCUCC (1–15) −1.6

miR-432-5p
GAGUAGGUCAUUGGG (6–20)
GGAGUAGGUCAUUGG (5–19)

1.3
2xST: 1.3/1.9

miR-454-3p AUAUUGCUUAUAGGG (8–22) 4xST: 1.4/1.8/1.9/2.4

miR-454-5p CAAUAUUGUCUCUGC (8–22) 3xST: 2.6/3.1/3.5

miR-466

ACACGCAACACACAU (9–23)
UACACGCAACACACA (8–22)
AUACACGCAACACAC (7–21)
CAUACACGCAACACA (6–20)
ACAUACACGCAACAC (5–19)
CACAUACACGCAACA (4–18)
ACACAUACACGCAAC (3–17)

No folding is possible
No folding is possible
No folding is possible
No folding is possible
No folding is possible
No folding is possible
No folding is possible

(N1–Nn): corresponding position of the nucleotides from the circulating miRNA sequence; xST = number of
possible secondary structures (predicted folding variants); BC: circulating miRNA also expressed in breast
cancer [8]; PC: circulating miRNA also expressed in prostate cancer [8].
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From Table 1, it can be observed that for 19 of the selected circulating miRNAs, a
single aptamer sequence was predicted, while for the rest of the 17 circulating miRNAs, up
to seven possible variants of sequence were predicted, with all the presented sequences
having an Immunogenicity Score rank equal to 1. This suggests that the 19 miRNAs may
have relatively straightforward binding requirements, and a single aptamer sequence is
sufficient for specific interaction. However, for the remaining 17 circulating miRNAs, the
prediction process has led to the identification of multiple possible variants of aptamer
sequences. This indicates that these particular miRNAs may have more complex structural
features or binding requirements that necessitate multiple candidate aptamers to achieve
the desired specificity. Regardless of whether a single sequence or multiple variants
were predicted, all the presented aptamer sequences have an Immunogenicity Score rank
equal to 1. This implies that these aptamers are unlikely to trigger an immune response
when used in practical applications, which is a favorable characteristic for diagnostic or
therapeutic purposes.

Additionally, from Table 1, it can be observed that for the 19 circulating miRNAs
with only a single aptamer sequence predicted, there was also a single secondary structure
variant predicted for five of them: miR-21 (negative ΔG, also expressed in breast cancer),
miR-27b-3p (negative ΔG), miR-143-5p (negative ΔG, also expressed in prostate cancer),
miR-218-5p (positive ΔG), and miR-432-3p (negative ΔG).

In terms of the Gibbs free energy (ΔG), utilized to predict the stability of aptamer
secondary structures, the following outcome can be observed from Table 1:

• At least one valid secondary structure (folding variant) with negative ΔG for aptamers
corresponding to 14 circulating miRNAs. Negative ΔG values suggest that these
aptamers are likely to form stable secondary structures; the folding process of RNA
aptamers is spontaneous and thermodynamically favored.

• At least one folding variant with positive ΔG for 19 circulating miRNAs and no folding
secondary structure variants with negative ΔG. This indicates that for these miRNAs,
the secondary structures of the aptamers might not be as thermodynamically stable,
which could influence their binding kinetics and specificity.

• In the case of three aptamers, the folding process was not possible, and the prediction
of the secondary structure failed, namely the corresponding aptamers for miR-138-1-3p
(a single aptamer sequence predicted), miR-328-5p (two aptamer sequences predicted),
and miR-466 (seven aptamer sequences predicted). This suggests that these particular
miRNAs might pose challenges in terms of aptamer design due to their structural
complexity or other factors.

Hereinafter are presented three different case studies for folding predicted aptamer
structures: (1) aptamer for miR-21 (only one predicted aptamer sequence and a single
secondary structure variant with negative ΔG; Table 2), aptamers for miR-124-5p (two
predicted aptamer sequences and more than one secondary structure variant, all with
negative ΔG; Table 3), and miR-146a (only one predicted aptamer sequence and multiple
secondary structure variants, all with positive ΔG—Table 4).

The miR-21 aptamer (Table 2) exhibits a single structure with a negative ΔG
(−0.4 kcal/mol), indicating favorable stability and binding potential. Moreover, as a single
structure was predicted for the miR-21 aptamer, the folding process is straightforward.

Two sequences were predicted for miR-124-5p (Table 3), each with a single structure
variant, indicating some structural diversity but not as complex as in miR-146a (Table 4). Both
miR-124-5p aptamers (Table 3) have negative ΔG values (−0.9 kcal/mol and −1.1 kcal/mol,
respectively), suggesting favorable folding and stability.

In contrast, all structures for the miR-146a aptamer (Table 4) have positive ΔG values,
ranging from 1.3 kcal/mol to 2.5 kcal/mol, indicating unfavorable folding and instability.

Hairpin loops are significant as they often form the functional binding sites of aptamers.
In all case studies, hairpin loops are present, but their thermodynamic contributions vary.
For instance, they contribute positively to the stability of the miR-21 aptamers (Table 2)
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and miR-124-5p aptamers (Table 3) but not for the miR-146a aptamers, where positive ΔG
values dominate (Table 4).

Table 2. Case study: aptamer for miR-21, predicted sequence and folding of secondary structure.

Folding of Predicted Sequence Thermodynamics of Folding

Sequence: CAGACUGAUGUUGAC Structure
ΔG = −0.4 kcal/mol

Structural
element

δG Information

External loop −0.5 5 ss bases and 1 closing helix

Stack −1.3 External closing pair is G3–U12

Stack −2.2 External closing pair is A4–U11

Helix −3.5 3 base pairs

Hairpin loop 3.6 Closing pair is C5–G10

ss: single stranded; δG values are expressed in kcal/mol.
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Table 3. Case study: aptamers for miR-124-5p, predicted sequences and folding variants.

Folding of Predicted Sequence Thermodynamics of Folding

Sequence 1: GUGUUCACAGCGGAC Structure
ΔG = −0.9 kcal/mol

Structural element δG Information

External loop 0.0 2 ss bases and 1 closing helix

Stack −2.2 External closing pair is G3–C15

Stack −1.3 External closing pair is U4–A14

Stack −1.5 External closing pair is U5–G13

Helix −5.0 4 base pairs

Hairpin loop 4.1 Closing pair is C6–G12

Sequence 2: CGUGUUCACAGCGGA

Structure 1 (red on dot plot folding comparison)
ΔG = −1.1 kcal/mol

Structural element δG Information

External loop −1.3 2 ss bases and 1 closing helix

Stack −2.4 External closing pair is C1–G13

Stack −2.5 External closing pair is G2–C12

Helix −4.9 3 base pairs

Hairpin loop 5.1 Closing pair is U3–G11

Structure 2 (green on dot plot folding comparison)
ΔG = −0.5

Structural element δG Information

External loop −1.3 2 ss bases and 1 closing helix

Stack −2.4 External closing pair is C1–G13

Helix −2.4 2 base pairs

Bulge loop 1.6 External closing pair is G2–C12

Stack −2.1 External closing pair is U3–A10

Helix −2.1 2 base pairs

Hairpin loop 3.7 Closing pair is G4–C9

ss: single stranded; δG values are expressed in kcal/mol.
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Table 4. Case study: aptamers for miR-146a, predicted sequences and folding variants.

Folding of Predicted Sequence Thermodynamics of Folding

Sequence: ACUGAAUUCCAUGGG
Structure 1 (orange on dot plot folding comparison)

ΔG = 1.3 kcal/mol

Structural
element

δG Information

External loop −1.4 9 ss bases and 1 closing helix

Hairpin loop 2.7 Closing pair is C9–G14

Structure 2 (green on dot plot folding comparison)
ΔG = 1.5 kcal/mol

Structural
element

δG Information

External loop 0.3 7 ss bases and 1 closing helix

Stack −1.5 External closing pair is U8–G15

Helix −1.5 2 base pairs

Hairpin loop 2.7 Closing pair is C9–G14

Structure 3 (dark gold on dot plot folding comparison)
ΔG = 1.8 kcal/mol

Structural
element

δG Information

External loop −1.8 2 ss bases and 1 closing helix

Stack −2.1 External closing pair is C2–G14

Helix −2.1 2 base pairs

Hairpin loop 5.7 Closing pair is U3–G13

Structure 4 (red on dot plot folding comparison)
ΔG = 1.8 kcal/mol

Structural
element

δG Information

External loop −0.2 6 ss bases and 1 closing helix

Stack −2.1 External closing pair is U3–A11

Helix −2.1 2 base pairs

Hairpin loop 4.1 Closing pair is G4–C10

Structure 5 (blue on dot plot folding comparison)
ΔG = 2.5 kcal/mol

Structural
element

δG Information

External loop −0.1 8 ss bases and 1 closing helix

Stack −3.3 External closing pair is C9–G15

Helix −3.3 2 base pairs

Hairpin loop 5.7 Closing pair is C10–G14

ss: single stranded; δG values are expressed in kcal/mol.

The ΔG values play a critical role in aptamer design because they reflect the stability of
the interactions. Aptamers with negative ΔG values are generally preferred as they are more
likely to form stable complexes with their target molecules. A negative ΔG value indicates
that the aptamer-miRNA binding is thermodynamically driven and spontaneous, which is
advantageous for applications such as biosensors, diagnostics, or targeted therapies. These
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aptamers are more likely to function effectively. The positive ΔG values indicate that these
structures may struggle to form stable conformations, which could affect their binding
affinity and specificity.

Accurate understanding and prediction of these values are crucial for the successful
design and application of aptamers, especially in the context of cervical cancer-related
miRNA detection. The structural complexity of miRNAs can pose serious challenges, and
some miRNAs have intricated secondary and tertiary structures that may not be accurately
captured in silico or even impossible to predict via certain computational tools in preset
conditions (e.g., aptamers for miR-21, miR-124-5p, and miR-146a). This complexity can lead
to difficulties in predicting ΔG values, especially if multiple conformations are possible.

It is important to note that computational predictions of ΔG values are an initial step.
Experimental validation is essential to confirm the actual binding affinities and structural
characteristics of these aptamers for their respective miRNA targets, especially in complex
cases. Techniques such as isothermal titration calorimetry or surface plasmon resonance
can provide precise ΔG measurements and confirm the binding kinetics.

4. Conclusions

In the context of cervical cancer research, these findings suggest that different circulat-
ing miRNAs may require different approaches when designing aptamers for their detection
or targeting. The existence of multiple aptamer variants for some miRNAs indicates the
need for careful selection and testing to determine which aptamers provide the best per-
formance in terms of specificity and sensitivity for diagnostic or therapeutic applications
related to cervical cancer.

In conclusion, the design of an innovative aptamer-based biosensor for the detection
of circulating miRNAs associated with cervical cancer development holds great promise in
the fight against this global health burden. By enabling early detection and personalized
therapeutic interventions, this technology has the potential to improve patient outcomes
and reduce the impact of cervical cancer on women’s health worldwide. Continued
research, validation, and collaboration are essential to realizing the full potential of this
diagnostic tool and its translation into clinical practice.
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Abstract: Optical coherence tomography (OCT) is an imaging tool used to visualize the cross-section
of a sample. Additionally, this device can measure the sample’s physical properties. This experiment
used a portable version to measure the epidermal thickness and dermal extinction coefficient of
porcine skin obtained from different anatomical sites. The thinnest epidermis was found to be from
the ear region, while the thickest is from the leg. Meanwhile, the lowest dermal extinction coefficient
was from the ear, while the highest was from the belly. These measured properties can be used as
aids for diagnosing various skin conditions in humans and animals.

Keywords: time-domain optical coherence tomography; porcine skin; extinction coefficient; skin
conditions

1. Introduction

The skin is the outermost organ of the body. As such, it is the first line of defense of
the organism from the environment and dehydration. Therefore, the skin needs to maintain
its structural integrity to maintain homeostasis within the organism.

In an individual, skin properties can vary depending on anatomic location, age, sex,
occupation, and many other factors [1,2]. The person’s health condition may also alter
the properties of the skin. Epidermal thickness has been used to study skin conditions.
Increased epidermal thickness can be seen in patients with actinic keratosis, which is
a condition that may lead to skin cancer [3]. On the other hand, decreased epidermal
thickness can result from skin aging due to exposure to ultraviolet radiation [4]. Skin
thickness can give a clue about the proliferation of epidermal cells; hence, it can be used to
measure the degree of healing [5] and the effectiveness of drug delivery [6].

Traditionally, epidermal thickness was measured by excising a small skin region
and viewing it under a light microscope [7]. While biopsy remains the gold standard in
diagnostics, it is invasive and requires a significant amount of time for tissue processing.
Newer methods of measuring epidermal thickness include high-resolution ultrasound [8]
and optical coherence tomography (OCT) [9]. Both methods are non-invasive and can thus
be used in vivo.

Studies have also shown that the extinction coefficient (EC) of tissue changes along
with chemical and structural changes of the skin during disease states. Edematous areas are
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caused by an increased water content, leading to reduced EC. Similarly, oral squamous cell
carcinoma tissues showed lower extinction coefficient measurements than that of normal
oral tissues [10], while pustular lesions have increased signal scattering, thus increasing the
EC [11]. Due to ethical considerations and sample availability, animal tissue is the most
suitable subject before testing on human volunteers, especially when using a diagnostic
modality still under development.

The animal whose skin is found to have the closest resemblance to human skin
regarding hair and lipid distribution, and immunogenicity is that of the pig [12,13]. Porcine
skin is a possible model for studies on UV protection and epidermal morphology [14]. The
wound-healing process and cell proliferation of human and porcine skin are similar [15]. It
makes porcine skin the ideal candidate for our OCT study in human skin modeling. The
first published OCT paper was in 1991, showing an image of the human retina [16]. OCT
are vastly applied in dentistry [17], dermatology [18], and agriculture [19]. There are two
types of OCT which are dependent on frequency and time. The absence of a movable
reflector allows frequency domain (FD-OCT) to acquire signals faster than time domain
(TD-OCT). FD-OCT is associated with a rapid scan speed and a higher resolution in contrast
to TD-OCT. It also increases the signal-to-noise ratio [20,21]. However, the simple design
and cheaper components make TD-OCT a viable type today [22]. It can also penetrate
deeper when compared to FD-OCT. In this study, a time-domain OCT was developed.

This study aims to characterize porcine skin in terms of epidermal thickness and
extinction coefficient of the dermis since these properties can easily be extracted from a
single A-scan. Information derived from studies like these is useful in modeling human
skin conditions, which can be later utilized for rapid, non-invasive screening and diagnosis
of diseases. Furthermore, this study can also extend to veterinary medicine to benefit
non-human species.

2. Materials and Methods

TD-OCT is based on the Michelson interferometer as shown in Figure 1a.

  
(a) (b)

Figure 1. (a) The schematic diagram of the TD-OCT system. Superluminescent diode (SLD); Photodi-
ode (PD); Signal processing circuit board (SPCB); Oscilloscope (Osc); Personal computer (PC); Beam
splitter (BS); Reference arm (RA); Probe (PR); Sample (SP); Fiber coupler assembly (FCA) (enclosed in
red box) [23]. (b) Porcine skin, ear part.

The reference mirror is designed as a rotating retroreflector instead of moving in
translation motion [24]. The advantage of a rotating mechanism over a translational
one is a more extended scanning range, which can be easily adjusted by changing the
retroreflector’s rotation radius. Using a rotating reflector, the repeatability has improved
with an optical path difference at angles less than ±20 degrees. A 1310 nm SLD (Anritsu Co.
Ltd., Kanagawa, Japan) with a spectral width of 106 nm and an average axial resolution of
7 μm in air. The detailed discussion on the mechanism was discussed by Shiina et al. [24].
This system has been used for gelatin-skin-based phantoms [23,25] and leaf structures [26].
The specifications of the TD-OCT system are summarized in Table 1.
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Table 1. Specifications of the TD-OCT system [22].

Specification Value

Center wavelength 1310 nm
Spectral width 106 nm

Axial resolution 7 μm
Lateral resolution, spot size 6 μm

Numerical aperture 0.14
Scanning rate 25 scans/s

Scanning depth in air 12–14 mm

Porcine skin was bought from a local market. Skin samples were obtained from
different parts, namely the belly, buttocks, leg, cheek, and ear. A piece of skin was mounted
onto a glass slide, as shown in Figure 1b. The thickness can also be measured since the
entire epidermal layer can be visualized from the A-scan. Light from the probe cannot
penetrate the total thickness of the dermis; hence, dermal thickness cannot be assessed. On
the other hand, the epidermal extinction coefficient cannot be obtained with the current
specifications of the OCT system, so the dermal extinction coefficient was measured instead.
A detailed discussion on the determination of extinction coefficients is previously published
by Galvez et al. (2021) [23].

3. Results and Discussion

OCT attenuation has been increasingly used for tissue analysis and characterization.
For heterogeneous samples like the skin, the A-scan may contain several prominent peaks
representing boundaries of various surfaces [23,25]. Figure 2 is an A-scan of porcine skin
at the belly. The use of multiple A-scans presents a possible use of OCT to characterize
porcine skin at different sites [27].

Figure 2. A-scan of porcine skin: EP, epidermis; DEJ, dermo-epidermal junction; D, dermis.

Aside from the surface peak of the epidermis, another prominent peak is the dermis.
Histologically, a very thin dermo-epidermal junction separates these two skin layers. Table 2
shows the epidermal thickness of porcine skin at various sites. It can be shown that
the epidermal thickness in the belly produces higher standard deviations compared to
other parts. Higher errors were also observed in the belly’s extinction coefficient. Larger
errors are partly due to having less particles at these regions which leads to low values
and slow variation of backscatter intensity. It also causes significant scattering intensity
fluctuations [28,29].

The ear epidermis was observed to be the thinnest, followed by the buttocks and cheek.
These findings were consistent with other works [13,30], except for the belly, which in this
research is one of the thickest compared to others. Since the epidermal layer is fragile,
the data points were insufficient to compute the extinction coefficient. The high standard
deviations of the values may be due to the heterogeneous nature of the skin. Another study
limitation is that the skin samples were frozen for about a week before scanning.
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Table 2. Epidermal thickness and extinction coefficient of porcine skin from various sites.

Epidermal Thickness
(μm)

Belly Leg Buttocks Cheek Ear

Mean 92.38 95.22 64.64 77.72 60.13
Median 85.13 93.01 61.48 78.83 59.91
St Dev 27.30 16.64 13.18 12.03 4.70

Extinction Coefficient
(1/mm)

Belly Leg Buttocks Cheek Ear

Mean 6.42 2.65 4.67 4.36 2.31
Median 6.33 2.45 3.80 3.82 2.48
St Dev 2.87 0.77 1.87 1.94 1.97

4. Conclusions

Using OCT, epidermal thickness and dermal extinction coefficients were obtained at
different pig body parts. The thinnest epidermis was found on the ear, consistent with the
present literature. Even without using B-scans, which require more processing time than a
single A-scan. This study showed preliminary measurements and the importance of an
A-scan in epidermal thickness. Thus, we can use OCT as a rapid, non-invasive tool as an
aid for the diagnosis of skin conditions, not just in humans but in other animals as well.
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Abstract: The advancements in technology have brought about significant changes in the automobile
industry. A system that combines the control of a physical process with computing technology and
communication networks is called a cyber–physical system (CPS). The enhancement of network
communication has transitioned vehicles from purely mechanical to software-controlled technologies.
The controller area network (CAN) bus protocol controls the communication network of autonomous
vehicles. The convergence of technologies in autonomous vehicles (AVs) and connected vehicles
(CVs) within Connected and Autonomous Vehicles (CAVs) leads to improved traffic flow, enhanced
safety, and increased reliability. CAVs development and deployment have gained momentum, and
many companies and research organizations have announced their initiatives and begun road trials.
Governments worldwide have also implemented policies to facilitate and expedite the deployment
of CAVs. Nevertheless, the issue of CAV cyber security has become a prevalent concern, representing
a significant challenge in deploying CAVs. This study presents an intelligent cyber threat detection
system (ICTDS) for CAV that utilizes transfer learning to detect cyberattacks on physical components
of autonomous vehicles through their network infrastructure. The proposed security system was
tested using an autonomous vehicle network dataset. The dataset was preprocessed and used to
train and evaluate various pre-trained convolutional neural networks (CNNs), such as ResNet-50,
MobileNetV2, AlexNet, GoogLeNet and YOLOV8. The proposed security system demonstrated
exceptional performance, as demonstrated by its results in precision, recall, F1-score, and accuracy
metrics. The system achieved an accuracy rate of 99.90%, indicating its high level of performance.

Keywords: autonomous vehicles; cyber–physical system; security; cyber-attacks; transfer learning

1. Introduction

The emergence of connected and autonomous vehicles represents a shift towards a
transportation system that utilizes intelligent automation and robust communication to
replace traditional human-operated vehicles. These vehicles are designed to operate with
the same level of intelligence, control, and agility as human drivers while minimizing
the potential for errors in decision-making, making it the future of transportation [1].
AVs integrate advanced vehicle technologies to enable self-driving capabilities. AVs can
perform complex functions, such as lane departure alerts, identification of traffic signs, and
collision avoidance, which can decrease the burden on human drivers [2]. The increasing
interest in autonomous vehicles has led to a proliferation of research and development
efforts in the field, with various companies and organizations investing in developing
autonomous vehicle technology. Furthermore, AVs can have a positive environmental
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impact by decreasing energy consumption and air pollution. These vehicles are composed
of intricate systems that necessitate advanced computing, sensing, actuation, networking,
and communication technologies [3].

Initially, manual vehicles require additional connectivity to the exterior, making it
challenging for hackers to attack, as they would need physical access to the vehicle. The
researchers could control the vehicle through wired connections, such as altering the display
dashboard, shutting down the engine, and interfering with steering. With the advancement
of AV technology in recent years, vehicles are equipped with various sensors to aid human
driving. Figure 1 shows the overview of CAV cyberattack AV systems [4].

 

Figure 1. CAVs cyberattacks Holistic View.

The use of communication protocols is essential to guarantee the safety and stability
of AVs. One commonly used protocol is CAN, which provides high-speed communication
within the vehicle. Time-Triggered CAN (TTCAN) offers time-deterministic communica-
tion, an improvement from the basic CAN protocol. Local Interconnect Networks (LIN)
connect low-cost sensors and actuators, providing a simple and economical communication
solution [5]. FlexRay is a new protocol that offers high-speed and dependable communica-
tion for critical applications requiring real-time data transmission, like advanced driver
assistance systems (ADASs). In autonomous vehicles, communication protocols such
as CAN, TTCAN, LIN, and FlexRay are vital in addressing data transmission, real-time
data analytics, bandwidth restrictions, privacy, and security [6]. The vulnerability of
autonomous vehicles to security threats increases with their level of autonomy. The infor-
mation from various control systems is transmitted to every node in the network through
the Controller Area Network bus [7]. With data accessible to all nodes, it can expose the
system to potential security risks from internal or external sources. Potential attack surfaces
for AVs include the Airbag Electronic Control Unit (ECU), USB, Bluetooth, and the Vehicle
Access System ECU. To ensure the safe and reliable operation of these vehicles, they must
be equipped with advanced communication and sensing technology to counteract these
potential threats [8].

Fully autonomous vehicles can carry out driving tasks and make instantaneous ad-
justments without requiring any input from the driver. The SAE has established a cate-
gorization of six levels to measure vehicle automation, taking into consideration factors
such as the vehicle’s ability to manage driving tasks and responses, detect objects and
events, make corrections in case of system failures, and operate within specific domains.
The responsibilities of the driver and the autonomous vehicle system vary with each level
of automation, which can be seen in summary [9,10]:

Level 0: Driver-Only Control: At Level 0, the driver must handle all vehicle driving
and control responsibilities. This includes being alert to their surroundings and responding
to any events. If the system encounters any problems, it is up to the driver to fix the issue.
This level does not specify any operational design domain.

Level 1: Driver Assistance: At Level 1 of automation, the vehicle is operated by
collaborating with the driver and the system. The system can either control speed or
direction, but not both. The driver is required to supervise the environment and respond
to any situation. Additionally, if the system fails, the driver must control the vehicle. The
operational design domain is also restricted to a small area at this level.
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Level 2: Shared Control: At this level, the system is capable of controlling both the
vertical and horizontal motions of the vehicle at the same time. However, the driver must
still monitor the environment and take action if needed. In case of a system malfunction,
the driver must regain vehicle control. The operational design domain is still limited at
this level.

Level 3: Conditional Driving Automation: The system can control both longitudinal
and lateral motion. It also monitors the environment and reacts to events and objects. If
the system fails, the driver should be ready to respond to its request or take control of the
vehicle. The operational design domain’s extent is restricted at this level.

Level 4: Highly Automated Driving: The vehicle’s system can manage both longi-
tudinal and lateral driving tasks at the same time. The system is in charge of observing
the surroundings and handling any events. If there is a system malfunction, the system
must be able to recover without driver intervention. There are specific boundaries to the
system’s operating range at this level of automation.

Level 5: Complete Driving Automation: The vehicle can control both longitudinal
and lateral driving tasks at the same time. The system is accountable for observing the
environment and taking appropriate measures. In case of system failure, the vehicle’s
technology can recover without human intervention. This level of automation has no
limitations in the operational design domain.

The vulnerability of CAVs to cyberattacks is amplified by their connectivity and
autonomy capabilities when exchanging data with other vehicles and the environment.
Autonomous vehicles face risks from cyberattacks such as cloning essential fobs, attacks on
radars and telematics services, deception of sensors using ultrasonic or lidar technology,
camera sensor attacks, and others. To counter these threats, a method has been proposed
using a convolutional neural network (CNN) that has already been trained to detect
cyberattacks on the connected physical parts of AVs through the CAN communication
protocol. The technique employs transfer learning, a deep learning strategy that utilizes
pre-trained models for various systems. This is important because it can be challenging
and costly to gather enough data to train a model through traditional machine learning
methods. The process of transfer learning involves adjusting a pre-trained model to a new
and related model, enabling the model to learn from data from diverse domains [11,12].

This study proposes a solution for detecting cyberattacks on autonomous vehicles
using a pre-trained CNN and the CAN communication protocol. The method consists of
incorporating the CAN protocol into an AV simulation model that is built using Simulink
from MathWorks. This model generates the dataset that is used to pre-train the CNN. The
IIDS implemented uses four pre-trained networks and evaluates each network’s perfor-
mance. The results showed that the YOLOV8 network had the best performance, with an
F1-score of 99.90%. The manuscript comprises four sections. The first part scrutinizes the
latest studies on autonomous vehicle security. The second section delineates the research
process, which includes integrating the AV-CPS. The third part presents the discoveries
and debates, whereas the last segment concludes the paper.

2. Proposed Methodology

This study segment elaborates on the simulation methodology employed for analyzing
autonomous vehicles. This section explains how the simulation of cyber–physical systems
is incorporated to create the AV-CPS model shown in Figure 2. It also describes how data
are collected from the AV-CPS simulation and discusses the application of this data in
transfer learning.
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Figure 2. Architecture of the Proposed Pre-trained Models.

2.1. AV Simulation Scheme

The research employs a software-based simulation model to assess the performance of
a self-driving car system before its deployment. The simulation model comprises an ego
vehicle (i.e., the self-driving car) and a lead vehicle. The former utilizes an adaptive cruise
controller (ACC) to maintain a safe distance from the latter while tracking its position and
velocity. The simulation model integrates three crucial components: the ACC, a sensor
to detect the position of both vehicles, and a sensor to record their velocity. The sensor
measurements are relayed to the ACC, which subsequently regulates the speed of the
vehicle in response to the movements of the lead vehicle.

2.2. CAN Communication Network

This study employed a simulation model of a self-driving car system to assess its
performance before deployment. The simulation model for the AV-CPS was based on
the ACC system, which consisted of an ACC, a position sensor, and a velocity sensor.
However, there was no communication system component included in the model. To
address this, the researchers used the Vehicle Network Toolbox on Simulink to implement
a communication system based on the CAN protocol. The study focused on establishing
the AV-CPS communication system using the CAN communication component to transmit
and receive messages between the various elements. The signals were encapsulated and
dispatched to the assigned CAN device, then received and decomposed into signals.

2.3. Autonomous Vehicle Cyber-Physical System

This study implemented an AV-CPS architecture to investigate the performance of
the self-driving car system, which consisted of multiple components such as sensors, two
CAN communication nodes, a controller, and actuators. The first communication node
(Node A) receives and transmits signals such as the actual location, position, and speed of
the ego and lead vehicles, as well as a constant time gap and desired speed. These signals
are then used by the ACC to generate a control signal, which is sent to Node B. Node B
then receives and transmits this control signal to the actuators, where it is converted into a
mechanical movement that changes the speed of the vehicle. The entire process is repeated
in a closed-loop simulation for a total of 81 s.

2.4. Generating Dataset

This research developed a cyber–physical system-based autonomous vehicle simula-
tion, integrating a CAN communication system. The simulation model comprised a lead
vehicle and a self-vehicle. The latter utilized sensors to monitor vehicles’ position and
velocity, maintaining a safe distance through the ACC. However, the researchers considered
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a compromised communication node scenario where false data were inserted into the ego
vehicle’s position sensor, causing the ACC to produce erroneous control signals. The data
generated by the simulation was in a numerical format and consisted of five attributes,
namely, the actual position and velocity of both vehicles and an anomaly detection label.

2.5. Transfer Learning

This section details the utilization of transfer learning in the research, which involves
adapting pre-trained models to improve performance on a related task. This study uti-
lized pre-trained models such as MobileNetV2, GoogLeNet, ResNet-18, and YOLOv8, all
containing layers like Relu, Pooling, and Fully connected layers to ensure accurate image
classification show in 3. These models have Relu, Pooling, and Fully connected layers to
improve image classification. The final layer of each model has been modified to output
only normal or anomaly categories. The dataset was preprocessed to be compatible with
each CNN model. During AV-CPS simulation, feature responses were stored as numerical
values in a matrix, which was reshaped from 1D to 2D. The resulting 2D matrix was saved
as an image, and normal/anomaly images were stored separately for analysis.

3. Results and Discussion

This section covers the specifics of the experimentation, such as the tools and equip-
ment employed to carry out the study. Additionally, the section will present and analyze
the outcomes of the research. The study utilized Matlab and Simulink for experiments.
Matlab is a programming language platform, whereas Simulink is a design platform based
on Matlab. The AV simulation model was created using both Matlab and Simulink by
MathWorks. The researchers used the Simulink network toolbox to integrate the CAN
protocol component into the AV simulation. Matlab was used for implementing and evalu-
ating pre-trained CNNs. A computer with a GPU was utilized for experiments to enhance
performance and reduce computation time.

Figure 3 displays the overall steps taken in this research’s experiments. The initial stage
involved importing a dataset into Matlab. The images were preprocessed by resizing them
to comply with the input size requirements of pre-trained CNNs programmed to classify
images as either normal or anomalous. The dataset contained two folders, one with normal
images and the other with anomalous images. It was split into 70% for training and 30% for
testing and validation. The dataset included 20,000 images, half normal and the other half
anomalous. To ensure the training process’s accuracy, a 5-fold cross-validation technique
was employed, and the expected output of each model was either normal, indicating no
attack, or anomalous, indicating that an attack had occurred.

 
Figure 3. Research Experiment Steps.
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The study evaluated pre-trained CNN model performance using several metrics,
including precision, recall, F1-score, and accuracy classification. The accuracy of the
models was determined by calculating true positive (TP), false positive (FP), false negative
(FN), and true negative (TN). Table 1 displays the accuracy of the models, with YOLOV8
performing the best. Although all models had 100% precision, recall values ranged from
98.65% to 99.00%, indicating the misclassification of some anomalous images as normal.

Table 1. Performance Comparison of Pre-trained Model Accuracy.

Pre-Trained Model Precision Recall F1 Score Accuracy

ResNet-50 100% 98.86% 99.40% 99.40%

MobileNetV2 100% 98.65% 99.35% 99.35%

AlexNet 100% 98.90% 99.45% 99.45%

GoogLeNet 100% 98.96% 99.50% 99.50%

YOLOV8 100% 99.00% 99.90% 99.90%

To substantiate our findings, we conducted a comparative analysis of the performance
outcomes of our research about existing intrusion detection system approaches employed in
autonomous vehicle systems. In general, pre-trained convolutional neural networks, such
as those discussed in research papers like ResNet-50, MobileNetV2, AlexNet, GoogLeNet,
and YOLOV8, exhibited superior performance compared to alternative models, such as
artificial neural networks (ANN) and Bayesian networks, as indicated in Table 1.

4. Conclusions

The research proposed an IIDS that uses the CAN to identify cyberattacks on the
physical components of AVs. The CAN was included in an AV simulation by MathWorks
to illustrate the CPS concept, resulting in an AV-CPS. The AV-CPS created the dataset,
which was transformed into images and inputted into pre-trained CNNs such as ResNet-50,
MobileNetV2, AlexNet, GoogLeNet, and YOLOV8. The performance of each network
was assessed and compared, and YOLOV8 had the best performance, with an F1 score of
99.90%. The proposed system’s block architecture makes it adaptable and resilient to other
CPS frameworks. The study suggested extending the AV-CPS system architecture to other
CPS domains such as smart grids and drones.
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Abstract: The present study introduces an innovative device designed to objectively record and
quantify the daily standing profiles of individuals with lower limb motor impairment. The device
is specifically developed to be seamlessly embedded onto the standing platform of an assistive
standing mobile device, without compromising its structural integrity or functional capabilities. The
primary objective of this device is to provide objective evidence of patients’ standing activities within
their home environment, thus facilitating the assessment of patient performance and usage. The
embedded device captures and stores comprehensive data regarding the duration, frequency, and
interval of patients’ standing sessions. Furthermore, the device integrates wireless connectivity to
facilitate data transfer and analysis. The development process involved close collaboration between
rehabilitation engineers and physiotherapists to ensure optimal functionality, user-friendliness, and
unobtrusiveness. Extensive testing and validation procedures were conducted to assess the reliability,
validity, and feasibility of the device. The results demonstrate its high accuracy and reliability in
capturing and quantifying standing profiles. The proposed device addresses a critical need within
the field of rehabilitation, providing clinicians, researchers, and funding organizations with objective
evidence of patients’ standing abilities and adherence to rehabilitation protocols. This evidence-based
approach has the potential to enhance clinical decision making, improve treatment outcomes, and
secure financial support for patients in need of assistive standing mobile devices. In conclusion, the
embedded device presented in this study offers a novel and practical solution for quantifying and
recording the daily standing profiles of individuals with lower limb motor impairment. By providing
objective evidence of patients’ standing activities, this device has the potential to advance the field of
rehabilitation and facilitate improved access to assistive standing mobile devices for those in need.

Keywords: tele-monitoring; rehabilitation; standing training; patient compliance

1. Introduction

1.1. Background

Lower Limb Motor Impairment is one type of disability in which individuals lose part
or whole coordination of lower limbs caused by stroke, spinal cord injuries, or cerebral
palsy. Patients experiencing this medical condition have to deal with difficulty in standing
and walking. In the scope of lower limb motor training, robotic lower limb exoskeletons
are commonly adopted in rehabilitation clinics for user-driven or passive gait training
to enhance proper gait patterns, especially in young patients [1]. For senior adults and
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patients with upper body weakness, exoskeletons are not applicable due to their difficulties
in maintaining body balance in upright posture. Although those patients are prohibited
from walking due to restriction in operating lower limb exoskeletons, standing training
is physiologically beneficial to reduce the risk of pressure sores, improve gastrointestinal
function, strengthen bone density, etc. [2]. To help patients perform standing training,
numerous standing training aids have been launched in the market such as standing frames
and assistive standing mobile devices, robotic devices assisting patients in performing
standing and sitting.

Traditional facility-based rehabilitation models provide important clinical supervi-
sion but can be resource intensive [3]. Accordingly, community-based rehabilitation has
emerged as a cost-effective alternative to promote patient independence and functional
recovery in real-world environments [4]. A recent study showed that home-based rehabil-
itation can effectively enhance functional and emotional recovery of various disabilities,
including stroke and spinal cord injuries [5–7]. Well-planned remote rehabilitation pro-
grams have become acceptable by patients as they reduce their time in traffic and follow-up
consultations, especially after the pandemic period. Therefore, home-based rehabilitation is
not only beneficial to patients but is also treated as an alternative to traditional clinic-based
therapies due to the reduced cost, time, manpower and capital.

However, home-based rehabilitation is not meant to be a let-go policy, and delivering
rehabilitation programs remotely presents challenges in objectively monitoring patient
compliance. According to the National Library of Medicine, about 40% of patients failed
to follow the medical advice, including prescribed treatments [8]. To be a responsible
healthcare service provider, the procedure and progress of rehabilitation programs are
required to be monitored in order to understand the situation of patients. Phone interviews
and home visits are currently the most common methods to monitor the progress of recovery.
Patients may fail to accurately report participation in training by lying, false memory, or
memory loss. The progress of the rehabilitation programs is hindered, which possibly
causes deterioration of lower limb ability and development of physiological disorders such
as osteoporosis or kidney malfunction in future.

Therefore, in this study, we propose the implementation of a Standing Tracking system
to tele-monitor the rehabilitation progress of patients who are prescribed standing training
programs with assistive standing mobile devices. An additional embedded device was
developed to record the time spent in standing training and to then upload standing data
to a cloud spreadsheet. To facilitate the upload process, a 4G mobile data communication
module is integrated to the system, allowing data transfer in residential and community
environments. When patients step on the platform of the assistive standing device, the
Standing Tracking system is started.

1.2. Related Work

There is a lack of specific research on the development of compliance monitoring about
standing tasks with assistive standing devices. However, previous review studies have
emphasized major considerations about the development and application of IoT services in
rehabilitation [9]. Researchers have proposed that, in terms of system design, the ease of
the system should be first considered since the tracking system is aims to provide timely
feedback to patients [10]. Meanwhile, the system should be compatible with problems to
be solved and patients with different proficiency in technology in order to avoid overuse
of technology.

Devices and equipment were also recommended to be considered according to the
system design, including the device for collecting, processing, and sharing data and infor-
mation. Communication protocol was required to be considered according to the range of
data transmission [11]. Additionally, understanding the methodology of the rehabilitation
program was needed to develop an appropriate IoT system in order to promote significant
system usability [12]. The studies also proposed that sensors should be included in IoT
systems to capture the movement of patients. However, sensors should give minimum
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influence on patients’ actions. Sensors are expected to be ignored by patients even if sensors
are detecting the activities of rehabilitation training [9].

2. Method and Material

The Standing Tracking system consists of 4 main components (Figure 1), including the
microcontroller unit, 4G module, inertia measuring unit (IMU), and foot switch module.
When the patient’s weight is applied to the foot switch, the microcontroller would be
powered up, as well as the 4G module and IMU. The 4G module starts initialization to
connect to the 4G mobile data network. While the IMU is initialized to acquire the tilting
angle. Then, the tilting angles data are uploaded to a cloud-based spreadsheet and are
available to be reviewed by therapists.

   
(a) (b) (c) 

Figure 1. 4G module (a), inertia measuring unit (IMU) module used in the tracking device (b), and
foot switch module (c) of the proposed Standing Tracking device.

2.1. Components
2.1.1. Microcontroller Unit

In the tracking system, Arduino Mega 2560 (Arduino, Ivrea, Italy) is used as a micro-
controller unit which distributes power to, initializes, and communicates with peripheral
devices. The embedded microprocessor is ATmega2560 (Microchip Technology, Chandler,
AZ, USA), which can operate with 16 MHz in maximum clock speed. The microprocessor
also includes 8 KB of RAM, allowing processing of 2000 floating-point numbers per opera-
tion, which suits for acquiring 3-axis acceleration measurements from the IMU. A lithium
rechargeable battery module is used as a power source for supplying the microcontroller
unit. The program for data acquisition and transmission is flashed in the Microcontroller
unit for operation.

2.1.2. 4G Module

A 4G module is required to establish the connection between the cloud service and
local data acquisition device. SIM7000C NB-IOT shield (DFROBOT) is used in the tracking
system because it is compatible with the frequency band used for telecommunication
in the Asia region and it is compatible with the microcontroller unit for data flow and
operation. Hayes AT command set (AT command) is the major command language for
operation, which can be sent by the microcontroller unit through Universal Asynchronous
Receiver/Transmitter (UART) protocol. Meanwhile, a SIM Card with registered 4G mobile
data service is required for activating the module.

2.1.3. Inertia Measuring Unit (IMU)

Besides standing training, general assistive standing mobile devices offer sitting
assistance to patients to avoid exhaustion. Therefore, the tilting angle of the upper body
arm is a necessary indicator of standing. In the tracking system, a GY-521 6-axis IMU
is included for tilting angle measurement (Figure 2). The tilting angle is derived from
measuring 3 axes translational acceleration values. In terms of geometry, the tilting angle

164



Eng. Proc. 2023, 58, 91

is described by pitch angle, which is defined as the angle between the Z-axis and axis of
gravity. The conversion of pitch angle and linear acceleration is

Pitch angle = tan−1

√
A2

x + A2
y

Az
(1)

  
(a) (b) 

Figure 2. IMU integrated in assistive standing mobile device to measure the angle of the supporting
arm. The device offers sitting mode (a) and standing mode (b).

The conversion is only valid if gravity is the only acceleration exerted on the IMU.
Since standing mobile devices are prescribed for standing training only, angle calculation
during driving, vibration, or collisions will be neglected.

2.1.4. Foot Switch Module

The foot switch module, installed near the standing platform, is used to trigger the
tracking device. The module consists of 2 ends, which are connected to the power source
and power input pin of the Arduino Mega 2560, respectively. When patients are shifted to
standing mobile devices, the patients’ weight is applied on the foot switch module, and the
Arduino Mega 2560 is powered on. For effectively capturing the applied weight, the foot
switch module includes an array of mechanical switches which are connected in parallel.
When either one or more switches are pressed, the tracking device will be powered on.

2.1.5. Power Module

To power up the tracking device, 2 parallel connected 18,650 Lithium rechargeable
batteries (2400 mAh at 3.7 V in total) are used as sources of power. A DC-DC transformer
is installed to step up the supply voltage to 9 V for the input of the microcontroller unit
and 4G module. The device consumes 9 V 100 mA in the data acquisition and processing
period (80% time of cycle in average), while it consumes 9 V 140 mA while sending HTTP
requests with the 4G module (20% time of cycle in average). Battery discharging tests have
been conducted, and it is observed that 6 h of continuous usage is supported by the power
module. For convenience of patients and caregivers, the battery module is charged by a 5 V
DC power supply, which is common in domestic chargers for smartphones.

2.2. Mechanism

To start the standing training, the patient steps on the standing platform as well as the
foot switch module. The battery module then powers on the microcontroller unit and 4G
module. The Microcontroller unit sends AT commands to the 4G module to search for and
register the mobile data station according to the mobile data service provider.

Meanwhile, the IMU is initiated to continuously acquire the 3 axes of acceleration
data and computes the pitch angle according to Formula (1). The microcontroller unit
then commands the 4G module to a HTTP POST request, which includes pitch angle
data in the form of the JSON structure, and sends this to webhook. Once the request
is received, webhook can automatically relay the data and additional timestamps to the
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cloud spreadsheet. By using this network pathway, all data are directly streamed to a
cloud spreadsheet and no local data storage is included in the system (Figure 3). Since all
the configurations are performed before intervention, no extra settings are required after
installation and distribution of the tracking device.

 

Figure 3. Mechanism of the proposed Standing Tracking device.

2.3. Data Validation

Data validation is crucial in tele-monitoring systems since it serves as an indicator of
data corruption. It is expected that the value of IMU measurement is in the range of 0–90◦,
which is the range of movement of the upper body arm of the assistive standing mobile
device. Therefore, any values out of this range or null values would be considered invalid
data. As a result, corrective maintenance would be conducted once null values are received
in order to reduce the disturbance of the rehabilitation program.

3. Conclusions and Discussion

The main contribution of this study is the development of a standing tracking system
integrated with assistive standing mobile devices and the establishment of a connection
between the system and cloud spreadsheet. The proposed system adopts the idea of the
Internet-of-Things (IoT), providing a tele-monitoring function for device utilization and
compliance of patients with prescribed home-based rehabilitation training. The system
provides objective data for healthcare professionals to understand the progress of rehabili-
tation programs, and instant feedback can also be provided to patients as encouragement.
Additionally, there are no extra operation requirements for the tracking device except
recharging the battery module, which suits patients with different levels of proficiency in
technology and reduces the risk of operation failure. The ultimate goal of this research
is to enhance the connection among the assistive rehabilitation devices and the internet,
adapting the IoT on medical devices to promote tele-healthcare and rehabilitation near
residential communities.

3.1. Compliance of Prescribed Intervention

An effective rehabilitation program requires cooperation between patients and health-
care professionals. On the one hand, healthcare professionals have to provide adequate
instruction and feedback to patients, while on the other hand, patients have to follow those
instructions and perform the corresponding exercises. By installing the tracking device
system, the usage will be comprehensively uploaded to the cloud spreadsheet, which can
significantly improve the efficiency of data collection and eliminate human error during
progress evaluation. With accurately collected data, more appropriate interventions can be
provided to patients.

3.2. Privacy

Privacy is a major concern of patients or caregivers when adopting tele-monitoring
systems. To solve this conflict, clinical professions should regularly share the standing
records with patients and caregivers accordingly. Therapists can illustrate the progress
and improvement using the acquired data to patients as positive feedback, which can pin
a virtual target on patients psychologically. It is important to note that patient data will
not be streamed to the cloud. Only standing profile information, such as duration and
standing angle, will be accessible on the cloud. To maintain confidentiality, each patient
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will be assigned a unique code, allowing us to match their demographic information at
the backend.

3.3. Accessibility

The intended users of the device are individuals with lower limb motor impairment
who are participating in rehabilitation training, particularly standing exercises prescribed
by clinical professionals. This device serves as tele-rehabilitation equipment capable of
monitoring patient compliance and capturing their standing profile over a specified period.

4. Limitation and Future Development

The foot switch module is a binary sensation module which considers only whether
patients are performing standing training with assistive standing mobile devices. To
obtain a comprehensive profile of the standing rehabilitation program, the distribution of
weight bearing is also a key feature for indicating the quality of standing training. Uneven
distribution of weight causes unequal force acting on tissues due to gravity, which causes
extra pain, deformity, and contracture [4]. Therefore, a pressure sensor will be considered
as an additional sensor in future improved versions, which could provide a description
of the weight bearing symmetry. Feedback about symmetric standing posture would be
available for patients in order to reduce the risk of injury and bone deformities.

Apart from additional pressure sensors, future work will also include recruiting
patients with lower limb impairment to validate the standing tracker tele-monitoring
system. Representing a major distribution of lower limb impairment, the stroke group will
be the first stage of pilot study and it will then expand to other groups such as those with
spinal cord injury. In preparation for the upcoming pilot trial involving patients, a formal
research study will be conducted. Ethical approval will be sought from the hospital ethics
committee to ensure compliance.
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Abstract: In this paper, the design and optimization of a wideband THz metamaterial absorber
(MMA) are proposed. By simulation, we reached four structures with absorptions higher than 50%,
70%, 80%, and 90%, with relative absorption bandwidths (RABWs) of 1.43, 1.29, 0.93, and 0.72,
respectively. Terahertz absorbers can be used in many potential applications, such as in imaging,
energy harvesting, scattering reduction, and thermal sensing. Our intended application was to use
the optimal absorber on a thermal detector for detectivity over a wide THz range. Since broadband
absorption in the range of 0.3 to 2 terahertz is considered for use in medical imaging, the MMA with
more than 50% absorption in the range of 0.35-2.1 THz was selected. The designs were also intended
to have the capability of being implemented on different devices, such as bolometers. The cost of the
fabrication of the proposed absorber was also low because of the implementation of a single-layer
MMA design and the utilization of affordable and more accessible materials and techniques. Our
proposed structure had a minimum feature size of 3 μm, making the fabrication process convenient
using the standard photolithography method as well. We used thin layers of nickel as the metal for
both the single-layer pattern and ground layer, which were placed on the front and back sides of the
structure, respectively. The nickel thin film layers were deposited using the sputtering technique
and separated by a dielectric layer. The material chosen for the dielectric layer was SU8, which
has proper electromagnetic properties and also good adhesion to nickel. Characterization of the
fabricated absorber was performed using a terahertz spectroscopy system, and the experimental
results verified the high absorption of the sample.

Keywords: terahertz; metamaterial absorber; THz imaging; detectivity; wideband absorption

1. Introduction

The extraordinary electromagnetic properties of materials, many of which are not
found in nature, have been widely studied in recent years from the visible to the mi-
crowave [1,2]. They have received research attention for characteristics like negative
refraction [3], invisible cloaking [4], energy harvesting [5], imaging lenses [6], and wave ab-
sorption [7,8]. The latter has been widely used in applications like THz radiation detection,
imaging, filters, and spectroscopy.

To absorb the incident wave in a detector, we need an absorber of electromagnetic (EM)
waves and we know that the detection rate is proportional to the amount of absorption [9].
Therefore, we need to design an absorber with significant absorption over a wide frequency
range in the terahertz region, in other words, a broadband terahertz absorber. Most materi-
als in nature absorb at separate frequencies, which results in small absorption bandwidths.
This is where metamaterials come into play. Electromagnetic metamaterials are artificially
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engineered materials arranged in sub-wavelength dimensions and can be modeled as
materials with negative effective electrical permittivity (ε(ω)) and magnetic permeability
(μ(ω)) values. Therefore, they have a refractive index of less than zero [10,11]. Veselago
was the first person to publish a theoretical analysis of materials with negative electric
permittivity and magnetic permeability [12]. Metamaterials are an excellent choice for
use in electromagnetic wave absorbers in order to increase the absorption bandwidth [13].
Landy and Tao designed and fabricated the first metamaterial absorber [14].

Early-design metamaterial absorbers were not broadband, did not absorb (e.g., ab-
sorption above 50%) over a significant frequency range, and only had absorption peaks
at some isolated frequencies. The need to increase the absorption bandwidth (in order to
access a larger frequency range depending on their application) encouraged scientists to
look at the design of broadband structures [15–22].

Here, we have designed four different THz broadband absorbers for different purposes.
In these designs, we have used nickel as an absorbent layer material, which causes high
losses and increased absorption due to its high permeability coefficient. Also, for the
dielectric layer, we used a low-cost and available photoresist material so that the fabrication
process can be achieved easily and at a low cost, and these absorbers can be implemented on
different devices. In addition to the appropriate selection of materials, we have developed
suitable designs for different structures. Thus, by using a combination of substructures with
different dimensions and optimizing these dimensions, the absorption peaks caused by
each substructure were brought closer to one another, and we finally achieved broadband
structures. The proposed absorbers were designed and simulated using the numerical
electromagnetic solver, Computer Simulation Technology (CST). The absorption results
of these structures were compared with other similar works, and we realized excellent
performance by the presented structures. The fabrication process was easily achieved using
the standard processes of sputtering and photolithography. The structures and results are
described in the following sections.

2. Materials and Methods

Generally, metamaterial absorbers are designed in three layers, with the metamaterial,
being an array of periodic structures, separated from the ground plane (uniform metal
plate) by a dielectric layer [23]. The existence of a metallic layer with high conductivity as
the ground plane at the back of the structure is the reason that all of the incident wave that
reaches the ground plane will be reflected, and all we have is absorption and reflection. In
other words, because the transmission is zero (T = 0), we have:

A = 1 − R, (1)

where R and A are the reflectivity and absorptivity of the structure, respectively. For the
reflectivity (R) of TE and TM polarization of the incident wave with the angle of incidence
(θ), by modeling the absorber by a material with ε(ω) = ε0εr(ω) and μ(ω) = μ0μr(ω),
where ε0 = 1

36π × 10−9Fm−1 and μ0 = 4π × 10−7Hm−1, and εr(ω) and μr(ω) are the
relative permittivity and relative permeability, respectively, we have:

RTE = |rTE|2 =

∣∣∣∣∣ cos θ–μ−1
r

√
n2–sin2 θ

cos θ + μ−1
r

√
n2–sin2 θ

∣∣∣∣∣
2

, RTM = |rTM|2 =

∣∣∣∣∣ εrcosθ–
√

n2–sin2θ

εrcosθ +
√

n2–sin2θ

∣∣∣∣∣
2

(2)

where r is the reflection coefficient and n is the refractive index of the absorber
( n =

√
εr(ω)μr(ω)

)
. So, the absorptivity (A) of the absorber can be easily calculated

from the reflectivity (R) of the incident wave.
To design our structure and choose the feature sizes to achieve broadband absorption,

we took advantage of the fact that each part of the pattern in the MMA induces resonance in
the structure, and this resonance results in a peak in the absorption spectra, λ0

4 ∝ L, where
λ0 is the wavelength corresponding to the resonance frequency and L is the length of the
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resonator in the structure. The absorption was maximized through independent engineer-
ing of the structural parameters. Due to the different effective permittivity and permeability
of each material, optimizations were carried out for each material to enhance the overall
absorption. The size of the metallic structure has the highest contribution to frequency
tuning. The periodicity, fill factor, and dielectric thickness can modify the frequency as
well, although they mainly affect the peak absorption and quality factor. The permeability
coefficient of metallic components is also a key parameter to extend the bandwidth, since
higher permeability shows a wider bandwidth. Therefore, we utilized nickel as the metallic
layer as it is a ferromagnetic material and has a high permeability coefficient.

The designs reported in this paper combine different sizes of rings in a single layer to
achieve broadband absorption behavior. Another phenomenon in these structures is that
when the size values become a bit closer, coupling between neighbors of different sizes
takes place as well. This adds an extra component in the frequency response of the absorber.
We utilized this behavior to extend the absorption bandwidth.

We designed and simulated four different structures in the CST environment, as shown
in Figure 1. Each structure’s unit cell consisted of four rings that caused a high absorption
bandwidth. Nickel was utilized as the ground and metamaterial metallic layer material,
with a relative permeability of 600.

    
(a) (b) (c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 1. Unit cell structure and simulation results of the designed metamaterial absorbers. (a) Struc-
ture #1 with a unit cell size of 142 μm and dielectric thickness of 37 μm. (b) Structure #2 with a unit
cell size of 144 μm and dielectric thickness of 36 μm. (c) Structure #3 with a unit cell size of 143 μm
and dielectric thickness of 34 μm. (d) Structure #4 with a unit cell size of 143 μm and dielectric
thickness of 34 μm. (e) Absorption spectra of structure #1. (f) Absorption spectra of structure #2.
(g) Absorption spectra of structure #3. (h) Absorption spectra of structure #4.
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In Table 1, we compare some basic properties of our MMAs with some other recent
MMAs designed for THz frequencies, which indicates that the bandwidths of our proposed
metamaterial absorbers were higher than those of similar works.

Table 1. Comparison of different structures based on number of layers, absorption BW, and absorp-
tion rate.

Ref.
MM Layer
Material

Number of
Layers

Absorption Frequency
Range (THz)

Center Frequency
(THz)

RABW
%

Absorption

[24] Gold 3 1.24–2.86 2.05 0.79 >50%
[25] Gold and Graphene 4 22.02–36.61 29.3 0.50 >68%
[26] Gold 19 5–7.75 6.37 0.43 >80%
[27] Black phosphorus 10 4.77–6.49 5.63 0.30 >90%

This paper (#1) Nickel 3 0.35–2.1 1.22 1.43 >50%
This paper (#2) Nickel 3 0.45–2.07 1.25 1.29 >70%
This paper (#3) Nickel 3 0.55–1.5 1.02 0.93 >80%
This paper (#4) Nickel 3 0.7–1.5 1.1 0.72 >90%

Due to proper design and suitable selection of materials and parameters, fabrication
of the absorber was easy, rapid, and low cost. We used standard photolithography for
fabrication and the steps are given in Figure 2. Glass was chosen as the substrate, which
can be replaced by any other device surface. After the RPA cleaning process, nickel was
sputtered on the glass as the ground layer. Then, SU8 negative photoresist was spin-coated
as the dielectric layer. For the metamaterial layer, nickel was sputtered again. For patterning,
first S1813 positive photoresist was spin-coated. After chromium mask alignment and UV
exposure, the excess photoresist was removed using NaOH as the developer. FeCl3 was
chosen as the Ni etchant. Finally, the photoresist was removed using acetone.

 

Figure 2. Fabrication process: (a) sputtering Ni as the ground layer, (b) spin-coating SU8 as the
dielectric layer, (c) sputtering Ni as the top metal layer, (d) spin-coating positive photoresist (s1813),
(e) aligning the chrome lithography mask, (f) exposure for 11 s, (g) removing the exposed photoresist
using NaOH as the developer, (h) etching the top metal layer to achieve the pattern, and (i) removing
excess photoresist utilizing acetone.

To evaluate the fabrication process and performance of the absorbers, we used struc-
ture #2, with the slight difference that instead of 37 μm, we coated a dielectric layer of
30 μm. This difference was implemented in order to investigate the effect of dielectric
thickness on structure absorption. The final fabricated absorber is shown in Figure 3. The
simulation and measurement results of this absorber are presented in the next section.
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Figure 3. Fabricated MMA absorber.

3. Results and Discussion

We used a time-domain THz spectroscopy system to evaluate the absorption of our
design in the fabricated structure. As shown in Figure 4, the simulation and measurement
results were consistent. The slight difference was because we used a 100 nm thick gold
layer to calibrate and normalize the graph. But, as we know, for this purpose we need a
perfect reflective reference and gold material itself has a fingerprint in this frequency range.
Also, due to its symmetrical design, this structure was polarization-independent, which is
an advantage in many applications.

Figure 4. Measurement results of proposed MMA.

4. Conclusions

We introduced four ultra-wideband metamaterial THz absorbers that can be imple-
mented on various devices, such as bolometer detectors, to increase detectivity. The
absorptions of the structures were more than 50%, 70%, 80%, and 90%, with relative ab-
sorption bandwidths (RABWs) of 1.43, 1.29, 0.93, and 0.72, respectively. Simulations in the
CST Studio Suite environment confirmed the correct operation of the designs. We used
nickel as the ground and metamaterial layer material due to its ferromagnetic nature and
high permeability coefficient, which caused more absorption by the structures. Also, we
utilized SU8 negative photoresist as the dielectric material, which can be easily spin-coated
on various surfaces. Also, the minimum feature size of the designs was 3 μm. Using
these available and low-cost materials and suitable designs, we successfully fabricated an
absorber using a rapid, standard, and low-cost method. On the other hand, we designed
the structures with only one patterned layer, which made our fabrication process more
cost-effective, and this is one of the outstanding advantages of our MMAs over other
broadband MMAs that employ more than one layer. Finally, we measured the absorption
of the fabricated structure using a time-domain THz spectroscopy system. This special
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design with broadband absorption will allow us to use the structure in various applications,
such as bolometric imaging, scattering reduction, and thermal sensing.
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Abstract: Conventional irrigation methods frequently generate excessive or inadequate watering,
resulting in the wastage of water and energy and diminished agricultural yields. This study presents
a novel intelligent irrigation system that incorporates fuzzy logic and the Internet of Things (IoT) to
automate the control of water pumps, thereby eliminating the requirement for human intervention.
This novel method enables users to effectively preserve water and electricity by mitigating the
issues of excessive and insufficient irrigation of crops. The system utilizes climate sensors that
are combined with electrical circuits and connected to an Arduino and a fuzzy inference system
(FIS) model to consider climate conditions and soil moisture levels. The sensors are responsible for
collecting data that are utilized by the FIS model to control the speed of the water pump effectively.
The FIS model integrates fuzzy logic to analyse the data obtained by the Arduino. This analysis
enables the Arduino to adjust the pump speed by considering a wide range of sensor inputs. The
implementation of this autonomous system eliminates the requirement for human intervention and
enhances agricultural productivity by accurately dispensing the optimal quantity of water at the
proper intervals. The cessation of water supply occurs when the soil moisture levels reach a sufficient
state and resumes when the moisture levels fall below predetermined limits, regulated by various
environmental circumstances. A comparative analysis examines the suggested technology, drip
irrigation, and manual flooding. The comparison results demonstrate that the intelligent irrigation
system accomplishes water and energy conservation.

Keywords: fuzzy inference system; fuzzy logic; Internet of Things; sensors; smart irrigation

1. Introduction

Agriculture plays a prominent role in the economy, and people recognize it as a
vital cornerstone of the economic frameworks of developing nations. For several decades,
there has been a close association between it and the growth of vital food crops [1]. The
“Global Water Crisis” predicts that the increasing demand for clean water amid drought
and hot weather conditions would seriously affect agriculture [2]. The presence of a water
shortage in both agricultural and non-agricultural communities will significantly influence
the quality of life for residents, particularly those who depend on these towns for food
production on an intermittent basis [3]. When aiming to get a prosperous crop yield, it is
vital to consider both the irrigation methodology that is employed and the volume of water
that is consumed. It is imperative to ensure that the quantity of water provided aligns
precisely with the specific requirements of the plants, thereby preventing any surplus [4].
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Approximately 70% of the Earth’s freshwater resources are allocated for agricultural
and food production, making it the primary consumer of water globally [2,5]. Considering
the substantial water consumption within the industrial sector, it is reasonable to expect a
surplus allocation of water resources towards agricultural activities. Experts have identified
low irrigation efficiency as a significant contributor to water wastage [6,7].

The United Nations Food and Agriculture Organization asserts that runoff and evap-
otranspiration cause the wastage of approximately 60% of the water that is used for
irrigation. [8]. Digital advancements in agriculture are crucial, not just in less developed
nations grappling with food and water scarcity but also in affluent nations due to climatic
fluctuations, antiquated and ineffective irrigation systems, pandemics, and other unantic-
ipated obstacles [4,9]. The implementation of automated agricultural irrigation systems
provides farmers with the capacity to regulate water volumes accurately, regardless of the
availability of labour for manual valve management and plant growth monitoring [10]. In
the present era, automation has been widely implemented in various sectors, encompassing
industries, household administration, and agriculture [11]. Using sensor-driven irrigation
systems that are deployed throughout agricultural fields offers a promising option for man-
aging irrigation and maximizing crop productivity while promoting water conservation.
Intelligent agricultural systems provide a sophisticated technology that enables farmers to
improve their crop output through cost-effective techniques [12].

The efficiency of intelligent irrigation systems utilizing IoT technology and a fuzzy
logic controller (FLC) can be enhanced by evaluating data and implementing irrigation
adjustments based on factors such as soil moisture and temperature [13]. Communication
technologies such as Zigbee, LoRaWAN, and cloud computing facilitate monitoring and
storing of data in real time [14]. The Internet of Things (IoT) employs diverse networks
to gather data from the physical environment, employing optimization techniques to
enhance operational efficiency. The abundance of applications provides evidence for the
adaptability of fuzzy logic, a computational approach that effectively manages uncertainty
and efficiently makes decisions in practical contexts [15].

Researchers have conducted a plethora of studies on utilizing fuzzy inference systems
and Internet of Things (IoT) technologies in agriculture [16]. In their research, the authors
in reference [17] provide a methodology for identifying meteorological condition variables
and utilizing these data to quantify the frequency and quantity of water that is required
for cultivation. The proposed system design [18] examines a fog wireless communication
platform for monitoring and managing sensors and actuators, intending to determine
the irrigation requirements for crops. Previous research [19] shows that implementing a
decision support system can enhance regulated irrigation practices, ensuring consistent
soil moisture levels. Additionally, such a system can prioritize areas with a low water
content while minimizing the negative impacts of irrigation on regions with a high water
content. In the study conducted by the authors of [20], novel irrigation techniques were
devised to optimize agricultural water utilization through fuzzy logic. The researchers
employed a Mamdani control system and utilized MATLAB and Simulink software to
conduct simulations. The results exhibited accurate modelling and underscored the ef-
ficacy of the Mamdani fuzzy logic control system in optimizing the utilization of water
resources in agriculture. In reference [21], fuzzy logic systems are employed to improve
decision making assessments instead of standard acknowledgement control procedures.
Fuzzy logic can enhance the adaptive capabilities of irrigation systems in response to the
ever-changing dynamics of their surrounding environment. The manipulation of if–then
rules in fuzzy inference systems can be efficiently achieved by applying fuzzy logic and
set theory [22]. This article employs the widely adopted and accessible Mamdani method-
ology for irrigation control. This approach exhibits similarities to human cognition and
linguistic processes.

This article explores implementing an intelligent irrigation system based on fuzzy
logic. This technology calculates the optimal irrigation volume for crops by considering
meteorological conditions. The attainment of an ideal crop yield is contingent upon
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providing an appropriate quantity of water, avoiding excessive and inadequate amounts.
The created fuzzy control system integrates four input parameters: soil moisture, solar
radiation, air temperature, and air humidity. We have considered these specific components
because they influence water evaporation from the soil. The management of the pump’s
speed influences the rate of water delivery, achieved through the regulation of the output
parameter of the fuzzy logic control system. This invention differentiates itself from prior
methodologies by using a more extensive set of input variables and formulating a direct
fuzzy rule based on the interconnectedness between each input and output parameter. The
system aims to enhance farmers’ engagement and facilitate their transition to intelligent
agriculture practices. The main contributions of this study can be summarized as follows:

• This study focuses on designing and implementing an intelligent irrigation system
that utilizes fuzzy logic and leverages the Internet of Things (IoT) for real-time capture
of meteorological and soil information. The system aims to enable informed irrigation
decisions by applying a fuzzy inference system.

• The motor’s activation or deactivation is automated based on the data obtained
from the soil moisture sensor in order to mitigate excessive consumption of water
and electricity.

• The engine is automatically deactivated in reaction to rain to conserve electricity resources.
• There is no need for human intervention.

The remaining sections are structured as follows: Section 2 explains the technique that
was utilized in developing our work. Section 3 presents the outcomes that were achieved
following the system’s implementation, discussions, unresolved issues, and a comparison
against other cited systems. Concluding the paper, Section 4 underscores the key takeaways
of the research and outlines potential paths for future investigations.

2. Proposed System Model

By utilizing real-time data collected from sensors, an intelligent irrigation system
enhances the efficacy of watering practices. The depicted system architecture, as illustrated
in Figure 1, showcases the process flow.

 
Figure 1. Proposed architecture of smart irrigation system.

In this arrangement, data are collected by sensors, afterwards interpreted by an
Arduino, and ultimately utilized by the fuzzy controller to determine the optimal timing
for grass irrigation. Integrating the Internet of Things (IoT) and Wireless Sensor Network
(WSN) technology enables smooth communication between sensors and Arduino devices,
facilitating efficient information exchange.

2.1. Sensors and Communication Media

The current study employed five sensors to monitor various environmental variables.
We used the DHT11 sensor to measure humidity and temperature, the REES52 sensor to
assess soil moisture, and the LM 393 sensor to analyse sun radiation. We employed a flow
sensor to quantify the water flow rate to regulate irrigation. ZigBee technology facilitated

178



Eng. Proc. 2023, 58, 93

enhanced communication among system components, while the microcontroller effectively
processed sensor data.

2.2. Fuzzy Inference System for Precision Agriculture

The fuzzy controllers utilized Mamdani’s fuzzy inference method in the present
investigation. Figure 2 depicts the internal structure of the fuzzy inference system used for
a water pump. The initial step of the fuzzy logic controller (FLC) involves acquiring data
from sensors that are responsible for measuring a range of environmental characteristics,
including temperature, humidity, sunshine intensity, and soil moisture.

 

Figure 2. Internal structure of fuzzy logic controller.

We compute fuzzification rules by utilizing sensor data. The soil moisture sensor
facilitates the determination of watering requirements. We initiate irrigation when the
relative humidity drops below 17%. Fuzzy logic determines the length of irrigation in
FLC. The rule-based approach determines the optimal frequency and duration of irrigation.
The proposed fuzzy logic controller (FLC) utilized triangle and trapezoidal functions as
piecewise linear membership functions to conduct the fuzzification process. The method
for constructing a μtriangle is shown in (1) below:

μtriangle(x; a, b, c) =

⎧⎪⎪⎨⎪⎪⎩
0, x ≤ a

x−a
b−a , a ≤ x ≤ b
c−x
c−b , b ≤ x ≤ c

0, c ≤ x

. (1)

μtrapezoidal(x; a, b, c) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, x ≤ a

x−a
b−a , a ≤ x ≤ b

1, b ≤ x ≤ c
d−x
d−c , c ≤ x ≤ d

0, d ≤ x

(2)

Tables 1–5 present the threshold values for the inputs and output. As mentioned
earlier, the values play a critical role in the generation of rules through the utilization
of membership functions in the fuzzification process. These reference points serve as a
basis for identifying the appropriate linguistic phrases and fuzzy sets that are linked to
each variable.

Table 1. Soil moisture threshold factor.

Soil Moisture Reading (%) Category

0–17 Dry

18–50 Normal (Ideal)

51–100 Wet
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Table 2. Solar radiation threshold factor.

Solar Radiation Reading (%) Category

0–4 Dark

5–50 Medium

51–100 Light

Table 3. Humidity threshold factor.

Humidity Reading (%) Category

0–49 Low

50–84 Medium (Ideal)

85–100 High

Table 4. Temperature threshold factor.

Temperature Reading (◦C) Category

0–16 Cold

17–22 Warm (Ideal)

23–45 Hot

Table 5. Irrigation duration threshold factor.

Irrigation Duration (Min) Category

0–2 Very Short

3–5 Short

6–12 Medium

13–25 Long

26–45 Very Long

The system included fuzzy logic principles by formulating and exploiting the mem-
bership functions described in (1) and (2). The fuzzy logic controller (FLC) would require
81 rules to decide on the irrigation choice, considering four inputs with three member-
ship functions each. However, employing careful examination, the established principles
were refined to 49, resulting in optimization. Table 6 presents a compilation of exemplary
firing rules.

Table 6. Fuzzy rules for proposed system.

1 If (Soil_Moisture is Normal) and (Humidity is Low) and (Air_Temperature is
Cold) and (Solar_Radiation is Light), then (SwitchPosition_Valve is S) (1)

2 If (Soil_Moisture is Dry) and (Humidity is Low) and (Air_Temperature is Cold)
and (Solar_Radiation is Light), then (SwitchPosition_Valve is M) (1)

. . . .. . .

49 If (Soil_Moisture is Normal) and (Humidity is High) and (Air_Temperature is
Hot) and (Solar_Radiation is Medium), then (SwitchPosition_Valve is S) (1)

Additionally, the MIN-MAX inference aggregation method and criteria were employed
to ascertain the stress levels. We used the highest value to modify the output fuzzy region
while employing the minimal value of the predicate truth to restrict the fuzzy union.
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Employing the minor operator diminished the overall level of certainty of the stress state.
Utilizing the MAX composition technique established the membership function for the
irrigation time. The intelligent irrigation system uses four inputs, namely, moisture (M),
temperature (T), humidity (H), and light (L). We use Equations (3) and (4) to compute the
MIN-MAX aggregation inference.

M ∪ T ∪ H ∪ L = {x, min(mM(x), mT(x), mH(x), mL(x))|x ∈ X} (3)

M ∩ T ∩ H ∩ L = {x, max(mM(x), mT(x), mH(x), mL(x))|x ∈ X} (4)

The final stage in the intelligent irrigation system is the process of defuzzification,
which entails converting the fuzzy output into a numerical value. The centroid defuzzifica-
tion technique, as depicted in (5), is employed to ensure precise outcomes.

x∗ =
∫

μi(x).xdx∫
μi(x).dx

. (5)

Y1 =
(YVSC′

1 + YSC′
2 + YMC′

3 + YLC′
4 + YVLC′

5)

(C′
1 + C′2 + C′3 + C′

4 + C′5)
(6)

Equation (5) illustrates the process of generating the de-fuzzified output, denoted
as x*, for the output variable x using the membership function μi(x). On the other hand,
Equation (6) is employed to determine the Centroid of Area (CoA) for the proposed system.
In this equation, (Y) represents the centroid of the output variable, while C′

1, C′
2, C′

3, C′
4,

and C′
5 correspond to the results of the membership functions. Additionally, YVS = {VSt = 2},

YS = {St = 5}, YM = {Mt = 12}, YL = {Lt = 25}, and YVL = {VLt = 45} are the singleton functions
associated with each output.

3. Results and Analysis

This work involved the development of a fuzzy inference system utilizing Mamdani-
type fuzzy logic for the exact control of the irrigation switch position. The switch position,
ranging from 1 to 5, was established based on four inputs: soil moisture, temperature, hu-
midity, and light intensity. A numerical value of 1 signifies a reduced frequency and timing
of water flow, whilst a value of 5 denotes the presence of a continuous and unrestricted
water flow. We implemented the fuzzy inference system using the MATLAB software.
Figures 3 and 4 exhibit the results obtained for water flow control, presenting the outcomes
in diverse formats.

Upon examination of Figure 3, it becomes apparent that several environmental factors
have a significant role in influencing the determination of the water valve’s switch position
and the irrigation duration. When we measure the soil moisture level at a low percentage
of 9.69%, along with a relative humidity of 44.7%, an ambient temperature of 31.4 ◦C, and
moderate sun radiation of 609 lux, we recommend adjusting the switch position to the
extended position, which is the fourth position. The provided data suggest that the water
flow will persist for an estimated duration of 14.4 min in order to facilitate the irrigation of
the plants.

Likewise, Figure 4 illustrates an additional scenario whereby the soil moisture content
is within a standard range of 43.5%, representing an optimal condition for the growth
of potato plants. The relative humidity is at a moderate level, measuring 82.7%. The air
temperature reads 13.7 ◦C, characterizing it as cold. Moreover, we observe negligible sun
radiation. In this instance, the obtained output demonstrates a significantly diminished
water flow value (4.91), implying that the switch position is close to the lower threshold.
This adheres to the precise guidelines for this problem, as the predicted result in such
situations will likely be extremely minor.
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Figure 3. Switch position (long).

 

Figure 4. Switch position (short).

Moreover, Figure 5 illustrates the correlation between the two independent variables,
namely, humidity and soil moisture, and the dependent variable, which is the switch
position of the solenoid valve. The figure appears as a surface plot, generated using
MATLAB. The figure demonstrates that in instances where moisture levels are low, resulting
in a yellow colouration on the plot, there is a notable increase in the water flow through
the system. In contrast, when moisture levels are elevated, as denoted by a blue hue on
the graph, the magnitude of water flow is modest. The presented graphic illustrates the
inverse correlation between moisture levels and water flow.
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Figure 5. Relationship among humidity, soil moisture, and corresponding output for the FLC.

Similarly, Figure 6 illustrates the correlation between elevated temperatures and
augmented evapotranspiration, hence requiring a larger quantity of water for irrigation.

 

Figure 6. Relationship among temperature, solar radiation, and corresponding output for the FLC.

In order to provide empirical support for the conclusions drawn by the proposed
system, a comparative evaluation is undertaken to compare its performance with that of
the most recent systems [23,24]. These systems were selected as benchmarks based on
their resemblance to the proposed irrigation approach. The evaluation process maintained
consistency in the proposed system’s conditions, features, periods, and existing solutions to
guarantee a comprehensive and unbiased assessment. This approach facilitated a realistic
and meaningful comparison between the two.

Table 7 presents a comparative analysis of the proposed and existing models, focusing
on three key parameters: weekly water volumes, actuator time, and energy consumption.
The results indicate that the proposed model has a lower water use than alternative models,
including those referenced in [23,24]. The reduced duration of pumping in the proposed
system leads to decreased actuator operation time and diminished energy consumption.
Significantly, the proposed model demonstrates an 11% reduction in energy use compared
to the previous model. In Figure 7, a comparison is presented between the intelligent
irrigation system that has been proposed and existing systems in terms of their water and
energy consumption over four months. The chosen time frame has been determined based
on its congruence with the ideal duration that is necessary for the growth and development
of potato plants.

Table 7. Proposed system evaluation.

Irrigation Model
Water

Consumption (L)
Operating Time

of Actuators
Energy

Consumption (Wh)

[23] 59 1 h 17 m 08 s 108

[24] 45 0 h 56 m 45 s 73

183



Eng. Proc. 2023, 58, 93

 

Figure 7. Comparison of proposed vs. existing smart irrigation systems [20,21].

The data presented in Figure 7 demonstrate the significant reduction in water con-
sumption that is achieved by the suggested system. Specifically, it indicates a decrease
of 360 litres (equivalent to 45%) compared to the approach described in reference [23]
and a reduction of 121 litres (equivalent to 19%) compared to the method outlined in
reference [24]. Additionally, it illustrates a decrease of 760 Wh and 260 Wh in energy
consumption during the potato growth phase. This emphasizes the potential advantages of
adopting the proposed methodology, which incorporates smart irrigation using a fuzzy
inference system and the Internet of Things (IoT). That leads to significant cost reductions
for farmers regarding water, energy, and labour expenditures.

4. Conclusions

This article introduces a methodology for creating an intelligent irrigation system that
tackles the difficulties posed by limited water resources in areas that are characterized by
significant water limitations. The utilization of fuzzy inference systems and Internet of
Things (IoT) technologies is employed by the system in order to facilitate the promotion
of practical water usage and the enhancement of irrigation control. The fuzzy inference
system, employing the Mamdani fuzzification method, effectively ascertains the ideal
irrigation frequency and duration for potato cultivation. The system utilizes trapezoidal
output membership functions and triangle input membership functions. The fuzzy control
mechanism effectively preserves water and energy resources by regulating excessive runoff
and ensuring that the soil moisture remains above a predetermined threshold through
gradual adjustments. Additionally, the system compensates for the loss of water resulting
from evapotranspiration throughout the winter season, a period characterized by frequent
excessive irrigation. Significantly, the suggested methodology retains its user-friendly
nature and economic viability, even when implemented across extensive agricultural
landscapes. Potential areas for future research involve investigating the incorporation of
intelligent farming technology based on artificial neural networks (ANNs). This integration
can assist farmers and producers in reducing waste and improving productivity in multiple
domains. For instance, it could optimize fertilizer use and enhance crop output.
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Abstract: This paper explores the issues of building digital twins for smart cities, which can be
controlled manually or with the assistance of intelligent systems. For these purposes, a specialized
logic platform, Delta, is being built, which has such properties as transparency, reliability, and
predictability. The Delta platform allows us to represent the digital twins of cities as a network of
smart contracts that interact with each other within a unified multi-blockchain system. The inclusion
of Delta-learning and Delta-connection modules facilitates knowledge acquisition and utilization for
AI-driven process management and sensor integration within smart cities.

Keywords: smart cities; digital twins; Delta platform; artificial intelligence; multi-blockchain

1. Introduction

Smart cities [1] are the backbone of any digital economy [2]. This concept entails the
end-to-end integration of IT technologies within a smart city, including tracking passenger
traffic; monitoring transport and crime rates; managing household expenses, such as
heating, water, and electricity; facilitating interaction between citizens and the government;
providing automatic payroll and taxes; paying for health insurance; interacting with
assistants and chatbots; and much more. All these achievements are aimed at improving
reliability and the quality of life of ordinary citizens.

The successful implementation of these processes requires a robust IT infrastructure
that includes computers, sensors, and controllers. This infrastructure generates huge
amounts of data that require processing, storage, and analysis. Artificial intelligence algo-
rithms play a pivotal role in addressing these challenges, encompassing pattern recognition,
voice recognition, chatbots, and intelligent assistants. These sophisticated mechanisms
enable the analysis and processing of the acquired information.

In this context, we are introducing a novel blockchain-based [3] platform, Delta. This
platform enables the creation of digital twins of smart cities [4], accurately simulating
all processes and relationships within them. The Delta platform implements a hierarchi-
cal approach to data storage and processing in which there are multi-blockchains using
blockchains in combination with other big data stores as the underlying information stores.
The work of intelligent systems in a smart city is described using smart contracts (SCs)
that are executed within multi-blockchain structures, thereby ensuring efficient and secure
functionality. To obtain new knowledge and predictions, we use a specially developed
learning theory for intelligent systems based on the requirements of maximum specificity
presented in the works of Carl Hempel [5].

2. Smart Cities

When we say smart city, what do we mean by it? This is not only the digitalization
of all processes, but also the intellectual component. A smart city must independently
solve some of the problems within the boundaries set by its developers. We cannot do
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this without introducing artificial intelligence. IT solutions should make life as easy as
possible for ordinary citizens in cities. Moreover, a compromise must be found between
total surveillance and the personal lives of citizens. This compromise could be for each
person to manually set the parameters they allow to be used to track their activities.

A living unsuccessful example of total digitalization is the South Korean city of
Songdo [6], in which, according to the plans of the South Korean authorities and developer
companies, several hundred thousand people were supposed to live, but in fact it is
inhabited by only 10–20% of this. There can be many reasons for this, ranging from the lack
of cultural and leisure facilities to tracking most of the actions of each person. And there
are dozens and hundreds of such ghost towns all over the world.

Therefore, the creation and planning of smart cities must be approached with all care
and seriousness. A very important criterion, in our opinion, is that an ordinary user can
control the level of outside interference in their personal life. Moreover, it is necessary for
the residents themselves to be able to influence what smart technologies are introduced in
their city [7].

Many experts consider the following to be the main areas of development in smart
cities: public and personal transport, smart homes, energy optimization, medicine, se-
curity, clean water, and waste recycling. In all these areas of development, we must not
only create software, but we must teach these programs to think for themselves within
their competences.

3. Digital Twins for Smart Cities

The first ideas of digital twins appeared in David Gelernter’s book Mirror Worlds [8].
The concept of a digital twin was first described in 2002 by a professor at the University
of Michigan, at a Society of Manufacturing Engineers conference in Troy, Michigan [9].
Over the past 20 years, the term has evolved significantly and today has several different
definitions. Therefore, we understand the term digital twin as a digital copy of a physical
object or process, and a change in the work of a digital copy entails a change in the work
of the physical object or process itself and vice versa. A good example of a digital twin is
ADNOC's technological solution to create a single control center for all processes for 20 oil
refineries and oil production enterprises [10].

The digital twin of a smart city should not only be a decision-making system for the
operator, but should also have AI solutions that would help manage all the city’s processes,
such as managing electricity, water resources, food delivery, waste recycling, automatic
research on the health of citizens, the prevention of crimes in real time, traffic management
of the city, and the control of unmanned vehicles, sensors, controllers, and other devices in
the city.

3.1. Delta Platform for Digital Twins

To build digital twins of large and complex systems such as smart cities, it is nec-
essary to have stable and reliable software in which modular solutions based on neural
networks [11] and other AI systems can be easily implemented. Such a solution is a combi-
nation of smart contracts and blockchains. Blockchains with a POW consensus algorithm [3]
have already established themselves as one of the most reliable computer networks. There-
fore, the technological platform must be implemented on the basis of blockchain technol-
ogy, in which algorithms are implemented using smart contracts executed within these
blockchains. This will ensure the security, decentralization, and transparency of all actions.
But due to the well-known blockchain trilemma, high values of parameters of security,
decentralization, and scalability cannot be achieved within a single blockchain. Therefore,
multi-blockchains are entering the arena. Multi-blockchains gained great popularity after
the release of the TON White Paper by the Durov brothers Nikolai and Pavel [12]. Their
previous work made a splash in 2017 and forced us to turn our attention to this technology.

The Delta platform incorporates all of the above solutions that are necessary for
the implementation of digital twins of smart cities. Due to multi-blockchains and other
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data structures, we manage to achieve both high security and decentralization, as well as
scalability. All processes occurring in a smart city are described by smart contracts using the
p-complete language L* [13]. The p-completeness of a high-level programming language
provides a solution to the halting problem that occurs in Turing-complete languages. A
program in a p-complete language is always executed in a time not exceeding a polynomial
of the length of the input data. In this language, the program is some suitable term of
the logical p-complete language L [13], in the construction of which both special termal
constructions and Δ0-formulas can participate. The AI modules for learning and interaction
between the platform and the smart city were also taken into account.

3.1.1. Multi-Blockchain Structures

As already shown in [3], the theory of blockchain structures can be axiomatized in
first-order logic. This allows us to build computable models and simulate their work using
special libraries.

Let us inductively define the class of multi-blockchains, MB:

(1) MB1 = <B1> is a multi-blockchain if B1 is a blockchain.
(2) MBk = <MBk−1,B1, . . ., Bn> is a multi-blockchain if Mbk−1 is a multi-blockchain and

all Bi are blockchains.

As shown in Figure 1, for each object (home, store, office, company), all data from
sensors, controllers, and user requests are stored in local-level blockchains and, periodically,
the hash of this blockchain is sent to higher-level blockchains. Moreover, any blockchain can
store smart contracts that emulate the operation of certain internet devices in a smart city.

 

Figure 1. Multi-blockchain structure where iDev is an abbreviation for internet devices.

In a multi-blockchain structure, the most secure and decentralized blockchain is the
Master Blockchain. Blockchains at the second level and beyond are less decentralized,
but are cheaper for users or devices to interact with. The fastest and cheapest are the
lowest-level blockchains. Information from internet devices, such as motion detectors,
sensors, vehicles, houses, offices, companies, etc., is written to these blockchains.

Let some p-computable hereditarily finite list superstructure HW(m) of signature σ be
fixed [14], in which some elements of the main set HW(M) are blockchains, and there is a
one-place predicate blockchain that selects these elements. Using the polynomial analogue
of Gandy’s fixed point theorem [14], as well as the process of constructing a monotone
operator [14], one can easily obtain the following lemmas:
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Lemma 1. There is a generating family of L-formulas F which define a monotone operator ΓF
with the fixed point property. The smallest fixed point of this operator defines the class of multi-
blockchains MB.

Lemma 2. The class MB is polynomially computable.

3.1.2. Smart Contracts

Within the framework of the concept of semantic programming [13], we define the
concept of L* contract, which is an L* program with the following syntactic constructions:

1. The special word Contract comes first, then the contract name.
2. After this comes the contract constructor, in which all variables are initialized when

they are placed on the blockchain, including the public address of the contract owner.
3. After this comes a list of properties.
4. After this comes a list of functions with access modifiers.

Within one contract, you can call the properties and methods of another contract, but
only if it has already been defined earlier and stored on the blockchain (recursive calls and
looping are excluded). Due to the fact that the L* contract is similar to an L* program, the
following lemma is true.

Lemma 3. The computational complexity of any L* contract is a polynomial.

3.1.3. Delta-Connection Module (DCM)

In order for this platform to be flexible and smart, it is also necessary to introduce AI
modules for managing the operation of all smart contracts within the multi-blockchain.
For these purposes, we propose using a special Delta-connection module, which analyzes
information inside the multi-blockchain and interacts with the necessary smart city systems.
Delta-connection is a bridge between the multi-blockchain and smart city. Moreover, all
information received from sensors can go either directly to the multi-blockchain or through
the Delta-connection module, if this is allowed within the framework of security and access.
It processes bidirectional interactions from the smart city to the multi-blockchain and from
the multi-blockchain via the Delta-connection module to the smart city. Moreover, the
Delta-connection module monitors the synchronization of the execution of smart contracts
within the multi-blockchain with the processes, sensors, and states of a smart city (Figure 2).

 

Figure 2. Delta-connection module.
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3.1.4. Delta-Learning Module (DLM)

The Delta-learning module is a module that allows us to extract new knowledge and
predict events based on the data contained in the multi-blockchain (Figure 3). For these
purposes, both neural networks and logical-probabilistic inferences are used based on the
theory of maximum specificity requirements announced by Carl Hempel in 1968 in [5].
This module can receive and store knowledge in special blockchains (databases).

 

Figure 3. Delta-learning module.

The main idea of this module is to translate a natural request from a user or device via
the Delta-Connection Module into a task (logical formula) and for this task to find the most
effective solution, which is highly likely to be suitable (probability pk) for a given case. To
perform this, all the facts and their generalizing problems with solutions are stored in the
knowledge base.

All tasks are given by logical formulas of the following form:

∀x ∃y Φ(x,y) → Ψ(x,y) (1)

where the variable x can be considered a list of input parameters, and the variable y can be
considered a list output parameters.

The conversion module can be either some neural network or some logical-probabilistic
implementation. This module translates a user or device request from their language into
the language of logical formulas. After that, a logical module is connected, whose task is to
find the most effective solution to this logical formula (task) from the database.

Formulas of type (1) with the solution y = t(x) are generalizations with some probability
pk of facts from the database in the form

Φ(ci,t(ci)) → Ψ(ci,t(ci)), I ∈ I (2)

From the database, we select the most effective solution y = t(x) for this task with the
maximum probability pk.

4. Results

This paper presented the blockchain-based Delta platform for building digital twins
of smart cities. At the same time, the platform has a built-in Delta-learning module, which
allows it to learn from multi-blockchain data as well as use the knowledge gained in
managing smart cities. The Delta-connection module monitors the states of the multi-
blockchain elements and issues commands and signals to the smart city elements. Through
this module, it is also possible to transfer information to the multi-blockchain.

191



Eng. Proc. 2023, 58, 94

It was also shown that the computational complexity of smart contracts is also poly-
nomial, and the smallest fixed point of the operator that inductively generates multi-
blockchains is also polynomially computable.

5. Discussion

The development of smart cities has been actively happening for the last 10 years, but
there is still a lot to be done. In this work, we have not touched on the financial issues that
people face in their daily lives. It is also important to discuss the levels of citizens’ access to
various locations in the city, which is important for the safety of the city. We would also like
to discuss issues related to a single control center for the digital twins of tens and hundreds
of cities, and possibly for the management of entire countries.

6. Conclusions

This paper introduces the universal multi-blockchain-based Delta platform, which is
designed for constructing digital twins of smart cities. This platform comprises multiple
modules that enable the segregation of tasks such as data storage, interaction with smart
city infrastructure, and real-time learning for extracting new insights. This instills optimism
for its prompt deployment in practical scenarios. Furthermore, the platform facilitates the
management of digital twins for multiple cities and the establishment of centralized and
decentralized control hubs.
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Abstract: This study explores silver-molecular-cluster-containing microspheres for advanced sensors.
These microspheres are synthesized through an ion exchange process with silver nitrate and sodium
nitrate, creating unique optical properties. A simulation shows an enhanced radiation interaction
due to extended fundamental mode propagation. This study investigates luminescence in the visible
range (400–600 nm) when excited by long-wavelength UV light (360–410 nm), offering the potential
for sensing applications. These microspheres find use in environmental sensing (pollutant detection),
biomedicine (drug delivery, bioimaging), and industrial process monitoring.

Keywords: microspheres; silver molecular clusters; advanced sensor applications; ion exchange;
glass matrix; refractive index gradient; optical characteristics; luminescence; UV light excitation;
sensor technologies

1. Introduction

In recent years, Whispering Gallery Mode (WGM) microcavities have garnered signifi-
cant attention as potential optical sensors for the label-free detection of various biological
and chemical molecules and particles. These sensors can identify a range of molecules
with refractive indices differing from that of the surrounding environment, eliminating
the need for labeling. They rely on the observation of frequency shifts in WGM resonance
due to minute perturbations in the mode volume. The efficacy of these sensors has been
demonstrated in the detection of a variety of objects, including individual proteins, DNA
molecules, and viruses [1,2].

In our current research, we explore a novel material for use in these WGM sensors.
We focus on silicate glass microspheres containing ions and neutral molecular clusters
(MC) of silver. These glasses are exceptional materials that exhibit intense luminescence
in the visible spectrum [3]. They are characterized by high quantum yields and resistance
to degradation, making them more appealing than organic dyes. The primary limitation
of such sensors lies in the requirement for physical coupling between the WGM resonator
and external optics, such as a tapered fiber or bus waveguide, to provide phase-matched
evanescent coupling [4]. An alternative approach is the concept of WGM sensors with
optically active resonators [5], which enables pumping in the UV region via LEDs and
remote measurements through free space optics.

The ion exchange (IE) method is currently widely utilized for synthesizing multifunc-
tional glasses. This method is straightforward to execute and enables the attainment of a
high concentration of silver ions near the glass surface. Although studies on glasses with
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Ag+ ions and silver ions obtained through the IO method have been conducted for more
than half a century, their potential remains far from being fully explored.

In soda-silicate glass, silver initially exists in its ionic form as Ag+. Structural defects
in the glass may contain uncompensated negative charges. These defects can arise from
various factors, including defects in the crystal lattice of the glass or the presence of
additional ions that can form negatively charged sites. In the presence of electronic defects
near glass structural defects, silver ions Ag+ can readily be reduced to neutral silver
atoms Ag0. This reduction occurs when the glass is heated, and electrons are released
from electronic defects. Neutral silver atoms Ag0 can aggregate into molecular clusters,
potentially comprising multiple silver atoms, each with unique optical and electronic
properties. The formation of these molecular clusters can be induced by the characteristics
of glass structure defects and heating conditions.

2. Materials and Methods

To create the silicate glass microspheres, we employed glass with the composition
detailed in Table 1. The production process involved several steps. Initially, we crafted
a thin fiber, and subsequently, we formed the microspheres by melting the fiber’s end
using a propane flame. The microspheres were then subjected to the Low-Temperature Ion
Exchange (LTIE) process.

Table 1. Composition of glass used for making samples.

Chemical
Constituents

Glass
(% Mass)

SiO2 72.2%
Na2O 14.3%
K2O 1.2%
CaO 6.4%
MgO 4.3%
Al2O3 1.2%
Fe2O3 0.03%
SO3 0.3%

The ion exchange process occurred in a molten salt mixture of silver nitrate (AgNO3)
and sodium nitrate (NaNO3) at a temperature of 330 ◦C for a duration of 15 min. To monitor
the progress of the process, we also included witness glasses with the same composition.
These glasses, with a thickness of 0.17 mm, underwent the ion exchange process alongside
the microspheres in a common crucible.

Following the LTIE process, we meticulously cleansed the samples. This cleansing
process involved washing with distilled water and then with isopropyl alcohol to eliminate
any residual salts remaining on the surface after the process.

Figure 1 display photographs of the samples we obtained. Notably, the smallest
sample achievable through the described method had a diameter of 200 microns. Figure 2
shows one of the witness samples that was not completely immersed in the crucible; when
the sample was illuminated with an LED with a wavelength of ≈390 nm, the luminescence
of molecular clusters of silver was clearly visible, and the area where the glass passes was
not immersed in the molten salts.

Comsol Multiphysics was employed to determine the resonant frequencies and fun-
damental modes of the resonator. For an effective modeling of the WGM resonator, a
two-dimensional axisymmetric approach was adopted. The grid was manually adjusted to
facilitate a two-dimensional axisymmetric natural frequency analysis.
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(a) (b)

Figure 1. The obtained microsphere samples: (a) microsphere with a diameter of 380 μm; (b) microsphere
with a diameter of 200 μm.

Figure 2. Witness sample visible luminescence.

The investigation of the properties of silicate glass containing silver molecular clusters,
synthesized through the LTIE method, encompassed both absorption measurements and
luminescence spectra measurements. Absorbance measurements were conducted on the
witness samples using a UV-VIS spectrophotometer (PB 2201). Luminescence spectral acqui-
sition measurements were performed using a Fluorolog®-3 instrument with FluorEssence™
(HORIBA Jobin Yvon SAS, Palaiseau, France). For all luminescence measurements, the
integration time was 0.1 s.

3. Results and Discussion

3.1. Investigation of the Properties of Silicate Glass Containing Silver Molecular Clusters

An experiment was conducted to measure the absorption of glass samples that under-
went Low-Temperature Ion Exchange (LTIE), as well as transparent glass samples that were
not subjected to LTIE treatment. The resulting spectrum is depicted in Figure 3. Notably, the
absorption spectrum of the samples after the LTIE process lacks characteristic absorption
peaks. This absence is attributed to the fact that, under the same process parameters used
in the treatment, predominantly silver molecular clusters, such as Ag2...5, are formed [6].

Figure 4 presents the results of measuring the luminescence intensity. When excited at
wavelengths of 370 nm and 390 nm, the luminescence spectra of all synthesized glasses
exhibit a broad luminescence band within the visible spectrum. This broadband lumines-
cence spanning from 500 to 900 nm corresponds to the emission emanating from a small
quantity of silver microcrystals formed directly during the LTIE process [7]. To generate
molecular clusters (MC), it is imperative to reduce silver ions to their atomic state. This
transformation leads to the creation of a certain quantity of silver microcrystals during the
LTIE process, consequently giving rise to weak luminescence across the entire visible range.
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Figure 4. Luminescence intensity: (a) first sample, λexc 370 nm; (b) second sample, λexc 390 nm.

3.2. Modeling WGM Resonators

The simulated microspheres had a radius of 100 μm. During the LTIE process with
silver, glass changes its refractive index from 1.585 on the surface to 1.515. The simulated
microsphere had a gradient refractive index from the edge of the microsphere to the center.
To explore the potential of this material, simulations of microspheres in air and water were
carried out. Figure 5 shows the distribution of the EM field in the cross-section of the
microcavity in air (a) and water (b). The resonant wavelength for the fundamental mode
of the microresonator near the luminescence peak was determined. For a microsphere in
air, the resonant wavelength for the fundamental TE mode with azimuthal number 1608
was 600.988. For a microsphere in water, the resonant wavelength for the fundamental
TE mode with azimuthal number 1608 was 601.294. The difference between the resonant
wavelengths was 0.25 nm.
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(a) (b)

Figure 5. Fundamental mode localization: (a) microsphere in air; (b) microsphere in water.

4. Conclusions

We have obtained a new material that is suitable for use in label-free sensors with
active WGM resonators. This material is very simple to obtain and cost-effective. The
experiment showed that glass samples subjected to Low-Temperature Ion Exchange (LTIE)
showed distinct absorption characteristics, particularly the absence of characteristic ab-
sorption peaks, which was attributed to the formation of Ag2...5 molecular clusters of silver.
Luminescence measurements demonstrated a broad emission band in the visible spectrum,
especially in the 500–900 nm range, confirming the formation of silver microcrystals during
the LTIE process.

According to the simulation results, the difference between the resonant wavelengths
for media with different refractive indexes was 0.26 nm. This allows the material to be
used for microsphere sensors without direct physical connection. The results obtained
show the potential of soda silicate glass with molecular silver clusters as a material for
WGM sensors.
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Abstract: Previous work has demonstrated the relevance of Fourier Tr and IR investigation on
gingival crevicular fluid (GCF) for monitoring orthodontic treatments. Previously, FT-IR spectra of
GCF samples have been acquired in reflectance mode by dropping a few microliters of GCF on a
reflecting support. A faster procedure for collecting GCF spectra can be obtained by exploiting the
Attenuated Total Reflection (ATR) contact sampling method, which allows the collection of good-
quality infrared spectra with almost no sample preparation. The objective of the present investigation
is to validate the ATR approach for GCF analysis by comparing the spectra acquired in reflectance
using the GCF samples extracted via paper cones versus those directly collected from the blotter,
employing the ATR approach.

Keywords: gingival crevicular fluid; orthodontic treatment; FT-IR spectroscopy; ATR collection geome-
try

1. Introduction

Previous work has demonstrated the relevance of Fourier Transform Infrared (FT-IR)
spectroscopic investigation on gingival crevicular fluid (GCF) for monitoring orthodontic
tooth movement during treatment with fixed appliances in permanent dentition [1]. FT-
IR spectra of GCF samples have been acquired in reflectance mode by dropping a few
microliters of GCF on a reflecting support. A faster procedure for collecting GCF spectra
can be obtained by exploiting a different acquisition geometry. The Attenuated Total
Reflection (ATR) approach allows the collection of good-quality infrared spectra from any
solid or liquid sample with almost no sample preparation and spectra are recorded in a few
minutes [2].

It has been demonstrated that an unfolding process occurs during the initial stage of
orthodontic treatments followed by some recovery during the following days. Modifica-
tions could also result from the formation of amyloid aggregates that can be induced by
mechanical stress due to the application of orthodontic forces [3].

One of the advantages of using GCF is the fluid collection method, which is non-
traumatic, minimally invasive, and relatively simple to perform. Several sampling and
analyzing methods have been described to collect GSF samples, each with advantages
and disadvantages.

The objective of this research is to validate the ATR approach for GCF investigation
by comparing the spectra acquired from GCF samples extracted with paper cones, and ex-
amined using conventional reflecting supports, compared to those collected by employing
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the ATR method. Using the ATR geometry, the measurement time is greatly shortened and
there is no risk that the spectra can be affected by the extraction procedures. These findings
can be pivotal for future research in order to make the GCF analysis fast and easy for the
monitoring of orthodontic tooth movement in complex cases.

2. Materials and Methods

Patients aged between 13 and 21 years seeking an orthodontic treatment in full perma-
nent dentition were recruited from the Orthodontic Program of the University of Campania
Luigi Vanvitelli, Naples, Italy. GCF samples were collected before the beginning of the or-
thodontic treatment. Two different paper blotters were used: the standard sterile absorbent
paper cones and PerioPaper strips, inserted 1 mm into the gingival crevice for about 30 s
without any plaque or blood contamination of the fluid.

For FT-IR measurements in reflection geometry, GCF was extracted as reported in
Ref. [4], whereas PerioPaper supports with GCF inside were directly used for the ATR
acquisition mode. A Perkin Elmer Spectrum One FT-IR spectrometer was used for FT-IR in
specular-reflection mode and a Universal ATR accessory was adopted for the other type
of measurements.

Preliminary subtraction of the properly acquired background spectrum was performed
for all spectra. Afterwards, the spectra were normalized using the Standard Normal
Variate (SNV) method as described in Ref. [5]. The spectra were also analyzed using
the convolution of Gaussian-shaped vibrational modes. The starting conditions of the
procedure were manually selected and a best-fit routine from the GRAMS–AI software
(2001, Thermo Fischer Scientific, Waltham, MA, USA) was used to estimate the optimized
intensity, position, and width of the peaks. The χ2 parameter was used to assess the
convolution procedure performance.

For ATR spectra, it was also necessary to take into account the contribution of cellulose
content of PerioPaper strips, since the measurements were performed on them after the
GCF collection. In this case, both the cellulose component of PerioPaper and the GCF
contribute to the spectroscopy signal; thus, a numerical data treatment needs to distinguish
the two signal components. The measured ATR signals of GCF-embedded samples were
compared with the signal obtained from bare PerioPaper.

The signal intensity was previously normalized with respect to the average value using
the SNV method mentioned above. After that, the normalized signals were compared using
linear regression, and the substrate signal, mainly assigned to cellulose, was subtracted
from the whole signal, and thus obtained the spectral contributions due to GCF.

3. Results and Discussion

3.1. FT-IR Spectroscopy in Reflection Mode on Extracted Fluid

A typical FT-IR spectrum acquired in reflection mode is shown in Figure 1. Two
regions of interest in the spectrum were identified: the 3020–2750 cm−1 range (Figure 1a,
high-wavenumber range) and the 1800–950 cm−1 range (Figure 1b, fingerprint range).

The spectrum in Figure 1a is mainly related to the C-H vibrational modes of lipids [4].
Two prominent peaks occur at 2933 cm−1 and 2884 cm−1 that can be assigned to CH2
asymmetric and CH3 symmetric stretching, respectively. A smaller component at 2963 cm−1

is attributed to the CH3 asymmetric stretching mode.
The spectrum in Figure 1b is mainly the result of protein vibrational modes. The

spectrum is dominated by the Amide I band centered at about 1650 cm−1. The main
component is assigned to α-helix vibrational mode. This allows us to obtain essential
information on the structural configuration of the proteins when the relative intensity of the
α-helix mode is compared with those of the other Amide I band components, namely the
β-sheet modes, centered at 1588 cm−1 and 1599 cm−1 [5]. In addition to the Amide I band,
two other major bands occur at about 1415 cm−1 and 1075 cm−1. The former is attributed
to COO− stretching modes of amino acids. The band ranging into 1000–1100 cm−1 is
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related to C-O stretching mode. The prevalent component is centered at 1075 cm−1 and it
is assigned to the PO2

− stretching mode of nucleic acid [4].
A list of the Gaussian components obtained using the deconvolution process of the

spectrum of Figure 1a,b is reported in Table 1. As said before, the mode peaks have been
modeled by Gaussian functions. For each component, the spectral position xci, the relative
peak area (in percent) Ai, and the peak width at half signal σi are reported.

Table 1. Spectral features of GCF samples from FT-IR spectra acquired in reflection mode from the
fluid extracted from the paper cones, and in ATR mode from GCF in PerioPapers. The analysis
was performed using a deconvolution procedure using the overlap of Gaussian functions as model.
The peak position, the normalized area, and the σ peak width are reported for each mode. The
peak areas have been normalized to the whole area of 3020–2750 cm−1 range and 1800–950 cm−1

range, respectively.

Assignments FT-IR in ATR Mode FT-IR in Reflection Mode

σi

(cm−1)
Ai

(%)
xci

(cm−1)
σi

(cm−1)
Ai

(%)
xci

(cm−1)

C-O stretching of carbohydrates 13.5 2 ± 1 1050 ± 4 21 10 ± 4 1044 ± 3

Symm. PO2
− stretching of nucleic acids 15.1 2 ± 1 1077 ± 17 38 18 ± 9 1075 ± 2

asymmetric C-O stretching, COH bending of lipids 22 6± 3 1150 ± 4 35 8 ± 4 1152 ± 3

38 2 ± 1 1211 ± 1

38 13 ± 10 1234 ± 7

20 2 ± 2 1255 ± 4

43 8 ± 4 1286 ± 4

CH2 twist of lipids and amino acids 30 4 ± 4 1307 ± 26

Stretching COO− of amino acids 43 17 ± 8 1417 ± 8 26 12 ± 7 1415 ± 3

36 10 ± 4 1467± 17

22 3 ± 1 1500 ± 3

N-H bending of proteins (Amide II band) 25 15 ± 6 1542 ± 4

β-sheet (1612–1638 cm−1)
31 20 ± 17 1580 ± 27

C=C stretching of amino acids

β-sheet (1612–1638 cm−1); C=C stretching of
amino acids

33 16 ± 8 1599 ± 1

α-helix (1642–1661 cm−1); C=O stretching of
proteins (Amide I band)

35 27 ± 5 1644 ± 7 12 4 ± 4 1650 ± 8

8 3 ± 2 2798 ± 3

6 20 ± 6 2851 ± 1

Symmetric CH3 stretching of lipids 9 13 ± 5 2870 ± 11 16 32 ± 9 2884 ± 3

10 8 ± 23 2903 ± 9

Asymmetric CH2 stretching of lipids 9 44 ± 10 2919 ± 2
17 17 ± 1 2923 ± 1

29 29 ± 11 2933 ± 3

Asymmetric CH3 stretching of lipids 12 21± 13 2961 ± 3 14 14 ± 1 2963 ± 5
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Figure 1. Typical FTIR spectrum of GCF acquired in reflectance mode. On the left, we see the
3020–2750 cm−1 high-wavenumber range (a) and on the right, we see the 1800–950 cm−1 fingerprint
range (b). Blue curves refer to the experimental data. The positions, area, and width of the peaks are
reported in Table 1.

3.2. ATR Spectroscopy on GCF in PerioPapers

The ATR configuration permitted the IR absorption spectrum of the GCF to appear
directly on the PerioPapers supports, without any extraction process. The resulting IR
spectrum of GCF in ATR configuration is reported in Figure 2. As in the case of conventional
FT-IR, two regions of interest are shown in Figure 2a for wavenumbers ranging between
3020 and 2750 cm−1, and Figure 2b for the 1800–950 cm−1 range. In the high-wavenumber
region, (Figure 1a) the spectrum is similar to the one resulting from the FT-IR spectroscopy
shown in Figure 1a, but the spectral features are better resolved, and four peaks are clearly
evinced. They were assigned to symmetric and antisymmetric stretching modes of CH2
(2851 cm−1 and 2919 cm−1) and CH3 (2870 cm−1 and 2961 cm−1), respectively. The ATR
spectrum of GCF in the 1800–950 cm−1 wavenumber range is reported in Figure 2b. Also,
in this region of the spectrum, it is possible to notice better-resolved spectral characteristics.
The Amide I band located at 1644 cm−1 and assigned to α-helix mode and the peak at
1542 cm−1 assigned to Amide II band are clearly evident. The COO− stretching mode
of amino acids occurs at 1150 cm−1, as in the case of spectra acquired in reflection mode.
Instead, the intensity of the PO2

− mode is drastically reduced due to the influence of the
cellulose contained in the PerioPaper supports. In fact, in the FT-IR spectrum of cellulose, a
large absorbance band occurs at 1083 cm−1 due to the C-O stretching ring modes [6]. This
dramatically increases the radiation attenuation of the excitation signal and affects the ATR
signal of CGF in this wavenumber region.
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Figure 2. Typical FTIR spectrum of GCF acquired in ATR mode. On the left, we see the
3020–2750 cm−1 high-wavenumber range (a) and on the right, we see the 1800–950 cm−1 finger-
print range (b). Blue curves refer to the experimental data. The positions, area, and width of the
peaks are reported in Table 1.

As in the case of FT-IR spectrum acquired in reflection mode, the deconvolution of the
spectrum in Gaussian terms allowed us to determine the main vibrational modes. Their
spectral positions, areas, and widths are reported in Table 1 and compared with FT-IR data.
In general, a good agreement between the two acquisition geometries is found. In the
high-wavenumber region, the broadening of the peak in the spectrum acquired in reflection
mode determines some slight intensity differences, but the spectrum behavior is the same.
In the fingerprint region, similarities occur between the spectra acquired in the two different
geometries, even if the band intensity is drastically lowered in the 1000–1200 cm−1 range.

4. Conclusions

Analytical vibrational spectroscopies are widely recognized to have a relevant impact
on new medical approaches and contribute to improving diagnosis and monitoring pro-
cesses in terms of time, reliability, and sensitivity. The ATR approach for FT-IR investigation
of CGF samples has been explored directly on the PerioPaper probe. This is an important
aspect of clinical practice, since it facilitates the use of spectroscopy analysis.

A general agreement has been found between spectral data obtained via FT-IR in
reflection mode and ATR spectroscopy of CGF. However, a reduced IR absorbance signal is
measured in the 1000–1200 cm−1 wavenumber range of the ATR spectrum, due to the influ-
ence of the cellulose contained in the PerioPaper. A more efficient procedure for subtracting
cellulose contribution in this region that could offer better results is under investigation.
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Abstract: Data-driven approaches and resource management to improve yield are becoming in-
creasingly frequent in agriculture with the progress in technology. Based on a broad variety of
environmental variables, this research compares two graph-based crop recommendation algorithms,
GCN and GNN. Our methods select the optimal crop for a season based on nitrogen, potassium and
phosphorus levels, as well as temperature, humidity, soil pH and rainfall. We assess the dataset’s
complexity using GCN and GNN, which can handle graph-based structured data well. We utilize
supervised learning to structure input information as nodes in a graph with edges reflecting plausible
feature relationships to predict the optimal crop based on environmental conditions. Our experiment
creates a graph via data preprocessing. Crop recommendation effectiveness is assessed using F1-score,
recall, accuracy and precision for both models. To prevent overfitting and ensure generalizability,
we employ k-fold cross-validation. Our crop suggestion comparison of GCN vs. GNN shows their
pros and cons. Due to its concentration on graph convolution and feature aggregation, GCN cap-
tures localized connections in the feature graph better than GNN, which competes in situations
needing larger feature interactions. This research advances graph-based models in agriculture and
highlights their potential to enhance precision agriculture. We prioritize choosing the optimum
graph-based model based on the dataset’s nature and inherent links to optimize crop management
and resource allocation.

Keywords: crop recommendation; graph-based models; environmental factors; comparative analysis

1. Introduction

India is the leading producer of agricultural goods. The agriculture industry employs
58 percent of the total Indian population as well as contributes 17% to the country’s
GDP. Crops rely on a multitude of factors, including the type of soil, amount of rainfall
and sunlight, irrigation, fertilizer use, insect presence, and land preparation [1,2]. One
of the most frequent challenges that Indian farmers must overcome is choosing crops in
accordance with the terrain and the climate [3]. Considering the fact that climatic conditions
and characteristics of soil have a direct impact on crop yield, it is necessary to develop crop
management practices that consider the appropriateness of the site and the soil [4]. Weather
and agriculture are closely intertwined; therefore, it is essential to adapt to changing
climatic trends in a productive way. Using climate-smart agricultural practices may help
increase productivity and produce quality crops [5].

Precision agriculture has recently brought about significant advances in the world of
agriculture, with an emphasis on irrigation systems, fertilization, crop monitoring and yield
prediction [6]. Choosing the appropriate crop in relation to location-specific soil factors and
climatic conditions is also vital for enhancing production [7]. Therefore, farmers must be
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equipped with instruments that allow them to choose the best crop suited for the region’s
unique meteorological and soil conditions [8]. The development of crop recommendation
system using deep learning techniques are illustrated in Figure 1. In developing nations,
using machine learning for agricultural planning objectives has resulted in the development
of applications such as crop recommendation, crop disease diagnosis, fertilizer management
and so on [9]. The farmers would profit from the development of crop recommendation
systems that consider location-specific factors. The research described in this article tries
to create a recommendation algorithm that offers highest produce based on terrain and
climate factors unique to a particular region [10]. In this paper, the graph convolution
neural networks model was utilized for developing a crop recommendation system that
depends on terrain and environmental factors [11].

Figure 1. Crop recommendation system using deep learning.

2. Background

In this section, we discuss the proposed model graph convolution network (GCN) and
the existing model graph neural network (GNN) along with their architectures.

2.1. Graph Convolution Network (GCN)

Graph-based neural networks, an extension of deep neural network models designed
for data with inherent graph structures, have seen a surge in popularity in recent years.
This trend is particularly notable in conjunction with the field of link prediction [12,13].

Consider a weighted undirected graph G, represented by its adjacency matrix A, where
A(i, j) in the ith row and jth column signifies the weight of the edge (i, j). The degree matrix,
D, is defined as follows:

D(i, j) =
n

∑
j=1

A(i, j) (1)

The following normalized symmetric definition applies to the graph G’s Laplace matrix:

L = I − D− 1
2 AD− 1

2 (2)

As a positive semidefinite real symmetry matrix, L may be divided into the following:

L = UAUT (3)

where U = (u0, u1, . . . , un−1) is the matrix of eigenvectors and ∧ =

⎡⎣ λ1 . . . 0
. . . . . . . . .
0 . . . λn

⎤⎦ is

the eigenvalues diagonal matrix. As shown by the Fourier transform ecosystem on the
graph, the normalized Laplacian matrix, L, and its eigenvector, u, creates an orthogonal
space [14,15]. The vector of features of each node in the graph represented by the graph
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signal is x = (x0, x1, . . . , xn−1) ∈ Rn. The Fourier transform of the graph signal, x, is
shown below. ∧

x = UT x (4)

The convolution of the two signals is calculated as follows:

x ∗ g = U((UTx) (UT g)) (5)

If gθ = diag(UT g) is used as a filter for a graph signal, x, the graph convolution may
be defined as follows:

x ∗ gθ = Ugθ(∧)UTx (6)

However, because of matrix–vector multiplication, the model’s computational cost is
O(n2), which is rather high. A K-degree polynomial filter is used in the convolutional layer
of a model known as ChebNets to address this issue. The model’s k-th polynomial filter for
the spectrum is written as follows.

gθ =
K

∑
k=0

θkλk
l (7)

In order to ensure spatial locality, the K-order polynomial filter of the spectrum is
represented in the node domain as an aggregate of K-order neighborhoods, and the number
of filter parameters is also kept to O(K) = O(1) [16,17]. The model utilizes Chebyshev
polynomial Tk (x) = 2Tk−1 (x) − Tk−2 (x) to further minimize computing complexity for
recursive computation, where T0(x) = 1 and T1 (x) = x. As a result, the definition of the
convolution of the filter and graph signal, x, is obtained as follows:

x ∗ gθ = U (
K

∑
k=0

θkTk(L)) UTx (8)

In order to achieve numerical stability, the matrix of adjacency, A, is modified to
produce A, which yields a combined convolutional layer that is more straightforward.

H = X ∗ gθ = f (D− 1
2 AD− 1

2 X Θ) (9)

where A = I + A and Dij = ∑ jAij, f (.) is the activation function and Θ is the matrix of
the filter parameters. The GCN architecture and algorithm is followed.

2.2. Graph Neural Network

In 2005, a unique neural network model was created that demonstrated the capability
to handle graph structure data. This model is known as the graph neural network. The
objective of graph neural networks (GNNs) is to develop effective deep learning techniques
for non-Euclidean spaces [18,19].

The following is an introduction to the relevant concepts. The input graph is
G = (V, E, XV , XE), V = {v1, v2, . . . , vn}, which depicts the collection of nodes, and
E =

{
(i, j)

∣∣ when vi is adjacent to vj
}

is a collection of edges. xi indicates the feature vec-
tor for node vi, and XV = {x1, x2, . . . , xn} is the set of all nodes’ feature vectors. x(i, j)
denotes the feature vector of edge (i, j), and XE =

{
x(i,j)

∣∣∣ (i, j) ∈ E
}

is the collection of
all edge feature vectors.

In a graph neural network model, the input graph G is turned into a dynamic graph
Gt = (V, E, XV , XE, Ht), where t = 1, 2,. . ., T denotes time and Ht = (h(t)1 , h(t)2 , . . . , h(t)n ).

h(t)i
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represents the state vectors of node vi at time t that is dependent on the graph Gt−1 at
time t − 1. The h(t)i equation is as follows:

h(t)i = fw(xi, xco(i), ht−1
ne(i), xne(i)) (10)

where fw (·) represents the local transformation function with parameters; w, xne(i) is the
set of vectors of features of all nodes adjacent to node; vi, xco(i) is the set of feature vector of

all edges linked to node vi; h(t)ne(i) is the collection of feature vectors of all edges linked to
node vi; and the collection of state vector of all nodes that are adjacent to node vi at time t
[20].

3. Literature Review

This research unveils a straightforward yield forecast system crafted for the conve-
nience of farmers. The proposed solution takes the form of a smartphone app, acting as
a communicative tool to inform farmers about the myriad factors influencing crop yield.
Various machine learning methods, including SVM, ANN, RF, MLR and KNN, are used to
estimate agricultural production. The random forest method had the highest accuracy at
95% [21].

This study introduces Agro DSS, a unique system that connects agricultural systems
with cutting-edge decision support. The tools include predictive modeling, accuracy
assessment, time series grouping, decomposition and structural change detection. The
users may use them to forecast simulated situations and comprehend domain relationships
or interconnections [22].

This paper introduces Agro Consultant, a smart system that helps farmers in India
choose crops based on the sowing season, farm geographical position, soil properties and
environmental variables like climate and precipitation. The results of the Multi-Label
Classification (MLC) model, in comparison with KNN and random forest, showed that it is
better for prediction than the existing models [23].

This paper describes a system of recommendations using a majority voting ensemble
model employing trees at random, CHAID, K-nearest neighbor and naive Bayes to suggest
crops depending on site-specific parameters which are very effective and accurate. This
system uses data on soil features, kinds of soil and crop yield to guide farmers in choosing
the right crop [24].

The authors developed a crop recommendation system based on soil characteristics,
employing a blend of ensemble models and majoritarian voting methods like K-nearest
neighbor and naive Bayes. This approach aims to select crops with high efficiency and
precision. These algorithms assess agricultural productivity under given weather circum-
stances utilizing statistical data like environmental factors, agricultural production and
state/district crops to provide categorization pictures [25].

This article discusses AI-driven precision agriculture and an ML-powered cloud-based
agricultural suggestion engine to help farmers grow crops based on data. Extreme gradient
boosting, decision tree, random forest, KNN and support vector machine (SVM) methods
are tested to find the best prediction machine learning (ML) method for a cloud-based
recommendation platform. The advancement and widespread use of free and open-source
precision agriculture solutions contribute to the cultivation and acceptance of high-quality
crops [26].

Our study aims to solve the problem of choosing optimal crops by creating a machine
learning-based recommendation system along with image manipulation. We compared
KNN, XGBoost, random forest, as well as neural network-based picture augmentation
methods in this article and discovered that XGBoost outperformed the other models. The
developed model is accurate enough [27].

The goal of this review is to provide a thorough overview of the most recent research
projects using deep convolutional neural networks (CNNs) for plant phenotyping appli-
cations. We particularly examine how different CNN architectures are used to evaluate
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postharvest quality, monitor plant growth and measure plant stress. Finally, we provide a
number of suggestions for further investigation into the use of CNN architecture for plant
phenotyping [28].

This study demonstrated that, in addition to case-specific irrigation and drainage
management optimization, combinations of soil amendments, conditioners and residue
management may significantly increase crop yields while reducing soil salinity. These find-
ings demonstrate that higher yields necessary for expanding and maintaining agricultural
output may also be obtained via conservation agriculture [29].

In this article, we covered four topics: (1) the effect of conventional and unconventional
cropping practices on soil health in agrosystems; (2) the evolution of plant–microbe soil
complex and the biochemical mechanisms responsible for soil health under the pressure
of agriculture; (3) changes in the notion of soil quality and health in recent decades in
agrosystems and the key indicators currently used for evaluating soil health; and (4) the
problems in agroecosystems that affect soil health [30].

4. Materials and Methods

4.1. Dataset

In this article, we used the following data set that can be found at https://www.
kaggle.com/datasets/siddharthss/crop-recommendation-dataset (accessed on 21 August
2023). This dataset was build by augmenting datasets of rainfall, climate and fertilizer data
available for India. The dataset which would allow the users to build a predictive model to
recommend the most suitable crops to grow in a particular farm based on various parameters.

4.2. Data Preparation to Train GCN

Data preparation to train a graph convolutional network (GCN) entails many critical
processes to guarantee that the model can successfully learn from the provided variables,
which include edges, features and targets.

The creation of the graph structure is the initial stage of data preparation. This will
include identification and organization of edges, which describe the connections among
the nodes in the network. In order to do this, an adjacency matrix must be created to
reflect the relationships between nodes. Additionally, node features need to be gathered.
These features record data about each node and provide the GCN crucial input. In order
to ensure proper information flow in the graph, it is essential to make sure that the node
characteristics match with the associated nodes in an adjacency matrix.

Furthermore, for supervised learning tasks, target labels or values connected to certain
nodes are crucial. These targets could represent actual data for regression tasks or categories
for node classification. To set the baseline for the learning process, it is essential to match
the goal values with their appropriate nodes.

After preparing the graph topology, node characteristics and goal values, data normal-
ization should be considered. This stage improves training stability as well as convergence.
Normalizing features and scaling target values eliminate problems caused by different
magnitudes and distributions.

Finally, the data should be separated into three groups: training, validation and test.
Care must be taken to make sure that the structure of graphs stays intact inside each set,
maintaining the data’s interconnectedness. Techniques such as stratified sampling are
often used to maintain distribution of classes balance, especially for node tasks involving
classification. Figure 2 depicts the flow chart for proposed methodology.

4.3. Model Training

After preprocessing the data, the graph convolutional network (GCN) requires many
crucial training stages. The GCN model has graph convolutional units in each layer. These
units transfer messages between neighboring nodes, allowing the model to reflect complex
network interactions. This model minimizes a loss function that measures the difference
among predicted and target values during training. The backpropagation procedure

210



Eng. Proc. 2023, 58, 97

computes loss gradients with respect to the model’s parameters, permitting gradient
descent or associated methods for optimization. Dropout or L2 regularization may avoid
overfitting. Splitting the training dataset into batches improves memory efficiency and
convergence. A validation set continually monitors the model’s performance to avoid
overfitting and picks the ideal model according to the validation criteria. After training
converges, the example may be tested on a separate test set for generalization to new data.
Hyper parameter tweaking, including learning rate, layers and hidden units per layer,
significantly affects the GCN’s predictive capability and convergence behavior, thereby
making training successful.

Figure 2. Flow chart of GCN data preparation.

4.4. Model Evaluation

The capacity of a trained model to generalize to new data is assessed through model
assessment. Metrics, such the F1-score, precision, recall, accuracy, specificity and sensitivity
reflect categorization task performance. Cross-validation guarantees that estimations are
accurate. Confusion matrices, for example, provide extensive information. Evaluation
guides deployment and improvement.

4.5. Performance Metrics

Accuracy: A simple way to gauge accuracy is to look at how often the classifier predicts
correctly. The ratio of the number of accurate forecasts to all of the model’s predictions may
be used to determine accuracy.

Accuracy =
TP + TN

S

Precision: In terms of the total number of instances that have been categorized, preci-
sion is the proportion of cases that are accurately categorized.

Precision =
TP

TP + FP
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Recall: It is the ratio of the total number of true and false negatives to the correct
positive numbers.

Recall =
TP

TP + FN
F1-score: To compute the F1-score, the harmonic mean of the recall and accuracy scores

is determined.
F1 =

2 ∗ Precision ∗ Recall
Precision + Recall

Sensitivity: Memory, or sensitivity, is another name for recall, and it refers to the
proportion of properly positive labels that our computer is able to identify as labels. This
may also be expressed as a percentage.

Sensitivity =
TP

TP + FN

Specificity: The algorithm identifies the negative labels as specificity, which is the
proper classification.

Speci f icity =
TN

TN + FP

5. Results

From Table 1 below, it can be seen that there are 22 classes, from 0 to 21. Class 0 is
rice, Class 1 is wheat, and Class 2 is maize. The samples are as follows: 1-corn, 2—chickpeas,
3—kidney beans, 4—pigeon peas, 5—moth beans, 6—mung bean, 7—black gramme, 8—bean,
9—grape, 10—banana, 11—mango, 12—grapes, 13—watermelon, 14—muskmelon, 15—apple,
16—orange, 17—papaya, 18—coconut, 19—cotton, 20—jute and 21—coffee.

Table 1. Performance metrics.

Model Accuracy Precision Recall F1-Score Specificity Sensitivity

GCN 0.98 0.98 0.97 0.97 0.99 0.97
GNN 0.96 0.97 0.95 0.96 0.99 0.95
ANN 0.93 0.96 0.93 0.94 0.99 0.93
CNN 0.88 0.96 0.89 0.91 0.99 0.89

Figure 3 illustrates the confusion matrices for the proposed Graph Convolutional
Network (GCN) and established methods like GNN, CNN), and ANN. Notably, the GCN
exhibits the highest accuracy in correct predictions and a notably lower incidence of mis-
classifications compared to the other existing methods. Our analysis leads to the conclusion
that the suggested model, the Graph Convolutional Network (GCN), demonstrates supe-
rior accuracy in classification tasks by minimizing misclassifications when compared to
alternative models. Figure 4 depicts the comparison of performance metrics of proposed
and existing methods.
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Confusion Matrix of GCN Confusion Matrix of ANN 

Figure 3. Cont.

 

Confusion Matrix of GNN Confusion Matrix of CNN

Figure 3. Comparison of proposed and existing methods.

 

Figure 4. Comparison of performance metrics.
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6. Discussion

The GCN (graph convolutional network) model is clearly better than other crop rec-
ommendation models, as shown by the performance metrics in Table 1. The GCN model,
which has a significantly higher accuracy rate of 0.98, not only performs well in this im-
portant measure but also routinely achieves excellent results in a number of other crucial
assessment criteria, including accuracy, recall, F1-score, specificity and sensitivity. The
unique ability of the GCN model to analyze the vast network of data related to agriculture
through a lens of graphs topologies, thereby capturing intricate interconnections that are
frequently elusive via conventional models, is what really sets it apart. Because of its
amazing capacity for translating abstract knowledge into practical insights, the GCN model
has the potential to revolutionize agricultural decision making. This model provides stake-
holders with essential information to optimize plans and resource allocation by providing
individualized and informed crop suggestions. In simple terms, the GCN model’s strength
goes beyond quantitative measurements. It has the potential to fundamentally alter the
way we think about agriculture, ushering in a time where improving yields, long-term
viability and overall production will be led by data-driven intelligence. The GCN model’s
superior ability to comprehend complex data structures sheds a positive light on the future
of the agricultural sector, where innovation and pragmatism are combined for the benefit
of the sector and the security of the world’s food supply.

7. Conclusions

The extensive research reported in Table 1 supports the GCN (graph convolutional
network) model as the indisputable leader in crop recommendation tasks. The GCN
model, with an amazing 98% accuracy rate, establishes an incredibly high standard that
is routinely matched by great performance across a range of essential measures such as
recall, precision, F1-score, specificity and sensitivity. This comprehensive study not only
confirms the GCN model’s superiority but also highlights its potential to transform the
landscape and agricultural decision making. The GCN model’s unique capacity to untangle
the complexities of agricultural data using graph topologies gives a multidimensional
view unmatched by its competitors. This distinguishing feature enables it to provide
personalized and contextually appropriate crop advice with remarkable granularity. The
comparison analysis emphasizes the GCN model’s clear advantage over competing models,
establishing it as the only viable option for constructing an efficient crop recommendation
system. The GCN model possesses the potential to optimize the use of resources, improve
sustainability practices and significantly increase agricultural output by leveraging the
power of modern data analytic tools. Its ability to achieve an accuracy rate of 98% attests to
its resilience and highlights its potential for moving further improving precision agriculture.
In a world of changing difficulties and agricultural needs, the GCN model’s capacity to
deliver insightful and exact suggestions is a spark of innovation. As technology continues
to alter agriculture’s future, the GCN model’s efficacy demonstrates its critical contribution,
highlighting its importance in driving transformative change in crop management and
supporting a more environmentally friendly and productive agricultural industry.
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Abstract: Precise global navigation satellite system (GNSS) positioning is based on carrier phase
observations, where the understanding of the receiver antenna’s phase center corrections (PCCs)
is critical. With the main goal of determining the PCC models of GNSS receiver antennas, only a
few antenna calibration systems are in operation or under development worldwide. In this paper,
a new automated GNSS receiver antenna calibration system, recently developed at the Laboratory
for Measurements and Measuring Technique (LMMT) of the Faculty of Geodesy of the University of
Zagreb in Croatia, is briefly presented. The developed system is an absolute field calibration system
based on the utilization of a Mitsubishi MELFA RV-4FML-Q 6-axis industrial robot. The antenna’s
PCC modeling is based on triple-difference carrier phase observations and spherical harmonic (SH)
expansion. Our early calibration results for the global positioning system (GPS) L1 frequency show
sub-millimeter agreements with the IGS approved Geo++ GmbH values.

Keywords: GNSS; antenna calibration; industrial robot; phase center correction (PCC)

1. Introduction

For high-accuracy global positioning applications on the centimeter and millimeter
level, global navigation satellite system (GNSS) receivers are essential sensors. To obtain
the required accuracy level, all influential factors and error sources must be understood
and, in an appropriate manner, accounted for. One such important influence is the phase
center correction (PCC) of GNSS receiver antennas.

Because of the antenna’s design characteristics and electromagnetic properties [1],
the geometric location of the GNSS signal reception, i.e., the antenna phase center (PC),
changes with respect to the incoming signal’s direction and frequency [2–4]. Such variations
cause advances and delays in carrier phase observations and corresponding range errors.
Therefore, receiver antenna calibration is needed.

Today, absolute filed calibration is the state of the art when it comes to GNSS receiver
antenna calibration. Only a few calibration systems utilizing a precise robot are operational
or under development worldwide [5–12], and even fewer are accredited by the International
GNSS Service (IGS) to provide antenna calibration results [13]. Since this topic is of
high interest to the scientific antenna community, and a new calibration system is highly
desirable, at the Laboratory for Measurements and Measuring Technique (LMMT) of the
Faculty of Geodesy of the University of Zagreb in Croatia, a new antenna calibration system
has been developed [14].
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In this article, preliminary antenna calibration results for the Global Positioning System
(GPS) L1 frequency (G01) are presented and elaborated. Furthermore, the results on LMMT
calibration validation with Geo++ GmbH are presented and discussed.

2. Materials and Methods

2.1. The Receiver Antenna Phase Center Correction Model

To fulfill the requirements of high-accuracy positioning applications, the receiver
antenna PCCs must be determined. In line with the IGS convention, and as depicted in
Figure 1, PCC is divided into the phase center offset (PCO) vector and the azimuth- and
elevation-dependent phase center variation (PCV) [4,6,10–12,14]:

PCC
(

αi, zi
)
= − eT

(
αi, zi

)
· PCO + PCV

(
αi, zi

)
+ r. (1)

where e
(
αi, zi) is the line-of-sight unit vector from the receiver to the satellite i, and r is

the constant part equal in all directions present due to the relative characteristics of GNSS
measurements [4,6]. The PCO is a vector from the antenna reference point (ARP) to an
arbitrarily defined mean phase center (MPC). The PCV is the direction-dependent range
correction function, i.e., the difference between the real and ideal phase wavefront. The
PCCs, and all corresponding antenna-related points, vectors, and scalars, are defined in a
3D antenna-fixed left-handed coordinate system (antenna frame–AF).

 

Figure 1. Definition and geometrical interpretation of the adopted GNSS receiver antenna phase
center correction (PCC) model; ARP—antenna reference point; MPC—mean phase center; APC—
actual phase center; PCO—phase center offset; PCV—phase center variation.

A set of PCCs of an antenna are transformed to PCO and PCVs using a least squares
(LSQ) adjustment and by simultaneously fulfilling two conditions. Firstly, the PCV at the
antenna zenith are constrained to zero, i.e., zero-zenith constraint, by PCV

(
αi, zi = 0◦

)
= 0.

Secondly, the PCO is determined such that the sum of the squared PCVs is minimal, i.e.,

∑
[

PCV
(
αi, zi)2

]
→ min.

2.2. Antenna Calibration Method at LMMT

To efficiently sample the entire antenna-under-test (AUT) hemisphere during cali-
bration, at LMMT, a 6-axis industrial robot Mitsubishi MELFA RV-4FLM-Q is utilized.

218



Eng. Proc. 2023, 58, 98

The robot turns the AUT in 2088 different antenna orientations, with stationary 2.5 s at
every single orientation. Therefore, depending on the calibration timing parameters, a full
calibration at LMMT lasts approx. 2 h. During calibration, a reference station (REF) on a 5
m short baseline is used. On both stations (REF and AUT), simultaneous 10 Hz raw carrier
phase observations are registered with equal receiver settings. Afterwards, prior to PCC
LSQ estimation, the carrier phase measurements are preprocessed to eliminate the majority
of the GNSS error sources.

Generally, the calibration system at LMMT is based on the triple-difference (TD)
approach, i.e., time-differenced double-difference carrier phase observations [15]. A generic
GNSS observation equation from receiver A to satellite i, in units of length is expressed as
follows [16]:

Φi
A = ρi

A + c
(

δtA − δti + dtrel
)
+ ξ i

A + c
(

dtA − dti
)
+ Ti

A − Ii
A + λNi

A + λωi
A + MPi

A + εi
A, (2)

where ρi
A is the geometric distance, c is the speed of light, δtA and δti are the receiver and

satellite clock errors, dtrel is the relativistic effects term, ξ i
A is the combined satellite and

receiver antennas’ PCC value, dtA and dti are the receiver and satellite hardware delays,
Ti

A is the tropospheric delay, Ii
A is the ionospheric delay, λ is the signal wavelength, Ni

A
is the integer phase ambiguity, ωi

A is the carrier phase wind-up (PWU) effect, MPi
A is the

multipath term, and εi
A is the phase observation noise term.

Forming the TD carrier phase observations needed for antenna calibration includes
eight raw observations, from Equation (2), on the REF (R) and AUT (T) receivers for two
satellites i and j, in two epochs tk and tk+1:

TDij
T,R(tk, tk+1) = Φj

R(tk+1)− Φj
T(tk+1)− Φi

R(tk+1) + Φi
T(tk+1)− Φj

R(tk) + Φj
T(tk) + Φi

R(tk)− Φi
T(tk)

= −PCCj
T(tk+1) + PCCi

T(tk+1) + PCCj
T(tk)− PCCi

T(tk) + ∂ε
ij
T,R.

(3)

By exploiting the high spatial and temporal correlations of GNSS observations, and by
forming TDs on a short baseline between two time-adjacent AUT orientations, the final
TDs contain only the AUT PCCs and the differential phase noise ∂ε

ij
T,R. At LMMT, the PCCs

are parametrized by spherical harmonic (SH) expansion with a degree and order resolution
of m = n = 8 as follows:

PCC
(

αi, zi
)
=

mmax

∑
m=0

m

∑
n=0

P̃mn

[
cos

(
zi
)]

·
[

amn cos
(

nαi
)
+ bmn cos

(
nαi

)]
. (4)

where P̃mn is the fully normalized Legendre function, amn and bmn are the SH coefficients,
and αi and zi are the azimuth and zenith angles in the AF.

The SH coefficients are determined by a constrained LSQ adjustment. Afterwards, the
PCCs of the AUT are calculated for the entire antenna hemisphere according to Equation (4),
transformed to PCO/PVC, and exported to the IGS ANTEX (ANTenna EXchange) format.

For an in-depth description of the antenna calibration methodology at LMMT, an
interested reader is referred to Tupek et al. [14].

2.3. Antenna Calibration System at LMMT

The GNSS receiver antenna calibration system developed at LMMT consists of two
major parts: hardware and software. Hardware-wise, the calibration system consists of a
6-axis industrial robot Mitsubishi MELFA RV-4FLM-Q with its corresponding controller
Mitsubishi MELFA CR750, two GNSS receivers (Trimble NetR5) and antennas, and a
personal computer. An on-site calibration set-up at LMMT is depicted in Figure 2. The in-
house custom-made software components of the calibration system, all written in Python,
are the antenna calibration module (ACM), time synchronization module (TISY), and the
PCC estimation module. An in-depth description of the calibration system operation can
be found in Tupek et al. [14].
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Figure 2. GNSS antenna calibration system at the Laboratory for Measurements and Measuring
Technique (LMMT) of the Faculty of Geodesy of the University of Zagreb in Croatia; REF—reference
antenna (TRM57971.00 NONE); AUT—antenna-under-test (LEIAX1202GG NONE). The calibration
field consists of two 5-m-spaced pillars, which are part of the Calibration Baseline of the Faculty of
Geodesy of the University of Zagreb [17].

3. Results and Discussion

To test the antenna calibration system at LMMT and to validate the calibration results
with Geo++ GmbH, an IGS approved calibration institution, from April to June of 2023, four
calibration campaigns of the same GNSS antenna Trimble Zephyr 2 Geodetic (TRM57971.00
NONE, S/N: 30739001) for the GPS L1 frequency were conducted. Figure 3 visualizes
the main benefit of using a robot for antenna calibration, i.e., a full coverage of the entire
antenna hemisphere, even after only approx. 2 h of calibration.

Figure 3. Satellite azimuth and zenith angle plot (sky-plot) during antenna calibration at LMMT: (a)
topocentric frame (TF); (b) antenna frame (AF).
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To validate the LMMT antenna calibration results, a comparison with an independent
calibration was conducted. For that purpose, the investigated antenna was calibrated
individually by Geo++ GmbH, an IGS approved institution, on 5 August 2022.

According to the new calibration method at LMMT, PCCs have been estimated for
every conducted antenna calibration campaign. Lastly, to obtain a final solution, calibration
results have been averaged, and the final PCO and PVC grids were exported to ANTEX.
Table 1 summarizes the LMMT and Geo++ GmbH estimated PCOs. The PCO differences
between the LMMT and Geo++ GmbH calibrations are on the sub-millimeter level. The
PCVs of the investigated antenna for the GPS L1 frequency, per calibration institution, are
depicted in Figure 4. Both individual calibration results show similar PCV behaviors over
the entire antenna hemisphere, with noticeable larger values at the antenna horizon for the
Geo++ calibrations. Also, for both calibration results (LMMT and Geo++ GmbH), small
azimuthal variations are noticeable.

Table 1. PCO vector components of antenna TRM57971.00 NONE (S/N: 30739001) of GPS L1 (G01)
frequency per calibration institution. All values are in millimeters (mm).

Calibration
Institution

Phase Center Offset (PCO)

North East Up

Geo++ GmbH 0.79 0.32 66.96
LMMT 1.24 0.11 67.24

 

Figure 4. (a) Geo++ GmbH and (b) LMMT phase center variations (PCVs) of antenna TRM57971.00
NONE (S/N: 30739001) for GPS L1 (G01) frequency.

To estimate the accuracy of LMMT individual antenna calibration results, the Geo++
GmbH calibration results are taken as reference values. The PCC differences ΔPCC of
antenna TRM57971.00 NONE (S/N: 30739001) for GPS L1 (G01) frequency, over the entire
antenna hemisphere, are calculated, and they are depicted in Figure 5. By a simple visual-
ization of the gained difference pattern, it is evident that values around zero prevail with
larger values mainly located at low antenna elevations, e.g., for an azimuth of approx. 300◦.

To obtain a quantitative accuracy estimation of LMMT calibration results, the follow-
ing scalar measures of the PCC difference pattern are calculated: minimum and maximum
ΔPCC, root-mean-square (RMS) deviation of ΔPCC, range of the ΔPCC, and the interquar-
tile range (IQR) of the ΔPCC. All calculated values are given in Table 2. Furthermore,
because during the majority of GNSS applications, a standard elevation mask of a mini-
mum of 10◦ is used, a 10◦ elevation-reduced antenna hemisphere analysis is justified. All
accuracy measures were determined accordingly and are given in Table 2.
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Figure 5. Geo++ GmbH and LMMT PCC differences (ΔPCC) of antenna TRM57971.00 NONE (S/N:
30739001) for GPS L1 (G01) frequency after transformation to common PCO and datum.

Table 2. Quantitative measures of the difference between Geo++ GmbH’s and LMMT’s individual ab-
solute calibrations: minimum, maximum, root-mean-square (RMS) deviation, range, and interquartile
range of ΔPCC. All values are in millimeters (mm).

Full Antenna Hemisphere
(0◦ Elevation Cut-Off)

Reduced Antenna Hemisphere
(10◦ Elevation Cut-Off)

Min. Max. RMS Range IQR Min. Max. RMS Range IQR

–2.92 0.72 0.52 3.64 0.44 –1.64 0.72 0.34 2.36 0.41

Considering the full antenna hemisphere, the LMMT and Geo++ GmbH PCC differ-
ences are in the interval from −2.92 to 0.72 mm, with the middle 50% of ΔPCC being within
0.44 mm. The RMS of the differences is 0.52 mm. However, if only the elevation-reduced
antenna hemisphere is considered, accuracy measures significantly improve. The range
of all ΔPCC is 2.36 mm with an RMS value of 0.34 mm whereby the middle 50% of the
differences does not exceed 0.41 mm.

Therefore, to summarize, with the newly developed LMMT antenna calibration system,
an estimated agreement with the accredited Geo++ GmbH calibrations, within 0.52 mm,
was achieved.

4. Conclusions

The new GNSS receiver antenna calibration system developed at the Laboratory
for Measurements and Measuring Technique (LMMT) of the Faculty of Geodesy of the
University of Zagreb in Croatia can provide meaningful antenna calibration results for the
GPS L1 frequency. According to the obtained experimental research results regarding the
Trimble Zephyr 2 Geodetic antenna, an estimated agreement within 0.52 mm, in terms of
RMS, with the accredited Geo++ GmbH results, was achieved. Therefore, our calibration
results also confirm the compatibility of LMMT GPS L1 calibrations with the IGS accredited
Geo++ GmbH calibrations.
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12. Dawidowicz, K.; Rapiński, J.; Śmieja, M.; Wielgosz, P.; Kwaśniak, D.; Jarmołowski, W.; Grzegory, T.; Tomaszewski, D.; Janicka, J.;

Gołaszewski, P.; et al. Preliminary Results of an Astri/UWM EGNSS Receiver Antenna Calibration Facility. Sensors 2021, 21, 4639.
[CrossRef] [PubMed]

13. IGS Antenna Working Group. Available online: https://igs.org/wg/antenna/#files (accessed on 1 August 2023).
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Abstract: Communicating under extreme noise conditions remains challenging in spite of higher-
order noise-canceling microphones, throat microphones, and signal processing. Both natural and
human-made background ambient noise can disturb the conveyance of information because of
high noise levels. Noise cancellation, which is used frequently in audio technology, has limits in
noise reduction and does not guarantee clear vocal pickup in these severe situations. A contact
microphone that is attached directly to the medium of interest has the potential to pick up vocal
signals with reduced noise. In this study, an electrostatic transducer with an elastomer layer that is
impedance-matched to the human body is used to pick up speech sounds through constant contact
on the chin and cheek. By attaching the wearable device directly to the skin, the medium of air is
bypassed, and airborne noise is passively canceled. Because of the acoustic impedance-matched
layer, the sensor is more sensitive to low frequencies under 500 Hz, so frequency equalization was
implemented to flatten the frequency response throughout the vocal range. The perceptual evaluation
of speech quality (PESQ) scores of the wearable device with equalization averaged around 2.6 on
a scale from –0.5 to 4.5. Speech recordings were also collected in a noise field of 85 dB, and the
performance was compared to a cardioid lapel mic, a cardioid dynamic mic, and an omnidirectional
condenser mic. The recordings revealed a significantly reduced presence of white noise in the contact
sensor. This study provides preliminary results that show potential vocal applications for a wearable
impedance-matched sensor.

Keywords: wearable device; acoustic noise; transducers; speech communication; microphones; noise
cancellation

1. Introduction

Extreme noise conditions such as construction and heavy traffic can reduce the quality
of communication. Active noise cancellation, piezoelectric throat microphones, and signal
processing techniques are methods used to improve the conveyance of information in
the presence of ambient noise. Efforts in active noise cancellation and adaptive filtering
algorithms provide attenuation of about 20–30 dB [1,2]. This may not be sufficient for
optimal communication and voice pickup in environments with high noise levels. Various
higher-order microphones have been developed for improved directionality, but many
higher-order microphones also have high noise sensitivity [3].

A recently developed electrostatic transducer has the potential to reduce high noise
levels while picking up sounds. The sensor’s elastomer layer is impedance-matched to the
skin, the medium of interest [4,5]. By attaching the device to the skin, the medium of air
is bypassed, so the transducer passively rejects airborne noise while reducing the loss of
signal energy [5]. The impedance-matched sensor has been implemented in a wide range of
settings such as musical acoustics [6] and body sound monitoring [5]. When the transducer
is placed on areas with high vocal vibration, such as under the chin or on the cheek, it can
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be used as a wearable sensor with high noise-cancellation abilities for voice pickup. This
paper focuses on enhancing the speech-pickup abilities of the acoustic impedance-matched
transducer and comparing it to more widely used microphones to demonstrate the sensor’s
potential in vocal applications.

2. Materials and Methods

2.1. Impedance-Matched Transducer

The electrostatic transducer was created with a tuned elastomer layer with coated
microstructures and a charged fluorinated ethylene propylene (FEP) film, as seen in Figure 1.
Corona charging was used to charge the FEP film, and the layers were encased with
shielding to create a thin shape (Figure 2a,b).

Figure 1. Inner layers of transducer.

Figure 2. (a) Bottom view of the transducer. (b) Side view of the transducer.

2.2. Experimental Setup

Medical tape (3M Tegaderm™) was used to adhere the device to the cheek and
under the chin at positions shown in Figure 3. For comparison, three conventionally used
microphones were selected: a cardioid lapel microphone (AT898 Lavalier Mic, Audio-
Technica, Tokyo, Japan), a cardioid dynamic microphone (e835 Dynamic Mic, Sennheiser,
Wedemark, Germany), and an omnidirectional condenser microphone (Yeti Pro Mic, Blue
Microphones. China; on omnidirectional mode). A Focusrite Scarlett 2i4 Audio Interface
collected the output of the transducer and microphones, and Audacity was used to record
the audio. Phantom power of 48 V was supplied by the audio interface for all recordings,
and the gain was adjusted to avoid clipping.

Figure 3. Position of the transducer when taped to the cheek and under the chin on the subject.

The microphones were positioned based on polar patterns. The cardioid dynamic mic
was placed on a tabletop microphone holder at a 45-degree angle downward and about
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1 inch away from the subject’s mouth to ensure maximum pickup. The omnidirectional
condenser mic is best placed 4–10 inches away from the source, so it was propped upward
and placed 8 inches away from the subject’s mouth. The cardioid lapel mic was attached
facing upward to the upper chest area of the subject with a magnetic clip.

2.3. Speech Quality

To measure the quality of the speech recorded by the transducer, the first list in the Har-
vard sentences was used [7]. Each list in the Harvard sentences is phonetically balanced and
widely used for speech quality measurements. The subject recorded all 10 sentences from
List 1, and additional samples included a tongue-twister and counting from 1–10 (Table 1).
The transducer, lapel, and omnidirectional mic were each simultaneously recorded with
the dynamic mic, which was set as the reference because of its robustness.

Table 1. Sentences recorded for speech quality experiment.

Type Sentence

Counting One, two, three, four, five, six, seven, eight, nine, ten.

Tongue-twister She sells seashells by the seashore.

Harvard sentences 1. The birch canoe slid on the smooth planks.
List 1 2. Glue the sheet to the dark blue background.

3. It’s easy to tell the depth of a well.
4. These days a chicken leg is a rare dish.
5. Rice is often served in round bowls.
6. The juice of lemons makes fine punch.
7. The box was thrown beside the parked truck.
8. The hogs were fed chopped corn and garbage.
9. Four hours of steady work faced us.
10. A large size in stockings is hard to sell.

2.3.1. Post-Processing

Key phonetic features exist in the frequency range up to 6–8 kHz, and higher fre-
quencies can also add spectral information [8]. The acoustic transducer is sensitive to
lower frequencies below 500 Hz, so post-processing was needed to enhance the speech
recordings. Lowpass filtering at 40 Hz was performed to remove unwanted noise from the
impedance-matched transducer recordings. The recordings from the transducer were then
amplified by 8 dB to match the volume of the other microphones.

To flatten the frequency response of the transducer’s output, commercial equalization
software (Logic Pro 10.7.9) was used to match the frequency response of the transducer
recording to that of the dynamic mic recording. Equalization had a cutoff frequency at
around 1300 Hz for the cheek-positioned recordings and a cutoff frequency at around
1900 Hz for the chin-positioned recordings to minimize high-frequency noise. These cutoffs
were determined by maximizing the perceptual evaluation of speech quality (PESQ) [9].

2.3.2. Speech Quality Measurement

To quantify the quality of the speech, the PESQ score was calculated. PESQ takes into
consideration noise and audio distortion [9]. The scores range from −0.5 to 4.5 with scores
between 2 and 3 needing moderate effort to understand, and scores 3 and above needing
less effort to understand.

2.4. Noise Cancellation

A noise field was created using two speakers (Yamaha HS8) placed at two opposing
corners of a sound booth. White noise generated in Audacity was played through both
speakers synchronously, and the decibel level was measured using a sound level meter
(Martel 322). The decibel levels were measured in dBA with the meter placed at the site of
the recording equipment. The subject sat between the two speakers with the transducers,
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and the microphones were positioned similarly to the description above (Figure 4). An ’/a/’
sound was recorded at noise levels of 60 dB to 85 dB in 5 dB increments, and a reference
recording was made without noise.

Figure 4. Sound booth set up for noise cancellation experiment.

3. Results

The speech quality and noise cancellation results are summarized below.

3.1. Speech Quality

Table 2 presents the PESQ scores of the impedance-matched transducer and compari-
son microphones. The PESQ score increased for all sentences after post-processing for the
acoustic transducer. The average post-processed transducer score is about 2.59 and about
0.5 less than the average score of the other two microphones. Despite containing more
artifacts, such as buzzing, the cheek position had a slightly higher post-processed PESQ
score than of the cheek position.

Table 2. Table of PESQ scores for each transducer position and microphone. The dynamic mic was
used as the reference.

Sentence
Transducer

(Cheek)
Original

Transducer
(Chin)

Original

Transducer
(Cheek)

Post-Processed

Transducer
(Chin)

Post-Processed
Lapel Mic

Omnidirectional
Mic

Counting 1.4783 2.1966 3.0238 3.0599 3.4527 3.4018
Tongue-Twister 1.8844 2.0097 2.3804 2.2728 3.1010 2.9669

1 * 1.6549 1.4344 2.6274 2.4440 3.1259 3.0640
2 1.4278 1.3410 2.2930 2.9153 3.2753 3.2726
3 1.8041 1.6775 2.8402 2.6124 3.0955 3.0113
4 1.6774 1.7726 2.3861 2.6759 3.1076 3.0472
5 1.6883 1.6720 2.3723 2.3198 3.0204 2.9092
6 1.8740 1.5036 2.8963 2.3081 3.0204 2.9929
7 1.7565 1.8316 2.6523 2.4899 3.2521 3.0875
8 1.8423 2.1095 2.9682 2.6612 3.2204 3.0691
9 1.7113 1.6813 2.5233 2.4539 3.2069 3.2400

10 1.8941 1.8283 2.5802 2.4474 3.1858 2.8575

Average 1.7245 1.7548 2.6286 2.5551 3.1720 3.0676

* All numbered sentences are from List 1 of the Harvard Sentences.

3.2. Noise Cancellation

Spectrograms of the signals (Figure 5) show reduced noise in the transducer record-
ings compared to the other microphones. The white noise visibly appears throughout the
frequency range in the audio signals for the comparison microphones at 85 dB. The trans-
ducer audio signals have very little visible white noise, and they are similar throughout
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different noise-level environments. The white noise is also audibly significant in the three
microphone recordings compared to the transducer recordings.

Figure 5. Spectrograms of the recordings at no noise and 85 dB noise using Hamming window and
50% overlap.

4. Conclusions

The current paper provides preliminary results on the vocal pickup abilities of an
acoustic impedance-matched transducer. The transducer captured similar audio quality at
the cheek and chin positions. Equalization improved the speech quality of the transducer
recordings, increasing the PESQ score to an intelligible level of 2.6 from the original 1.7.
The speech quality may reach a similar standing to other microphones if post-processing
methods and additional transducer tuning techniques are further investigated. For noise
cancellation, the transducer proved to have superior noise reduction capabilities in com-
parison to three different microphones. Little noise was detected even at loud noise levels
of 85 dB. Future comparison with contact microphones such as throat microphones may
prove to be helpful. The impedance-matched sensor demonstrates potential as a wearable
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noise-canceling contact microphone in vocal applications, particularly for extreme noise
conditions.
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Abstract: Biosensors hold great promise as diagnostic devices that gain the information needed to
discern between different types and severities of infection. Accurate diagnostic information allows
for appropriate antimicrobial usage, thereby benefiting patient welfare and curbing the development
of antimicrobial resistance. With these aims in mind, a nano- and microfiber mesh-based transducer
platform for use in aqueous media was developed. When used in an electrochemical cell, this
transducer is able to distinguish between different concentrations of phosphate-buffered saline in
deionized water using electrochemical impedance spectroscopy. This transducer, when coupled with
a biorecognition element, could serve as a new biosensor platform, to be employed as a diagnostic
device that could be applied to various biological targets.

Keywords: biosensors; electrospinning; nanofibers; electrochemical impedance spectroscopy

1. Introduction

Accurate diagnostic data are crucial to improving patient welfare. Further, the devel-
opment of antimicrobial resistance (AMR) has been linked to inappropriate antimicrobial
prescription practices, including the overreliance on broad-spectrum antibiotics in the ab-
sence of diagnostic information [1–3]. Given the challenges that hinder the development of
new classes of antibiotics [4–8], and the rapidity with which AMR develops [1,4,9], a crucial
avenue is the development of biosensors that provide the diagnostic information required
to ensure appropriate antimicrobial usage [1,2]. With this in mind, a novel transducer for
use in electrochemical cells was developed by electrospinning a polymer blend onto IDEs to
create a conductive nano- and microfiber mesh. The appeal of this substrate stems from its
increased surface area as compared to thin-films, which increases the number of potential
binding/reaction sites. This transducer was developed to serve as a backbone for further
biosensor development. In this work, the transducer shows its potential for this purpose
by acting as a sensor to determine concentration changes in a buffer solution. This was
achieved by developing predictive models from the observed data.

2. Materials and Methods

A custom polymer blend was developed to produce the nano- and microfiber mesh
substrate. Using blends by Bessaire et al. [10] and Lloyd [11] as a point of departure, this
blend consisted of 0.015 g poly (vinyl alcohol) (PVA)(MW 89,000–98,000) (obtained from
Merck), 0.065 g polyethylene oxide (PEO) (MW 1,000,000, obtained from Merck), 2.56 g
poly (3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS)(Clevios PH1000,
obtained from Ossila) and 0.345 g N,N-Dimethylformamide (DMF) (obtained from Merck).
The polymer blend was placed in a glass vial and mixed using a magnetic stirrer and
hot-plate for 15 min, with the hot-plate heating the blend to approximately 95 ◦C. The
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blend was heated so as to increase the solubility of the PVA, thereby allowing for a shorter
mixing duration. It was important to ensure that the temperature did not exceed 100 ◦C so
as to avoid boiling, as this would change the properties of the polymer blend through the
removal of water. After mixing, the polymer blend was allowed to cool.

Two electrode interdigitated electrodes (IDEs) with finger spacings of 130 μm were pro-
duced on an FR-4 substrate using ICAPE TRAX. The chosen electrode material was electroless
nickel immersion gold (ENIG) owing to its chemical resistance. This is necessary as chemical
reactions occurring at the electrode would affect the observed response. The electrodes were
then placed in a spin-coater and covered with (3-Glycidyloxypropyl)trimethoxysilane (GOPS)
at 1000 rpm for 40 s. The purpose of the GOPS is to bind the PEDOT:PSS nano- and microfibers
to the IDE substrate. GOPS has been shown to significantly improve the water resilience of
PEDOT:PSS [12]. After spin-coating, the electrodes were baked on a hot-plate at 100 ◦C for
30 min to allow for binding between the GOPS and the IDE substrate.

Once the polymer blend had cooled, it could be electrospun. An enclosure was
prepared in which the relative humidity (RH) could be controlled using a heater. This
is important as the RH affects the rate of solvent dissipation during the electrospinning
process. The RH was set to 10–15% and the ambient temperature was 41.8 ◦C. The polymer
was loaded into a syringe, which was placed into a syringe pump. A 22 G blunt-tipped
needle was placed onto the syringe. The prepared electrodes were mounted to a custom
octagonal-barrel rotating collector.

The purpose of the octagonal barrel was to provide flat faces to which the rigid elec-
trodes could be mounted. The distance between the blunt needle-tip and a face of the barrel
was set to 10 cm. The needle was connected to a high-voltage (HV) supply at 15 kV, and
the syringe pump was set to depress the syringe at 2 mL/h. The barrel was set to rotate at
1200 rpm, which translates to a surface velocity of 12.566 m/s. This electrospinning opera-
tion was set to run for 30 min, after which the electrodes were removed from the collector.
The electrodes, onto which nano-and microfibers were deposited during electrospinning,
were then rinsed with ethanol and baked dry using a hot-plate at 100 ◦C for 1 min. The
electrodes were then left to cure overnight. Once cured, 33 electrodes were selected, all with
DC resistance measurements of under 2 Ω. The 33 electrodes accounted for 3 electrodes
per concentration of PBS in DI water. The produced nano- and microfiber mesh can be seen
in Figure 1.

Figure 1. The electrospun fibers. (a) Overview of the fibers between the fingers of an IDE; (b) close-up
of the mesh.

In order to expose the electrodes to aqueous media, it was necessary to produce
reservoirs that could contain the liquid. Custom wells were laser-cut from 5 mm thick
plexiglass, and were then mounted directly to the nano- and microfiber transducers.
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The next phase of the process involved exposure of the produced transducers to the
series of PBS in DI water dilutions. A total of 50 μL of each concentration of PBS in DI water
(ranging from 0% to 100%) was placed on the electrodes in triplicate. The electrodes were
allowed to soak for 1 h, after which the impedance was measured over a broad frequency
band using a Digilent Analog Discovery 2 and the accompanying Impedance Analyzer.
Five sets of measurements were taken per electrode.

3. Results and Discussion

The frequency band of 100 Hz to 1 MHz was inspected. In order to account for
variations in the base values of the electrodes, the data sets were normalized with respect
to the impedance observed at 100 Hz. In order to account for noise in the system, a
Savitzky–Golay (SavGol) filter was applied to the raw data with a window length of 31 and
a polynomial order of 1. Taking the average of the 15 filtered data sets per concentration
produced the graphs shown in Figure 2.

Figure 2. The normalized averages of the impedances observed over the frequency band of 100 Hz to
1 MHz.

From the figure above, it is clear that increasing the concentrations of PBS affects the
shape of the observed impedance over the selected frequency band. Further investigation
into the effect at specific frequencies could provide insight into using the data as a diagnostic
tool. Consequently, the data were inspected at 1 kHz and 10 kHz. Box plots of the
normalized impedance as a function of PBS concentration are shown in Figures 3 and 4 at
frequencies of 1 kHz and 10 kHz, respectively.

From the figures, a distinct linear trend in the data sets can be observed, whereby the
impedance changes as the concentration of PBS in DI water increases. This makes sense as
the introduction of PBS into the DI water necessarily denotes an increase in the number of
conductive species present in the electrochemical cell. The maximum concentration of PBS
in DI water is 100%. It must be noted that 1X PBS was used. Increasing the concentration of
PBS is expected to produce further changes in impedance. However, this requires further
study, as 1X PBS is a standard buffer solution and is therefore the focus of this study. When
taking the median of the data points, so as to gain an indication of the trend of the data
whilst accounting for outliers, it is possible to draw a line of best fit. These fits can be seen
in Figures 5 and 6 at frequencies of 1 kHz and 10 kHz, respectively.
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Figure 3. A box plot showing the unfiltered data sets of 15 measurements at each concentration
sampled at 1 kHz.

Figure 4. A box plot showing the unfiltered data sets of 15 measurements at each concentration
sampled at 10 kHz.

The fits follow a linear progression, i.e., the form y = ax + b. The parameters for the
lines of best fit are as follows:

1 kHz

• a = −0.001058; b = 1.011.

o Goodness of fit: R-squared: 0.9857; adjusted R-squared: 0.9841.
o RMSE: 0.004454.

10 kHz

• a = −0.001434; b = 1.029.
• Goodness of fit:

o R-squared: 0.9737; adjusted R-squared: 0.9708.
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o RMSE: 0.008239.

Figure 5. A plot showing the unfiltered data sets as well as a trend line based on the medians of the
data sets sampled at 1 kHz.

Figure 6. A plot showing the unfiltered data sets as well as a trend line based on the medians of the
data sets sampled at 10 kHz.

4. Conclusions

The data show a direct link between the concentration of PBS in DI water and the
observed conductivity to the extent that linear regressions could be generated to act as
predictive models for determining the concentration of unknown blends of PBS in DI water.
This shows that the transducers produced can act as sensors, and can serve as the backbone
of further sensor developments, specifically in the field of biosensors.
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Abstract: The geometry and anisotropic properties of 3D magnetic nanostructures have a direct
impact on their magnetization properties and functionalities due to the presence of spatial coordi-
nates. This has stimulated the exploration and synthesis of various types of nanosized magnetic
materials for use in magnetic energy-harvesting technology. Herein, anisotropic 3D nanomag-
nets with cubic, spherical, and mixed truncated cubic/rod-like morphologies were prepared and
embedded in a polyvinylidene fluoride (PVDF) polymer matrix to derive 3D nanomagnet–PDVF
composites. The 3D nanomagnet–PDVF composites were found to exhibit the highly electroactive
β-phase of PVDF, indicative of enhanced piezoelectric properties. Furthermore, the thin films of the
3D nanomagnet–PDVF composites displayed remarkable magnetic responsiveness and actuation
capacity in the presence of a magnetic force. This work highlights the potential of the prepared 3D
nanomagnet–PDVF composites as a magnetic sensing and actuator system towards the design of
magnetic nanogenerators for harvesting ambient low-frequency magnetic noise.

Keywords: 3D nanomagnets; nanomagnet–PVDF composites; magnetic actuation and sensing;
magnetic nanogenerators; energy harvesting

1. Introduction

Magnetic noise from various electrical systems and electronic devices is a plentiful
source of energy that is ubiquitous in the environment but rarely utilised. Like sunlight
and wind energy, magnetic noise can be renewably harvested and converted into useful
electricity using magnetic energy harvesters or generators [1–3]. However, this has not been
sustainably feasible and/or achievable due to the technical limitations around the harvest-
ing of ubiquitous magnetic noise with very low frequency in the region of 50/60 Hz [1–3].
This is coupled with the bulky nature of traditional magnetic generator systems [1,4].
State-of-the art magnetic energy harvesting technology utilises laminated magnetoelectric
ceramic composites to convert low-frequency magnetic noise into electricity to power
wireless sensors and minimise the dependence on batteries [5–8]. Meanwhile, ceramic-
based magnetic energy generators are bulky (with heavy magnets used as cantilevers) and
mechanically fragile with low power output [9,10]. To address these drawbacks, soft and
flexible magnetic generators based on the combination of novel nanostructured magnetic
materials with piezoelectric and/or magnetoactive polymers are required. This will not
only make it easier to fabricate compact devices but will also result in low-cost and efficient
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magnetic energy harvesting and conversion. Our hypothesis is that nanostructured mag-
netic materials that can respond to low-frequency magnetic fields [1,11] will be ideal for
enabling high magnetoelectric responsiveness in piezoelectric and/or magnetoactive poly-
mers for the magneto-mechano (piezo)-electric (MME) energy conversion of low-frequency
magnetic noise. In this light, 3D nanomagnets are expected to outperform conventional
bulk magnets and magnetic nanoparticles with a significant increase in magneto-electric
performance due to the special magnetism induced by the 3D spatial coordinates [11–13].

In this work, we demonstrate the proof-of-concept of the magnetic actuation and sens-
ing performance of novel anisotropic 3D nanomagnets when incorporated into piezoelectric
polymers such as polyvinylidene fluoride (PVDF). The prepared magnetic nanostructures
with different morphologies (mixed truncated cubic/rod-like shapes and cubic and spher-
ical shapes) were characterised using high-resolution transmission electron microscopy
(HR-TEM) and superconducting quantum interference device (SQUID) magnetometry. The
3D nanomagnets were subsequently embedded in a PVDF crystalline matrix for the fabri-
cation of magnetic responsive and actuating thin films. The presence of the 3D magnetic
nanostructures in the PVDF matrix induced the electroactive β-phase of the PVDF as well
as imparting magnetic actuation of the 3D nanomagnet–PVDF composite thin films. We are
currently developing propriety magneto-mechanical (piezo)-electric (MME) nanogenerators
to realise magnetic energy to electric conversion using the prepared flexible 3D nanomagnet–
PVDF composite thin films presented herein. The 3D nanomagnet–PVDF composites will
reinforce magneto-restriction in the thin films, thus enlarging the magneto-mechanical
coupling, which may lead to a higher magnetoelectric voltage coupling coefficient. With
this system, an output voltage will be produced through a direct magnetoelectric electret
effect. This paper highlights the exciting possibilities of 3D nanomagnet–PVDF composite
thin films to serve as an alternative class of magnetic materials for constructing low-cost
and compact magnetic nanogenerators as an upgrade over bulky ceramic-based and tradi-
tional magnetic energy harvesting technologies. The real-world applications of magnetic
nanogenerator-based energy harvesting systems include providing an unlimited energy
supply by recycling untapped magnetic energy for use in powering wearables, portable
healthcare devices, and lighting up homes. This has the potential to change how low-power
electronic devices, such as wireless sensors and smartphones, are operated and utilised in
the future.

2. Materials and Methods

2.1. Synthesis of 3D Nanomagnets

The synthesis of the 3D nanomagnets with various morphologies ranging from
cubic-, spherical-, and truncated cubic/rod-shaped was achieved by means of thermolysis–
heterogeneous nucleation and the growth of precursor materials (Scheme 1). In a typical
manner, iron (III) acetylacetonate, Fe(acac)3 (1.3 mmol) or iron pentacarbonyl, Fe (CO)5,
98%, and oleic acid (3 mL, 90%) (for the synthesis of cubic and truncated cubic/rod-shaped
3D nanomagnets) were mixed with oleylamine (0.956 g, 3 mmol) and 1-octadecene (5 mL)
and then heated up to 310 ◦C for 1.5 h under nitrogen gas protection in a Schlenk line. The
resulting nanomagnetic precursors were treated with triethylamine (5 mL, 99%) and poly
(styrene-co-maleic anhydride), cumene-terminated, PScMA (Mn = 1900 g/mol) as a binder,
followed by solvothermal heating in a Teflon-lined stainless steel autoclave at 150, 220, and
280 ◦C for 20 h. The products were cooled to room temperature and purified/collected
by means of magnetic separation, followed by annealing at 500 ◦C to obtain solid 3D
magnetic nanostructures.
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Scheme 1. Synthetic routes for the 3D nanomagnetic materials with different morphologies.

2.2. Preparation of 3D Nanomagnet–PVDF Composites and Thin Films

The nanocomposites of 3D nanomagnet–PVDF were prepared by adding 0.1 g of the
3D nanomagnets to 10 mL of 15 wt % (w/v) PVDF-dimethyl formamide (DMF) solution.
The mixture was mechanically stirred for 5 h. Thin films were prepared by means of a
solution casting process on clean glass substrates and dried in vacuo at 70 ◦C for 10 h to
obtain free-standing flexible films.

2.3. Morphological and Magnetic Characterisations

The as-synthesised 3D nanomagnets were characterised using high-resolution trans-
mission electron microscopy (HRTEM)/selected area electron diffraction (SAED).

The magnetisation (M vs. H) and susceptibility (χ vs. T) of the 3D nanomagnets and
PVDF composites/thin films were measured using a Quantum Design MPMS SQUID
magnetometer. Fourier-transform infrared (FTIR) spectroscopy was used to elucidate the
crystalline phase transformation and piezoelectric properties of the 3D nanomagnet–PVDF
composites/thin films.

3. Results and Discussion

The synthesis process for the 3D nanomagnets is illustrated in Scheme 1. The adopted
synthesis approach typically comprises thermal decomposition and a solvothermal process,
which offers better-quality magnetic nanostructures in terms of size and morphology. The
synthesis strategy was based on the choice of the precursors and most importantly the
solvothermal reaction time and temperatures used to achieve both the size and anisotropic
morphologies of the magnetic nanostructures [14]. The controlled synthesis to obtain
anisotropic cubic and mixed truncated cubic/rod-like shapes was specifically dictated
using Fe (CO)5 as a precursor in the presence of oleic acid [15], which resulted in the
formation of the mixed truncated cubic/rod-like and purely cubic morphologies. Fe(acac)3
was used as the precursor for the spherical-shaped 3D nanomagnets in the absence of
oleic acid. The 3D geometry of the nanomagnets was systematically engineered by the
solvothermal clustering protocol [16] in the presence of the amphiphilic polymeric PScMA
which was a factor that not only allowed for geometrical clustering but also the fine-tuning
of the size.
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Structural and morphological characterisation were carried out to evaluate the size
and shapes of the synthesised nanomagnets. As shown by the HRTEM micrographs in
Figure 1a,b, the cubic- and spherical-shaped nanomagnets were non-uniformly distributed,
with sizes ranging between 20–30 nm and 15–25 nm, respectively. The HRTEM images
also clearly revealed the distinctive adjacent crystal planes of (220) and (311) for the
cubic morphology and (100), (111), (311), and (400) for the spherical nanomagnets. The
various lattice fringes correspond to the typical magnetite crystalline phases of magnetic
nanostructures [17]. The mixed truncated cubic/rod-like nanomagnets exhibited quite
heterogeneous compositions with bigger size distributions and diameters in the range of
15–50 nm (Figure 1c).

Figure 1. HRTEM images of the 3D nanomagnets showing cubic (a), spherical (b), and mixed trun-
cated cubic/rod-like (c) morphologies. The crystalline planes of the cubic and spherical morphologies
are shown in (a,b).

Furthermore, the various 3D nanomagnets were dispersed in commodity PVDF poly-
mer to derive magnetically induced piezoelectric composites. Solution-processed 3D-
nanomagnet-PVDF films were obtained with free standing, folding, and bending features,
as shown in Figure 2a–c. PVDF film without incorporating the 3D nanomagnets was also
prepared for comparison in terms of magnetic and piezoelectric susceptibility. The thin
films were further characterised using scanning electron microscopy (SEM) to elucidate
the structural differences between the 3D nanomagnets embedded and the neat PVDF
films. The SEM images (Figure 2d,e) clearly show a difference in their surface morphologies
(roughness) which may be ascribed to the encapsulation of the 3D nanomagnets into the
PVDF polymer matrix. It is expected that the change in the surface morphology confirmed
by SEM will equally result in a change in the surface, structural, and chemical properties of
the PVDF such as its crystallinity and piezoelectric properties. It was envisaged that 3D
nanomagnets would likely act as an agent for inducing the electroactive β-phase nucle-
ation by aligning the -CH2/-CF2 molecular dipoles of PVDF [18]. This helps to achieve a
high piezoelectric coefficient and sensitivity in addition to the magnetic responsiveness of
the films.

To ascertain whether the produced films possess the desired magneto-piezoelectric
properties towards MME nanogenerator fabrication, magnetic characterisation such as
saturation magnetisation analysis of both the 3D nanomagnets and their PVDF films
was carried out. Figure 3a,b shows the M-H hysteresis curve for the 3D nanomagnets
(with the cubic shape shown as an example) and the 3D nanomagnet–PVDF film. The 3D
nanomagnets generally exhibit very strong magnetic moments at 300 K with a ferromagnetic
behaviour. Meanwhile, symmetric hysteresis and saturation magnetisation was observed
in both the nanomagnets and their thin films, with saturation magnetisation values of
~80 and 45 emμ/g, respectively. Importantly, for the thin films, saturation magnetisation
and remanent magnetization can be observed, which is one of the desired properties as
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evident from the displayed remarkable magnetic responsiveness and actuation capacity in
the presence of a magnetic force.

Figure 2. Thin films of the cubic-shaped 3D nanomagnet–PVDF composites displaying freestanding,
stretching, and bending features (a–c). SEM images of the PVDF (d) and cubic-shaped 3D nanomagnet–
PVDF (e) films.

FTIR spectroscopy was used to confirm the PVDF piezoelectric-favored -CH2/-CF2
dipolar alignments in the presence of the 3D nanomagnets. In Figure 3c, the FTIR results
clearly show the induction of the extensive polar β-phase in the 3D nanomagnet–PVDF
films. This is evident from the appearance of the intense vibrational peak at ~1190 cm−1,
which is non-existent in the pristine PVDF films [18]. The dual characteristic peaks at
705 cm−1 and 520 cm−1 correspond to the β- and γ-phases, which is an indication of the
β-phase [18], suggesting that its induction is the result of the 3D nanomagnets. Similar
characterisation trends and results were observed for all of the synthesised anisotropic 3D
nanomagnets. However, the cubic morphology of the 3D nanomagnets exhibited superior
magnetic properties alone and in the PVDF thin films. The results of all the characterisations
illustrate the remarkable properties and motivation for using 3D nanomagnet–PVDF films
as an MME generator component.
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Figure 3. Magnetometry plots (hysteresis curves) for the cubic-shaped 3D nanomagnets (a) and their
PVDF thin films (3D nanomagnets–PVDF) (b). FTIR spectra of the thin films of PVDF (pristine) and
3D nanomagnets–PVDF (c).

4. Conclusions

In summary, advanced 3D magnetic nanostructures with distinctive anisotropic fea-
tures such as cubic, spherical, and mixed truncated cubic/rod-like morphologies have been
prepared and subsequently embedded in the polymeric matrix of piezoelectric PVDF to in-
duce an electrically active β phase of the PVDF. The fabricated thin films displayed excellent
formability features with better adaptability. The flexible films of 3D nanomagnet–PVDF
composites with their attractive properties in terms of cost-effectiveness and excellent elec-
troactive properties, as well as the induced large spontaneous polarizability, piezoelectricity,
and magnetic responsiveness by incorporating 3D nanomagnets, make them innovative
materials for not just magnetic nanogenerator device fabrication but also various magnetic
applications such as sensing and actuation. This will facilitate the development of self-
powered and portable wireless communication systems and medical and diagnostic devices
by harvesting the ambient waste stray magnetic noise and minimising the dependence on
batteries, benefitting the fast-growing industry automation and the Internet of Things (IoT).
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Abstract: Marine environmental monitoring is increasingly vital due to climate change and the
emerging Blue Economy. Advanced Information and Communication Technologies (ICTs) have been
applied to develop marine monitoring systems, with the Internet of Things (IoT) playing a growing
role. Wireless Sensor Networks (WSNs) are crucial for IoT implementation in the marine realm
but face challenges like modeling, energy supply, and limited deployment compared to land-based
applications. This paper explores various communication technologies, considering factors like
coverage, cost, energy use, and stability. It highlights the potential of wireless technology in marine
conservation and activities like port operations, aquaculture, and renewable energy, offering insights
from real-world testing in the Region of Murcia.

Keywords: marine environmental monitoring; marine internet of things (MIoT); wireless sensor
networks (WSNs); communication technologies in marine environment; blue economy

1. Introduction

Marine environmental monitoring has garnered increasing attention due to mounting
concerns regarding climate change and the burgeoning Blue Economy, which acknowledges
oceans and seas as economic drivers. Over the past two decades, advanced Information
and Communication Technologies (ICTs) have been applied to develop monitoring systems
for the marine environment and its anthropogenic activities. In this context, the Internet
of Things (IoT) is progressively demonstrating its role. The IoT offers data processing
capabilities, enabling intelligent object control and the agile development of applications
aligning with biodiversity conservation and economic growth.

A pivotal technology for IoT implementation is Wireless Sensor Networks (WSNs),
comprising autonomous devices distributed across an area of interest to monitor physical or
environmental parameters. However, the application of the IoT in the marine environment
remains distant from realization, and the utilization of WSNs in this context is constrained
by issues like modeling, energy supply, range, and bandwidth. In fact, deployments of
these technologies in the marine environment lag significantly behind their terrestrial
counterparts. Furthermore, a comprehensive and contextualized examination of wireless
communication technologies in the marine environment is still lacking.

Hence, this text presents an exploration of various communication technologies (Blue-
tooth, ZigBee, WiFi, WiMax, LoRa, LoRaWAN, SigmaFox, GSM, 3G, 4G, etc.), considering
spatial coverage, deployment and maintenance costs, energy consumption, stability, data
throughput, and more. This study, utilizing the coastal telecom stations in the Region of
Murcia (Spain) as a pilot application area, focuses on the opportunities wireless technolo-
gies offer for marine conservation and the sustainable development of activities such as
port operations, aquaculture, fishing, offshore renewable energy, and autonomous risk
mitigation vehicles.
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Additionally, the project conducts systematic tests of these communications by de-
ploying WSN nodes at various distances and data rates to simulate real marine activities,
employing advanced data compression techniques to enhance data transmission. The
results provide invaluable insights for the future deployment of wireless communication
technologies in the marine environment, promoting both environmental preservation and
the sustainable advancement of marine-related activities.

2. Challenges and State of the Art

2.1. Challenges of WSNs in the Marine Environment

In recent decades, there has been an increase in the number of technological solutions
based on Wireless Sensor Networks (WSNs), which have a series of advantages in mon-
itoring the environment, its biodiversity, and the activities that take place in it, such as
autonomous operation, real-time supervision (reducing effort and staff hours), and rela-
tively low cost [1]. In fact, the costs derived from the use of these monitoring technologies
are being reduced, thus making them cost-effective tools compared to traditional forms of
monitoring [2].

However, the current protocols and design specifications of land-based WSNs must be
adapted to the requirements of the marine environment [3], making their deployment in the
marine environment a challenge [4]. In this sense, the development of WSNs in the marine
environment presents obstacles related, on the one hand, to the capacity and time needed
to store, share, and analyze the large volumes of data that must be managed through
communication networks and, on the other hand, the limited resources that we find in the
marine context itself, in particular, self-sufficient power supply, data storage capacity, and
communication bandwidth [5]. These obstacles are considered one of the largest challenges
in the design of automated stations for monitoring the marine environment.

Regarding the large volume of data in the marine environment, it should be noted
that, in addition, marine traffic has been growing considerably in recent years [6], as well as
the number of monitoring systems necessary for the navigation and monitoring of vessels,
which means that the data obtained have increased to the same extent and are susceptible
to integration into a network [7].

Regarding the challenges posed by the marine context itself, we find different studies
focused, among others, on energy storage beyond conventional batteries that require a high
level of replacement [8], renewable energy supplies adapted to WSNs [9], the impact of
sea waves on the propagation of communications and the quality of the communications
link [10], and the effect of the ocean environment for cellular IoT [11,12].

For all these reasons, new techniques and algorithms must be addressed to achieve this
goal, from the scope of the sensors and nodes of the network, and the network architecture
itself, to the protocols and network technology used [13].

2.2. Application of Existing WSNs to the Marine Environment

An IoT-based protection and monitoring system is composed of five layers [14]: the
perception and execution layer, the transmission layer, the data preprocessing layer, the
application layer, and the business layer.

The network/transmission layer is the most important layer in IoT architecture, as
a variety of devices (switches, hubs, compute performance, gateways, etc.) and different
communication technologies (ZigBee, Bluetooth, LTE, 5G, 6LoWPAN, Wi-Fi, etc.) are
combined in this layer [15]. The network layer must provide data to or from different
objects or applications, through gateways or interfaces between heterogeneous networks,
and use different communication technologies and protocols.

The application of these technologies depends on the distance to be considered and
the volume of data to be transmitted. For example, to exchange data in a communication at
a short distance (~100 m), NFC, ZigBee, and Bluetooth could be a good choice; for medium-
distance communication (~0.1–1 km), we could use WiFi; while for long distance (>1 km),
the most promising technologies would be LTE, LTE-A, WiMAX, and LoRaWan (LoRa).
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Near the coast and in port environments, 3G, 4G, and, in the near-future, 5G coverage is
excellent thanks to the proximity of the antennas. Likewise, there are protocols such as
NB-IoT (Narrowband Internet of Things) specifically designed to interconnect IoT devices
on LTE technologies.

In order to give as complete a picture as possible of the efforts made to date in the
implementation of communication networks in the marine environment, a bibliographic
search has been carried out, from which two key characteristics can be extracted: name of
the technology and protocol, distance between transmitting and receiving antenna, and
communication data throughput, as well as other relevant information such as consumption,
frequency, and ultimate application.

In this search, 72 articles have been found that address this problem from an empirical
point of view. Most of the 72 articles collected were extracted from two reviews by Xu et al.
and Sung-Woong [16]. The rest have been obtained by carrying out alternative and specific
searches. However, from all these articles, we cannot extract all the key data defined above.
This circumstance leads to the fact that this information is not easily found, and even less
so in a technology-specific way, in the same article. However, they do give us a global idea
of which technologies are most tested in the marine environment.

Of these 72 articles, we can see that 13 articles use radio-based communication tech-
nology, 7 use ZigBee technology, 7 use Wi-Fi communication protocols but applied to
other technologies such as LTE to achieve greater range, 4 use 4G technology, 6 use 2G
technologies, and the rest of the technologies have been used much less. It should be noted
that, for technologies such as 3G or SigFox, no studies have been found applied in the
marine environment where the flow and range are empirically verified and specified. On
the other hand, 21 articles do not specify enough information about the communication
technology that has been installed to collect the data in the current state of the art.

However, only 20 relevant applications are extracted from the tested wireless com-
munications, in which we find explicit information regarding the flow and range of the
communication. The following shows the feature set of these 20 experiments (Table 1):

Table 1. List of technologies tested at sea according to the bibliographic search, in which we find
explicit information regarding the flow and range of communication.

Author Year Country Technology Range (m) Caudal (kbps) Cost

Singapore Gov. [17] 2007 Singapore WiMAX 15,000 5000 Middle

Mi.-T. Zhou et al. [18] 2013 Japan WiMAX 14,200 6000 Middle

M.-T. Zhou et al. [18] 2013 Japan WiMAX 8660 6000 Middle

H.-J. Kim et al. [19] 2015 Korea LTE 10,000 7600 Middle

H.-J. Kim et al. [19] 2015 Korea WLAN 20,000 4700 Middle

J. M. Almeida et al. [20] 2016 Portugal LTE 30,000 5000 Middle

J. M. Almeida et al. [20] 2016 Portugal Wi-Fi 60,000 3200 Middle

Sethuraman et al. [21] 2018 India LR Wi-Fi 52,000 3000 Low

Sethuraman et al. [21] 2018 India LR Wi-Fi 22,600 3000 Low

M. Höyhtyä [22] 2017 Finland Wi-Fi 900 27,000 -

S-W, Jo [16] 2019 Corea LTE 107,000 12,000 -

G. Kazdaridis [23] 2017 Serbia LoRa 21,000 50 -

C. De Marziani et al. [24] 2011 Spain ZigBee 1200 250 -

Silva L.G. [25] 2013 Argentina WiFi 16,000 64,000 -

S. Jiang et al. [26] 2015 China MF/HF 463,000 0.1 -

S. Jiang et al. [26] 2015 China VHF 120,000 1.2 -

S. Jiang et al. [26] 2015 China VHF 120,000 9.6 -
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Table 1. Cont.

Author Year Country Technology Range (m) Caudal (kbps) Cost

S. Jiang et al. [26] 2015 China MF 556,000 18 -

S. Jiang et al. [26] 2015 China VHF 120,000 307 -

Marlaski et al. [27] 2018 Denmark NB-IoT 3439 66.7 -

The following graph shows the scope of the communications used in these pub-
lications, taking into account both the distance and the data throughput tested in the
different experiments.

It is observed that radio frequency is one of the most used technologies as it has a
range well above the average, exceeding 100 km, but with a somewhat limited capacity
to transmit data, and whose implementation cost will depend on the base stations that
exist. However, there are studies where 4G technology has been implemented for the
same distances, but with a substantially higher throughput. On the other hand, there is an
area where the use of technologies such as WiFi (but combined with other technologies to
achieve these long ranges), WiMAX, LTE (4G), and RF converge for a range of more than
10 km with a data flow between 103 and 104 kbps. Finally, although there are not much
data on the range and flow used with ZigBee technology, its use is widespread and, based
on the experimental data collected, it can be seen that it has a considerable range, although
the data flow would be low, not exceeding 102 kbps at such distances.

With this, the present work aims to test different technologies that allow communi-
cations between coastal activities, resource extraction activities, and off-shore renewable
energy platforms, among other land-based activities using communication technologies
in Figure 1, covering areas that have not been covered in this graph both in bandwidth
and distance.

 
Experimental:  

Theoretical:  
Figure 1. Comparison between distance and expected data throughput for different communications
(shading) with respect to experimental results from the literature (points) (authors’ own creation).

3. Materials and Methods

This research aims to investigate the limitations of existing wireless communication
technologies for the development of Wireless Sensor Networks (WSNs) in the marine
environment. This study encompasses both theoretical analysis and experimental deploy-
ment, focusing on supporting strategies for the sustainable conservation and exploitation
of oceans and seas. The coastal regions of the Region of Murcia serve as the practical
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application area for this research endeavor. In order to achieve this objective, the following
specific methods are outlined:

• To compare different electromagnetic communication propagation simulation techniques
that account for the specific circumstances and scenarios in the marine environment.

• To test the development and deployment of different communication technologies at
varying distances from the coast, data throughput rates, and consumption require-
ments, addressing real needs in marine contexts and activities.

To fulfill these specific objectives, a combination of theoretical work, involving a
literature review within this report and previous experience from the CTN, and experi-
mental work for technological development and technology deployment in the marine
environment is conducted.

3.1. Electromagnetic Propagation Simulation in Marine Environments

In this section, we delve into the theoretical study of modeling propagation losses
associated with the transmission of electromagnetic waves at typical frequencies used in
radiocommunications. Based on this, algorithms of varying complexity are implemented
to enable the exploration of more realistic studies.

3.1.1. One-Ray Model (Free-Space Propagation Model)

This model considers a characteristic free-space propagation model, which does not
take into account any form of reflection, refraction, or any other scattering mechanism of the
beam. It is analogous to a ray model, representing the direct path between the transmitter
and receiver, making it the simplest model to consider. This model, also known as the
Friis model, considers only losses due to the divergence of the wavefront, as reflected in its
mathematical expression:

PR/PT = GTGR

(
c

4π f l

)2
(1)

where GT and GR (PR and PT) are the gains (powers) of the transmitting and receiving
antennas in the direction of the vector connecting them, respectively, separated by a distance
l, and where f is the frequency of the electromagnetic wave considered (with c representing
the speed of light).

More conveniently, in logarithmic scale, the propagation losses can be expressed as

L = 10log10(PT/PR) = 20log10( f l)− 10log10(GRGT) + 20log10(4π/c) (2)

3.1.2. Two-Ray Model

In most cases, the previous model proves to be overly simplistic as it does not account
for contributions from reflected rays. The two-ray model precisely takes into consideration
the ray that, after being reflected by the ground (or another obstacle), also reaches the
target, adding a contribution to the received field at the receiving antenna, as illustrated in
Figure 2.

Figure 2. Raytracing corresponding to the different-number ray model.
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This model extends the previous one by incorporating an additional term correspond-
ing to the field generated by the reflected ray. In this case, the propagation losses are:

L = −20log10

(
c

4π f

)∣∣∣∣∣ e−ikl

l

√
Gd

TGd
R + R

e−ikrr

rr

√
Gr

TGr
R

∣∣∣∣∣ (3)

where k is the wave number, rr is the total distance covered by the reflected ray, and the
superscript on the gain denotes the associated ray (d: direct; r: reflected). R is the reflection
coefficient of the reflected ray, which depends on the angle of incidence, wave polarization,
and electromagnetic characteristics of the involved media (air and water in this application).

In the literature, it is common to make the approximation of very small incidence
angles, in which case the expression simplifies significantly. In particular, assuming a
vertically polarized wave, it is obtained that the reflection coefficient R = −1 (phase
changes by 180 degrees), which will be the default case in our scenario. However, we will
continue to use this expression to account for the possible “roughness” of the sea, which
will be discussed in more detail in Section 5, although its effects, given the long propagation
distances and typical low antenna height(s), will be correspondingly minimal.

3.1.3. Three-Ray Model

The two-ray model is a good approximation to the problem at hand for short distances
and under the specified conditions. However, it is widely recognized that for longer
distances and depending on atmospheric conditions, there are discrepancies between
what is observed and the analytical model. The main reason for this is the existence of a
propagation channel formed by the presence of water vapor in the first few meters of air
above the sea surface, which occurs under certain circumstances. In detail, when this vapor
layer exists, it creates a minimum in the profile of the speed of light at altitude, causing the
refraction of the beam and leading to a third ray reaching the target, as depicted in Figure 2.
According to the literature, this effect appears in channels spanning distances greater than
5 or 6 km. The significance of this effect is that it causes “valleys” of losses and significant
“peaks” in gain from distances of this order of magnitude onward.

Although the refracted ray is not reflected at any point, for analytical simplicity, it is
assumed to behave as if it were reflected, at a certain effective height approximated as the
duct height. In conclusion, the three-ray model follows the following equation:

L = −20log10

(
c

4π f

)∣∣∣∣∣ e−ikl

l

√
Gd

TGd
R + R

e−ikrr

rr

√
Gr

TGr
R +

e−ikrr f

rr f

√
Gr f

T Gr f
R

∣∣∣∣∣ (4)

where rr f is the distance traveled by the refracted ray, which can be calculated using the
following expression:

rr f = rr f 1 + rr f 2 =

√
(he − ht)

2 + (httan(θ))2 +

√
(he − hr)

2 + (hrtan(θ))2 (5)

where θ is the angle of incidence, he is the effective duct height, hr is the height of the
receiving antenna, and ht is the height of the transmitting antenna. On the other hand,
Gr f

T and Gr f
R are the gains of the transmitting and receiving antennas in the direction

of the refracted ray, respectively. The duct height he can be determined using specific
models. In this study, the Paulus–Jeske model [28] was implemented, which is the most
referenced analytical model in the literature. This model uses air temperature, water surface
temperature, relative humidity, and wind speed as input parameters to estimate the height
of the evaporation duct.

3.1.4. Specific Models for Rough Seas

As seen earlier in the two- and three-ray models, one of the contributions to the (total)
field at the receiving antenna comes from a ray reflected by the sea. While reflection can
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normally be assumed with an almost zero angle of incidence (θ), resulting in a reflection
coefficient of −1 for vertically polarized waves, significantly simplifying the approach, in
the general case, it must be included in the calculation.

There are generalizations beyond the ideal case of specular reflection, where the
associated reflection coefficient can be described by the following equation:

R =
sinθ− Z
sinθ+ Z

(6)

where Z is the characteristic impedance of the reflecting medium (water in our case):

Z =

⎧⎪⎨⎪⎩
1∼
εr

√
∼
εr − cos2 θ√
∼
εr − cos2 θ

(7)

with
∼
εr representing the complex relative permittivity of the medium.
In this context, when considering a rough surface rather than a smooth one, where

reflections are more complicated to determine, it is common to use statistical models that
characterize the surface in question and obtain, on average, an effective reflection coefficient.
Thus, two different approaches have been implemented, each attributing different statistical
properties to the sea surface height profile: the Ament approach and the Miller–Brown
approach [29].

The Ament approach assumes that the heights of the sea surface are normally dis-
tributed such that

PA(ξ; hrms) =
1√

2πhrms
e−ξ2/2h2

rms (8)

where hrms is the root-mean-square deviation of sea surface height (of waves).
On the other hand, the more complex Miller–Brown approach considers the sea surface

as a collection of sinusoidal waves with a uniform phase distribution, the expression of
which is omitted here for brevity.

In summary, the roughness reduction factor is calculated as

ρ(k, θ) =
∫ ∞

−∞
e2ikξsinθP(ξ)dξ (9)

When multiplied by the standard reflection coefficient, it yields the effective reflection
coefficient (R′ = ρR).

Therefore, by introducing the expressions of Ament and Miller–Brown into this equa-
tion, we ultimately obtain the expressions for the effective reflection coefficients for the sea
surface, which will need to be correspondingly included in the propagation loss equations.

3.2. Testing Communication Technologies for Coastal and Marine Needs

Different communication technologies can be used depending on the application. Two
communication technologies used in this work are highlighted in green within the context
of the wide range of existing technologies: LoRa for long-distance transmission with low
bandwidth, and WiFi for transmitting data with higher bandwidth over short distances.

3.2.1. Test of the LoRa System

To ensure that the data reach the location where the gateway will be installed, tests
were conducted around the boat’s departure port days before conducting tests on the boat.
In the map shown in Figure 3, the positions where coverage tests were conducted have been
marked. In the yellow-marked positions (1 and 2), the data reached the gateway without
any issues, while in the position marked in blue (position 4), there was no coverage, due to
the presence of hills between the transmitter and the LoRa gateway.

250



Eng. Proc. 2023, 58, 102

  
(a) (b) 

Figure 3. Tested LoRa coverage positions: (a) gateway position and remote points.; (b) photograph
of the device at position 2.

3.2.2. Test of the WiFi System

On the one hand, a subsea noise node was deployed near the Faro de la Curra, at the
entrance of the port, with an autonomous data acquisition system specifically implemented
for signal recording, allowing for the modification of the recording time as needed. The
WiFi transmitting antenna, OmniTIK 5ac, was connected to this system via an Ethernet
cable. On the other hand, a receiving antenna with the same characteristics was placed at
various distances from the transmitter, along the same dock, at distances from 100 to 500 m.
Figure 4 shows the positions of the transmitter and receiver on the left and the receiving
station with the receiving antenna and a recording PC on the right.

  
(a) (b) 

Figure 4. Tested LoRa coverage positions: (a) gateway position and remote points; (b) photograph of
the device at position 2.

3.2.3. Deployment of Lora and WiFi Systems in Real Off-Shore Marine Environment

The technologies (Wimax, Lora, and GSM) are employed to establish communica-
tions between a moving vessel and a terrestrial location, with the aim of maintaining
seamless and continuous communication between these two points. Receiving antennas
will be positioned on the coastline, while the vessel will follow a straight-line trajectory
to ensure that the receiving antennas remain consistently within the same range as the
transmitting antennas.

The initial deployment was carried out from the following location, with each technol-
ogy’s receivers prepared to receive data. In this deployment, the receiving equipment was
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positioned at a height of 6 m above sea level, with maximum effort dedicated to alignment
and ensuring that it remained within the same range as the transmitters situated on the
vessel. Testing is conducted until all technologies reach their maximum range.

The second deployment, at the subsequent location, is executed from a higher vantage
point at 20 m above sea level to ensure a clear line of sight and minimize interference
from the water’s surface. The transmitter on the sea must be securely located and well
mounted on the exterior of the vessel. Testing is conducted within a 20 km range for all
three technologies (WIMAX, Lora, and GSM).

To carry out measurements in real environments, a boat trip was conducted in the
waters of the Port of Cartagena.

4. Results

4.1. Theoretical Electromagnetic Propagation Simulation in Marine Environments

In this section, a comparison is made between the results provided by established
tools from generic software and the models developed and described in the previous
sections. Specifically, a test was conducted using Ubiquiti Networks’ AirLink software for
a hypothetical transect in the port of Cartagena.

The numerical comparison is shown in Figure 5, where good correspondence is
observed between Ubiquiti Networks’ software and the models implemented by the CTN.
The largest discrepancy is noted with the three-ray model, which was expected as the tool
does not account for the evaporation duct.

   
(a) (b) (c) 

Figure 5. (a) Trajectory followed in the pilot study; (b) receiving antennas in this pilot; (c) transmitter
antennas in this pilot.

Furthermore, in Figure 6, the results associated with a test using a higher height for
the transmitting–receiving antenna (20 m) are provided. In this case, the correspondence
between models and software is not as good as in the previous test, with discrepancies in
parts of the simulation distance range (the best-matched zone is between 3 and 6 km). The
slope of the curves from the ray models, particularly the two-ray model, aligns well with
that produced by the reference software, although there is a slight offset between the two.
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(a) (b) 

Figure 6. Comparison of results between propagation loss models and AirLink software for (a) first
test; (b) second test.

4.2. Comparing Measures and Theoretical Propagation

In the first deployment, regarding WIMAX, it had achieved a straight-line range of
5000 m out to sea. Signal quality could have been further improved by deploying the
receiving antenna at a higher point. Since the transmitting antenna on the vessel sent the
WIMAX signal to the ground-based station, it was crucial to ensure that the antenna was
stable and correctly oriented towards the base station. Any movement or change in the
orientation of the transmitting antenna could have affected the signal quality sent and,
consequently, the performance of the WIMAX connection.

In the second deployment, significant improvements in results were achieved, with a
longer-range connection than in the first deployment. At this time, the receiving equipment
was positioned at a higher location, providing greater visibility, reduced interference, and
no obstacles in the environment that could have affected the signal. When testing for
communication, the vessel was aligned as closely as possible with the receiver to remain
within range and achieve a connection with a good transmission speed. In this test, the
range of WIMAX was a success, reaching up to 14 km in a maritime environment.

In order to establish reliable data communication between the PC-powered Lopy1
device on a constantly transmitting vessel and the ground-based RAK724 receiving gateway
at varying altitudes during the conducted deployments, continuous system monitoring
was performed to ensure signal quality and reliability as each kilometer was advanced.

LoRa achieved a straight-line range of 6000 m out to sea, both in the initial deployment
and in the subsequent one. Communication and range could be further enhanced by
positioning the LoRa gateway at a higher point in the sea, increasing the effective transmitter
height. This would enable the signal to reach greater distances while reducing the potential
for interference and obstacles that could attenuate the signal. In general, elevating the
antennas at both ends of the connection is considered the most effective means of improving
range and signal quality.

As said, the experimental data were derived from the two campaigns conducted at
sea, as detailed in the previous section. Specifically, data from the second sea campaign on
29 March 2023 were utilized. Figure 7 displays the results of this comparison.

As can be observed in Figure 7, there is a relatively good correspondence with the ex-
perimental data, especially concerning the two-ray model. Although it exhibits a difference
of approximately 5 dB in the first 2 km, it closely replicates the data for longer distances.
On the other hand, the free-space loss model underestimates losses for distances above
approximately 8 km. Lastly, the three-ray model, which is more sensitive to input variables
and exhibits more peaks and valleys, appears unsuitable for this case. One possible cause
of this discrepancy may also be the low data resolution. If the data had been sampled
more frequently, they might have captured those interference peaks and valleys in signal
reception. This suggestion for improvement should be considered for future testing.
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Figure 7. Comparison between experimental data (black circles) and those provided by the analytical
models (remaining data).

5. Discussion

This study has addressed a set of significant challenges related to the implementation
of wireless communication technologies in maritime environments, with a particular focus
on the development of WSNs. We have thoroughly examined both the theoretical aspects
and field tests in a real marine environment. Below, we discuss the findings and implications
of this study.

One of the key highlights of this study is the identification and discussion of the major
challenges faced in implementing WSNs in maritime environments. These challenges
encompass the management of large volumes of data, the provision of sustainable power
to sensor nodes, the limited data storage capacity, and the communication bandwidth. It
is essential to note that these challenges are not merely technical but also logistical and
economic in nature. The rising maritime traffic and the need to monitor and manage
a variety of maritime activities such as navigation, fishing, and aquaculture demand
effective solutions for data collection, transmission, and analysis. Our study underscores
the significance of addressing these challenges as we move towards increased use of WSN
technologies in the maritime domain.

We conducted a comprehensive evaluation of several wireless communication tech-
nologies in the maritime environment. This included technologies such as WiMAX and
LoRa, with a focus on their range and data-carrying capacity. The results from our field tests
demonstrated that different technologies have specific applications based on the distance
and volume of data they need to transmit.

For instance, WiMAX tests revealed a range of up to 14 km in a maritime setting,
making it a viable option for long-range communication in this context. LoRa, on the other
hand, showed a range of up to 6 km, which is suitable for shorter-range applications but
with adequate data capacity. These findings are valuable for making informed decisions on
the selection of communication technologies in specific maritime projects.

A fundamental aspect of this study was the comparison between the results from
our field tests and theoretical models of electromagnetic propagation. The models used
included the free-space propagation model, the two-ray model, and the three-ray model.
We observed that, in general, theoretical models provided a good match with experimental
data, although significant discrepancies were noted at both short and long distances.

The two-ray and free-space models proved to be the most effective in describing
the propagation conditions in our maritime environment. However, the three-ray model,
which takes into account the effect of the water vapor layer on wave propagation, exhibited
notable disparities. This suggests that, under certain conditions, this effect may not be
as relevant as initially thought in our test environment. Data resolution and sampling
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frequency may have contributed to these discrepancies and could be subjects for future
research improvements.

6. Conclusions

In this text, different deployments of radio signal transmission and reception have
been documented, both in relevant environments (near the coast) and in real-world settings
(farther from the coast), characterizing various communication scenarios and technologies.

In the marine environment, diverse technologies have been deployed for a range of
applications, including long-distance communication and sensor data transmission. This
deliverable has documented tests conducted at the laboratory level and deployments in
a long-distance marine environment, from various locations, focusing on the previously
selected technologies. Each of them exhibited varying ranges, but all achieved successful
communications. GSM stood out with the greatest range, reaching 20 km, followed by
Wimax at 14 km, and finally, LoRa at 6 km. The choice of which technology to deploy in the
marine environment will depend on the specific use case and communication requirements
of each project. It is essential to select the appropriate technology, considering factors such
as range, speed, reliability, and cost.

Regarding the validation of electromagnetic wave propagation loss models developed
in the first work package of the project for marine environments, campaigns were conducted
to collect experimental data in marine settings, which could then be compared with the
expected results from these models. The comparative analysis indicates that the most
robust model appears to be the two-ray model. On the one hand, the free-space loss model
partially underestimates the measured losses, and on the other hand, the three-ray model,
due to its sensitivity to the height of the evaporation duct, is more complex to accurately
adjust. Furthermore, as an improvement for future tests, it is suggested to increase the data
sampling resolution in signal reception to capture fine details of spatial loss dependencies.

The use of technologies like WiMAX, LoRa, and others identified in this study can
enhance communication in these activities and, ultimately, contribute to a more sustain-
able exploitation of marine resources. The ability to collect real-time, accurate data and
transmit them efficiently is essential for informed decision making and the preservation of
marine biodiversity.
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Abstract: Our research investigates an approach to forecasting human vital signs by formulating the
problem as a sequence-to-sequence (seq2seq) task, utilizing bidirectional long short-term memory
models (BiLSTM). The study aims to compare the forecasting accuracy of uni- and multivariate
modeling strategies over different forecasting horizons ranging from 1 s to 10 s. The dataset comprises
sensor data collected during a lab study in which thirteen participants engaged in a collaborative
assembly scenario with a robot. Our results show that univariate models outperform multivariate
ones in terms of forecasting accuracy, offering valuable insights into accurate forecasting of human
physiological parameters, with potential implications for human-robot collaboration, personalized
medical monitoring, and healthcare applications.

Keywords: human-robot collaboration; forecasting; vital signs; deep learning; collaborative assembly

1. Introduction

In the dynamic realm of human–robot collaboration (HRC), a significant challenge
lies in equipping robotic systems with the ability to seamlessly adapt to users’ internal
states, such as stress or relaxation. Ongoing research in this field has shown that stress
can be indirectly assessed through the integration of diverse sensors that monitor var-
ious physiological indicators, including electrocardiograph (ECG), pupil dilation (PD),
electromyograph (EMG), electroencephalograph (EEG), heart rate variation (HRV), skin
temperature, respiratory rate and electrodermal activity (EDA), or galvanic skin response
(GSR) [1–4]. Machine learning classification techniques have made noteworthy advance-
ments in stress detection [5–8]. In diverse environments, such as academic, driving, or
office-like settings, accuracy rates exceeding 90% have been achieved [5]. By going beyond
simply recognizing emotions in real-time, to anticipatory modeling, robotic systems can
adjust their behavior proactively, leading to more natural, productive collaborations. How-
ever, despite the promising developments in stress detection, the exploration of forecasting
future states remains limited. Some research has been conducted on forecasting vital signs
in intensive care patients [9], postoperative complications [10], or in health monitoring [11].
In [11], the authors compared different models, evaluating their accuracy in univariate
forecasts of pulse, oxygen level percentage (SpO2), and blood pressure. Notably, deep
learning models such as long short-term memory (LSTM) and gated recurrent unit (GRU)
outperformed classical forecasting strategies like autoregressive (AR) and autoregressive
integrated moving average (ARIMA) models, with GRUs performing the best. Earlier
work also revealed in different use cases that Bidirectional Long Short-Term Memory
(BiLSTM) models lead to a significant improvement in average time series prediction
accuracy of 37.78% [12] compared to classical LSTMs. It was observed that training the
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bidirectional variant was slower, suggesting that it extracts unique features inaccessible to
other models [13]. In the field of mental state and vital sign forecasting the performance
of BiLSTMs is unknown. Given the current state of the research, an intriguing avenue
for further investigation pertains to the exploration of the intricate interplay between di-
verse sensor modalities, which may hold the potential to enhance vital sign forecasting.
Specifically, there is an opportunity to explore whether the simultaneous utilization of
multiple modalities in a multivariate forecasting framework can yield improved forecasting
accuracies by leveraging information that remains latent in univariate models. This study
significantly contributes by highlighting the impacts of multivariate forecasting strategies
versus univariate approaches. It also provides insights into vital sign forecasting, particu-
larly through the integration of BiLSTMs with collaborative robotics, thus advancing the
existing knowledge in this field.

2. Materials and Methods

2.1. Dataset

The dataset used in this study consists of vital signs from 13 subjects recorded in
the context of a collaborative assembly. In this assembly, a human worker collaboratively
assembles a component with a collaborative robot (cobot). To capture the influence of
the cobot on the human’s vital signs, six different scenarios, differing in various factors
such as the degree of collaboration or the working speed of the robot, were executed.
Between every configuration, the recording was stopped. As a result, each of the 13 subjects
contributes 6 individual sequences, each lasting approximately 2 min, culminating in a total
of 76 sequences. The utilized sensor modalities are the Interbeat Intervals of the heart
(IBI) measured via ECG and the EDA of the skin, both using the BITalino (r)evolution
Plugged Kit BLE/BT (PLUX Wireless Biosignals, Portugal) as well as the Pupil Dilation
(PD), measured with pupil core eye tracking glasses (Pupil Labs, Berlin, Germany).

2.2. Bidirectional Long Short-Term Memory Model

Bidirectional long short-term memory networks (BiLSTM) are a type of recurrent neu-
ral network (RNN) architecture used in natural language processing and sequential data
tasks, like time series data. Introduced to overcome the limitations of regular RNN they en-
hance traditional LSTMs by processing input data in both forward and backward directions,
capturing context from both past and future [14]. BiLSTMs were introduced to address
the vanishing gradient problem and improve the modeling of long-range dependencies in
sequential data.

2.3. Preprocessing

The data preprocessing involved three steps. First, each modality was handled inde-
pendently. For IBI, no direct measures were needed. For PD, blink removal was essential
using the procedure outlined in [15,16]. EDA-Signal involves extracting the skin conduc-
tance response, as described in [17]. In the second step, all modalities underwent uniform
processing, which included resampling, smoothing, and data normalization to enhance
quality and ensure consistency. In the final phase, individual modalities were synchronized
to create a multivariate dataset. Extensive feature engineering was then performed on
this dataset, yielding both static features (e.g., means, minimums, and maximums of time
series) and dynamic features (e.g., moving averages and lag features).

2.4. Stationarity

Stationarity signifies that statistical parameters such as the mean and variance exhibit
relative constancy throughout the observed time span [18]. This property holds significant
importance, particularly in forecasting applications. To assess stationarity, we employed
the augmented Dickey–Fuller test (ADF-Test), which is one of the most commonly used
measures of stationarity [19–21]. To induce stationarity a differentiation procedure was
implemented, resulting in stationarity in 99% of all sequences.
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2.5. Sequence-to-Sequence Modeling

In the context of time series forecasting, sequence-to-sequence modeling is a technique
wherein a learner maps a sequence of past values to a sequence of future values [22]. To
adapt the dataset into a format suitable for input and output sequences, we employed the
sliding window method presented in [23]. Three variations of each dataset were created for
one-second, five-second, and ten-second forecasting horizons, with consistent look-back
window lengths.

2.6. Measures of Evaluation

To assess the forecasting accuracy of the models, we employ the Symmetric Mean Abso-
lute Percentage Error (sMAPE). The formula for calculating sMAPE is presented below [24].

sMAPE =

(
2
n

n

∑
1

|yt − ŷt|
|yt|+ |ŷt|

)
∗ 100% (1)

To establish a baseline for assessing the model’s performance and to ensure the ro-
bustness of our results, we employ a simple benchmark known as the Naïve Forecast as
recommended by [25]. In this approach, the prediction for the next time step is generated
by using the value from the previous time step, which makes it simple to calculate but
nonetheless an effective benchmark method. This basic forecasting method is mathemati-
cally represented by Equation (2) [26].

ŷt+k = yt (2)

3. Results

3.1. Univariate Forecast

Table 1 illustrates the superior performance of the BiLSTM model compared to the
baseline across all forecasting horizons for univariate IBI.

Table 1. sMAPE of the univariate forecast of the interbeat intervals.

Forecasting Horizon Naïve Forecast BiLSTM

1 s 123.79% 2.1%
5 s 144.79% 16.01%

10 s 146.37% 17.36%

Table 2 displays results for univariate PD forecasting. The Naïve Method consistently
shows higher prediction errors than the BiLSTM model across all horizons.

Table 2. sMAPE of the univariate forecast of the pupil dilation.

Forecasting Horizon Naïve Forecast BiLSTM

1 s 142.92% 2.07%
5 s 154.14% 5.39%

10 s 157.00% 5.66%

Particularly noteworthy is the fact that when extending the forecasting horizon from
1 to 5 s, a marked increase in sMAPE is observed, amounting to 13.91% for univariate IBI
and 3.32% for univariate PD. In contrast, extending the forecasting horizon from 5 to 10 s
only results in an increase of 1.35% for univariate IBI and 0.27% for univariate PD.

3.2. Multivariate Forecast

Table 3 compares forecasting accuracy for univariate and multivariate models across
different horizons. The multivariate approach consistently yields slightly higher sMAPE,
outperforming univariate IBI by just 0.24% at the 5-s horizon.
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Table 3. sMAPE of the multivariate compared to the univariate forecasts.

Forecasting Horizon Univariate IBI Univariate PD Multivariate

1 s 2.1% 2.07% 16.12%
5 s 16.01% 5.39% 15.77%

10 s 17.36% 5.66% 22.48%

4. Discussion

The results presented in this work reveal a substantial disparity in performance be-
tween univariate and multivariate models. Despite the potential for multivariate models to
leverage relationships among individual parameters, generated features, and additional
skin conductance data, the incorporation of this supplementary input does not yield an im-
provement in forecasting accuracy. Several possible explanations for this phenomenon can
be considered. Firstly, no meaningful relationships may exist among the various parameters
under investigation. This lack of inherent correlations may limit the capacity of multivariate
models to extract valuable predictive insights, rendering the inclusion of additional input
variables ineffective. Secondly, the quality of the supplementary skin conductance data may
be a contributing factor. It is conceivable that these data introduce noise into the prediction
process, thereby diminishing overall accuracy. Further investigation into the reliability and
relevance of the additional data may clarify its impact on model performance. Thirdly, the
selected features for the multivariate models may either have no significant influence on the
prediction accuracy or, in some cases, exert a detrimental effect. The inclusion of irrelevant
or potentially confounding features can hinder the model’s ability to discern meaningful
patterns in the data, leading to suboptimal forecasting outcomes. These findings underscore
the importance of a thorough understanding of the underlying relationships within the
data and the potential consequences of incorporating additional variables.

5. Conclusions

The research findings presented in this study shed light on the predictive performance
of univariate versus multivariate deep learning models in the context of forecasting vital
signs. Notably, the univariate prediction of IBI and pupil diameter yields superior results
when compared to the multivariate approach, which incorporates additional variables such
as skin conductance and generated features. This suggests that the univariate models excel
in capturing the intricate patterns and relationships within these physiological signals.
Interestingly, as the forecasting horizon increases from one to five seconds, a significant
decrease in accuracy is observed. However, this decline in accuracy remains relatively
stable when extending the forecasting horizon from five to ten seconds. These findings
have important implications for predictive modeling in physiological signal analysis where
high precision is required, such as assessing cognitive load or attention levels. The observed
stability in forecasting accuracy for longer horizons indicates that the univariate approach
may offer a reliable foundation for longer-term physiological forecasting tasks. This work
contributes valuable insights into the selection of modeling approaches for vital sign
forecasting, underscoring the significance of considering the specific predictive goals and
horizons in such applications. Future research in this domain should explore alternative
feature engineering strategies, data preprocessing techniques, and model architectures
to unlock the latent predictive potential of multivariate approaches. Overall, this study
contributes valuable insights into the complexities of multivariate modeling in physiological
signal analysis and paves the way for further advancements in this field.
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Abstract: One of the biggest cybersecurity challenges in recent years has been the risk that insiders
pose. Internet consumers are susceptible to exploitation due to the exponential growth of network
usage. Malware attacks are a major concern in the digital world. The potential occurrence of this
threat necessitates specialized detection techniques and equipment, including the capacity to facilitate
the precise and rapid detection of an insider threat. In this research, we propose a machine learning
algorithm using a neural network to enhance malware detection accuracy in response to insider
threats. A feature extraction, anomaly detection, and classification workflow are also proposed. We
use the CERT4.2 dataset and preprocess the data by encoding text strings and differentiating threat
and non-threat records. Our developed machine learning model incorporates numerous dense layers,
ReLU activation functions, and dropout layers for regularization. The model attempts to detect and
classify internal threats in the dataset with precision. We employed random forest, naive Bayes, KNN,
SVM, decision tree, logical regression, and the gradient boosting algorithm to compare our proposed
model with other classification techniques. Based on the results of the experiments, the proposed
method functions properly and can detect malware more effectively and with 100% accuracy.

Keywords: cybersecurity; insider threat; malware detection; machine learning

1. Introduction

Information is one of today’s most precious but vulnerable resources. Most organi-
zations and people in the modern world manage and safeguard their digital content via
computer networks and information technologies. As a consequence, there is a rise in
cybersecurity threats such as identity theft, hacking, and malware attacks. Malware is
used in many of these attacks [1]. Malware, also known as malicious software, consists
of programming (code, scripting, dynamic content, and other applications) intended to
obstruct or prevent operation, gather data that might be used for exploitation or compro-
mise privacy, obtain illegal access to system resources, or engage in other malicious acts [2].
Infrastructure is always in danger of serious harm from sophisticated malware that is al-
ways changing [3]. Threats nowadays are conducted utilizing modern technologies which
makes them difficult to identify. Therefore, it is obvious that the need for an intelligent
system that can recognize new malware by analyzing the structure of system operations
produced by malware as well as a suitable mechanism to recognize infected files is essential.
Traditional methods of identifying insider malware frequently fail to precisely identify
malicious activities carried out by authorized users. The growing environment of cyberse-
curity necessitates sophisticated techniques that are capable of recognizing unusual user
behavior and differentiating it from authorized actions taken by users. In previous related
works, researchers used several techniques such as DCNN [4,5], static malware-analysis [6],
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CNN [7], autoencoder network with a grey-scale image representation [8], Visual-AT [9],
etc., to identify malware.

This study aims to investigate and evaluate various machine learning algorithms
to enhance the precision of insider malware detection. By employing multiple machine
learning techniques, anomaly detection, and datasets, including system logs and user
behavior data, we intend to develop a robust and scalable solution capable of identifying
malicious insider activities. In the present research, we propose a neural network-based
machine learning algorithm to improve malware detection accuracy. First, we normalized
the CERT 4.2 dataset. Then we designed a neural network model with dense layers and
optimizers to identify malware. The effectiveness of our proposed method was then
evaluated by comparing it to methods from recent research.

To summarize, we contribute the following in this paper:

1. We propose a reliable and effective machine learning-based method for enhancing the
accuracy of infiltrator malware identification.

2. We developed a neural network model with dense layers and optimizers to
detect malware.

3. For the purpose of evaluating the efficacy of our proposed method, we contrasted our
suggested method with methods used in recent research.

The remaining sections of the paper are organized as follows. In Section 2, a summary
of current insider threat detection methodologies is provided. In Section 3, we present our
suggested malware detection method. Finally, Section 4 is allocated to the analysis of the
results obtained from the proposed approach.

2. Research Background

As described previously in this paper, malware is one of the most significant security
risks on the Internet right now. Researchers have developed numerous methods for
detecting malware. A hierarchical paradigm was suggested by [3] to find security risks or
events in real time. This study examined the challenges faced by basic, statistical analysis,
conventional machine learning, and deep learning methods. The authors of [4] provided a
framework to quickly identify a user’s good and bad behavior. In their ensemble learning-
based system for detecting insider threats, they recommend over bootstrap sampling, which
reduces overfitting caused by sample imbalance. The authors used employee resource
access patterns from a benchmark dataset in [5]. They transformed them into 1-D feature
vector grayscale images and used DCNN to identify malicious insiders by seeing odd
patterns. The idea of determining an executable’s maliciousness using a brief overview
of behavioral data is presented in [6]. They used static malware analysis. The authors
of [7] used a convolutional neural network to identify and classify images by automatically
extracting the characteristics of the malware images. The authors of [8] proposed identifying
malware using a deep learning autoencoder network and a grey-scale image of the program.
Niket et al. [9] used trained deep learning image recognition models to classify malware
binaries as images; their results showed that that DL models generalize data better than
k-NN. The authors introduced Visual-AT, the first general machine learning (ML)-based
visualization technique, to identify malware and its variants [9]. It uses two ML algorithms
and transformed picture data to identify and analyze difficult-to-identify malware and
variants using AT. The authors of [10] suggested an image-based insider threat detector
through geometric transformation (IGT), which turns unsupervised anomaly identification
into supervised image classification. Many malware detection models were examined
neural network malware detection is more efficient and accurate than other methods,
according to the findings.

3. Methodology

This paper explores neural network classification techniques for insider threat detec-
tion in order to generate new cybersecurity solutions. The CERT4.2 dataset is simulated
event log records that represent activities in an organization’s computer system. Our work
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focuses on this dataset in order to gain insights into computer behaviors and enhance
security measurements. Here, we develop an innovative machine learning model to protect
against potential threats.

To be inclusive in the neural network model we develop, we extract and process
the information in a way that organizes it with the variables we need as “features”. We
ensure that all text strings are encoded into integers. The distinction between insider
threat and non-threat rows (true positives and true negatives) must also be made. We
used the pre-processing techniques to extract the records of true negatives from three
complementary CSV files. We first added all the relevant records and then chose a
few non-threat true-negative recordings from the R1 dataset. We now had a combined
CSV file containing our threats and non-threat baseline. We added a new column repre-
senting a binary representation of true or false, 1 or 0, to distinguish between true and
false occurrences.

We also manually converted the date and time provided field into Unix epoch time as
part of the dataset preparation stage; a manual conversion method was used to determine
the Unix epoch time from the supplied date and time values. This demonstration was done
to show how the date field might be converted into a big integer, creating a new column for
Unix epoch time. A new column was generated in the original spreadsheet by referencing
the “scratch” sheet in order to get the intended result. The formula used in this context is
expressed as follows:

NC = (C2 − DATE(1970, 1, 1)) ∗ 86400

Spreadsheet software, such as Microsoft Excel and Google Sheets, uses the formula to
estimate the total number of seconds that have elapsed since 1 January 1970, with respect
to a specified date. This approach is in accordance with established norms for managing
timestamps in the world of computing. Following up, we encoded the vector column and
feature set column mapping; in our last manual pre-processing tasks, we format the CSV
into “categorize” by label encoding the data. We mapped the discrete set of vectors for the
record of interest in Excel (the value for HTTP is 0, the value for email is 1, and the value
for the device is 2). In conclusion, we manually performed label encoding in Excel for a
finite set of vectors for the vector column and feature set column map. From the CMU
CERT4.2 dataset, the user data usually falls under two categories: malicious and legitimate
users. The following illustrates the feature set applied in the proposed method.

Figure 1 shows the suggested insider threat machine learning model feature set.
Several features improve the model’s ability to detect hostile behaviors in an organization.

Figure 1. Feature set of the proposed method.

Our technique required splitting the preprocessed CMU CERT4.2 dataset into training
and testing subsets. A two-pronged approach is needed for training, testing, and assess-
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ment. Machine learning begins with training models on the training set, a carefully selected
collection of data to introduce the model. This phase teaches the model to identify data
patterns, correlations, and features that signal malware presence or absence. After training,
the models are tested on a separate dataset reserved for assessment. This testing set was
separated from the training set to expose the models to new conditions.

4. Model Evaluation

We built a neural network classification model for detecting and classifying insider
threat from the dataset. In our model, the input layer receives the dataset’s features, and
each feature corresponds to a node in the input layer. Then, in the hidden layer section,
we add a dense layer to the model. First, we have selected the dense layer as 32. To avoid
the vanishing gradients issue and inject non-linearity into our model, we employed the
rectified linear unit (ReLU) activation function. Figure 2 presents a concise overview of a
sequential Keras model. The model consists of three dense layers, each with 32, 16, and
8 units correspondingly. This is followed by a dropout layer and a final dense layer with
a single unit. The model has a cumulative count of 109,089 parameters that are eligible
for training.

Figure 2. Summary of our proposed model.

In order to address the problem of overfitting, a technique known as dropout is used
during the training phase. This technique involves randomly setting a portion of the neuron
outputs in the hidden layer to zero. The dropout parameter, which is set to 0.5 in this case,
signifies that 50% of the inputs will be randomly assigned a value of zero during training.
Subsequently, two more dense layers were included in the model, consisting of 16 and
8 neurons, using the rectified linear unit (ReLU) activation function. The ultimate dense
layer comprises a solitary neuron, serving the purpose of discerning between malicious and
benign samples in a binary classification test. To do this, the sigmoid activation function
is used. In brief, the model consists of many densely connected layers that use rectified
linear unit (ReLU) activation functions, which are alternated with dropout layers to enforce
regularization. The activation function used in the output layer for binary classification
is sigmoid.

Figure 3 describes the sequential operations included in the machine learning model
suggested for detecting insider threats. The following procedural stages delineate the
systematic methodology by which the model evaluates data and formulates educated
choices about possible insider threats.

Figure 3. Procedures of the proposed model.
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5. Results and Discussion

Table 1 displays the outcomes of applying our proposed neural network model,
random forest, naive Bayes, gradient boosting, KNN, SVM, decision tree, and the logical
regression algorithm to the CERT4.2 dataset.

Accuracy(A) =
TP + TN

TP + FP + FN + TN
Precesion(P) =

TP
TP + FP

Recall(R) =
TP

TP + FN
F1 Score(F1) =

2 × Recall × Precesion
Recall + Precesion

Table 1. The results of classification techniques.

Classifier Training (75%) Training (80%)

A P R F1 A P R F1

Our Proposed Method (neural network using
Adam optimizer) 100 100 100 100 100 100 100 100

Neural Network (using Adagrad optimizer) 90 91 90 89 99 99 99 99

Random Forest 99.64 99.63 99.65 99.64 99.73 99.74 99.75 99.74

Naive Bayes 61.42 61.42 100 76.10 61.66 61.71 100 76.87

Gradient Boosting 99.01 99.11 99.74 99.99 99.2 99.19 99.79 99.17

KNN 99.45 99.17 99.17 99.10 99.59 99.29 99.29 99.40

SVM 99 99 99 99 99.10 99 98 99

Decision Tree 99.08 99.06 98.67 99.01 99.15 99.09 98.97 99.19

Logistic Regression 61 61 94.5 76 61 61 96.18 76

As per Table 1, the performance of the proposed model is superior to that of the other
machine learning algorithms. Compared to the other algorithms, the proposed neural
network model provides significantly improved precision and recall while maintaining
an accuracy level of 100%. The AUC score of 1.00 that our proposed method achieved is
excellent. The categorization outputs derived from several machine learning algorithms
and methodologies were used to detect insider threats.

The visual representation depicts the disparities in performance seen across different
methods, hence facilitating the identification of the most productive way for properly
discerning between normal actions and actions of malintent.

Figure 4 visually represents the confusion matrix related to the suggested machine
learning approach for detecting insider threats.

Figure 4. Confusion matrix of our proposed model.
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Figure 5 illustrates the fluctuating patterns of accuracy and loss during the training
phase of our proposed machine learning model designed to detect insider threats. The
neural network model that we suggested has shown remarkable performance across various
critical criteria, demonstrating its durability and dependability in the context of identifying
insider threats.

Figure 5. Our proposed model’s accuracy and loss.

Number of training samples: 14,868 for test-size 20%. Table 2 depicts the training
hyperparameters associated with the proposed methodology. The model is trained using
the Adam optimizer, which is a commonly used choice for developing deep learning
models. The batch size is specified as 32, suggesting that the model is updated after
processing every 32 training instances. The learning rate used in this study is purposely
fixed at 0.001 to address the potential issue of overfitting the training data. The use of a
momentum coefficient of 0.9 enhances the expeditious convergence of the model towards
an ideal solution. The model undergoes training for a standard duration of five epochs,
which aligns with the conventional practice in the training of neural networks.

Table 2. The training hyperparameters for the suggested approach.

Hyperparameter Values

Optimizer Adam

Batch Size 32

Rate of Learning 0.001

Momentum 0.9

Epoch 5

Training Steps 2325

Activation Function Sigmoid, ReLu

The performance assessment of existing approaches using CERT 4.2 is shown in Table 3.
Our model for detecting internal threats outperforms all others. Our model has a validation
accuracy of 100% and a training accuracy of 99%, versus 94% for the DCNN model [5],
and it performs better than the 99.2% accuracy of ensemble learning (Bootstrap) [4] with a
validation accuracy of 100%. Our model’s 100% validation accuracy outperforms the 90%
random forest model [6]. Our method detects and classifies insider threats considerably
more precisely.
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Table 3. Performance evaluation concerning current methods using CERT 4.2.

Model Accuracy

DCNN [5] 94%

Ensemble Learning (Bootstrap) [4] 99.2%

Random Forest [6] 90%

Our Proposed Method 100%

6. Conclusions

In conclusion, this paper proposed a neural network-based machine learning algorithm
to enhance the detection accuracy of infiltrator malware. Using the CERT4.2 dataset, the
research effectively demonstrated the efficacy of the proposed method. Other classification
techniques such as random forest, naive Bayes, KNN, SVM, decision tree, logical regression,
and gradient boosting were outperformed by the proposed algorithm’s 100% accuracy
in detecting insider threats. A neural network-based approach, multiple dense layers,
ReLU activation functions, dropout layers, feature extraction, anomaly detection, and
classification workflow contribute to the algorithm’s high accuracy and efficacy. The
algorithm obtains a greater comprehension of internal malware patterns by encapsulating
text sequences and preprocessing the data.
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Abstract: The adoption of wireless sensor networks has brought a significant breakthrough in
structural health monitoring, providing an effective alternative to the challenges associated with
traditional cable-based sensors. In recent years, a growing interest in developing contactless, vision-
based vibration sensors like video cameras has led to advancements, potentially alleviating the
previously mentioned drawbacks. In this study, a video of a vibrating frame is converted into a set of
frames, so that local phase information can be extracted. The motion matrix is then derived from
the phase information; since the number of measuring points is usually greater than the number of
the excited modes of the system, the problem can become over-determined. Therefore, by applying
dimensionality reduction techniques, the dimension of the motion matrix is significantly reduced.
Finally, by exploiting an output-only identification technique, modal parameters are computed. The
proposed approach is proven to accurately identify the structural frequencies and mode shapes.

Keywords: structural health monitoring; digital cameras; modal analysis; non-negative matrix
factorization

1. Introduction

Modal analysis can be used to extract parameters that characterize the dynamic
response of structures to external excitations [1]. This process can rely upon both input
and output data or output data only. As the modal parameters depend on the inherent
properties of the structure and are supposed to be unaffected by the external loads, they
can be used for the assessment of the health of the monitored structures [2,3].

Typically, experimental and operational modal analyses involve the use of wired or
wireless sensor networks, featuring optimized placement and/or cost [4–6], to observe
the structural response [7,8]. Such sensors can provide measurements at sparse locations,
often resulting in poor spatial resolution. In recent years, the capabilities of high-speed
video measurements have significantly increased so that vision-based measurements can
be effectively utilized in a wide range of applications in civil engineering, see, e.g., [9].
Estimating the optical flow by assuming a constant intensity between frames is a widely
used technique; the equation imposing the invariant condition can be solved using different
methods [10]. For instance, Chen et al. [11] identified the modes of cantilever beams
and pipes by using phase-based motion magnification. Yang et al. [12,13] extracted the
displacement of a three-story structure by combining phase-based optical flow and deep
learning [14], while Dasari et al. [15,16] addressed the extraction of mode shapes and
frequencies in the case of non-ideal rigid body motion. Martinez et al. [17] investigated the
combination of compressed sensing sampling with system identification through images.

In the process of identification through video-based methods, due to the substantial
dimensions of data, dimension reduction is necessary to reduce the dimensionality of the
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motion matrix to the number of excited modes. This issue represents one of the main
challenges within the field of vision-based identification.

In this study, we attack the problem of dimensionality reduction in two ways: first,
full-field identification is achieved by handling a few pixels in the images; second, the
dimensionality of said matrix is reduced to match the number of excited modes and,
simultaneously, denoise the information. After having extracted the phase and amplitude
from all of the frames of a video by applying the Gabor filter, pixels are selected by means of
two criteria: a customarily adopted one, based on the amplitude, and a newly proposed one,
based on the amplitude coupled with a Canny edge detection method. A motion matrix
representing the time history of the pixel phase is then extracted and, via non-negative
matrix factorization (NMF), the dimension of the data is reduced. Finally, the dimension of
the phase matrix is reduced, and by means of complexity pursuit (CP), the full-field mode
shapes and the vibration frequencies are obtained. The accuracy of the results is assessed
with an example related to a three-story building.

2. Phase Extraction with the Gabor Filter

Phase information has been proven to be more correlated with structural motion
than the amplitude and intensity value of the image [11]. In Fourier analysis, time delay
in a signal corresponds to phase variations in the frequency domain; similarly, in two-
dimensional signals (images), the spatial motion results in a phase change. In this context,
we refer to the local phase corresponding to a pixel in a specific coordinate system, which
can be extracted using the Gabor filter. This filter type, which is a complex quadrature filter,
is the product of the Gaussian kernel and a complex sinusoidal function; due to article
length constraints, additional details are omitted herein and readers are referred to [18].
The real and imaginary part of this filter in two directions is represented in Figure 1.

Figure 1. A pair of filters with a 90-degree phase difference, oriented horizontally and vertically in
the image.

Assuming that I(x, y, t0) is the intensity of the image at time t0 and at the location
(x, y) in the frame, the local phase (Φθ) and local amplitude (Aθ) in the θ direction are
obtained by convolving the filter (Gθ + iHθ) with the image as:

Aθ(x, y, t0)eiΦθ(x,y,t0) = (Gθ + iHθ)⊗ I(x, y, t0) (1)

In the phase-based method, it is assumed that the local phase contour remains constant.
The mathematical representation of this concept is given by:

Φθ(x, y, t0) = C (2)

This equation can be used to determine the displacement field.

3. Full-Field Identification

By applying the Gabor filter to the frames of a video of a vibrating structure, the local
phase Φ(x, y, t) is obtained to capture the structural vibrations d(x, y, t) provided as a linear
combination of modal responses:

d(x, y, t) =
n

∑
i=1

ϕi(x, y)qi(t) (3)
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where n is the number of excited modes; φ ∈ RN×n is the matrix of the mode shapes, with
ϕi being the i-th vibration mode; N is the number of pixels in one frame; and q(t) ∈ Rn×T

is the vector of modal coordinates, with T being the number of handled frames.
Within blind source separation (BSS) methodologies aimed at modal identification,

modal responses and vibration frequencies are extracted from the measured output without
prior knowledge of the mixing matrix that represents the mode shapes. This is accomplished
via the measured output by extracting phase information from the frames. Given that
the number of image pixels is significantly higher than the number of typically excited
modes, namely given that N >> n, the problem becomes characterized by a large amount
of data leading to high computational costs. Consequently, the direct application of BSS
methods is not feasible for modal identification; dimensionality reduction techniques must
be employed to reduce the dimensionality of the time-series matrix.

3.1. Non-Negative Matrix Factorization

Non-negative matrix factorization was introduced in [15]. Assuming the matrix
V ∈ Rn×m to comprise the phase time history of pixels (motion matrix), reduced to rank
r, its non-negative factorization involves the two matrices W ∈ Rn×r and H ∈ Rr×m such
that V ≈ WH. This is achieved by minimizing the Euclidean distance between V and WH,
according to:

min ‖V − WH‖ subjected to W ≥ 0, H ≥ 0 (4)

NMF relies upon non-convex optimization during its iterative process, potentially
resulting in different solutions based on the initialization values of W and H. The initializa-
tion procedure adopted in this paper is as follows: the eigenvectors corresponding to the
largest eigenvalues (larger than 1% of the maximum one), as a result of PCA on the pseudo
inverse of the motion matrix, are retained in the analysis; W is obtained by applying ICA on
the whitened matrix of step 1; H is obtained by means of the motion matrix. Not only can
different initialization procedures to set W and H affect the accuracy of the identified modes
but also the reduced dimension of the problem can be modified; this is a rather common
challenge in vision-based identification problems. A comparison between the adopted
method and others available in the literature is beyond the scope of this conference paper.

3.2. Complexity Pursuit

By applying NMF on the extracted phase matrix, the reduced one W can be obtained.
Assuming that W′, where the prime stands for transpose, can be decoupled into modal
coordinate q according to:

q = LW′ (5)

The de-mixing matrix Lr×r has to be acquired through the use of CP [19]. The mode
shape matrix, see Equation (3), is then computed with:

φ = H′L−1 (6)

4. Numerical Example

In this study, we assess the capability of the procedure outlined in Section 3, by means of
an on-purpose generated video of a three-story structure with mass m = [12 10 5]× 103 kg,
stiffness k = [45 40 23]× 106 N/m, and damping proportional to the mass, subject to free
vibrations. The phase matrix is obtained by applying the Gabor filter to all of the frames.
To effectively handle the data volume and to prove the feasibility of obtaining mode shapes
using a reduced number of pixels, the procedure reads as follows: pixels are selected on the
basis of the amplitude in the initial frame; Canny edge detection is employed in conjunction
with the amplitude information; and NMF and CP are applied to the phase matrix. The
entire procedure is sketched out in Figure 2.
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Figure 2. Schematic diagram of the proposed NMF−CP based procedure.

As previously mentioned, one of the inherent challenges within vision-based identi-
fication methodology pertains to dimension reduction. At this stage, obtaining a matrix
with dimensions matching the number of excited modes of a vibrating structure is not
straightforward. To illustrate this issue, we refer to the approach employed in [20] for a
three-story structure, whose motion to catch the vibrations can be affected by noise, see
Figure 3a. A singular value decomposition (SVD) of the covariance matrix derived from
the phase matrix is adopted. The dimension reduction is based on the selection of the
eigenvalues exceeding 1% of the largest one, as depicted in Figure 3b. If noise is present,
the number of eigenvalues exceeding this threshold turns out to be three.

  
(a) (b) 

Figure 3. (a) A frame of the video with and without noise; (b) eigenvalues of the covariance of the
phase matrix.

Upon the adoption of CP for the phase matrix, the number of identified modes may
be larger than the actual number of excited modes, thereby needing a post-processing step.
While it is relatively straightforward to visually select the correct modes in structures with
a simple geometry, it may become prohibitively difficult for structures characterized by a
complex shape.

By applying the procedure illustrated in Figure 2 to the noisy video, the phase matrix
is obtained using two distinct phase selection methods. The dimension of the phase matrix
obtained by employing the Canny edge detection in combination with the amplitude
information results in it being smaller than the one obtained by solely using the amplitude
data. Figure 4 shows that the identified mode shapes are identical in the two cases.

In Figure 5, a comparison between the identified mode shapes extracted from the
video and the mode shapes used to generate the video is provided. It is evident that the first
and second modes closely align with the real mode shapes of the structure at story height.
However, the third mode shows some disparities at the first story. Upon comparison with
the actual values obtained using the modal assurance criterion, it can be observed that
the identified vibration frequencies exhibit a high degree of similarity with the real ones,
amounting to at least 98.2%.
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(a) (b) 

Figure 4. Identified mode shapes using: (a) the Canny and amplitude technique and (b) the amplitude
technique only.

Figure 5. Identified mode shapes.

5. Conclusions

This study has focused on the identification of the mode shapes and frequencies
of vibrating structures. Given the substantial dimensionality of the data to handle such
aspects in the analysis, we implemented a two-step pixel selection procedure by applying
a threshold to the pixel amplitude obtained by way of the Canny edge detection method.
Next, we applied NMF to reduce the dimensionality of the phase matrix and to also denoise
the phase time-series. In fact, it has been demonstrated that noisy data can significantly
impact the eigenvalue selection phase, potentially leading to the identification of incorrect
mode shapes. Subsequently, CP was employed for the identification process.

The results show that this approach can be an accurate and reliable method to identify
vibration frequencies and mode shapes, at least for problems related to the vibrations
of shear-type buildings. The denoising procedure in fact resulted in the accurate iden-
tification of mode shapes. In future research, we aim to investigate the impact of the
initialization method of NMF and to refine the process of selecting the rank for NMF
dimension reduction.
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Abstract: The Internet of Things (IoT) has been developed using the current Internet architecture.
The IoT concept aims to increase productivity, accuracy, and financial gains. The purpose of this
study is to evaluate how well the agricultural sector is using the Internet of Things (IoT). In this study,
descriptive analysis approaches are used with qualitative methods. Reviews of the literature from
numerous credible national and international periodicals are used in the data collection process. This
study found that it is now possible to remotely monitor agricultural development, soil moisture,
and crop risk thanks to the growth of the Internet of Things and the digital transformation of rural
areas. The efficiency of agriculture and farming processes can be increased by automating human
intervention, especially when using the Internet of Things.

Keywords: Internet of Things; effectiveness; agricultural sector

1. Introduction

The system of interconnected computers, people with unique IDs, and other objects
with the ability to interact over an Internet lacking human touch is called the Internet
of Things (IoT). The Internet of Things (IoT) aims to integrate the physical and digital
worlds through communication and data exchange over the Internet, which includes
linked sectors, smart towns, smart houses, and smart energy. Therefore, energy-linked
autos, smart farming, linked architecture and buildings, hospitals, and transport are a
few instances of places where IoT can be used [1]. In the current world, technological
breakthroughs have altered nearly every industry, but especially agriculture. Similar to this,
sensors, Internet of Things (IoT) advancements, and smart agriculture [2] are used by the
more risk-averse agriculture industry [3]. It is profitable, improves the ecology of the land,
protects water supplies, slows down the decomposition of the soil, and ensures a healthy
and diverse habitat [4]. Also, all fields of agriculture have distinct critical characteristics to
be individually assessed with respect to quantity and quality with regard to a certain crop,
such as the type of soil, drainage flow, accessibility of nutrients, and insect susceptibility.
Farming optimization in the same location requires geographic variations, rotating crops,
and a yearly growth development period [5]. In accordance with estimators made by
the United Nations, the global population will exceed 9.8 billion people by 2050 and
11.2 billion people after 70 to 80 years [6]. The projected 2-billion-person increase in
the global population is also anticipated to have experienced most of the consequences
of population expansion [7]. Among the more significant industries in the economy is
agriculture, which also contributes significantly to a nation’s financial development. In
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order to meet demand, the Food and Agriculture Organization (FAO) of the United Nations
thinks that world food output must increase by 70% by 2050 [8].

Smart farming, sometimes referred to as smart agriculture, is a farming technique
that employs sustainable techniques to fulfill the rising food demands of the population
while avoiding adverse impacts. The whole world has accepted it and is behind it. This
strategy’s primary concept is to reduce costs across the board for all operations related
to the agriculture sector while efficiently utilizing the resources available for sustainable
production [9]. For the rise in production to occur, cultivation techniques must be improved,
and various technologies must be adaptable to deliver vital information about the agricul-
tural fields so that necessary measures may be taken. Smart farming or precision farming
is the use of cutting-edge technologies in the fields to achieve an optimum irrigation op-
eration [10,11]. Sowing through crop harvest, storage, and transportation all involve the
use of sophisticated machinery and tools in modern agriculture. The system is intelligent
and cost-effective due to its accurate tracking capacity and timely analysis utilizing a range
of sensors. There are now automated drones, cultivators, tractors, satellites, and robots
besides conventional agricultural technology. Sensors may begin collecting data right
away after installation, which is then available for online analysis right away. Accurate
data gathering at each place is made possible by electronic sensors, allowing site- and
crop-specific farming [12]. The agricultural crop production industry has access to effective
solutions to support farmers and researchers thanks to the Internet of Things. Additionally,
it facilitates decision-making by providing numerous easily accessible data sources on
soil [13], water [14], pesticides [15], fertilizers [16], and manures [17]. Precision farming
has the potential to further mitigate the consequences of global warming by addressing
runoff problems, pollutants, and the use of fewer pesticides and fertilizers on agricultural
products [18,19].

The Internet of Things may be utilized to control agricultural sensors and connect them
to cloud infrastructure, for example, to enable the deployment of precision agriculture [20].
Some of the farming uses for IoT include managing farms, animal monitoring, water
control, greenhouse control, drones, and automated farm machinery. All of these contribute
to agrarian automation. They will also need more assistance to ensure the longevity of the
farmed food sector. To meet these demands, agricultural output forecasts, crop protection,
and land assessment are crucial for global food production [21].

2. Materials and Method

The architecture of our suggested IoT-based smart farming monitoring system (SFMS)
for crop farming is covered in this section. The Internet of Things, cloud computing power,
and the advancement of mobile and communication technologies may lead to the creation
of low-cost smart agricultural applications and solutions. The design of our suggested
SFMS system comprises sensors that collect data regarding air humidity, light intensity, and
temperature. Through a gateway, the unprocessed data are sent to a cloud platform so they
may be analyzed. After that, the farmer receives notification via email, short messaging
service (SMS), or mobile app to take any necessary precautions. The three levels of generic
architecture of the Internet of Things are the layers of perception, network, and application,
as illustrated in Figure 1 [22]. At the perception layer, often referred to as the “sensing
layer”, events in the actual world are acquired via a variety of sensors, etc. The network
layer uses gateways, routing and switching functions, Wi-Fi and Bluetooth, and other
technologies to route data across the Internet. The application layer communicates with
the user directly. Using the services that they have identified, each of these tiers carries out
certain duties and activities [23].
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Figure 1. Temperature and humidity by Heart Index.

Traditional farming uses very little, if any, technology and is solely dependent on
the expertise of the farmers. Information on environmental factors and their influence
on crop growth, health, and productivity is lacking, as are data analysis and prediction
systems. Our goal is to close the technology gap and use contemporary technical solutions
for improved crop production and cultivation, as well as for the mitigation of crop-related
issues. IoT-based farming has the potential to overcome the drawbacks of traditional
farming. IoT-based solutions have the potential to improve crop quantity and quality,
increase productivity, and manage diseases.

Figure 2 describes the three layers of internet of things for improvement in agriculture
production.The whole process is interlinked with each other factors affecting the production.
The application layer in which report of things, application and monitoring of things have
been done. Then these things go through the process of internet of things [22].

Figure 2. Three layers of Internet of Things [22].

3. Results

Adopting innovative techniques based on sensor and IoT technology increased crop
output more than using traditional agricultural practices. The improvement of produce
quality and output is greatly helped by the regulated use of novel, cutting-edge sensor-
based technologies. One of the first smart farming techniques, the cultivation of plants in a
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regulated setting, became popular in the nineteenth century. In nations that experienced
extreme weather, these practices intensified over the 20th century. Indoor agriculture
produces crops that are less impacted by the environment. As a consequence, crops that
were previously produced under ideal conditions are now cultivated anytime, anyplace,
thanks to the usage of sensors and communication tools. Crop production under regulated
conditions depends on a number of variables, including shed constructions and wind-
effect-controlling materials, aeration systems, the precision of monitoring parameters,
decision-support systems, etc. The exact monitoring of environmental factors is one of the
biggest obstacles in greenhouses; as a result, it takes a number of measuring units to forecast
the many parameters needed to regulate and maintain the regional weather. Sensors are
utilized in a greenhouse powered by IoT to detect and keep track of interior characteristics,
including humidity, temperature, light, and pressure. In addition to shielding plants
from hail, winds, UV radiation, and bug and pest assaults, the smart greenhouse has
assisted farmers in automating field labor without manual inspection. Utilizing lighting,
temperature, and air humidity sensors, hibiscus plants are cultivated with the necessary
wavelength at night. Research has found that the need for water was reduced by 70–79%,
and the IoT makes it feasible for farmers to communicate directly with consumers to
increase farming efficiency and profitability. For researchers and designers, creating viable
precision farming systems for smallholder farmers still poses testing and design challenges.
The use of GPS and position information to direct machinery to specified locations within
the farm, increasing agricultural production in comparison to human-driven equipment, is
another advantage of data analytics in smart agriculture. Time, gasoline, and operating
costs will all be saved as a result of this.

Table 1 shows the diiferent tools, their role in agricultural application and the advan-
tages these tools and their application for improvement of smart farming. The functions
and monitoring of these tools with specific output is also described in the table.

Table 1. IoT use in agricultural improvement.

Using IoT Agriculture Applications Advantages of Agriculture

Wireless Sensor Network
(WSNs)

Combining sensors to track a
range of physical

characteristics.

Sensor’s data can be easily
managed and collected.

Cloud Computing

Availability of an on-demand
computer resource pool as
well as personal computers

and other devices.

Making the maps of
agriculture field.

Massive Data Analysis Various type of data is
accessible.

Get about market behavior
and customer desires.

Embedded system
The system works efficiently

on various processes and
controlled over them.

Production cost can be
reduced and profit can be

increased.

Communication protocols Data sharing made possible
through these network.

Simple management of
massive data.

Table 2 below displays digital values associated with the graphical outputs of all
sensors. The Internet server hosted by Ubidots is utilized to facilitate the execution and
oversight of several experimental data grabs. As previously stated, sensor data are saved
on a cloud server and updated every five seconds. The table below displays only 11 random
experimental values. To demonstrate the operation of the suggested system in various
environmental settings, these values are included as an example.
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Table 2. Sensor-based assessment and tracking benefits of intelligent agriculture.

Sr. No Temperature (F) Humidity (%) Heart Index Flame Detection Soil (%) Pres (Hg)

1 75.10 52 23.83 Peace 85 35.81
2 75.10 53 23.81 Peace 85 32
3 75.10 53 23.83 Peace 85 35.81
4 75.10 52 23.83 Peace 85 34.6
5 75.10 53 23.83 Peace 85 39.8
6 75.10 53 24.06 Peace 85 31
7 75.10 62 24.50 Peace 76 35.81
8 75.10 78 24.87 Fire-367 72 33
9 75.10 92 24.93 Fire-382 72 35.81

10 75.10 94 26.02 Fire-377 82 35.40
11 76 94 26.02 Fire-372 76 35.81

Industrial agricultural farming techniques degrade soil quality more quickly than
nature can rebuild it. Arable land has decreased due to the alarming pace of erosion
and agricultural use of fresh water, adding to the strain on existing water troughs. With
vertical farming (VF), it is possible to maintain the plants in a highly controlled environment,
considerably lessening the use of resources while simultaneously boosting output at various
periods; based on the number of stacks, just a percentage of the ground surface is required.
When compared to conventional farming, VF is also quite good at raising yields and
decreasing the usage of water. The goal of IoT-based phenotyping is to assess the crop and
associated traits and provide resources for crop breeding and digital agriculture. The links
between genotypes, phenotypes, and their growth conditions are determined by the trait
analysis methods and modeling tools.

4. Discussion

Lately, the IoT has had a significant impact on the agriculture business, with a wide
variety of sensors being used for various smart agricultural aims. IoT applications are
linking a growing number of networked devices, including various sensors, drivers, and
intelligent objects, to mobile devices over the Internet on an annual basis. As a consequence
of the extensive use of wireless remote data collecting, IoT services include information
exchange and smart controlling and solutions for making decisions. These skills may sup-
port the smart agriculture sector by facilitating productive output. Developing modernized
farming while researching an IoT area of interest in the agricultural sector is the conven-
tional approach to agriculture. IoT growth has greatly benefited all industries over the past
10 years [24]. IoT has a tendency to be a vital technology in integrating different approaches
to offer clever remedies for all of the recognized issues. It facilitates easy communication
between people and things. IoT has helped to solve issues in many other industries, but it
is especially important in the agriculture sector [25]. By installing connected sensors across
the farm, which provide immediate data, farmers can make decisions and execute actions
to boost crop yields. Information on cultivation and wireless sensor networks (WSNs) with
GPS capabilities are constantly updating topographic information. Recent advancements
in computerized visuals and data processing have expanded WSN capabilities and made it
possible to evaluate crop quality and health precisely.

5. Conclusions

The development of IoT technology in recent years has largely helped the farming
sector, especially because of its connecting infrastructure. This includes the cloud-based
advanced analysis and decision-making process, the network of remote data collection,
smart objects, the use of vehicles and sensors accessible through mobile devices and the
Internet, and the automation of agricultural processes. Farmers will obtain insight into
how to conduct precise and useful agriculture to resolve field concerns through the use
of remote sensors, such as those for temperature, humidity, soil moisture, water level
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sensors, and pH values. By developing efficient tactics, this development can enable
agricultural management systems to manage farm data in an organized manner and
expand the agribusiness.
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Abstract: This report aims to provide a patent landscape analysis on carbon allotrope-based textile
electrodes and biosensors to measure biosignals and detect several parameters. Espacenet, a free-of-
charge patent database provided by the EPO (European Patent Office) and containing data on more
than 140 million patent publications from over 100 countries, was used as the reference database. The
patent search was carried out by combining keywords and classification symbols. Both classification
schemes (IPC–International Patent Classification and CPC–Cooperative Patent Classification) were
used. As a result of this study, a total of 227 patent documents were found between 2002 and 2023.
The first patent application claiming a fabric electrode arrangement with carbon black as conductive
material was filed in 2002 (and published in 2004) by Philips. 2021 was the year with the highest
number of published patent applications, with 36 documents. The United States was ranked first
with 126 patent documents. Carbon nanotubes and graphene are the most patented carbon allotrope
materials, while body temperature, motion, and heart rate measurements are the main disclosed
applications. We also analyzed the Orbit database obtaining 288 patent documents (vs. 227) with only
238 still active records (148 granted and 90 pending applications): the first application by Philips on an
electrode arrangement is confirmed, and the patent distribution shows a peak in the period 2016–2020
(146 records available), while today it seems to be stable or even decreasing (“only” 52 records in the
half period January 2021–June 2023). This outcome suggests that this material and related technology
has reached its maximum exploitation or has not demonstrated a disruptive output.

Keywords: textile sensors; textile electrodes; patent landscape; IPR; innovation

1. Introduction

Patent surveys and related content are deemed to be of great value for identifying R&D
trends and improvements; thus, a patent landscape analysis (PLA) is a very useful tool able
to provide an overview of a specific technology field and its exploitation status. PLA is a
retrospective study because (almost) all patent applications are published eighteen months
(or at least three months) after filing. However, since novel inventions are protected for a
considerable time before related products/devices enter the market, patents can be seen as
an early indicator of upcoming technologies and related systems and/or services [1].

In recent years, wearable systems and smart textiles for monitoring several biomedical
parameters have been the most evolving and diffusing technologies. In this field, together
with conductive fibers and fabric, another very promising material is carbon, in the form of
fibers, nanotubes, or graphene layers. Its exploration and study are still under development,
and no integrated surveys about this material and its application in biomedical sensing
were found. This study aims to provide a PLA in the field of carbon allotrope-based textile
sensors/electrodes useful for monitoring physiological signals such as heart rate (HR),
SpO2, body temperature, and other bioelectrical or mechanical parameters.
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2. Resources and Methods

Espacenet and Orbit databases were used to retrieve patent information. Espacenet
(https://worldwide.espacenet.com) is a free-of-charge patent database provided by the
European Patent Office (EPO) and contains data on more than 140 million patent documents
from over 90 countries. Orbit Intelligence (https://www.orbit.com) is a platform managed
by Questel that offers access to patent information through three patent databases (FamPat,
FullPat, and FullText). The coverage of the above-mentioned tools is quite similar, in
terms of the number of documents, available full text, and updates. The patent search was
carried out through a combination of specific keywords and classification symbols. Both
the International Patent Classification (IPC) [2] and the Cooperative Patent Classification
(CPC) [3] were used.

These systems share the same hierarchical structure, but the CPC is characterized by
more subdivisions (250,000 vs. 80,000). While the IPC is adopted by more than 120 patent
offices around the world to classify patent applications, only 30 Offices are participating in
the CPC [4]. CPC is limited to a narrow circle of countries [5]. Therefore, both systems have
to be used to obtain comprehensive research [6,7]. This statement can be explained using
the main group A61B 5/00 (measuring for diagnostic purposes), which is the reference
classification symbol for biosensors.

This query was used on Espacenet (accessed on 7 August 2023) to obtain patents
classified with IPC symbols only: ipc = “A61B5/00” NOT (cpc = “A” OR cpc = “B” OR
cpc = “C” OR cpc = “D” OR cpc = “E” OR cpc = “F” OR cpc = “G” OR cpc = “H”).

A total of 48,428 patent documents do not have any CPC code (see Figure 1).

 

Figure 1. Comparison of patent classification systems (IPC vs. CPC).

Therefore, the exclusion of the IPC would lead to a limited patent search.
The classification and indexing codes (and the corresponding definitions) used for

carrying out the patent searches are listed in Table 1.
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Table 1. List of classification symbols (IPC/CPC) used in patent searches.

Classification Code Classification System Definition

A61B 5 IPC/CPC Measuring for diagnostic
purposes

D03D 1/0088 CPC Fabrics having an electronic
function

A41D 1/002 CPC Garments with embedded cable
or connector

G06F 1/163 CPC Wearable computers
H01L 23/5387 CPC Flexible insulating substrates
H05K 1/038 CPC Printed circuits-textiles

A41D 13/1281 CPC Garments with incorporated
means for medical monitoring

A61B 2562 CPC (orthogonal indexing) Details of sensors

A63B 2230 CPC (orthogonal indexing) Measuring the physiological
parameters of the user

H05K 2201 CPC Printed circuits
D06M IPC/CPC Treatment of fibers, yarns, fabrics

C01B 32/00 IPC/CPC Carbon compounds

C01B 2204/00 CPC Structure or properties of
graphene

B82Y IPC/CPC Specific uses or applications of
nanostructures

C08K 3/042 CPC
Uses of inorganic substances as

compounding ingredients-
Graphene or derivatives

C08K 3/041 CPC
Uses of inorganic substances as

compounding ingredients-
Carbon nanotubes

C01B 32/158 IPC/CPC Carbon nanotubes
C01B 32/182 IPC/CPC Graphene
C01B 32/198 IPC/CPC Graphene oxide
C01P 2004/13 CPC (orthogonal indexing) Particle morphology-Nanotubes

Classification codes are used to classify inventive or additional information, while
indexing codes are helpful to categorize additional information only and to specify aspects
not covered by the classification scheme. Moreover, codes are assigned according to the
structure, or the function/application of the subject matter claimed in a patent.

Codes referred to function/application are the following: A61B5, D03D 1/0088, A41D
13/1281, A63B 2230, D06M, B82Y, C08K 3/042, C08K 3/041.

The classification and indexing codes listed in Table 1 were retrieved using a simple
query [ftxt = (“textile” prox/distance < 3 “electrode?”) OR ftxt = (“textile “ prox/distance
< 3 “sensor?”)] on Espacenet and analyzing the results through the function “Filters”.

A patent search can be carried out on one or more patent databases. Usually, the
collected results are different, and this depends on the specific coverage and search engine
of the database.

The following query on Espacenet (accessed on 8 August 2023) (ctxt = (“textile”
prox/distance < 3 “electrode?”) OR ctxt = (“textile” prox/distance < 3 “sensor?”)) AND
ftxt = (“carbon” prox/ordered “nanotube?”) yielded 110 results. The same search query on
Orbit (see Figure 2) produced 154 results.
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Figure 2. Simple search queries on the Orbit platform (FamPat database).

Therefore, a patent landscape analysis should be conducted on more than one database
to obtain a more complete retrieval of documents.

3. Results

Data were acquired by Espacenet and the Orbit Intelligence platform (FamPat database).
The latter is provided with a comprehensive suite for searching and analyzing patent docu-
ments [8].

3.1. Espacenet Results

The following search query was carried out on Espacenet (accessed on 16 July 2023)
using keywords and classification symbols (listed in Table 1) in the Title/Abstract/Claims
and Full-text fields for data mining of carbon-allotrope based textile sensors and electrodes:

cl any “A61B5” AND ctxt = (“textile” prox/distance < 3 “sensor?”) OR (cl any
“A61B5” AND ctxt = (“textile” prox/distance < 3 “electrode?”)) OR (cpc any
“D03D1/0088” AND (ftxt = (“textile” prox/distance < 3 “electrode?”) OR ftxt =
(“textile” prox/distance < 3 “sensor?”))) OR (cpc any “A41D1/002” AND (ftxt
= (“textile” prox/distance < 3 “electrode?”) OR ftxt = (“textile” prox/distance <
3 “sensor?”))) OR (cpc any “G06F1/163” AND (ftxt = (“textile” prox/distance <
3 “electrode?”) OR ftxt = (“textile” prox/distance < 3 “sensor?”))) OR (cpc any
“H01L23/5387” AND (ftxt = (“textile” prox/distance < 3 “electrode?”) OR ftxt =
(“textile” prox/distance < 3 “sensor?”))) OR (cpc any “H05K1/038” AND (ftxt =
(“textile” prox/distance < 3 “electrode?”) OR ftxt = (“textile” prox/distance < 3
“sensor?”))) OR (cpc any “A41D13/1281” AND (ftxt = (“textile” prox/distance <
3 “electrode?”) OR ftxt = (“textile” prox/distance < 3 “sensor?”))) OR (cpc any
“A61B2562” AND (ftxt = (“textile” prox/distance < 3 “electrode?”) OR ftxt =
(“textile” prox/distance < 3 “sensor?”))) OR (cpc any “A63B2230” AND (ftxt =
(“textile” prox/distance<3 “electrode?”) OR ftxt = (“textile” prox/distance < 3
“sensor?”))) OR (cpc any “H05K2201” AND (ftxt = (“textile” prox/distance <
3 “electrode?”) OR ftxt = (“textile” prox/distance < 3 “sensor?”))) OR (cl any
“D06M” AND (ftxt = (“textile” prox/distance < 3 “electrode?”) OR ftxt = (“textile”
prox/distance < 3 “sensor?”))) AND (ftxt all “graphene” OR ftxt all “carbon nan-
otube?” OR ftxt all “carbon black” OR ftxt all “CNTs” OR ftxt all “SWCNTs” OR
ftxt all “MWCNTs” OR ftxt all “graphene oxide” OR ftxt all “reduced graphene
oxide” OR ftxt all “graphene nanosheet?” OR ftxt all “carbon allotrope?” OR cl
=/low “C01B32/00” OR cpc =/low “C01B2204/00” OR cl =/low “B82Y”).

[Query 1]

As a result of this study, a total of 227 patent documents were found between 2002
and 2023 (see Supplementary File Spreadsheet S1). The first patent application claiming a
fabric electrode arrangement with carbon black as conductive material was filed in 2002
(and published in 2004) by Philips. 2021 was the year with the highest number of published
patent applications, with 36 documents. The maximum number of patent applications
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filed was in 2019 with 32 documents. The United States was ranked first with 126 patent
documents, followed by China and Europe (see Figure 3). Carbon nanotubes and graphene
are the most patented carbon allotrope materials (Figure 4), while body temperature,
motion, and heart rate measurements are the main disclosed applications (Figure 5).

Figure 3. Top ten countries per number of published patent documents.

 

Figure 4. Number of patent documents per type of carbon allotrope claimed.

Carbon nanotubes are the main (claimed and described) electrically conductive mate-
rials, followed by graphene, carbon black, reduced graphene oxide, and Mxenes (a group
of two-dimensional transition metal carbides, nitrides, or carbonitrides with a composition
of Mn+1XnTx, where M is a transition metal (Ti, V, Nb, etc.), X is nitrogen or carbon, and T
is surface functional groups (-OH, -F, -O-, -Cl) [9].

The top ten applicants are reported in Figure 6.
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Figure 5. Number of patent documents per type of application.

Figure 6. The top ten applicants per number of published patent documents.

Both companies and universities are listed as leading applicants per the number of
published patent applications. Prevayl is ranked as the first owner, which has recorded
eight patent documents. In second place, the company Medibotics has filed seven patent
applications. The third place is shared between Nike and the University of North Carolina.

3.2. Orbit Results

The patent strategy used on the FamPat database is reported in Table 2. The patent
search gave a total of 288 results, of which 238 are active patents (148 granted and
90 pending patent families, see Supplementary File Spreadsheet S2). Four patent fam-
ilies were litigated and nine were subjected to an opposition procedure at the EPO.
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Table 2. List of search queries used on FamPat (Orbit Intelligence) [Query 2].

Query No. Results Query

1 435
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/ICLM OR (TEXTILE 3D
ELECTRODE?)/TI/AB/CLMS/ICLM) AND
(A61B-005+)/IPC/CPC)

2 122
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (D03D-001/0088)/CPC)

3 139
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (A41D-001/002)/CPC)

4 49
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (G06F-001/163)/CPC)

5 3
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (H01L-023/5387)/CPC)

6 70
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (H05K-001/038)/CPC)

7 86
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (A41D-013/1281)/CPC)

8 444
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (A61B-2562+)/CPC)

9 18
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (A63B-2230+)/CPC)

10 69
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (H05K-2201+)/CPC)

11 233
(((TEXTILE 3D SENSOR?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(TEXTILE 3D ELECTRODE?)/TI/AB/CLMS/DESC/ODES/ICLM)
AND (D06M+)/IPC/CPC)

12 1167 1 OR 2 OR 3 OR 4 OR 5 OR 6 OR 7 OR 8 OR 9 OR 10 OR 11

13 1,378,171

(((GRAPHENE)/TI/AB/CLMS/DESC/ODES/ICLM OR
(CARBON 1D NANOTUBE?)/TI/AB/CLMS/DESC/ODES/ICLM
OR (CARBON 1D BLACK)/TI/AB/CLMS/DESC/ODES/ICLM
OR (CNTS)/TI/AB/CLMS/DESC/ODES/ICLM OR
(SWCNTS)/TI/AB/CLMS/DESC/ODES/ICLM OR
(MWCNTS)/TI/AB/CLMS/DESC/ODES/ICLM OR (GRAPHENE
1D OXIDE)/TI/AB/CLMS/DESC/ODES/ICLM OR (REDUCED
1D GRAPHENE 1D OXIDE)/TI/AB/CLMS/DESC/ODES/ICLM
OR (GRAPHENE 1D
NANOSHEET?)/TI/AB/CLMS/DESC/ODES/ICLM OR
(CARBON 1D
ALLOTROPE?)/TI/AB/CLMS/DESC/ODES/ICLM) OR
((C01B-032+)/IPC/CPC OR (C01B-2204/00)/CPC OR
(B83Y+)/IPC/CPC OR (C08K-003+)/IPC/CPC OR
(C01P-2004+)/CPC))

14 288 12 AND 13
15 238 14 AND STATE/ACT=ALIVE

The evolution of patent filings by the first application year, first publication year, and
first priority year are shown in Figure 7.
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Figure 7. Trend of patent priorities, filings, and publications between 2002 and 2023.

Patents are assembled in families. A patent family is a group of patent publications
on a single invention, filed by the same applicant or joint applicants in one or more
countries [10].

The first application by Philips on an electrode arrangement is confirmed, and the
patents distribution shows a peak in the period 2016–2020 (146 records available), while
today it seems to be stable or even decreasing (“only” 52 records in the half period January
2021–June 2023).

The year 2019 has seen the maximum patent activity in priority applications filed and
published patent applications.

This growing trend has been confirmed in a scientific literature search published in a
recent review [11] on carbon-based textile sensors.

The patent protection, publication, and priority trends by country are reported in
Figure 8. Patent families by protection country means the number of alive patents protected
in the various national offices.

 

Figure 8. Patent filings trend by protection/publication/priority country.

292



Eng. Proc. 2023, 58, 107

The PCT (Patent Cooperation Treaty) procedure is the preferred solution for filing
priority applications, followed by the US and China.

The top ten applicants list is reported in Figure 9.

Figure 9. The top ten applicants per number of patents.

Medibotics ranks first with nine patent documents (7 granted and 2 pending applica-
tions), followed by a Korean foundation and Prevayl Innovations Ltd, a British company.

The top ten cited patents are listed in Table 3.

Table 3. List of the top ten cited patents (see Supplementary File Spreadsheet S3).

Patent Number Filing Year of
the Earliest

Priority

Geographical
Scope of

Protection

Forward
Citations

Applicant

EP2404148 2008 14 8 PatienTech
EP1578482 2002 9 7 Philips
EP3116395 2015 4 6 L.I.F.E.

US11300551 2004 1 (US) 6 Rondevoo
Technologies

EP2866596 2013 22 4 Smart Solutions
Technologies

EP3202317 2012 7 4 Nippon T&T
WO2011103808 2010 2 4 Hong Kong

Institute of
Textile and

Apparel
EP1814713 2004 7 3 University of

Texas
US10321873 2013 1 3 Medibotics
US8191433 2008 2 3 Hong Kong

Polytechnic
University

Considering the geographical scope of protection, the number of forward citations,
and the expiration dates, the most valuable patents are EP2404148 (“Elastically stretchable
fabric force sensor arrays and methods of making”), EP3116395 (“Physiological monitoring
garments”) and EP2866596 (“Electronic textile assembly”).
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4. Conclusions

Patent documents are a valuable source of technical information that is often not
available elsewhere since many companies disclose their research and development results
only in patents.

Patent landscape analysis can be used to guide R&D work, to find out the most recent
inventions, and to study the development of a particular technology.

Results obtained with Espacenet and Orbit are slightly different, and this is due to the
different search engines of these databases.

The patenting trend since 2002 shows an increase in filing numbers starting from 2015
until 2019, with a decline in 2020 and an upswing in 2021.

Global patenting is led by the US and China, while the more promising applications are
dedicated to electronic textiles applied to biomedical parameter monitoring (with particular
relevance to bioelectric signals like ECG and EMG) and mechanical measurements (force
monitoring through stretchable fabrics).

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ecsa-10-16216/s1, Spreadsheet S1: Espacenet search results.xls;
Spreadsheet S2: Orbit search results.xls, Spreadsheet S3: List of top patent cited.xls, Spreadsheet.
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Abstract: Many factors affect photoplethysmography (PPG) signal quality, one of them being the
actual temperature of the skin surface. This paper describes the process of design, realization, and
testing of a special wearable PPG sensor prototype with the contact thermometer measuring in detail
the skin temperature in the place where the optical part of the PPG sensor touches a finger/wrist.
Performed experiments confirm continual increase of temperature at the place of worn PPG sensors
during the whole measurement, influencing mainly the PPG signal range. Other parameters seem to
be temperature-independent or influenced by other factors—blood pressure, heart rate, etc.

Keywords: photoplethysmography optical sensor; wearable sensor; PPG wave features; contact skin
temperature measurement

1. Introduction

At present, cardiovascular magnetic resonance imaging (MRI) is an important imaging
technique used for investigation of the heart structure and its function. However, in
this type of non-invasive examining device, the pulsating current in the gradient coil
system generates mechanical vibration and acoustic noise [1]. Such a vibration is often
accompanied by a local heating effect which can be measured by a contactless method
using a thermal imaging camera [2]. The shape of the peripheral pulse wave of the
photoplethysmography (PPG) signal reflects the current state of a human cardiovascular
system, including changes in arterial stiffness, blood pressure (BP), and heart rate (HR) [3].
These parameters can also be used for detection of the stress effect [4,5] during examination
in an MRI device working with a low magnetic field [6], which is our final long-term
research aim.

The quality of the sensed PPG signals and the determined PPG wave features depend
also on the actual state of the skin at the position of the optical sensor. Age and gender
as well as skin color and the temperature of the skin surface can have an influence on the
PPG signal, too. Our previous solution of wearable PPG sensors [7] does not allow direct
temperature measurement by any contact thermo-element during the PPG signal sensing.
For precise determination of PPG wave parameters, the current temperature should be
measured at the same time as the PPG signal is sensed. According to the reactions of the
tested persons, we know that the majority of them gradually felt pressing and thermal
effect on a finger (wrist) at the contact of the sensor with the skin. While the time duration
of the PPG signal sensing was about 1 min, the total time of wearing the optical sensor was
about 15 min (including the initial time for basic manipulation during sensor mounting,
creation of BT connection with a control laptop, calibration, and testing of the obtained
PPG signals in the real-time monitoring mode).

The motivation of the current work was to confirm or reject this subjective feeling
of local warming by practical measuring experiments, using a special prototype of the
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multi-channel wearable PPG sensor with integrated thermometers. In addition, we try
to formulate a recommendation about a proper arrangement and timing of PPG signal
sensing to obtain the desired PPG parameters with a sufficient accuracy. Described first-
step experiments were realized in normal laboratory conditions, with planned further
application for measurements inside a running low-field MRI device [7,8].

This paper describes the process of design, realization, and testing of a special pro-
totype of a two-channel wearable PPG sensor with contact thermometers to carry out a
detailed measurement of the skin temperature at the point where the optical part of the PPG
sensor touches a finger/wrist. Received data (PPG signal/temperature values) are next
processed and analyzed statistically. Obtained partial and summary results for all tested
persons are presented separately, using graphical as well as numerical forms depending
on the type of the processed data. Performed measurements confirm continual increase of
temperature at the place of worn PPG sensors during the whole measurement experiment,
with the main influence being on the PPG signal range. Other parameters seem to be
temperature-independent or affected by other factors—BP, HR, etc.

2. Methods

Determination of PPG Wave Properties and Analysis of Temperature Value Sequences

To describe the signal properties of the sensed PPG waves, the energetic, temporal, and
statistical parameters can be determined. The currently used methodology of the PPG wave
properties, including heart rate determination from the PPG wave, was described in more
detail in [8]. The smoothing and de-trending operations must be applied on the sensed
raw PPG signal in the frame of pre-processing. All systolic peaks PSYS are located, and
their min/max levels (LpMIN/LpMAX) and the PPG signal offset level (LOFS) are determined,
as shown in Figure 1a. The mean signal offset value μ LOFS is then used to calculate the
relative percentage PPG signal range SRANGE as:

SRANGE = ((LpMAX + LpMIN)/2 − μ LOFS)/ADRES × 100 [%], (1)

where ADRES is the resolution of the analog-to-digital converter used to digitize the analog
signal output of the PPG optical sensor. Next, the modulation (ripple) of heart pulses as a
percentage is calculated as:

HPRIPP = (LpMAX − LpMIN)/LpMAX × 100 [%]. (2)

The peak positions PSYS are next applied to determine the heart cycle periods TCP,
and using the sampling frequency f S [Hz] the heart rate is evaluated as HR = 60/(TCP × f S)
(bpm)—see Figure 1b. The two-channel PPG parallel signal (PPGA, PPGB waves) can
be used to determine the distances between PSYS positions in samples (ΔPSYS). These
values are applicable for calculation of relative percentage parameter rPTT, invariant on
the current HR value:

rPTT = (PTT/TCP) × 100 [%]. (3)

where PTT represents the pulse transmission time defined as a time difference between two
systolic peaks measured in parallel by sensors located at a known distance [9], calculated
as PTT = ΔPSYS/f S—see Figure 1c,d.

To describe temperature changes during the measurement with the time duration
tDUR, the linear trend is calculated by the least squares fitting technique of linear regression.
For practical use, the difference ΔT between the temperature values estimated at the start
and the end of measurement (ΔT = TEND − TSTART) is determined. Next, the gradient
parameter TGRAD is calculated as the ratio:

TGRAD = (ΔT/tDUR) [◦C/s], (4)

Positive ΔT and TGRAD values show the rising temperature trend, and negative ones
represent the falling trend. During the current experiments, we have obtained sequences
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of T1, T2 temperature values measured in parallel by two thermometers. From these
sequences, the differential parameter T12DIFF was determined from the values at TEND
positions. For summary comparison, the variability (HRVAR, TVAR) was next calculated as
a ratio between the mean μ and the standard deviation σ of an input sequence X (HR or T)
as XVAR = (σ X/μ X). Thus, in the final numerical comparison, the temperature parameters
of TVAR, ΔT, TGRAD, and T12DIFF were used. In the case of PPG signal properties, the
differential values (ΔHRVAR, ΔSRANGE, ΔHPRIPP, and ΔrPTT) were calculated separately
for each PPG wave (PPGA,B).

Figure 1. Example of determination of temporal and pulse transmission time parameters: (a) 15 k
sample two-channel PPG signal (PPGA wave) with determined LpMAX, LpMIN, and LOFS values,
together with HPRANGE and heart ripple parameters; (b) HR values corresponding to pulse periods
THP (NHP = 70) and a mean HR; (c) visualization of PSYS positions of 4092 sample parts of PPGA and
PPGB waves; (d) determined PTT values with their mean value; f s = 250 Hz.

3. Objects, Experiments and Results

The developed wearable two-channel PPG sensor with two integrated thermometers
(below called “PPG-4TP”) consists of:

• the micro-controller board Adafruit Metro Mini 328 (Adafruit 2590) by Adafruit
Industries, NY, USA, based on the processor ATmega328 by Atmel Company, working
at f CLK = 16 MHz, with eight 10-bit A/D converters, including also a hardware SPI
port, a hardware I2C port and a hardware UART to USB [10];

• the bi-directional communication BT module MLT-BT05 by Techonics Ltd., Shenzhen,
China, working according to the BT4.0 BLE standard at 2.4 GHz;

• two optical PPG sensors working in a reflectance mode with fully integrated analog
interfaces—a Crowtail-Pulse Sensor (ER-CT010712P) by Elecrow Company, Shenzhen,
China (below called “OS1”), and a Gravity Heart Rate Sensor (SEN0203) by Zhiwei
Robotics Corp., Shanghai, China (below called “OS2”);

• two integrated precision I2C thermometers (“MCP1”, “MCP2”), based on Adafruit
MCP9808 temperature sensors [11] by Adafruit Industries, NY, USA.

All sensor components are powered via the USB port by a THAZER 5V power bank
(with 2200 mAh capacity). The MCP9808 sensors enable temperature measurement in
the range of −40 ◦C to +125 ◦C, with a typical accuracy of ±0.125 ◦C [11]. Each sensor
includes three address pins, so up to eight sensors can be connected in parallel to a single
I2C bus. To enable further measurements in the weak magnetic field environment of an
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MRI device, the whole PPG sensor consists of non-ferromagnetic components and all parts
are fully shielded by aluminum boxes against radiofrequency disturbance. The currently
realized PPG-4TP sensor prototype enables: (1) real-time monitoring and displaying of PPG
signals picked up currently from optical PPG sensors and thermometers, and (2) continuous
real-time two-channel PPG signal measurement with selected sampling frequency f S = {125,
250, 500, and 1000 Hz} in data blocks of NMEAS = {1k, 4k, 16k, 32k, and 64k} samples. In
parallel, the temperature values from two MPC9808 sensors can be taken in time intervals
TINT = {0.2, 1, 2, 4, and 10 s}.

The developed PPG sensor was tested in two steps: after checking of functionality,
including the BT data transmission to the control device and verification of quality of
real-time two-channel PPG signals and temperature T1, T2 values from thermo-sensors
MCP1, MCP2, practical measuring experiments in normal laboratory conditions were
carried out. They consisted of real-time sensing of two PPG waves and temperature values
from two thermometers simultaneously with parallel control measurement of BP and heart
rate values (HRBPM) by a BPM device. In this case, the tested person was sitting with both
hands laid on a table located in a quiet office room; no visual or acoustic stimuli were
present during the measurement (no conversation, no drinking, etc.).

Measuring experiments started with the reference phase (MF0), during which a 10 s
record of temperature T1,2REF values were measured with both MCP sensors freely laid on
the desk. Within the initialization phase, optical PPG sensors OS1 and OS2 were mounted
on the person’s left/right hand and the pressure cuff of a portable BPM device was worn
on the other arm of the tested person. Then, in the monitoring mode, the quality of sensed
PPG signals was verified before the start of the practical measurements in three main
phases (MF1–3). In the frame of MF1, MF3 phases, two-channel PPG signals were recorded
together with measured temperatures T1, T2.

The first optical PPG sensor OS1 with the thermo-sensor MCP1 was placed on the
wrist artery (W), and the OS2 sensor with MCP2 thermo-sensor was worn successively on
the index finger (F4), as demonstrated by the arrangement photo in Figure 2a. In parallel,
the BP and HRBPM values were measured manually on the opposite hand using the portable
BPM device Microlife BP A150-30 AFIB by Microlife AG, Widnau, Switzerland. In phase
MF2, with a time duration of 10 min (600 s), the values from thermo-sensors MPC1, MPC2
were received and stored to an output file without PPG signal sensing. The total time
duration of whole experiments was approx. 15 ÷ 20 min (depending on the length of the
initialization part—see the time schedule in Figure 2b). In the MF0 phase, the temperature
values were taken in the intervals of TINT = 1 s, during the MF1 and MF3 phases TINT = 0.2 s
was applied, and for measurement in the MF2 phase TINT = 4 s was used.

Figure 2. Arrangement of PPG and temperature measurement experiments: (a) principal photo;
(b) experimental and time schedule used.
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The currently collected corpus of two-channel PPG signals and temperature sequences
consists of records taken from eight non-smoker volunteers—six males (P1-6M) and two
females (P1-2F)—with a mean age of 50 years. Each database record includes: (1) two PPG
wave files (containing PPG signals and T1, T2 sequences sensed in parallel during the MF1
and MF3 phases), accompanied by two files with BP and HR values measured manually by
the external BPM device; (2) two separate files with temperature and time values recorded
during the MF0 and MF2 phases.

Partial and summary results obtained for all tested persons are evaluated separately
depending on the processed signal type. Partial results of signal parameters determined
from PPG waves taken within the MF1 and MF3 measurement phases for one person are
shown in Figure 3; summary numerical values of the investigated differential parameters for
all tested subjects are enumerated in Table 1. The demonstration example of concatenated
temperature sequences from the MF0–3 phases for the MCP1, MCP2 thermo-sensors can
be seen in Figure 4; visualization of corresponding statistical parameters is shown in the
graphs in Figure 5. Summary temperature differential and statistical parameters separately
for the MCP1, MCP2 thermo-sensors for all tested persons are presented in Table 2.

Figure 3. Partial results of PPG signal properties taken in the MF1 and MF3 phases for person P4M

(from left to right): mean HR values, HR variations, PPG signal range and HP ripple, and relative
PTT values.

Table 1. Summary mean differential parameters together with their std (in parentheses) determined
separately for PPGA and PPGB waves within the MF1, MF3 phases for all tested persons.

PPG Signal ΔHRVAR [%] ΔSRANGE [%] ΔHPRIPPLE [%] ΔrPTT [%]

PPGA −2.70 (1.51) 7.10 (3.35) 1.33 (1.35) −0.496 (0.86)PPGB −3.32 (1.59) 3.19 (2.35) −6.15 (1.46)

Figure 4. Concatenated sequences from thermo-sensors MCP1, MCP2 together with fitted linear
regressions T1,2LT, calculated mean, and ΔT values; concatenated for measuring phases MF0–3.
TREF = 26.5 ◦C, baseline for MF1–3 measurements is 28.1 ◦C, tDUR = 738 s, person P1M.
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Figure 5. Statistical parameters determined from temperature sequences T1, T2 from thermo-sensors
MCP1, MCP2 introduced in Figure 4 (from left to right): mean values, relative variations, ΔT values,
gradients, and differential T12 values between MCP1s and MCP2s for each of three measurement
phases (MF1–3); final values MF123 determined for whole measurement.

Table 2. Summary temperature mean parameters, together with their std (in parentheses), determined
inMF0–3 phases separately for MCP1, MCP2 thermo-sensors, for all tested persons.

Phase
TVAR [◦C] ΔT [◦C] TGRAD [◦C/s]

T12DIFF [◦C]
MCP1 MCP2 MCP1 MCP2 MCP1 MCP2

MF0 — — — — — — 0.11 (0.2)

MF1 0.47 (0.63) 0.49 (0.54) 1.3 (0.72) 1.1 (0.66) 0.0208
(0.0113)

0.0175
(0.0103) 1.37 (0.8)

MF2 0.67 (0.2) 0.68 (0.23) 1.9 (1.50) 2.4 (1.51) 0.0031
(0.0024)

0.0041
(0.0025) 1.08 (0.9)

MF3 0.19 (0.02) 0.24 (0.08) 0.04(0.04) 0.04 (0.03) 0.0006
(0.0007)

0.0006
(0.0005) 0.93 (0.8)

∑MF1–3 0.45 (0.3) 0.47 (0.2) 4.3 (2.1) 4.1 (2.1) 0.0058
(0.0021)

0.0056
(0.0030) 0.87 (0.5)

Final 0.46 (0.019) 4.20 (0.087) 0.0057 (0.0002) —

4. Discussion and Conclusions

The performed experiments demonstrated a continually raised temperature during
all 12-min measurements consisting of phases MF1–3. It was caused partially by internal
heating from powered analogue parts of optical sensors but mainly by contact warming
from the skin of the hand (wrist and finger) of the tested person. Next, it was found that
the temperature increase depends heavily on the placement of the PPG sensors: higher
ΔT values were obtained from the thermo-sensor MCP1 located on the wrist, but the final
increase of T2 values taken from the index finger by the MCP2 thermo-sensor was always
lower. While the difference between T1 and T2 values obtained in the reference phase
MF0 was minimal (typically given by a chosen precision of the used thermo-sensors), the
maximum T12DIFF was detected usually at the end of the MF1 phase, and it was practically
constant until the end of the whole experiment. The same trend was observed for the
TGRAD parameter, but the variability of T1, T2 values was slightly higher in the frame of
the MF2 phase, as documented the summary values in Table 2.

Temperature changes also influence the parameters of PPG signals sensed in the M1
and MF3 phases—compare the summary values in Table 1. Two-channel PPG signals (PPGA
and PPGB waves) taken in the MF3 phases always have a higher SRANGE in comparison
with the one sensed in the MF1 phase, during which the temperatures T1 and T2 are lower.
In the case of the HP ripple, this trend was not finally confirmed—so these values are
practically temperature-independent. Higher relative variation of HR values determined
from PPG waves in the MF1 phase are directly related to a lower PPG signal range (generally
similar to the signal-to noise ratio in the signal processing area). Finally, slight (although not
important) changes detected in the rPTT parameter can be affected by other factors—mainly
by the blood pressure.
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The final recommendation following from the experiments performed currently is to
keep the optical PPG sensors worn on the tested fingers (wrist) ca 5–10 min before the start
of the PPG signal sensing to obtain proper PPG waves with sufficient signal range and
pronounced systolic peaks. It is important to obtain subsequently determined parameters
with the proper accuracy.
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Abstract: The wear of tools in machining is one of the primary issues in manufacturing industries.
Direct measurements of tool wear, such as microscopic observation, lead to increased machine down-
time and reduced production rates. To improve this situation, real-time tool condition monitoring
systems (TCMs) are needed, which utilize indirect measurement of tool wear through sensors and
signal processing. This project focuses on the use of acoustic emission (AE) sensors for experimental
analysis of tool damage under various milling conditions. The proposed approach involves designing
condition indicators to quantify this damage by implementing infinite impulse response (IIR) digital
filters, specifically Butterworth filters, and fast Fourier transform (FFT), in addition to root mean
square (RMS), using different frequency bands of the acoustic signals collected during the process.
The results from implementing this study show promise for optimizing the process through an
alternative TCM system in manufacturing operations, avoiding the drawbacks of the direct method,
and extending the equipment’s lifespan and efficiency. It’s worth noting that this document presents
partial results of this implementation, which is still in progress.

Keywords: tool condition monitoring; acoustic emission; feature extraction; industrial automation

1. Introduction

The degradation of the quality of industrial assets due to wear and the increased
product cost due to frequent tool replacement is the primary issue in high-speed machining
(HSM). The deformation or damage of the cutting edge of a tool during machining due to
interactions between the tool and the workpiece is referred to as tool wear. In manufacturing
industries, maintenance costs and downtime increase, and production rates decrease due
to the failure of cutting tools [1].

Tool condition monitoring systems (TCMs) are useful for these industries as they
reduce downtime and increase productivity. The monitoring process helps prevent tool
and workpiece damage, improves the productivity and quality of the machined product,
and predicts tool wear [2]. According to Quintana and Ciurana [3], the early identification
of regenerative vibration (when vibration has just begun and has not fully developed)
is essential to minimize its negative effects, such as catastrophic damage to the tool and
workpiece. These researchers have chosen vibration recognition strategies in processes as
a key line of investigation regarding vibration, emphasizing the importance of obtaining
relevant and useful signals and finding efficient signal processing algorithms.
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Furthermore, Jantunem [4] extensively studied signal sources (motor spindle currents,
acoustic emissions, vibrations, and sounds) as well as TCM analysis methods for drilling,
emphasizing that the tool life could not be satisfactorily achieved without TCM due to
variations in the actual tool life.

This study was validated through experimental analysis conducted in the milling
process, a machining process involving the removal of material from the surface of a
workpiece using a rotating cutting tool, called a milling cutter. This tool features multiple
cutters or cutting edges, enabling precise cutting and the creation of various shapes and
features on the workpiece. The wear of this milling cutter is a gradual damage that occurs
over operations, directly affecting dimensional accuracy and surface finish quality. Thus,
TCMs become essential. The proposed system in this paper utilizes wireless technologies
to collect and transmit acoustic signals generated during milling, which is a key aspect that
differs from previous contributions based on traditional acoustic emission systems [5,6].
This approach involves the design of condition indicators that quantify the damage incurred
through the implementation of Butterworth-type digital filters, FFT, and the RMS, to
quantify the tool wear and validate the effectiveness of the acoustic emission strategy.

The study was conducted by testing different frequency bands of the acoustic signals
collected during the process through FFT calculations. The results of this research are
significant for increasing productivity, reducing manufacturing costs and material waste,
optimizing the life of the milling cutter, reducing the risks of higher-order damage in the
process, and taking quick actions when damage occurs. These findings are relevant for the
optimization of the manufacturing process.

2. Materials and Methods

2.1. Experiments

For the study, a machining tool, machine tool, acoustic frequency pickup sensor,
carbon plate, and three devices for fixing the carbon plates were used, made of resin, steel,
and aluminum. The data acquisition system was composed of a wireless piezoelectric AE
sensor, which was responsible for detecting information relating to the condition of the
tool and which was expressed through electrical signals digitized on a computer using an
acquisition board at sampling rates of the order of 250 kHz. In total, 18 tests were carried
out, but only from the seventh signal onwards was it possible to capture them correctly,
resulting in 12 useful signals. The milling process diagram is shown in Figure 1.

Figure 1. Schematic of the milling process and data collection by the sensor.

2.2. Feature Extraction

The signals were pre-processed and consolidated for data processing and analysis
using the proposed methodology, which involved preprocessing to prepare, filter, and
eliminate noise. The generated dataset was labeled for use in digital processing routines
through MATLAB® software (version 9.13/2022b).
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After collecting the signals in the time domain and importing them into MATLAB®,
the FFT was calculated for the most relevant signals (avoiding redundant support) using
an 8192-point Hanning window. Subsequently, four frequency ranges were selected, which
proved to be relevant for the study as they had the highest magnitudes, excluding very low
frequencies, as these are highly susceptible to noise, such as electromagnetic noise from the
60 Hz electrical network and thermal noise. One of these specific ranges is a high-frequency
range, which was chosen to determine if high frequencies are relevant for the analysis of
milling cutter wear.

To calculate the mean of the RMS signals, the signals were first filtered in the time
domain within specific chosen frequency bands to isolate certain signal ranges and iden-
tify patterns. This was done using a 5th-order Butterworth digital IIR bandpass filter.
Subsequently, the mean RMS of these signals was calculated to analyze their behavior at
different frequencies.

3. Results and Discussion

The analysis of the results was carried out by observing the most relevant characteris-
tics related to the tool condition extracted using the proposed method. This was based on
the comparison of the different levels of damage with their reference (the tool condition
before the start of the experiment). Repetitions of the analyses were also performed to
ensure reliability in the acquisition of information.

3.1. Tool Wear Analysis

During the experiments, it was observed that the tool exhibited rapid wear due to the
abrasiveness of the composite material throughout the drilling process. Figure 2 illustrates
a microscopic image of the tool after the experimental tests. It can be observed that the
edges experienced wear, resulting in a loss of cutting ability and consequently affecting the
accuracy of the drilling operation. In addition, the edge showed a slight rounding, making
the cutting inefficient and increasing the delamination effect in composite material.

Figure 2. Tool wear analysis.

3.2. Time Domain

Figure 3 shows the raw (unprocessed) signals in the time domain on the resin, alu-
minum, and steel supports. As expected, it can be observed that the behavior of AE
(acoustic emission) from the milling cutter changed according to the support material. It is
noticeable that the amplitudes (in volts) on the steel and aluminum supports were higher
than on the resin support, which was expected, as resin, due to its mechanical properties,
tends to dampen vibrations (which generate acoustic emissions), which is not the case with
steel and aluminum. However, in the time domain, it can be difficult to discern differences
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between signals from the same support, making frequency domain analysis necessary for
studying milling cutter wear.

Figure 3. All 12 relevant signals are plotted side by side, on their respective supports, in the time
domain.

3.3. Frequency Domain

In Figure 4, the FFTs of some signals, considered the most relevant (avoiding repetition
of support), are presented. Initially, there are significant amplitudes at low frequencies,
near 0 Hz, but this range was disregarded for analysis due to the presence of a lot of
electromagnetic noise from the 60 Hz power grid, as well as thermal noise. Therefore,
frequency ranges from 40 to 80 kHz, 10 to 20 kHz, and 20 to 40 kHz were identified in
decreasing order of relevance, based on their significant magnitudes in the signals. Finally,
the range from 140 to 170 kHz was chosen to examine the signal behavior at high-frequency
ranges and determine its relevance for the analysis.

Figure 4. FFT of the main AE signals studied, in the range from 0 to 200 kHz.

3.4. RMS Signals

In Figure 5, you can see the averages of the bandpass-filtered RMS signals in the chosen
frequency ranges. Firstly, the range from 40 to 80 kHz proved to be the most important
for the TCM (tool condition monitoring) study, as it showed the highest magnitudes of
acoustic emission between passes and supports, as well as greater variations. This allows
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for the derivation of values that indicate wear, breakage, or fractures in the milling cutter.
Additionally, the range from 10 to 20 kHz was also significant, exhibiting considerable
amplitude variations, especially for the aluminum support, which varied significantly
between passes. Furthermore, the range from 20 to 40 kHz also yielded good results,
though it was of lesser importance compared to the other two treated ranges.

Figure 5. Mean of the 12 bandpass-filtered RMS signals in the chosen frequency ranges.

Lastly, the range from 140 to 170 kHz was deemed irrelevant for the study of milling
cutter wear, as its magnitudes were much lower compared to the other selected ranges.
This suggests that a significant portion of these magnitudes is noise rather than essential
signals for TCM, indicating that high-frequency ranges are not relevant for predicting tool
life in milling using acoustic emission.

4. Conclusions

To ensure the quality of precision large-scale components while enhancing productiv-
ity, this study presents an alternative TCM technique to prevent tool failures and obtain
comprehensive information about its state during milling through a wireless data acquisi-
tion system. It was found that AE signals contain relevant information that, with proper
signal processing, enables the extraction of features that can prevent failures in the milling
process. After obtaining the acoustic signals using a piezoelectric AE sensor and using
MATLAB® to process these signals and extract features, applying FFT and RMS, it was
concluded that the frequency ranges of 40 to 80 kHz, 10 to 20 kHz, and 20 to 40 kHz are,
in that order, the most important for analyzing milling cutter wear. Additionally, it was
concluded that high frequencies are of little importance for wear analysis in the process
using AE sensors. In conclusion, the results of this research are significant for increasing
productivity, reducing manufacturing costs, optimizing tool life, reducing the risks of
higher-order damage in the milling process, and taking swift actions when needed.
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Abstract: This research introduces the conceptualization and examination of a microwave sensor
incorporated with a microstrip band stop filter. The microwave sensor’s design and assessment
are based on the microstrip’s parallel coupled lines, employing a band stop filter configuration at
2.45 GHz on an FR4 substrate. This study encompasses the evaluation of soil moisture spanning from
20 to 80%. The measurement procedure involved a network analyzer, specifically the KEYSIGHT
model E5063A, operating within the frequency range of 100 kHz to 4.5 GHz. This investigation
centers around scrutinizing the frequency response of the insertion loss (S21) across this spectrum.
The outcomes of the experimentation unveiled notable disparities in frequency shifts. The resultant
frequency values, labeled as (f0-f1), manifested at 0, 18, 60, 89, 145, and 200 MHz, sequentially.
Remarkably, the correlation between the percentage representation of the frequency shift in the
transmission coefficient and the frequency itself emerged distinctly, even as the range of tested
samples was finetuned.

Keywords: soil moisture; microwave sensors; BSF coupled lines

1. Introduction

Recent advancements in wireless and mobile communication technologies, driven
by the escalating demand for higher transmission rates and lower latency, have ignited
widespread interest among researchers [1]. They are actively working on developing sen-
sors capable of collecting data on the electromagnetic characteristics of dielectric materials
within communication channels and monitoring soil moisture levels [2]. These sensors
play a crucial role in applications related to both communication and agriculture, ensuring
efficient communication channels and improved crop management. Furthermore, the
ability to measure soil properties, such as moisture content, provides invaluable benefits
for agriculture. Accurate soil moisture data enable farmers to make informed irrigation
decisions, leading to optimal water usage and healthier crops. This technology also aids in
preventing overwatering or underwatering, minimizing the risk of crop yield reduction and
water wastage. By integrating communication technology with soil property measurement,
these advancements showcase their potential to revolutionize how we communicate and
how we cultivate land and manage our vital resources.

Using microwaves to measure material properties involves employing microwave
waves for material inspection and analysis. It finds applications in the following:

dielectric properties, measuring electrical characteristics and microwave signal trans-
mission by passing waves through materials; moisture measurement, detecting moisture
changes in materials through microwave wave frequency shifts; distance measurement,
gauging distances by measuring wave travel time between a transmitter and receiver; and
material thickness, measuring material thickness based on wave penetration and reflection,
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which is a technique that has broad applications, including material testing, food moisture
assessment, microwave temperature control, and more.

Ref. [1] presents a compact sensor utilizing a complementary split-ring resonator
(CSRR) structure to assess relative permittivity in various dielectric materials and deter-
mine soil water content (SWC). The sensor consists of a circular microstrip patch antenna
supporting a 3D printed cylindrical container made from ABS filament. The operational
principle relies on changes in two antenna-resonant frequencies due to variations in the rel-
ative permittivity of the material under test (MUT). Simulations informed the development
of an empirical model, and the sensor’s sensitivity was examined through the characteriza-
tion of typical dielectric materials. The sensor was versatile and applied to estimate water
content in different soil types. Prototypes have been fabricated and compared with other
research to validate effectiveness. Additionally, the sensor accurately determines water
concentration in quartz sand and red clay samples.

Ref. [3] developed a compact microwave sensor using a circular microstrip patch
antenna with two slotted complementary split-ring resonators (CSRRs). This sensor accu-
rately characterizes the relative permittivity of different dielectric materials and measures
water concentrations in various soil types. Its operating principle relies on comparing
resonant frequencies with and without the MUT. The sensor exhibits high sensitivity, re-
quires minimal MUT samples, and is cost-effective, lightweight, and easy to produce. The
authors also established an empirical model linking resonant frequency to MUT permittiv-
ity, demonstrating strong results for known materials. The sensor’s versatility extends to
medical, agricultural, and chemical applications due to its sensitivity, low profile, compact
size, and planar design.

Ref. [4] used passive microwave sensors to estimate soil moisture using brightness
temperatures at low microwave frequencies, with the vegetation optical depth as a key
factor. Retrieval algorithms aim to concurrently determine vegetation optical depth (VOD)
and soil moisture (SM). However, these algorithms, often based on τ–ω models, which
consist of two third-order polynomial equations, can yield multiple solutions due to struc-
tural uncertainty. This structural uncertainty significantly affects VOD and SM retrievals,
emphasizing the need to address it in soil moisture estimation algorithms.

Ref. [5] presents machine learning models for accurate soil moisture estimation using
a short-range radar sensor operating at 3–10 GHz. The sensor measures volumetric water
content by analyzing reflected signals. Input features extracted from these signals train
various machine learning models, including neural networks, support vector machines,
linear regression, and k-nearest neighbors. Model performance was assessed using metrics
like the root mean square error (RMSE), coefficient of determination (R2), and mean absolute
error (MAE). Among the models, neural networks achieved the best performance with an
R2 value of 0.9894. The research aimed to offer cost-effective solutions, particularly for
agriculturists, to enhance soil moisture monitoring accuracy.

Ref. [6] presents a corrosion-resistant, embeddable, open-ended, coaxial cable soil
moisture sensor. It utilizes a microwave resonator with two key components along the
coaxial line: a metal post at the signal input end and a metal plate parallel to the open end,
separated by a moisture-sensitive polyvinyl alcohol (PVA) film. The sensor’s resonance
frequency is highly sensitive to fringe capacitance, which varies with soil moisture levels.
Monitoring these frequency changes allows precise tracking of soil moisture fluctuations.
The article included a detailed mathematical model for the embeddable open-ended mi-
crowave coaxial cable resonator (EOE-MCCR) and demonstrated its effectiveness in soil
moisture measurement. In experiments covering soil moisture levels from 4% to 24%,
the prototype sensor exhibited impressive sensitivity: 0.76 MHz/% for soil moisture be-
tween 4% and 10% and 1.44 MHz/% for soil moisture between 10% and 24%. This sensor
is durable, cost-effective, corrosion-resistant, and suitable for long-term and potential
industrial applications.

Ref. [7] focused on soil moisture sensors for long-term monitoring of moisture levels in
highway subgrades and similar applications. Two microwave sensor designs, operating in
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a 4 to 6 GHz range, were studied. The first design uses a low-loss dielectric slab waveguide
with a relative dielectric constant of 25. It provided high-resolution measurements for finely
divided soils like bentonite clay, covering moisture levels from 10 to 50% by dry weight
within effective sample volumes of 20 to 40 cm2. A model based on the index of refraction
offered effective dielectric constant values that reasonably matched the experimental results
when considering ionic conduction effects. The second sensor design is better suited for
coarser materials like crushed limestone aggregate. It launches waves from a tapered
dielectric slab and can handle aggregate particles passing through a 0.63 cm mesh sieve.
It offered satisfactory resolution for moisture levels ranging from 0 to 10% by dry weight.
These sensor designs have the potential for effective and long-term soil moisture monitoring
in various applications, including highway subgrades.

Finally, Ref. [8] conducted observations using a dual-frequency radiometer (operating
at 1.4 and 2.65 GHz) over both bare soil and corn fields for extended periods in 1994. When
comparing emissivity and volumetric soil moisture at four different depths for bare soils,
we found a clear correlation between the 1 cm soil moisture and the 2.65 GHz emissivity, as
well as between the 3–5 cm soil moisture and the 1.4 GHz emissivity. These findings validate
previous research. Our observations during drying and rainfall events revealed that these
data provide valuable and novel insights for hydrologic and energy balance studies. Recent
advancements in wireless and mobile communication technologies have led researchers
to develop various sensors for measuring soil moisture and dielectric properties. While
existing methods have made significant contributions to the field, they often face limitations
in terms of accuracy, cost-effectiveness, and ease of implementation. In this context, our
research introduces a novel microwave sensor design incorporating a microstrip band
stop filter, aimed at addressing the shortcomings of traditional methods. By utilizing a
microstrip’s parallel coupled lines with a band stop filter configuration at 2.45 GHz on
an FR4 substrate, our approach offers improved precision in measuring soil moisture.
This paper aims to present the benefits and unique characteristics of our proposed sensor,
highlighting its advantages over existing techniques. This paper presents the design and
analysis of a microwave sensor for the measurement of soil moisture using an FR4 substrate
and a microstrip’s parallel coupled lines, as illustrated in Figure 1. The measurements were
conducted using the KEYSIGHT model E5063A network analyzer. The paper is structured
as follows: Section 2 covers the design and analysis of the computational band-stop filter
based on microstrip parallel coupled lines and sample test. Section 3 presents the results
and discusses their implications. Finally, Section 4 provides the conclusion.

Figure 1. The band stop filter based on a microstrip’s parallel coupled lines for the microwave sensor.

2. Methods

2.1. Design and Analysis

The proposed design involves a structure consisting of a microstrip’s parallel coupled
lines. These signal transmission lines were implemented using a dielectric substrate with a
constant dielectric permittivity, while the upper sides of both signal transmission lines are
in contact with air and have constant dielectric permittivity. Additionally, a plastic frame
was created to house the experimental samples. Below the dielectric substrate, a metal plane
serves as the ground plane. Typically, the length of the parallel-coupled microstrip lines is
approximately equal to the wavelength of the transmission lines. This occurs because these
lines are situated on an inhomogeneous medium, leading to certain effects when these
transmission lines are utilized in circuits or devices operating in the microwave frequency
range. The characteristic impedance of both the even and odd modes (Z0e, Z0o) can be
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expressed through simple equations, as depicted in Equations (1) and (2), respectively, and
based on Z0 =

√
Z0eZ0o.

Z0e = Z0

√
1 − C
1 + C

, (1)

Z0o = Z0

√
1 + C
1 − C

(2)

In Figure 1, the microwave sensor, based on a microstrip’s parallel coupled lines,
was employed for assessing the characteristics of various solutions and their electrical
properties within the microwave frequency range. We took into account the parametric
impedance equations [9] that define a circuit representing a microwave sensor with parallel
coupled lines [9]. Thus, we replaced the impedance parameters with the given values to
determine the S-parameters of a 2-port network where S11 represents the return loss (dB)
and S21 represents the insertion loss (dB).

S11 =

(
Z2

11T − Z2
0
)− Z12TZ21T

(Z11T + Z0)(Z22T + Z0)− Z12TZ21T
(3)

S21 =
2Z0Z21T

(Z11T + Z0)
2 − Z12TZ21T

(4)

Figure 2a shows the proposed physical dimensions and Figure 2b depicts the simu-
lated outcomes of the proposed band stop filter, presenting the S11 and S21 S-parameters.
The frequency response simulations spanned from 500 MHz to 4.5 GHz, based on labora-
tory measurements utilizing the available equipment. A comparison was drawn between
the ideal simulation and the practical implementation of the microstrip under real oper-
ating conditions. In these simulation results, S11 represents the return loss, indicating the
reflection coefficient, while S21 represents the insertion loss, indicating the transmission
coefficient. The power transmission from port 1 to port 4, denoted by S21, with the same
interpretation was illustrated. Notably, there was an enhanced power performance at
2.45 GHz and the subsequent frequencies in the ideal scenario. The physical structure of
the prototype corresponds to a microwave microstrip line sensor.
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Figure 2. (a) The physical dimension; (b) the simulated outcomes of the suggested band-stop filter [3].
This paper aims to design and analyze a microwave sensor for soil moisture measurement, utilizing
an FR4 substrate with a microstrip’s parallel coupled lines, as depicted in Figure 1. The measurements
were carried out using the KEYSIGHT model E5063A network analyzer. We are currently in the
process of developing a sensor that employs a microstrip’s parallel coupled lines, operating at a
frequency of 2.45 GHz, and constructed with FR4 material. Concurrently, we are building a prototype
for soil moisture measurement. It is crucial to consider the following key parameters: a relative
dielectric constant (εr) of 4.55, a base material height (h) of 1.6 mm, and a loss tangent (tan δ) of
0.02, as shown in Figure 3. These parameter values are crucial for determining the dimensions of the
microstrip’s transmission line required to achieve our desired frequency. Our design encompasses a
microstrip band stop filter characterized by a width (W) of 2.45 mm, a spacing (S) of 0.2 mm, and
a length (L) of 17.06 mm, as shown in Figure 3. Within this length, there is a designated region for
conducting measurements. Furthermore, we integrated an SMA connector into the sensor structure
using a parallel microstrip configuration operating at 2.45 GHz.

Figure 3. The prototype of the band stop filter for the measurement of soil.

2.2. The Samples of Soil Moisture Levels

In the experimental setup involving various soil moisture measurement methods, the
test samples employed in this experiment underwent a production process to determine
soil moisture content. For the samples of interest, soil moisture intensity was assessed
using a common method involving a soil moisture meter. The device utilized is depicted
in Figure 4a. Furthermore, distinct soil moisture meter values can be derived from this
relationship, enabling the measurement of soil moisture content expressed in volume or
%soil moisture by volume (SMBV). In this research, soil moisture intensity measurements
are presented on a scale ranging from 0% to 100% in 20% increments, corresponding to
different soil moisture concentrations. The mixtures were prepared by commencing with
a specific soil moisture level and subsequently adding distilled water in proportionate
amounts using concentration equipment, as shown in Figure 4b. The frequency response of
S21 was measured using the KEYSIGHT model E5063A (ENA Series Network Analyzer),
which operates in the frequency range of 100 MHz to 4.5 GHz, employing the proposed
BSF based on the microstrip’s parallel coupled line sensor prototype.
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(a) (b) 

Figure 4. The experimental setup; (a) involves various methods for measuring soil moisture; (b) mea-
surement setup.

3. Results and Discussion

The results of the microwave sensor measurement with the microstrip BSF prototype
were obtained using the KEYSIGHT brand E5063A (ENA Series Network Analyzer) within
the frequency range of 100 MHz to 4.5 GHz. In Figure 5a, the results of the insertion
loss (S21) experiment were measured on samples tested at different soil moisture levels,
including 0% (air), 20%, 40%, 60%, 80%, and 100%. The measurement result for the insertion
loss (S21) efficiency with air at a frequency operation of 2.45 GHz was −15.12 dB, the soil
moisture at 20% was −14.92 at 2.432 GHz, the soil moisture at 40% was −14.85 at 2.390 GHz,
the soil moisture at 60% was −15.01 at 2.361 GHz, the soil moisture at 80% was −15.02
at 2.305 GHz, and the soil moisture at 100% was −15.01 at 2.250 GHz. The frequency
decreased accordingly with 0 MHz, 18 MHz, 60 MHz, 89 MHz, 145 MHz, and 200 MHz.
The percentage change refers to the relative difference between two values, expressed
as a percentage. It is often used to measure the increase or decrease in a quantity over
time or between two different states—the formula used to calculate the percentage change
as in Figure 5b shows the analysis of the correlation of soil moisture with the frequency
shifted according to the soil moisture from 0–100%, respectively. The percentage differences
were 0.00, 0.735, 2.449, 3.633, 5.918, and 8.163% between frequency increases with the
soil moisture level. The experimental results show a linear relationship between the soil
moisture level and BSF microstrip sensor.

 

(a) (b) 

Figure 5. The measurement results (a) of insertion loss (S21) at different soil moisture levels and
(b) the relationships between the frequency shifts.

4. Conclusions

In conclusion, our study demonstrates the efficacy of the microwave sensor design
based on a microstrip’s parallel coupled lines with a band stop filter for accurate soil
moisture measurement. The experimental results consistently show a strong correlation be-
tween the frequency shifts and varying soil moisture levels, underscoring the reliability and
precision of our proposed approach. Compared to traditional methods, our sensor offers
distinct advantages in terms of cost-effectiveness, accuracy, and ease of implementation,
making it a valuable tool for agricultural and environmental applications. As our research
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contributes to the ongoing advancements in soil moisture measurement technology, future
studies could focus on integrating this approach into broader environmental monitoring
systems and precision agriculture practices.
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Abstract: This paper aims to share our experiences gained from working on multiple industrial–
academic collaborative projects within the Digital Innovation for Growth (DIfG) regional programme.
This initiative provided academic expertise to low-resource SMEs. The projects primarily revolved
around measuring various process or structural health variables. The subsequent wireless reporting
of these results to an online dashboard and generating alert messages when variables exceeded pre-
defined thresholds were central to our work. Due to the diverse nature of our partners’ requirements,
there was no one-size-fits-all solution for the considered use cases. We will delve into our utilization
and insights regarding various IoT-related tools and technologies. These include ESP32 WiFi-enabled
microcontrollers, WiFi Manager, NTP time service, watchdog timers, Adafruit IO dashboards and the
Twilio SMS gateway, as well as LoRa modules and networks such as TNT and Helium. By effectively
combining these tools and technologies, we successfully completed prototypes that enabled testing
of the devices on-site.

Keywords: sensor IIoT; IIoT prototyping; IIoT for SMEs; IIoT low power; IIoT SMS alerts; IIoT LoRa
communication; IIoT reliability

1. Introduction

Advancements in low-cost WiFi-enabled microcontrollers (MCUs) and cloud infras-
tructure have generated a growing interest in the Industrial Internet of Things (IIoT) among
SMEs. This interest primarily stems from the potential benefits of storing and visualizing
sensor data in the cloud, thereby eliminating the need to maintain and transfer data from
local data loggers.

However, many SMEs lack the capability to independently develop an IIoT system and
are uncertain about the financial feasibility of funding an external development. In such
cases, collaborative projects between industry and academia, supported by government or
regional sources, emerge as a viable option for prototyping IIoT systems.

This paper presents our observations and findings based on several sensor IIoT pro-
totyping projects, i.a., conducted under the auspices of the Digital Innovation for Growth
(DIfG) programme [1]. Two projects were concerned with temperature sensing and one
with sensing impacts.

IIoT technology has garnered significant interest from industrial partners, who have
shown a willingness to engage in basic maintenance tasks for their sensor-based IIoT
systems, such as on site commissioning and Arduino script uploads. Their main priorities
include cost predictability for both the initial implementation and ongoing maintenance,
the utilization of readily available off-the-shelf components for spares and replacements
and the suitability of the prototype for operation within their industrial environment.
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Developers, on the other hand, emphasize the importance of having access to highly
functional components that can be easily assembled. They also seek low-cost or free
options for related services, accompanied by example projects, application notes and
similar resources to aid in their development process.

In Section 2, we delve into the fundamental setup that proved to be adequate for all
three projects. Section 3 highlights firmware features added for usability and reliability. The
utilization of text messages to deliver alerts and alarms to users is addressed in Section 4.
Section 5 focuses on achieving operation-off WiFi. Finally, Section 6 provides the summary
and conclusion of the paper.

2. The Basic Sensor IIoT System Design

An IIoT sensor system can be seen as a convenient alternative to a conventional data
logger. Instead of simply recording measurements at set time intervals and storing them in
non-volatile memory to prevent data loss during power outages or accidental shutdowns,
this system transmits each data point to the cloud. This enables reliable long-term storage
and archiving of the data, as well as instant access from any connected device for checking
or trend analysis, assuming that server-side visualization is available. By utilizing this
use case, it becomes possible to significantly reduce power consumption by allowing the
sensor and communication link to enter a sleep mode after processing each newly acquired
data point.

From a hardware perspective, it is essential for a prototype of this system to be en-
closed in a secure casing with robust connections and the necessary IP rating for ingress
protection. To simplify the process of commissioning, maintenance and relocation, it is
generally preferable for the prototype to be powered by a battery. For battery-powered
prototypes, it is important to utilize the deep sleep MCU mode, which has certain re-
strictions compared to the light sleep mode more suitable for mains-powered devices.
Additionally, the devices should have built-in battery charging and protection circuits. An
ideal prototyping ecosystem should also offer a wide range of well-documented link and
sensor modules that can be easily attached or detached. However, off-the-shelf ecosystems
with such capabilities are limited in availability. In our case, we developed the prototypes
using the M5StickC ESP-32-based device, which features a built-in 120 mAh battery in
the standard configuration, the option to add an additional 186,50 2200 mAh battery and
a selection of dedicated HAT and general-purpose Grove-interfaced modules [2]. This
hardware only operates in the 2.4 GHz WiFi band, but this was not an issue for our projects
(Figure 1).

Figure 1. Block diagram of the hardware setup and wireless connections that were fully prototyped.
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To complete the WiFi-capable hardware setup, it is necessary to integrate a cloud back-
end. The small and medium-sized enterprises (SMEs) we collaborated with did not find
dedicated company servers or large-scale IoT servers designed for diverse, high-volume
industrial clients appealing. These servers often require configuration and administra-
tion and lack user-friendly dashboard builders. After careful evaluation, we opted for
AdafruitIO [3] as our cloud provider. AdafruitIO stood out due to its transparent pricing
structure, extensive documentation and the availability of a free tier for experimentation.
An example of the developed user front end (dashboard) and developer’s back end (feed)
are presented side-to-side in Figure 2. Additional factors influencing our decision were
discussed in [4], Section 5, where another dashboard is presented.

In summary, the prototyped sensor IIoT systems follow a measure–communicate–sleep
cycle using the M5Stick ecosystem and leverage the AdafruitIO cloud server. Considering
that the estimated current consumption of the M5Stick in deep sleep mode is around
2–3 mA [5], line 36, it has the estimated capability to run on a fully charged additional
18650 battery for around one month. This assumes that the measurement–communication
phase of the cycle, which consumes more than 100 mA, occurs infrequently, such as once
per hour for a very short period of time.

Figure 2. Cont.
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Figure 2. An example of a dashboard (user’s front end, above) and a feed (developer’s back end,
below) on Adafruit IO.

3. Firmware Features Added for Usability and Reliability

The initial development of the firmware involved using the Arduino IDE and AdafruitIO
library [6]. However, at a later stage, the library ceased to function, leading to the develop-
ment and sharing of a POST-based workaround [7]. This workaround was implemented in
all three projects, and we encountered no data loss or communication issues.

Occasionally, the MCU would hang up when connecting to the WiFi access point, but
due to the intermittent nature of this fault, we chose not to fully investigate it. Instead,
we implemented a watchdog timer that resets the MCU after a set time. If the connection
after a watchdog reset is re-established, the code proceeds to the loop function, where the
watchdog timer is cleared.

To improve user-friendliness, several significant additions were deemed highly beneficial:

• The use of a WiFi manager [8] was implemented to eliminate the necessity for embed-
ding WiFi credentials into the code. This approach offers flexibility during installation,
streamlines the process of reconnecting in case of password changes and permits the
use of devices at different locations without requiring reprogramming.

• It was observed that the device’s built-in timer, responsible for awakening it from
sleep mode, exhibited an inaccuracy on the order of approximately 4 min over a 24 h
period, which proved to be unsatisfactory for our partners. To address this issue, we
implemented a solution involving the calculation of the time remaining until the next
wake-up event, following the acquisition of precise time readings from the network
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time protocol (NTP) server. Subsequent to this adjustment, the readings were obtained
with an acceptable margin of uncertainty, typically within a few seconds.

• Welcome messages and connection status notifications were presented to assure users
of the system’s correct functioning, particularly given that the screen was subsequently
powered off to conserve energy while in sleep mode.

4. Communicating Alarms/Alerts

While transitioning data logging to an online platform is valuable, it is important to
note that, in the context of two out of three IIoT systems, generating distinct messages
was necessary when readings fell outside of the predefined limits. Adafruit IO offers a
notification service for account holders, allowing them to receive alerts via either email
(accessible for trial accounts) or SMS (requires an AdafruitIO+ paid account), as depicted
in Figure 3.

 

Figure 3. Setting notifications for a reading, getting out of set bounds on AdafruitIO.

Email messages can also be sent using the Arduino reference library EmailSender [9].
Another possibility of notifying the end user of something requiring attention is by

sending an SMS to their phone number. There are several internet-to-SMS service providers
available; we used Twilio in our developments because of their international availability,
good number of examples for various programming languages and a possibility to try it for
free using sign-up credit. We used an Arduino library [10] following a detailed tutorial [11].
The Twilio messages were reliably delivered inside both the UK and Ireland, but we could
not manage operating it cross-border. Figure 4 presents a console’s output and some of the
messages received using this service.

Figure 4. Operating SMS using Arduino library (console output on the left, examples of received
messages on the right).
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5. Operating IoT Devices off WiFi

While WiFi networks are prevalent at most sites, certain end users might not have
access to them or may be reluctant to share their login information due to the associated
inconvenience and security considerations. An alternative approach involves the use of
wireless modem modules to connect to existing mobile networks with extensive coverage.
However, fully featured LTE modems tend to be relatively expensive and power-hungry,
making them less suitable for IIoT purposes. On the other hand, NB-IoT modems, better
suited for these applications, are not yet widely supported, with only one UK provider
offering them at the time of writing. Additionally, managing SIM cards (acquisition,
registration, billing, security, etc.) poses additional burdens.

Consequently, we initiated an exploration of commercially available radio modules
engineered for extended-range communication. Despite the seemingly favourable specifi-
cations evident in datasheets and select online demonstrations, we confronted formidable
challenges when striving to achieve communication distances surpassing 100 m within
a lightly urbanized setting. This was particularly pronounced during our utilization of
peer-to-peer module configurations, inclusive of both nRF24L01 + modules, with and
without RF amplification, and some LoRa modules.

An effective approach entailed establishing connections with a publicly available
network characterized by extensive coverage. Our evaluation encompassed both the LoRa-
based The Things Network (TTN), which offers open access, and the subscription-based
Helium. It is noteworthy that both of these networks adhere to a decentralized model,
relying on nodes privately procured and managed by network associates. Helium was
further explored by us because of substantially wider coverage at reasonable cost.

To investigate this possibility, we employed an Arduino library tailored for the LoRa-
E5 Grove-connected modules [12] in accordance with a comprehensive tutorial [13]. During
our coverage and reliability assessment, the module was woken up and transmitted data
through three train rides and two taxi journeys. It transmitted two bytes, deliberately
incremented by five at each wake-up cycle. While the data flow from the Helium console to
a Google spreadsheet exhibited occasional interruptions and resets, it ultimately affirmed
the network’s overall resilience as shown in Figure 5.

Figure 5. A visual depiction of the data captured through the Helium user console during the LoRa
transmitter’s engagement in three train rides and two taxi journeys.

The Helium network functions on a package-oriented data transmission system, where
users are billed according to the volume of packages received by the network’s gateways.
Quite often, the very same data packet is captured simultaneously by multiple gateways.
Thanks to reasonably low packet charges, the resulting redundancy does not place a
substantial financial burden on users. However, it is important to note that the network
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enforces a limitation on packet size, capping it at a maximum of 24 bytes. While this
constraint might seem restrictive, it is, in fact, a suitable fit for many IIoT applications.

6. Summary and Conclusions

We have elucidated the diverse methods employed in the successful prototyping
of customized IIoT sensor systems tailored to resource-constrained small and medium
enterprises (SMEs). Our choice of the M5Stick hardware ecosystem, renowned for its mod-
ularity, the presence of enclosed displays and efficient battery and charging circuits, proved
instrumental. In order to assess the data reporting capabilities over extended distances, we
conducted an evaluation of LoRa-E5 within the decentralized Helium network, thereby
affirming the network’s extensive coverage and dependable performance.

Additionally, the Arduino software ecosystem played a pivotal role by facilitating
rapid integration and evaluation of diverse firmware options. This process contributed
significantly to the enhancement in both reliability and usability of the prototypes. It is
important to note that many of the lessons we have learned and reported hold universal
relevance and can be applied to the development of similar IIoT systems with confidence.
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Abstract: A recent survey depicts that across the globe there are nearly 36 million visually impaired
people facing serious issues in accessibility, education, navigating public spaces, safety concerns,
and mental health. In recent times, the evolutions of obstacle detectors for blind people have been
from peoples’ use of sticks, smart glasses, and smart shoes. Among the above, the major problem
faced by all blind people is to walk independently to every place, so to make them feel independent
while they walk, herein is a proposal for an intelligent shoe. The proposed intelligent shoe consists of
a controller connected with an ultrasonic sensor, voice alert system (VAS), vibration patterns, GPS
navigation, connectivity with a smart phone or smart-watch, voice assistance, feedback on gait and
posture, and emergency features that are embedded with each other to communicate the presence of
obstacles in the directions of the path of the blind. The sensor identifies an obstacle in the direction
present then it passes the signal to the controller that activates the VAS and the vibration patterns
present in that direction. Therefore, by the proposed concept of vibration sense and VAS with GPS
navigation, connectivity with a smart phone or smart-watch means the system provides easy access
for the blind to identify obstacles present in their way and help them toward social inclusion.

Keywords: Arduino board; ultrasonic sensor; vibrator; voice alert system (VAS)

1. Introduction

Blindness is a defect that is divided into two types: one is caused by hormones
inherited from the previous generation, which is labeled as permanent blindness, and the
other one is caused by higher usage of radiation, which is called temporary blindness
to humans. The system of network connections that is present in-between electronic
components and humans is represented as the Internet of Things (IoT), where the electronic
components transmit signals to humans by means of data. The detection of an obstacle,
pothole, or slippery surface, as well as health tracking and heat sensing, is performed
using an Arduino board. This work includes GPS-GSM navigation and location tracking,
as well as providing an emergency SOS facility to assist blind people [1]. A hardware
component [2] is incorporated in the IOT technology to help people with vision deficiency
to solve the issues they face every day. A smart shoe for the blind is proposed in [3] which
conveys the presence of obstacles in vibrational form through the use of vibrators. Here,
the shoe [4] not only conveys the presence of an obstacle but also notifies the wearer of
the presence of underground holes in the form of an audio message. In [5], the designed
shoe has two modules, namely shoe and phone modules: the shoe module consists of a
controller and sensors, whereas the phone module is linked to a GPS system. The controller
is embedded with a Bluetooth transceiver which is linked to a smart phone app that uses
Google maps to direct the blind to the required destination by audio message.
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In [6], the system embedded in the shoe detects the presence of an obstacle present at
a certain distance and conveys the information either through a vibrator or audio message,
and through the use of an alarm sound, the blind can detect the presence of an obstacle.
An assistance system proposed in [7] uses computer vision algorithms which are written
with certain functions such as obstacle detection, avoidance, and navigation. Here, the
obstacle detection is performed by sensors present, and the presence is conveyed using
smart phone audio which gives haptic feedback to the blind. In [8], an intelligent shoe is
embedded with sensors, a buzzer, and a microcontroller. After the detection of an object,
the buzzer indicates the presence of an obstacle, and for better accuracy, smart glass is used.
In [9], three pairs of ultrasonic sensors placed on the medial, central, and lateral part of
the shoe are used to detect the presence of holes and pits; the study includes the usage
of piezoelectric transducers for recharging the battery while walking. A wearable shoe
in [10] is used to detect the presence of obstacles, wet floors, and patient falls by using voice
alarms. An additional method is to prevent accidents, falling, and getting lost in some areas
unknown to the visually impaired by communicating this information to the care-taker
via a mobile application. With respect to the above studies, some feasible solutions have
been presented for blind people all around the world. There is the usage of detection in
either audio or vibration form for the transmission of messages relating to the detection of
obstacles:

(i) The usage of a GPS module to communicate the location of the visually impaired
person.

(ii) The usage of smart glass for the further detection of obstacles.

In connection with this, herein is a design of an intelligent shoe that transmits the
detection of obstacles in both vibration and audio form that is embedded within the
microcontroller. Upon the detection of an obstacle, the alert mode, either by voice or
vibration, is passed to the blind to avoid the upcoming obstacle. Further, the design is
embedded with a GPS module which locates the blind, so as to transmit the location to the
care-taker in emergency situations.

2. Design of Smart Shoe Model

By the usage of an ultrasonic sensor combined with a pre-programmed Arduino
controller, it is easy to detect the object present before visually impaired ones. The Arduino
controller is coded in such a way that after detection of an object, the controller passes
the message to the vibrator and VAS. After receiving the command from controller, the
object detection is represented by means of vibration through a vibrational motor and
voice alert through a speaker attached to it. Using IoT technology in the shoe that is being
worn by the visually impaired gives them the independence to walk wherever they like.
This paper describes the proposal of a smart shoe for the blind that indicates obstacles
in the directions such as in the front, left, right, and upper part of the visually impaired
making them more independent to walk along the path without depending on others.
There is also an ultrasonic sensor present in the upper part of the breadboard/shoe which
is used to detect the obstacle that is present in the upper view of the blind and allows
those visually challenged to realize that there is obstacle. The components used for the
making of this model are a battery, motor, ultrasonic sensor, Arduino board, vibrator, and a
breadboard/shoe. If there is any detection of obstacles in the fixed path of the ultrasonic
sensor, then the ultrasonic sensor passes the received signal to the Arduino board. After
receiving the signal feedback from the ultrasonic sensor, the pre-programmed Arduino
sends or transmits the signals to the vibrator and VAS. The received signal from the Arduino
board makes the vibrator vibrate and instructs the VAS to interact with the user and inform
about the obstacle. By this method, it is easy to help the blind to detect where the object is
and avoid it so that he/she can walk freely in the road. By using the GPS module along with
the shoe, the location of the blind person can be shared with the care-taker in emergency
conditions. By using the CNN algorithm in the camera module of the shoe, the name of the
upcoming obstacle can be mentioned to the blind person, and the distance between them
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and the obstacle can be accurately determined. Figure 1 represents the block diagram of the
smart shoe. Figure 2 shows the simulation model in the OFF state whereby if the distance
of the ultrasonic sensor is less than the fixed range, the light source is turned OFF. Figure 3
shows the simulation model in the ON state whereby if the distance of the ultrasonic sensor
is greater than the fixed range, the light source is turned ON to indicate the presence of an
obstacle. In the ON state, the ultrasonic sensors work based on the following order:

(i) If the obstacle is identified in the first ultrasonic sensor, then the vibrational motor on
the right side glows up (turns on) and vice versa.

(ii) If the obstacle is identified in the second ultrasonic sensor, then the vibrational motor
present at the second position on the right side glows up (turns on).

(iii) If the obstacle is detected in the third ultrasonic sensor, then the vibrational motor
present at the second position on the left side glows up (turns on).

(iv) Finally, if an obstacle is detected at the fourth ultrasonic sensor, then the vibrational
motor present on the left side glows on (turns on).

This is how the stimulation model works, so based on this functionality, the obstacle
present at each direction can be identified, and based on the vibration caused by the
vibrational motor, the object detection can be performed.

 

Figure 1. Block diagram of smart shoe.

 

Figure 2. Simulation in OFF state.
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Figure 3. Simulation in ON state.

3. Prototype of Smart Shoe

The schematic diagram Figure 4a is sketched for the circuit connection of the prototype
model, and for the proceeding of the prototype model, the workflow diagram shown in
Figure 4b is designed. The prototype model is shown in Figure 5 and consists of four
ultrasonic sensors with a range of distance coverage between 2 cm and 300 cm. Here,
the four ultrasonic sensors are used to detect the presence of obstacles in the directions
such as the following: in the right, left, straight, and upward direction of the blind person,
four vibrators, four speakers, and the process of obstacle detection will take place in the
following pattern: As shown in Figure 6a, if the obstacle is identified in the first ultrasonic
sensor which is present in the forward direction, then the vibrational motor on the front
side vibrates, and also, the VAS present on the front side produces an alert which indicates
the presence of an obstacle.

(a) (b) 

Figure 4. (a,b) Schematic of sensor placement in proposed smart shoe; workflow of obstacle detection
by proposed smart shoe.
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Figure 5. Hardware model.

(a) (b) 

Figure 6. (a,b) Obstacle in forward direction; obstacle in above direction.

As shown in Figure 6b, if the obstacle is identified in the second ultrasonic sensor
present on the upside, then the vibrational motor present at the upside position vibrates,
and the VAS present on the upside produces an alert sound indicating the presence of an
obstacle in the upside direction. As shown in Figure 7a, if the obstacle is detected in the
third ultrasonic sensor present on the right side, then the vibrational motor present on the
right side vibrates, and also, the VAS present on the right produces an alert which indicates
the presence of an obstacle on the right side.
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(a) (b) 

Figure 7. (a,b) Obstacle in right direction; obstacle in left direction.

As shown in Figure 7b, if an obstacle is detected at the fourth ultrasonic sensor present
on the left side of the blind, then the vibrational motor present on the left side vibrates, and
also, the VAS present on the left side produces an alert which indicates the presence of an
obstacle in the left direction.

Thus, the entire working model of the smart shoe is explained here, so based on this,
the presence of an obstacle in either direction mentioned can be identified, and based on
the vibration caused by the vibrational motor and the alert from the VAS, the message
can be conveyed to the visually impaired person. As shown in Figure 8, the prototype
model is embedded with the GPS module in order to pass the location of the blind person
in emergency conditions. Here, the SPI protocol is used with the Arduino board for
communicating the location of the blind person to the care-taker.

 

Figure 8. GPS module.

Once the location of the blind person is transmitted to the care-taker, the output of the
location will be as shown in Figure 9. The location of the blind person is communicated
with the care-taker in emergency conditions (i.e., the blind will be provided with a switch
to transmit the location with the care-taker) in order to make them feel free and to monitor
the current location of the blind person without being with them.
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Figure 9. GPS location prediction.

4. Conclusions

In the olden days, blind people suffered from the problem of walking independently
in roads, which brought about the invention of the walking stick, which was used for
the detection of objects. However, as it could not sense the presence of an obstacle, there
came the invention of an additional ultrasonic sensor to detect the presence of an object,
but this was not as effective as first thought because the stick could not be used in every
location where the blind travel. So, in order to solve this problem, presented here is IOT-
based technology used in the shoe of a blind person which will help to them to walk
independently in roads and help them to feel independent without depending on the help
of others to walk. This helps blind people effectively as there are four ultrasonic sensors
combined with the vibrators and VAS which can predetermine the presence of object in all
directions when a blind person walks in the road. In this solution, there is the usage of both
the VAS and vibrators, because if the blind person also has a hearing impairment, then the
vibration is enough for him to detect the location of an obstacle present. By the usage of
a GPS module, the blind person’s location is transmitted to the care-taker for reasons of
safety in emergency situations. The placement of the ultrasonic sensors on the shoe will
be as follows: two ultrasonic sensors on the right shoe to detect obstacles on the right side
and in the forward direction, and two ultrasonic sensors in the left shoe for the detection of
obstacles in the upward and left directions of the blind person. The prototype model is to
be installed on the shoe in order to make the product more efficient for the blind to use, but
due to size compactness, the model is to be reduced to a smaller size and developed within
the shoe in the future.
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Abstract: The AQUASENSE project is a multi-site Innovative Training Network (ITN) that focuses
on water and food quality monitoring by using Internet of Things (IoT) technologies. This paper
presents the communication system suitable for supporting the pollution scenarios examined in the
AQUASENSE project. The proposed system is designed and developed in the SimuLTE/OMNeT++
simulation for simulating an LTE network infrastructure connecting the Wireless Sensors Network
(WSN) with a remote server, where data are collected. In this frame, two network topologies are
studied: Scenario A, a single-hop (one-tier) network, which represents a multi-cell network where
multiple sensors are associated with different base stations, sending water measurements to the
remote server through them, and Scenario B, a two-tier network, which is again a multi-cell network,
but this time, multiple sensors are associated to local aggregators, which first collect and aggregate
the measurements and then send them to the remote server through the LTE base stations. For these
topologies, from the network perspective, delay and goodput parameters are studied as representative
performance indices in two conditions: (i) periodic monitoring, where the data are transmitted to the
server at larger intervals (every 1 or 2 s), and (ii) alarm monitoring, where the data are transmitted
more often (every 0.5 or 1 s); and by varying the number of sensors to demonstrate the scalability of
the different approaches.

Keywords: wireless sensor network; water quality monitoring; simulation

1. Introduction

Water is considered one of the scarcest natural resources on our planet [1]. It directly
impacts our lives, as it is vital to humankind, animals, and plants [2]. Thus, the alteration of
water quality caused by, for example, industrial waste or climatic changes, is a significant
concern. Its quality might be a source of life or death [3]. Promptly detecting the pollution
and locating its source is vital in environmental protection. Considering the multiple
advantages offered by the technology, the Wireless Sensor Network (WSN) is adopted in
pollution-monitoring works. WSNs are suitable for monitoring the physical and chemical
characteristics of water remotely [4–7]. In this paper, we describe our contribution to
the AQUASENSE project in designing and assessing the performance of a WSN-based
end-to-end system for water quality monitoring through computer simulations.

In such a context, a simulation framework built in SimuLTE/INET/OMNeT++ [8–10]
is developed, tailored to two scenarios to evaluate the performance of a remote pollution
monitoring service through a 4G/LTE-enabled WSN. The first scenario builds on a multi-
cell network architecture, in which multiple sensors are associated with different LTE base
stations (eNBs) and transmit their water quality measurements directly to the remote server.
The second scenario still builds on the multi-cell network architecture. Still, multiple sensors
are associated with local aggregators and communicate using short-range technology
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(e.g., Wi-Fi or ZigBee). The aggregators coordinate their local network of sensors, collect and
aggregate their water measurements, and transmit them to the remote server through LTE
base stations (eNBs), with which every aggregator is associated. For the above scenarios,
we provide valuable performance results regarding the network’s Quality of Service (QoS)
under different conditions.

2. Previous Work

Our main goal was to design a good quality model that evaluates our project best. Ac-
cordingly, following the indications of the most referenced network architectures reviewed
by Farmanullah Jan et al. ([11] and the references therein), who provided an in-depth
literature review on Water Quality Monitoring Systems based on Internet-of-Things (IoT-
WQMS), in [12], we already developed a performance comparison of the most suitable
communication technologies.

In our previous work, with the help of the WinProp software simulation frame-
work [13], we compared the performance of three long-range communications technologies
to support an IoT-based network reporting data from the sensing devices spread along
rivers of the Abruzzo region in Italy to a remote central station, where they are collected and
analyzed. More in detail, we jointly assessed the radio signal coverage and the maximum
achievable data rate for (i) 4G/LTE, (ii) NB-IoT, and (iii) LoRa communications technologies.
In particular, the transmitting antennas’ were placed at different heights above the ground
or the river’s water level.

Our results demonstrated that 4G/LTE outperforms the other two technologies since
it achieves the highest throughput and allows adding value services, such as video surveil-
lance over simple data chunks reporting. Nevertheless, 4G/LTE is limited in coverage: the
best performance results are achieved near the base stations, i.e., in urban/suburban areas,
while the rural regions need more radio signal quality. On the contrary, the LoRa and
NB-IoT technologies achieve outstanding connectivity for large regions far from the base
stations. However, this performance is paid with a reduced capacity of the medium to
support the mentioned added value service.

Considering all the above, we believe, in this paper, that the most exciting scenarios to
study are identifying pollutants in urban and suburban areas, i.e., where most people live.
Accordingly, the suitable solution for our project is to focus on the 4G/LTE communication
technology [14] due to its maturity, its overall coverage, i.e., the availability of base stations,
and in general its capacity in terms of guaranteeing radio connections of good quality (low
packet loss rate and latency, and generally high throughput). We then assess the system’s
performance to support different network topologies.

3. The Study

3.1. System Level Simulator

The simulator builds upon INET/SimuLTE over the OMNeT++ Discrete Event Net-
work Simulator. OMNeT++ is an extensible, modular, component-based C++ simulation
library and framework primarily developed for building network simulators.

SimuLTE is an innovative simulation tool enabling complex performance evaluation
at the system level for LTE and LTE Advanced networks in the OMNeT++ framework.
It simulates the data plane of the LTE/LTE-A Radio Access Network and Evolved Packet
Core. SimuLTE implements eNBs and User Equipment (UE) as OMNET++ compound
modules. These can be connected with other nodes (e.g., routers and applications) to
compose networks, as shown, e.g., in Figure 1.
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Figure 1. Design mode of the NED file in the OMNeT++ environment represents a system with four
sensors and two aggregators (6 UEs) attached to an eNb each.

3.2. The Scenarios

The first scenario is a one-tier network architecture including communication between
two parties, the sensors, and the server as is shown in Figure 2(left). The sensors are
deployed along a river; each is assigned to a base station and communicates with the server
through the LTE network. The challenges in this scenario are to measure the propagation of
a pollutant in a river and the reaction (alarm) on the server side, taking into consideration
the QoS of the network in two conditions: periodic monitoring and alarm reaction. In
systematic monitoring, each sensor sends the river’s water measurements at a specific time
interval. The server continuously checks the measurements, i.e., it compares them against
some given thresholds, and when this comparison indicates the presence of a pollutant,
it enters into the alarm condition by sending back a command to all the sensors to start
sending their data more often (i.e., lowering their sampling and sending time interval) to
track the pollutant appropriately while it flows along the water.

Figure 2. (left) Scenario A, one-tier architecture: the sensors are connected directly to the server
through the base stations. (right) Scenario B, two-tier architecture: the sensors are connected to an
aggregator, and the aggregators are connected to the server through base stations.

The second scenario is a two-tier network architecture including communication be-
tween three parties, (i) the sensors, (ii) the aggregators, and (iii) the server, as Figure 2(right)
shows. The aggregators collect all the data from the sensors transmitted through ZigBee,
aggregate them, and then send them to the server, again through LTE. In this case, we
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simulate pollution through a river to investigate the server’s reaction considering the QoS
of the network, again in the two conditions as before. The difference with the previous
scenario is that when the server detects anomalies in the measurements, it cannot reach
the sensors directly; instead, it sends a message to the aggregators, which coordinate their
group of sensors to lower their sampling and transmission interval.

3.3. Pollution Simulation

The primary goal is to simulate the effect of a pollutant on the sensors’ measurements
and then its propagation along the river. In our simulation, we adopted a simple U-shape
model in which the presence of the pollutant leads to a temporary decrease in the pH
measurement of the sensor while the pollutant flows along the river. We imagine placing
and ordering the sensors toward the water flow. Accordingly, as the pollutant flows along
the river, the sensor s1 will start reporting a reduction in its pH measurements to the server
at time t = T1. At time t = T1 + ΔT, UE2 starts sensing the reduction in its measurements
too. The interval ΔT > 0 depends on the river water’s speed (assumed as constant, for
the sake of simplicity) and the distance between the sensors. To make the simulation more
realistic, we adopt a model of the pH sensor based on which the value of a sensor reading
is assumed to be affected by an error (Equation (1)):

pHread = pHideal + N(0, σ) (1)

where pHread is the reading value of the WSN node which will be transmitted, pHideal is
the value generated according to our U-shape model of the pollutant as described above,
and N(0, σ) represents the error as a random value according to a Gaussian distribution
having 0 mean and standard deviation σ (e.g., σ = 0.01).

3.4. Scenarios Implementation
3.4.1. Network A: One-Tier Architecture

In this scenario, the involved entities are S sensors in the water, E eNodeB cell towers
of the LTE network, and the server. The sensors monitor the river water’s pH and periodi-
cally sends the information to the server. In the alarm condition, when the server starts
receiving data indicating pollution from a sensor si, it notifies all the subsequent ones (sj,
j = i + 1, ..., S) to begin transmitting more often for better tracking the pollutant.

3.4.2. Network B: Two-Tier Architecture

In this scenario, the S sensors in the water are organized in G groups, each coordinated
by an aggregator. The aggregators are connected to E eNodeB cell towers of the LTE
network, and the server. As before, the sensors monitor the water’s pH, then they transmit
the measurements to the aggregator. The aggregator collects the data, aggregates them into
a report containing the average, the standard deviation, and the maximum and minimum
values of such measurements, and transmits them to the server. In this scenario, the alarm
condition involves the server sending commands to aggregators to increase how often they
transmit when an alteration in the data is detected. At the same time, the server requests
a change in the format of the aggregators’ packets from sending aggregated statistics to
sending all the (node ID, pH value)-pairs for each node that the aggregator coordinates.

3.5. Simulation Setup

The parameters for the networks A and B mainly consist of the following:

• Network A: E = 2 eNBs and S = 6 sensors. The sensors are equally distributed to the
eNBs and directly transmit packets to the server every tA

per = 1 s in the periodic and
tA
ala = 0.5 s in the alarm conditions.

• Network B: E = 2 eNBs, G = 2 aggregators and S = 6 sensors (equally distributed
between the aggregators). The sensors always transmit data to the aggregator every 1 s.
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In the periodic condition, the aggregators communicate to the server every tB
per = 2 s,

while in the alarm condition, they transmit to the server every tB
ala = 1 s.

Then, we simulated two scenarios for each network and conditions: (i) varying the
number of sensors, i.e., S = {3; 6; 10; 40; 50}, each generating packets at the application
layer with a fixed size of P = 40 B, and the number of aggregators G = {1; 2; 2; 4; 5} for the
network B, respectively, and (ii) varying the packet’s size P, i.e., P = {40; 80; 120; 400; 800;
1000; 2000} bytes, with the number of sensors referred in the two networks above.

The performance indices considered in these simulations are the End-to-End (E2E)
delay (from the sensor to the server) and the goodput, i.e., the valuable sensor’s measure-
ment data that reach the collector application on the server in the unit of time. For those
two indices, we computed their average over all the packets received by the server.

Finally, the default simulation run lasts five minutes.

4. Results

Figure 3 shows the resulting E2E delay and goodput in all the simulated cases. In
agreement with the LTE protocol and network architecture, which grants to the commu-
nicating nodes some so-called resource blocks available in a shared way, the trends we
obtained from these results confirm our expectations. Nevertheless, from this figure, a
couple of conclusions can be drawn: (i) the LTE network supports well the alarm condition
since its end-to-end delay is lower than the periodic condition for all the cases of S and P;
(ii) network B scales much better than network A, particularly as a function of P, where the
mean E2E delay stabilizes at values less than 15 ms for the periodic condition and around
10 ms for the alarm condition as the packet size increases above 400 B, as compared with
network A cases, whose trend keep increasing; and (iii) when either the number of sensors
or the packet size grows, the goodput increases with a pretty stable linear trend. The results
suggest that a WSN network, where multiple nodes transmit data to a sink node that sends
only the aggregated report to the server, is much more reliable and predictable regarding
LTE network performance results.

Figure 3. Mean end-to-end delay and goodput. From (left) to (right): E2E delay against S; E2E delay
against P; goodput against S; and goodput against P.

The figure also presents an unexpected trend in the delay for network A for both
periodic and alarm cases. For instance, we found a mean E2E delay of 18 ms for ten sensors
in the periodic case, but for fifty sensors, we obtained only 12 ms, even though the expected
network load in the second case is five times higher than in the former. The reason for
this is that while we increased the number of sensors S, we were forced to also increase E,
i.e., the number of the eNBs. Accordingly, the fewer sensors each eNB serves, the lower the
E2E delay and, consequently, the lower the network load. To make this more evident, we
ran the same experiment with ten sensors two times, the first time, with E = 2 eNBs and
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five sensors each, and the second time with E = 3 eNBs and three, three, and four sensors,
respectively. The results are shown in Table 1.

Table 1. Network A: Mean E2E delay for periodic case as compared to the number of eNBs and
different distribution of sensors.

E S Mean E2E Delay [ms]

2 (5 + 5) 18.10
3 (3 + 3 + 4) 13.68

Overall, comparing the alarm results with the periodic conditions, the absolute values
show an increase of roughly 40% and 60% in the maximum E2E and goodput, respectively.
This is due to the increased traffic generated by the sensor nodes, which flows through the
LTE network. Once again, these results confirm that the LTE resources support well the
traffic generated by the AQUASENSE WSN, and thus, the expectations already anticipated
in our previous work [12] are met.

5. Conclusions

This paper gave an overview of the work conducted in the frame of the AQUASENSE
project concerning the design, development, and analysis of a communication system.
These communication systems are evaluated through computer simulations using SimuLTE
for simulating an LTE network infrastructure connecting the WSN with a remote server,
where data are collected. In this frame, two network topologies are studied: (i) network A,
which represents a multi-cell network, where multiple sensors are associated with different
base stations, sending water measurements to the server, and (ii) network B, which is again
a multi-cell network, but this time multiple sensors are associated to local aggregators,
which collect and aggregate the measurements and send them to the remote server through
LTE base stations. For these topologies, the end-to-end delay and the goodput are evaluated
as representative performance indices in two conditions: (i) periodic monitoring, where the
data are transmitted to the server at larger intervals; and (ii) alarm monitoring, where the
data are transmitted more often. The performance of the two scenarios described above
demonstrates that when we use the aggregators to collect the data from the sensors, the
network’s QoS is higher. In particular, an intelligent implementation of how the aggregators
provide the information to the server in normal and alarm conditions dramatically helps
achieve efficient monitoring and accurate pollution event detection.
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Abstract: In this paper, we present experimental findings related to the measurement of air tem-
perature within an enclosure. We utilized both a conventional temperature sensor and a UOTS
(ultra-sensitive oscillating temperature sensor) for this purpose. The UOTS’s output frequency was
measured using a microcontroller’s timer and direct memory access. In one experiment, we subjected
the air inside the enclosure to rapid heating to evaluate the responsiveness of both sensors. In another
experiment, the air temperature was indirectly increased through the laboratory’s heating system.
The initial experiment reaffirmed the superior responsiveness of the UOTS, as observed in previous
tests. The second experiment, conducted over a duration of more than 20 h, allowed us to establish a
frequency-temperature curve for the UOTS. It also enabled us to determine that the UOTS exhibits
sensitivity at approximately 45 Hz per degree Celsius. This assessment provided valuable insights
into temperature underestimation by the conventional temperature sensor, revealing a discrepancy of
9 ◦C during the rapid heating experiment. This quantified the significant advantage offered by the
UOTS in terms of accuracy and responsiveness.

Keywords: temperature measurement; temperature monitoring; ultrasonic oscillating temperature
sensor; UOTS; frequency measurement

1. Introduction

Measuring air temperature is crucial for a wide range of human activities, from
maintaining comfortable living conditions to preserving food and other materials. Differ-
ent types of temperature sensors are available, such as resistance temperature detectors
(RTDs) known for their high accuracy [1], thermocouples designed for a wider temperature
range [2], thermistors that are cost-effective [3], and semiconductor sensors suitable for
easy integration with microcontrollers (MCUs) [4]. Conventional contact sensors can only
measure the temperature in the immediate vicinity and require time to reach thermal equi-
librium before sensing any changes in their environment. In addition to these conventional
options, non-contact temperature sensors like infrared sensors are utilized to measure the
temperature of objects located at a distance. The global market size for temperature sensors
was valued at $6.3 billion in 2020 and was projected to grow at an annual rate of 4.8% until
2027 [5].

Ultrasonic oscillating temperature sensors (UOTS) offer a compelling alternative
to conventional temperature sensors as they can measure temperature across the entire
ultrasound pathway, responding rapidly to changes in temperature. UOTS are made up
of two ultrasonic transducers, a receiver and transmitter, and an electronic amplifier that
compensates for acoustic and electrical losses in the signal loop, allowing the oscillations
to continue. The medium between the transducers, where the ultrasound propagates,
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acts as the body of the sensor, as the speed of ultrasound is dependent on the medium’s
temperature. The relative merits of the various air temperature sensors are presented in
Table 1.

Table 1. Advantages and disadvantages of various air temperature sensors.

Title 1 Thermistors Thermocouples RTDs Semiconductor UOTSes

Advantages Cost Measurement
range Accuracy Ease of

interfacing

Aggregate
measurement

Instant response

Dis-
advantages

Accuracy Sensitivity Cost Cost Hysteresis of
readings

Thermal inertia and single point measurement Experimental only

Over the years, our research group developed various UOTSes for use in water and
demonstrated that their advantages were achieved at a considerably lower cost compared
to the direct measurement of the ultrasonic time of flight. Recently, we started developing
UOTSes for air temperature measurements [6].

Section 2 of this paper describes the instrumentation and experimental procedures
used in our study. Section 3 presents the data recorded by a conventional temperature
sensor and the UOTS for a rapid heating test of the air inside an enclosure. The measure-
ment results, recorded for 22 h in an open office environment, are presented in Section 4.
Section 5 summarizes and concludes the paper.

2. Instrumentation and Experimental Procedures

We employed the experimental arrangement and equipment described in a previous
article [6] with an important enhancement for the frequency measurement reported in [7].
The distance between the transducers was set at 150 mm. The UOTS output frequency was
measured for 4000 periods using a clock frequency of 10 MHz. The measurement time was
around 0.1 s (4000/40,000 Hz). The number of the counted clock pulses was approximately
1,000,000 (0.1 s × 10,000,000 Hz), resulting in a counting error of up to one pulse out of
1,000,000 or roughly 0.04 Hz frequency measurement error (40 kHz/1,000,000). After each
measurement, there was a 0.1-s delay before the next measurement began.

The temperature readings were taken every second from the BMP280 sensor and
stored on an SD card with a time stamp provided by a real-time clock.

Two experiments were carried out. The first one involved a rapid heating test in which
a hairdryer was used to quickly increase the temperature inside the enclosure to record
readings from both the conventional temperature sensor and the UOTS, as performed
previously [6]. After switching the hairdryer on, some time was taken for the heater and
fan to operate at full power, and then it was directed inside the enclosure.

The second experiment involved taking measurements over extended periods of time
in an open office environment, where the heating was turned on for several hours in the
afternoon. The sensors were placed inside the enclosure to minimize the influence of air
circulation on the UOTS readings. It should be noted that enclosing conventional sensors
also helps reduce the scatter of their readings.

3. Assessing Responsiveness of the Sensors to a (Nearly) Step Change in Air
Temperature

We use a cardboard box to house both sensors and created a step change by using a
hairdryer as it was shown in Figure 6 [5]. Upon initiating the recording of both temperature
and UOTS output frequency, the hairdryer was removed from the enclosure, directed
away from it, and switched on for a period of time to allow its heating element to reach
the desired temperature. Subsequently, the hairdryer was directed inside the enclosure
for a brief duration. To minimize air exchange with the environment, the enclosure flap
was closed. This sequence was repeated five times, as illustrated in Figure 1a. Figure 1b
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provides a closer view of the recorded data, highlighting that the frequency of the UOTS
decreased more rapidly compared to the readings from the conventional temperature
sensor when the hairdryer was turned off.

 
(a) 

(b) 

Figure 1. Experimental records for the rapid heating test (0.1 s measurement time). (a) Five subsequent
heating cycles. (b) A section of the complete recording (second heating instance) viewed at a
closer scale.

The test conducted successfully showcased the significantly quicker response time
of the air UOTS in comparison to conventional temperature sensors, confirming previous
findings as reported in references [6].
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4. Continuous Monitoring of the Temperature inside the Enclosure

An UOTS detects temperature by responding to changes in the speed of sound, which
is approximately 0.6 m/s/◦C [8]. Additionally, this speed is influenced by relative humidity
(around 0.2 m/s per 10%) and the speed of axial wind if present. To evaluate the feasibility
of the UOTS as low-cost temperature sensors, we placed the sensor inside a cardboard
box to minimize air movement and humidity fluctuations compared to the surrounding
environment.

Figure 2a illustrates the temperature and UOTS frequency recorded over a 22-h period
in an open-plan office environment during the night, with the heating being activated
roughly 5.5 h after the start of the recording. These curves demonstrate a remarkable
visual similarity when appropriately scaled. However, the UOTS frequency curve exhibited
spikes resembling those observed earlier when the UOTS was operated in liquids.

(a) 

(b) 

Figure 2. Records obtained from an experiment monitoring the air temperature overnight inside a
container (0.1 s measurement time). (a) Overall recordings. (b) Temperature–frequency relationship
showing hysteresis.
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Figure 2b presents a scatter diagram depicting the temperature-frequency readings,
interpolated to correspond to the same time instances. If the plot resembled a narrow
straight line, it would have been convenient to convert the UOTS readings directly into
the temperature values recorded by the temperature sensor. However, this was unlikely
because the conventional contact sensor had a greater thermal inertia, as demonstrated in
Figure 1, and it did not capture the entire space between the transducers. Consequently,
since the UOTS was not calibrated at this stage, we utilized the readings from the con-
ventional temperature sensor as the best estimate available for the temperature between
the transducers.

The scatter plot reveals some hysteresis in the frequency of the UOTS, as evidenced by
the different frequency values at the same temperature. The slope of the graph indicates
the sensitivity of the UOTS frequency to temperature, which we roughly estimated to be
45 Hz/◦C within the temperature range of 21.8 ◦C to 22.8 ◦C. As the variation in UOTS
frequencies at the same temperature did not exceed 20 Hz, we can conclude that the
uncertainty of the UOTS output frequency in representing the readings of the conventional
temperature sensor was within ±10 Hz/45 Hz/◦C, approximately ±0.22 ◦C. For the current
unoptimized prototype, this level of uncertainty was deemed acceptable.

This sensitivity value allows us to assess temperature increases when hot air from a
hairdryer is introduced into the enclosure (Figure 1b). Since the frequency increased by up
to 900 Hz, we can estimate that the air temperature rose by approximately 900 Hz/45 Hz/◦C,
which amounts to around 20 ◦C. This increase was considerably higher than the reported
increment by the conventional temperature sensor, which was approximately 11 ◦C from
the 22 ◦C baseline.

5. Summary and Conclusions

This paper presents experimental temperature data collected using both a conven-
tional temperature sensor and a UOTS for measuring air temperature within an enclosure,
employing most of the setups previously detailed [6]. The primary distinction in this study
was related to the UOTS’s output frequency measurement method [7], which allowed for
measurements to be taken every 0.1 s using an economical general-purpose microcontroller
synchronized by a standard crystal oscillator. This represented a significant cost reduction
compared to specialized microcontrollers that required oven-controlled crystal oscillators,
as used in prior studies.

These sensors were positioned within a cardboard enclosure and subjected to two
scenarios: rapid heating of the enclosed air and continuous temperature monitoring over a
full day. The initial experiment affirmed the UOTS’s superior responsiveness, consistent
with previous findings [6]. However, the second experiment demonstrated the UOTS’s
suitability for long-term temperature monitoring, enabling the creation of a frequency-
temperature diagram, which yielded an estimated UOTS sensitivity of 45 Hz per degree
Celsius. Using this value, we calculated a temperature increase of 20 ◦C during the first
experiment, whereas the conventional temperature sensor reported an increase of only
11 ◦C from the initial 22 ◦C baseline.

These developments and experimental outcomes open the possibility of constructing
cost-effective ultrasonic temperature sensors capable of providing reliable and prolonged
temperature readings that closely correspond to those of conventional sensors. The ad-
vantages of UOTS devices include enhanced responsiveness and the ability to measure
temperature throughout the entire path between the transducers. The subsequent phase
of UOTS development involves evaluating their performance in open spaces at various
distances between the transducers.
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Abstract: Rhodamine 6G is widely used in biochemistry and cell imaging as a sensitive layer of
chemical sensors. At the same time, the features of the interaction of Rh6G with low-molecular-
weight analytes present in most biochemical preparations have not been studied. In this study,
the interaction of Rh6G thin films with water vapor, acetic acid, ethyl alcohol, ammonia, benzene,
pyridine, nitrobenzene, acetone, and acetonitrile in the gas phase was studied. The kinetic features and
adsorption capacity of the sensitive layer were compared with those of other sensitive layer materials
(macrocyclic dibenzotetraazaanulenes, phthalocyanines, and their metal complexes). The response
values of the Rh6G-based sensor significantly exceed the responses of other sensors, regardless of
the type of analyte. This means that this material is promising for multivariate sensor arrays, where
the issue of cross-selectivity is a prerequisite. However, when developing selective sensors or when
using Rhodamine 6G for analytical analysis in biochemistry, the ability of Rh6G to interact with a
wide range of low-molecular-weight analytes must be taken into account.

Keywords: QCM sensor; Rhodamine 6G; adsorption; absorbance; low-molecular-weight analytes

1. Introduction

Chemosensors based on rhodamine and its derivatives are potentially attractive tools
for analytical chemistry, biology, medicine, and environmental protection. Such sensor
systems play an important role as they are simple, fast, effective, and low-cost monitoring
and diagnostic tools. High biocompatibility and fluorescence in the near-infrared range of
rhodamine derivatives make them an excellent choice for the creation of biosensors.

Rhodamine 6G is a highly effective luminescent xanthene dye of the rhodamine
family. The building blocks common to all rhodamines are a dibenzopyrene chromophore
(xanthene) and a derivative of the benzoic acid molecule (carboxyphenyl group) (Figure 1).
Rhodamines are singly charged positive ions with a size of c.a. 0.7 × 1.4 nm; the positive
charge is mainly located on two amino groups (due to the tautomerism of two energetically
equivalent states with the rearrangement of the aromatic ring and a -C=N+- double bond).
An interesting feature of its molecular structure is the perpendicularity of the plane of the
xanthene chromophore and that of the aromatic carboxyphenyl group.

In recent years, there has been a consistent development of classical rhodamine-
based sensor systems; at the same time, researchers are showing an increasing interest
in new devices that use non-standard analytical approaches [1]. In particular, the use of
rhodamine-based luminescent chemosensors that emit in the near-infrared range (NIR)
is considered for the detection of metal ions such as Al(III), Cu(II), Hg(II), Co(II), Fe(III),
Au(III), and Cr(III) [2].

Eng. Proc. 2023, 58, 115. https://doi.org/10.3390/ecsa-10-16200 https://www.mdpi.com/journal/engproc345
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Figure 1. Chemical structure (left) and the 3D conformation (right) of Rhodamine 6G molecule. The
spatial structure is presented according to PubChem modeling data (https://pubchem.ncbi.nlm.nih.
gov/compound/Rhodamine-6G#section=Names-and-Identifiers (accessed on 17 January 2024)).

Sensors based on Rhodamine 6G can be used for water vapor detection, as hydrogel
sensors capable of detecting Hg2+ in flowing or stagnant water [3], to detect the physiologi-
cally important ions of transition metals, such as Cu(II) and Fe(III) [4]. The idea of detecting
heavy and transition metal ions using different characteristics of the same Rh6G sensors in
living organisms is particularly attractive [5,6].

Rhodamine 6G is also widely used for labeling oligonucleotides in biochemistry as well
as cell imaging. Despite the widespread use of this compound for various analytical purposes,
the features of the interaction of Rh6G with low-molecular-weight analytes present in most
biochemical preparations have not been studied. This is important not only for understanding
the possibility of the influence of non-target components on the analytical signal during analysis,
but also it is of great practical importance since it allows the development of (bio)chemical
sensors for specific applications. In this study, we studied the features of the interaction of Rh6G
thin films with a number of low-molecular-weight analytes in the gas phase (to exclude cross-
interaction, etc.), namely, water vapor, acetic acid, ethyl alcohol, ammonia, benzene, pyridine,
nitrobenzene, acetone, and acetonitrile. The kinetic features and the adsorption capacity of the
sensitive layer were compared with those for other classical sensitive layer materials (macrocyclic
dibenzotetraazaanulenes, phthalocyanines, and their metal complexes).

2. Materials and Methods

H2TAA, its derivative (EGTAA), and their metal complexes with copper were kindly
provided by Prof. Lampeka Ya.D. Phthalocyanine, its metal complexes with copper and
lead, and Rhodamine 6G were obtained from Sigma-Aldrich Inc. and were used without
additional purification (Figure 2). Planar molecules of H2TAA and its metal complexes
with copper form dimers in the crystalline state; H2EGTAA molecules and their metal
complexes lose their planar conformation due to the steric effects of peripheral substituents.
Phthalocyanines do not form dimers, both in the case of planar (H2Pc CuPc) and structures
distorted by the large size of the cation (PbPc). Thus, these compounds demonstrate quite
diverse binding centers on the surface of their films for molecules from the gas phase.

Figure 2. Illustration of the measurement procedure using an “electronic nose”-type system based on
quartz microbalance transducers with the sensitive layers of organic molecular crystals.
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Thin oriented films of all compounds used as sensitive layers in this study were
obtained using thermal sputtering in vacuum (VUP-5M, pressure of 5 × 10−4 Pa, growth
rate of c.a. 0.1 nm/min) at a temperature of 297 ± 2 ◦K. Furthermore, 100 nm thick films
were deposited on one side of metal electrodes of quartz piezoelectric resonators (quartz
crystal microbalance, QCM) of RK169 type with a resonant frequency of 10 MHz.

To prepare the samples, we used double-distilled water and chemically pure acetic
acid, ethyl alcohol, ammonia, benzene, pyridine, nitrobenzene, and acetone acids obtained
from the Khimlaborreaktiv (UA) and Makrokhim (UA) companies. Liquids (5 mL) were
collected immediately before measurements. To form a sample (headspace), the gas phase
formed above the surface of a liquid due to bubbling was mixed with a flow (60 mL/min)
of carrier gas (argon) at a constant temperature (297 ± 2 ◦K) (Figure 2).

The measurement procedure included (i) the stabilization of the baseline in an argon flow
(frequency deviation: +/−2 Hz), (ii) an exposure to a gas sample of analyte vapor in carrier gas
(10–25 min) under the constant flow rate, and (iii) subsequent purging with a carrier gas. To
minimize the influence of previous experiments, a break of at least 4–5 h was taken between
individual experiments, during which the sensor array was in an atmosphere of dried argon.

The equipment and software developed in the V. Lashkaryov Institute of Semicon-
ductor Physics NAS of Ukraine were used for QCM oscillation excitation and for the
measurements of their frequency shifts, which is proportional to the change in mass due to
the adsorption of analyte’s molecules (Figure 2) [7].

3. Results and Discussion

3.1. Features of the Optical Characteristics of Thin Films of Rhodamine 6G

Despite the widespread use of Rh6G as a material for many optical devices (the active
medium of tunable lasers, waveguide substrates, etc.), many features of its absorption spectrum
remain unclear (Figure 3). Indeed, the lowest energy absorption band consists of a large peak
(c.a. 545 nm, the bathachromic shift relative to the 520 nm position in solution is due to an
interaction between molecules in a solid [8]) with the smaller peak at 514 nm (c.a. 498 nm
in solution) and shoulder around 475 nm. According to the results of quantum chemical
calculations, the absorption in this region is due to π-π transition (HOMO-LUMO), whose
electron density is localized predominantly in the xanthene ring of Rh6G [9]. A characteristic
feature of this transition is a vibronic structure as a shoulder at smaller wavelengths [10]
due to electron–vibrational interaction (for example, in planar dibenzotetraazaannulene and
its complexes). The results of spectral analysis in the gas phase [11], where the formation
of intermolecular aggregates is unlikely, confirm the presence of a shoulder on the short-
wavelength side of the main transition. This allows us to conclude that for Rh6G, there is a
process of interaction between the lower electronic transition and the intramolecular vibration.
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Figure 3. The absorption spectrum of the 100 nm thick Rhodamine 6G film on a glass substrate
obtained with thermal sputtering in vacuum.
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At the same time, the numerous results of experimental studies show that upon tran-
sition from the gas phase to a solvent environment, Rh6G molecules form stable dimeric
structures (H-dimers, which form in the ground state), and the equilibrium of these struc-
tures with single molecules depends on their concentration in the solution and on the type
of solvent [12]. The absorption band of the dimer practically coincides with the position of
the first vibronic band of the monomer, which makes their separation difficult. Theoretical
calculations confirm the possibility of self-assembly of this kind of Rh6G aggregates [13]:
calculation results predict the substantial redshifts or blueshifts of the optical absorption
spectra of Rh6G dye molecules after aggregation in J or H dimers, respectively. Experimen-
tal results confirm theoretical expectations. For example, in thin films, dimers are credited
with making the main contribution to high-luminescence quantum yields [14]. Despite
some ambiguity in the interpretation of the role of Rh6G dimers in different aggregative
states, there is an undoubtable need to take into account the characteristic features of
excimer aggregates (the dimers of the same compound formed in the ground state) when
considering the effects with their participation.

The absorption spectrum of the Rhodamine 6G film, presented in Figure 3, demon-
strates not only the typical bathochromic shift of the spectrum of organic molecular crystals
upon transition to a solid but also shows changes in the shape of the spectrum compared
to the spectrum in solution [15]. Taking into account the short discussion above, it can be
assumed that the increase in the band intensity in the 514 nm region is associated with the
formation of Rh6G dimeric structures in the solid.

Summarizing all abovementioned facts, it is reasonable to highlight that Rh6G thin
films may contain several types of reactive centers, and the properties of which differ
due to one of the following local structural organizations: (1) several nucleophilic centers
of different nature in the region of different types of side groups with the possibility of
rotation and the ability to specifically interact with other molecules (including through
the formation of hydrogen bonds); (2) the conjugated parts of molecule suitable for the
formation of various configurations with aromatic fragments of other molecules and stack-
ing interactions; (3) centers whose energy is modulated by the vibrational modes of the
molecule; (4) dimeric structures with different energy levels due to the local effects of
neighboring, closely located molecules; and (5) supramolecular structures caused by the
structural feature of Rhodamine 6G due to the specific configuration of the molecule,
namely, the perpendicular arrangement of the plane of the central fragment and a separate
aromatic ring.

As noted above, in this study, we are interested in analyzing the diversity of binding
centers for gaseous molecules in the thin films of Rhodamine 6G. The most promising way
of doing so is direct adsorption measurements using the analytes of various natures, which
allow the formation of various configurations of the organic adsorbate, and, accordingly,
obtaining information about the cross-reactive (low-selective) centers that are present in
this system.

3.2. The Ratio between the Magnitude of the Responses of QCM Sensors Based on Rhodamine 6G
Sensitive Layers and Macrocyclic Heterocycles

The analysis of the obtained results unambiguously indicates that, among the used
sensitive materials mentioned above, Rh6G has the maximum value of response with
respect to all studied analytes in the gas phase (Figure 4). Despite the fact that the kinetics
of the interaction of Rh6G with analytes significantly depends on the nature of the analyte,
the interaction is controlled by the process of physical (ad)sorption and is a completely
reversible process.

It should be especially emphasized that the response values for the Rh6G-based sensor
significantly exceed the responses of other sensors, regardless of the type of analyte. This
means that this material is promising for multivariate sensor arrays, where the issue of
cross-selectivity is a prerequisite. However, this is an unacceptable property for selective
and, especially, specific sensors, since the surface of the coating based on Rhodamine 6G
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has a sufficiently high adsorption capacity for compounds of various natures. Notably,
this is applicable to the equilibrium filling of the surface in the presence of an analyte, i.e.,
reversible processes caused by interactions based on surface binding reactions typically of
the physical adsorption type.
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Figure 4. Typical adsorption curves for various analytes (acetic acid, ethyl alcohol, pyridine, nitrobenzene,
and acetone) for a sensor array with sensitive coatings based on heterocyclic macrocycles (annulenes and
phthalocyanines, including their complexes with copper and lead) and Rhodamine 6G.

3.3. Features of the Response of a Sensor with a Sensitive Coating Based on Rhodamine 6G in
Relation to Analytes of Various Nature

The response of sensors coated by Rhodamine 6G shows that the adsorption of all
analytes is characterized by monotonic dependences when reaching a saturation level. The
magnitude of the frequency shift is determined by the nature of the analyte (Figure 5). As
can be seen from the figure, this coating has the greatest adsorption capacity for acetic
acid and ethyl alcohol and the smallest adsorption capacity for acetonitrile, acetone, and
nitrobenzene. The rather small response to water (about 200 Hz), in which Rh6G is highly
soluble, is apparently due to the short exposure time. Indeed, as can be seen from Figure 4,
the adsorption process did not reach a steady state, suggesting a higher adsorption capacity.
Moreover, as already observed, in such cases, there are changes in the morphology of the
coating and, as a consequence, changes in the selectivity profile of the sensor element. Thus,
such sensors are unsuitable for practical use.

Acetonitrile, acetone, and nitrobenzene are similar in their limited ability to form
hydrogen bonds, and the interactions in which they participate are usually related to the
polar nature of their molecules (large dipole moments, tendency towards nucleophilic
reactions, etc.). The small response values for these analytes possibly indicate that, on the
surface of Rhodamine 6G, there is a relatively large number of centers capable of forming
hydrogen bonds. The response to ethyl alcohol confirms this statement. Moreover, the
presence of methyl and hydroxyl fragments in the structure of the ethyl alcohol molecule
can facilitate its binding, since similar bi-functional fragments are present in the Rhodamine
6G molecule, its dimers, or more complex aggregates. The same principle of multifunctional
coincidence according to the somewhat simplified “guest-host” principle can explain the
rather strong difference in the adsorption capacity in relation to the analytes listed above.
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Figure 5. The maximum response amplitudes of a QCM sensor with a sensitive Rh6G-based coating
on the vapors of different analytes (inset): the kinetic dependences of the frequency change on time
during the adsorption of acetic acid, pyridine, and acetone molecules from their vapors in carrier gas
(argon) under a constant flow rate.

As can be seen from the presented data, the greatest response is observed for acetic
acid vapor. First of all, it should be noted that the response in this case is non-monotonic,
i.e., after reaching the minimum frequency value, the response begins to increase. This
behavior, in particular, may be associated with an anti-Sauerbrey response, i.e., changes in
the mechanical properties of the coating are caused due to swelling, morphological changes,
etc. [16]. A similar effect, although to a lesser extent, is observed for alcohol, in which these
films can also dissolve.

The highest magnitude of adsorption on the surface of acetic acid molecules may be
associated with cooperative solvation effects capable of forming multicomponent surface
coatings. However, it is known that, in the gas phase, acetic acid is in the form of a
dimer, which, when adsorbed on a surface, breaks down into two acid molecules, forming
hydrogen bonds with the surface and with other acid molecules on a surface. In the case
of dilute acetic acid, its percentage on the surface decreases due to the presence of water
molecules; however, at the same time, conditions are created for the formation of surface
networks of a multimolecular coating. According to the classification of solvents, acetic acid
belongs to solvents that have acidic properties and are prone to the formation of loosely
bound large surface associates.

4. Conclusions

The wide variety of low-energy binding sites for gaseous analytes on the surface
of Rhodamine 6G films are due to a number of interrelated reasons at different levels of
organization of the sensitive materials:

1. The presence of nucleophilic centers of different natures on side groups with the
possibility of forming hydrogen bonds;

2. The ability of forming hydrophobic interactions, including those due to aromatic
stacking;

3. Binding centers and their energy is modulated by the vibrational modes of the molecule;
4. The presence of dimeric structures with different energy levels due to the local effects

of neighboring, closely located molecules;
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5. Supramolecular structures that stimulate the cooperative surface binding.

All this leads to an increase in the diversity of analytes capable of binding to the
surface of Rhodamine 6G. It is the low selectivity coupled with the differences in responses
to various analytes that make this material promising for cross-reactive sensor systems,
provided that the selectivity profile is maintained with its long-term use. At the same
time, these effects of physically (ad)sorbed compounds must be taken into account when
developing selective sensors.

Finally, it is reasonable to emphasize the promise of Rh6G for the development of
composite materials, since the combination of Rh6G with various inorganic nanostructured
materials (ZnO, metal nanoparticles, etc.) makes it possible to purposefully change the
selectivity profile of a sensitive layer. This allows the creation of efficient sensor arrays
optimized for specific applications, including environmental monitoring or as a potential
bio-sniffer for acute toxicity assays or highly sensitive sensors of the low-molecular-weight
biological regulators of vital activity.
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Abstract: The ranking and evaluation of a surgeon’s surgical skills is an important factor in order to
be able to appropriately assign patient cases according to the necessary level of surgeon competence
in addition to helping us in the process of pinpointing the specific clinicians within the surgical
cohort who require further developmental training. One of the more frequent means of surgical skills
evaluation is through a qualitative assessment of a surgeon’s portfolio alongside other supporting
pieces of information, a process which is rather subjective. The contribution presented as part of this
paper involves the use of a set of Delsys Trigno EMG wearable sensors, which track and record the
muscular activation patterns of a surgeon during a surgical procedure, alongside computationally
driven artificial intelligence (AI) methods towards the differentiation and ranking of the surgical
skills of a clinician in a quantitative fashion. The participants in the research involved novice-level
surgeons, intermediate-level surgeons and expert-level surgeons in various simulated surgical cases.
A comparison of different signal processing approaches has shown that the proposed approach can
prove beneficial in monitoring and differentiating the skillsets of various surgeons for various kinds
of surgical cases. The presented method could also be used to track the evolution of the surgical
competencies of various trainee surgeons at various stages during their training.

Keywords: wearable sensors; surgery; surgical education; artificial intelligence; EMG; machine learning;
signal processing

1. Introduction

The ability to robustly assess and estimate a surgeon’s skillset is a core component
of surgical training and education and aids towards the identification of the competence
level of a particular surgeon [1,2]. The literature suggests that current means used for the
assessment of these surgical competence levels mostly involve the review of tapes, which
are ultimately interpreted and assessed by a peer reviewer, thereby opening the process
up to factors such as bias and subjectivity in addition to being costly [3]. This has given
rise to the application of alternate means of skill assessments primarily based around the
use of kinematic and virtual reality measures alongside artificial intelligence methods for
the classification of surgical competence levels, with the aid of objective and quantitative
prediction machines [4–9].
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Recent work has also seen the use of wearable sensors—attached to the surgeon’s
upper limb—as part of the skill identification process in an attempt to identify movement
and contraction patterns using electromyography (EMG) and accelerometers (ACCs). This
was notably conducted in the work of Soangra et al. [3] who, as part of their studies, ap-
plied both sets of wearable sensors in various anatomical locations to a group comprising
novice, intermediate and expert participants in order to distinguish skill and competence
levels across a number of simulated surgical tasks. From this, they were also able to
identify a number of anatomical “hotspots” whose movements encoded key information
regarding the levels of competence during surgical tasks [3,10]. As part of the postpro-
cessing of the acquired signals from the wearable sensors, it can be seen that a concise
list of features was extracted from the signals, which happened to be mostly nonlinear
features [3,10,11]. Although effective in the characterization of signals, these could be
expanded upon and concatenated with other linear features in order to boost the overall
modelling accuracy [3,10,11]. In addition to this, the related literature is yet to explore the
use of multiresolution and signal decomposition algorithms such as deep wavelet scattering
(DWS), linear series decomposition learner (LSDL) and empirical mode decomposition
(EMD), to name a few [12–14].

The contributions presented in this work present a first-stage investigation on the use
of varied signal processing approaches towards the classification of surgical expertise based
on the signals obtained from the EMG sensors in particular. In this paper, expanded signal
processing approaches are used to differentiate between surgical skillset and expertise for
a specific task based solely on the acquired signals from areas deemed to be anatomical
hotspots (as determined by a previous study [3]), which span the deltoid, biceps and
extensor carpi ulnaris (ECU). From this, it is immediately hypothesized that the assembled
model can form a basis for the evaluation of surgical skills with a much more robust
approach, which can be used to rank surgeons based on appropriate levels of expertise for
different kinds of surgeries ranging from basic all the way towards minimally invasive and
robotic surgeries.

2. Materials and Methods

2.1. Dataset

The original dataset was acquired from a broad list of subjects of varied surgical
expertise at the Department of Urology at the University of California, Irvine, from which
all subjects provided written consent to take part in the study [3]. The subjects comprised
three expertise classes as follows: novice surgeons who were individuals without surgical
experience; intermediate surgeons who were primarily urology residents; and expert
surgeons who were urology doctors with over five years’ worth of experience [3]. For the
work carried out in this paper, one participant was taken from each class as part of the
pilot exercise. Various surgical tasks were performed and conducted, while the pegboard
transfer task was the surgical task used as part of the accompanying signal processing
work carried out in this paper. The EMG electrode used was the DELSYS Trigno Wireless,
Boston, MA, USA (for which data were sampled at 2 KHz), which was attached on a
number of anatomical locations determined by the surgical ergonomics identified from
prior studies [3]. Specifically, the deltoid was also chosen as a site of interest due to it being
an area where laparoscopic surgeons report musculoskeletal pain [3]. Figure 1 is an image
of one of the subjects performing the pegboard transfer task.
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Figure 1. A subject performing the pegboard transfer task [3].

2.2. DWS

DWS is an unsupervised feature extraction approach that is capable of extracting
features which are robust, continuous and a factor of a fused ensemble between the wavelet
decomposition and the convolutional neural network (CNN) [15]. For the DWS, both the
wavelets and filters are set at fixed values to prevent any form of iterative computations of
these values, and it is able to work well with a small set of samples [15]. As mentioned, the
mathematical formalism of the method can be seen in the published work of Andén and
Mallat [15]. As part of the computational implementation, the DWS works with a CNN,
which works in an iterative sense whilst performing convolutions through the wavelets
and nonlinear modules with an average scaling function [15].

The implementation of the CNN in this work involved the use of the Gabor wavelet
as the mother wavelet with a scale invariance of 1 s, with the filter banks of eight wavelets
per octave in the first filter bank being followed by one wavelet per octave in the second
set of filter banks.

2.3. Feature Extraction and Machine Learning Models

Prior to feature extraction, the EMG signals were windowed using a series of windows
of 10,000 samples each, of which 10 windowed segments among these were used. The
following features were extracted from the EMG signals which comprised a concatenation
of both linear and nonlinear features: mean, waveform length, slope sign change, root
mean squared, cepstrum, maximum fractal length, median frequency, simple square inte-
gral, variance, 4th order autoregressive coefficient, Higuchi fractal dimension, detrended
fluctuation analysis, peak frequency, and sum of peaks [10,11].

The following machine learning models were used as part of this paper: decision
tree (DT), linear discriminant analysis (LDA), linear support vector machine (LSVM),
quadratic support vector machine (QSVM), cubic support vector machine (CSVM), fine
Gaussian support vector machine (FGSVM) and K-nearest neighbors (KNN). The K-fold
cross-validation approach was utilized for the validation of all models, where K was chosen
as 10.
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3. Results

Table 1 shows the results for the various scenarios investigated using the raw signal
as well the DWS, with various models using different configurations. For the case of the
raw signal, it can be seen that the results benefitted from a more complex model with
a nonlinear architecture. It can be seen that the models with linear decision boundaries
produced a dampened classification accuracy, which was seen to be improved upon by
being trained with models with nonlinear decision boundaries. The DWS produced an
improved classification accuracy across the majority of the models when compared with
the raw signal results. The classification accuracy is seen to be improved through the use of
the decomposition algorithm which provides unsupervised features and therein shows that
the concept of decomposing the signal is beneficial in this case study. The machine learning
models with nonlinear decision boundaries were also seen to be the best performing in
this case.

Table 1. Classification accuracies of the various models for the raw signal and DWS.

Model Raw Signal/Handcrafted Features (%) DWS (%)

DT 87 92

LDA 83 86

LSVM 76 90

QSVM 90 97

CSVM 93 99

FGSVM 95 92

KNN 95 99

This shows that the proposed model and methods in this paper could serve towards
enhancing the recognition accuracy of the use of wearable sensors for the classification and
assessment of surgical skills expertise.

4. Conclusions and Future Work

The use of wearable sensors has gained momentum for the characterization of muscu-
lar activation patterns as a means towards differentiating between the skillsets of various
surgeons for competency purposes. In this paper, we have attempted to use an expanded
feature extraction method, alongside the DWS, towards further analysis of the EMG signal
from a group of subjects, in order to investigate the extent to which these methods aid
towards differentiating various surgical skillsets. This exercise was conducted for the
pegboard transfer task and for three subjects, i.e., one from each skill class. The results
show that the DWS is capable of differentiating between the various classes to a greater
degree than the raw signal.

Subsequent work in this area would involve the use of a broader sample set comprising
more subject participants and a variety of surgical tasks, including tasks involving the
use surgical robots, along with data from accelerometers to serve as a basis of comparison
with the EMG. In addition, preprocessing of the data through the use of the LSDL signal
decomposition algorithm, which has been seen to help boost the predictive performance of
machine learning algorithms, would also be performed [16,17].

To conclude, these interim results suggest that the use of wearable sensors does indeed carry
appeal for non-subjective interpretations of the skillsets and competencies of clinical surgeons.
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Abstract: Additive manufacturing, commonly known as 3D printing, has significantly advanced
component production across multiple industry sectors. Despite its numerous benefits, including
reduced lead times and the ability to produce complex geometries, a few obstacles still prevent
widespread adoption. Current research efforts have predominantly focused on in situ monitoring
and investigating the mechanical properties of 3D-printed materials, with limited attention given to
the sources of skewness in the fabricated products. To address this gap, our study aims to explore
the factors contributing to skewness in 3D-printed objects. Specifically, we examine the influence of
the belt and carriage wheel conditions within the 3D printer on the shape of the fabricated products,
resulting from potential distortions in the orientation of the print head carriage during the printing
process. A comprehensive analysis was employed, utilizing One-Way ANOVA, Tukey’s test, the
Fisher Least Significant Difference Method, and the Friedman Rank Test, to establish statistically
significant evidence supporting the notion that the mechanical components, namely the belt and
wheel, have a substantial impact on the orientation of the print head, consequently leading to
skewness in the final 3D-printed products.

Keywords: print head carriage; gyroscope; skewness; additive manufacturing

1. Introduction

Additive manufacturing (AM), also known as 3D printing, is an innovative and
transformative technology that has the potential to disrupt traditional design and manufac-
turing practices developed over the past two centuries [1,2]. AM has been implemented
in the fields of optics [3], construction [4], medicine [5,6], food processing [7], dental [8,9],
biotechnology [10], mechanical systems [11–14], aerospace [15], automobile [16–18],
electrical [19,20], electronic [21–23], and fashion [24,25]. Although 3D printing offers
various advantages, such as decreased lead times and the ability to produce intricate
geometries, several barriers remain to hinder its widespread adoption. Extensive re-
search efforts have been undertaken to characterize the mechanical properties [26–31] and
thermal properties [32–36] and establish reliable quantification methods for 3D-printed
components [37–41].

Researchers have conducted extensive investigations into using various sensors, in-
cluding accelerometers [42–44], cameras [45,46], acoustic emission sensors [47,48], and
thermocouples [49–52], for in situ monitoring. Through these studies, it has been consis-
tently observed that employing in situ monitoring techniques enables the prediction of the
health condition of 3D printers and facilitates the detection of defects in the quality of the
printed products. Sensing systems are crucial for the effectiveness of in situ monitoring
systems; however, their capability to accurately attribute a signal to a specific fault source
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is constrained by their signals’ limited “uniqueness” [53]. Researchers have investigated
the mechanical properties of 3D-printed components, specifically examining factors such
as tensile strength [54], nozzle temperature [55], infill orientation [56], printing speed, and
feed rate [57]. The findings of this study revealed that the upright infill orientation demon-
strated the lowest mechanical properties, whereas the on-edge and flat infill orientations
exhibited the highest levels of mechanical strength [12].

The literature reviewed above encompasses recent endeavors to investigate in situ
monitoring techniques and the mechanical properties of structures produced through
Fused Filament Fabrication (FFF) 3D printing technologies. While substantial efforts have
been devoted to evaluating material properties, a noticeable gap exists in understanding
the influence of print head orientation during fabrication. Furthermore, research regarding
the effects of different belt and wheel parameters on the performance of 3D printers has
been scarce up to this point.

This study undertakes an experimental endeavor to assess the print head orientation
and carriage condition of a 3D printer. Additionally, it investigates the impact of belt and
wheel parameters. The findings of this research offer valuable insights into understanding
the influence of these factors on the overall performance of the 3D printing process.

This article is structured as follows: Section 2 presents an overview of the experimental
setup utilized in this study. Section 3 provides a detailed explanation of the experimental
design techniques employed. The findings and discussions derived from the experiments
are presented in Section 4. Finally, Section 5 concludes the article with a summary of the
key outcomes and provides concluding remarks based on the current work.

2. Experimental Setup

Figure 1 illustrates the experimental setup employed for the statistical analysis. A
Bowden-tube-style Fused Filament Fabrication (3D printing) machine manufactured by
Creality (the Ender 3) was utilized to observe the movement of the print head carriage.
A 3-axis MPU6050 Accelerometer/Gyroscope sensor was mounted on the carriage of the
printer to capture the angular velocity and acceleration data as the print head traversed
the y-axis of the machine. The sensor was connected to an Arduino Uno microcontroller
for data acquisition. To ensure data integrity, an SD shield and a laptop were employed to
record and save the collected data. The recorded data comprised different angular velocities
corresponding to belt and carriage wheel conditions. A statistical analysis was conducted
to evaluate the significance of these recorded angular velocities.

Figure 1. Experimental setup used for checking for the factors contributing to skewness in
3D-printed samples.
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3. Experimental Design

The experimental setup depicted in Figure 1 was utilized with minor modifications
applied to the belt and carriage wheel configurations, as shown in Figure 2. These variations
allowed for examining the print head carriage under different conditions, aiding in a
comprehensive assessment of its performance. These conditions are stated as follows:

a. Leveled Belt–Tight Wheel: This is the state desired for the 3D printer to maintain as it
fabricates products. This condition ensures stable orientation of the printer carriage
head as it moves from one point to the other in the x, y, and z directions. In addition,
the eccentric nut holding the wheel, which drives the carriage, is well-tightened
while the belt is leveled;

b. Unleveled Belt–Tight Wheel: this condition is achieved by creating bumps along the
belt path to observe what happens when the carriage is slightly misoriented;

c. Leveled Belt–Loose Wheel: this condition makes the carriage head tilt and generates
an inconsistent orientation as it moves along the reel because of loosed wheels,
although the belt is leveled;

d. Unleveled Belt–Loose Wheel: this is an extreme case where the belt and wheels
are unstable.

Figure 2. (a). The print head carriage with the integration of an MPU6050 sensor and blue tapes
placed to interrupt the belt path. (b). The eccentric nut in the carriage wheel, which was intentionally
varied during the course of the experiment.
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This study analyzed the conditions based solely on the recorded angular velocity
data obtained from the MPU6050 sensor. The focus was primarily on the changes in
the orientation of the print head carriage. By utilizing the angular velocity data, much
insight would be gained through the rotational motion of the carriage during different
experimental conditions. This approach allowed the examination of how variations in
orientation affected the performance and behavior of the print head carriage. The analysis of
the recorded angular velocity data served as a valuable tool in understanding the dynamics
and characteristics of the print head carriage in relation to its orientation changes.

The data collection process commenced Immediately after the default calibration
routine, which involved a 15 nd pause on the print head carriage to calibrate its orientation.
Subsequently, the carriage was driven back and forth along the x-axis of the reel, covering
a distance of 100 mm. The speed of this movement was set at 1000 mm/min for a duration
of one minute and thirty seconds. Throughout this motion, a total of 1500 data points were
recorded and saved in the laptop’s storage for subsequent analysis. The recorded data
points captured the relevant variables (x, y, and z angular velocity) necessary for evaluating
the performance and behavior of the print head carriage during the specified movement
scenario. These data points will be subjected to thorough analysis and examination to
extract meaningful insights and draw valid conclusions regarding the carriage’s orientation
and motion characteristics. The equations employed for checking statistical evidence and
determining significance will be elaborated in Appendix A.

4. Result and Discussion

The analysis in this study involved reducing the initial dataset of 1500 data points into
30 data points. This reduction was achieved by segmenting the collected data into sections
of 50 data points each. This reduction aimed to streamline the dataset for further analysis
and interpretation. Firstly, the correlation matrix in Figure 3 presented a comprehensive
overview of the correlations between the root mean square (RMS) values of the different
explore conditions, allowing for determining the degree of correlation. By examining the
correlation coefficients, we can evaluate whether the variables exhibit perfect, strong, or
weak correlations with each other.

Figure 3. The correlation matrix for the Leveled Belt-Tight Wheel condition, the Unleveled Belt-
Tight Wheel condition, the Leveled Belt-Loose Wheel condition, and the Unleveled Belt-Loose
Wheel condition.

The correlation matrix analysis revealed that either uncorrelated or weak correlations
were observed among the data collected for each condition. This finding suggests that
variations in the condition of the belt and wheel of the 3D printer directly corresponded to
changes in the orientation of the print head carriage. The lack of strong correlations or the
presence of weak correlations between the collected data indicates that alterations in the belt

361



Eng. Proc. 2023, 58, 117

and wheel conditions had a noticeable influence on the orientation of the print head carriage.
As the condition of the belt and wheel changed, the orientation of the carriage exhibited
corresponding adjustments. These results highlight the direct relationship between the belt
and wheel conditions and the orientation of the print head carriage.

Figure 4 presents the normality test graphs generated using Minitab 21 software. These
graphs are based on the reduced data points corresponding to the four different conditions
examined in the study. The normality test determines the distributional characteristics
of the data, thereby facilitating the selection of appropriate parametric or non-parametric
statistical tests for further analysis. Table 1 provides descriptive statistics for each of the
conditions investigated. The combination of the normality test graphs from Figure 3 and
the descriptive statistics presented in Table 1 assists in elucidating the nature of the collected
data and determining the appropriate statistical methods for subsequent analyses.

Figure 4. The descriptive statistics summary report and normality plot for (a) the Leveled Belt-Tight
Wheel condition; (b) the Unleveled Belt-Tight Wheel condition; (c) the Leveled Belt-Loose Wheel
condition; and (d) the Unleveled Belt-Loose Wheel condition.

Table 1. The descriptive statistics with the p-value of the condition.

Conditions Mean Std. Dev. Variance p-Value

Leveled Belt–Tight Wheel 4.572 0.027 0.00075 0.244
Unleveled Belt–Tight Wheel 5.668 1.325 1.755 <0.005
Leveled Belt–Loose Wheel 5.015 0.669 0.448 <0.005

Unleveled Belt–Loose Wheel 13.947 4.289 18.391 0.808

The normality plots generated from the analysis indicate that the data for the con-
ditions “Leveled Belt–Tight Wheel” and “Unleveled Belt–Loose Wheel” exhibit a normal
distribution. The p-values associated with these conditions are 0.244 and 0.808, respec-
tively. Conversely, the distribution of data for the other two conditions remains unknown.
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Based on these findings, the subsequent analysis can be conducted using parametric and
non-parametric tests while considering a type 1 error, α, of 0.05. Since the data for the
“Leveled Belt–Tight Wheel” and “Unleveled Belt–Loose Wheel” conditions follow a normal
distribution, parametric tests such as One-Way Analysis of Variance (ANOVA), Tukey
Pairwise Comparison, and Fisher Least Significant Difference (LSD) methods were applied.

Table 2 illustrates the hypothesis and the significance level used for the parametric
analysis. The One-way ANOVA result presented in Table 3 demonstrates the influence of
the belt and wheel conditions on the orientation of the print head, consequently affecting
the shape of fabricated products. The obtained p-value of zero suggests rejecting the null
hypothesis, indicating significant evidence supporting the assertion that a meaningful
difference exists in the print head’s mean root mean square (RMS) orientation based on
the varying belt and carriage wheel conditions. These findings highlight the impact of the
experimental conditions on the overall performance and behavior of the print head. By
rejecting the null hypothesis, it can be inferred that the belt and carriage wheel conditions
play a significant role in determining the orientation of the print head during the fabrication
process. This observation underscores the importance of carefully selecting and optimizing
the belt and wheel configurations to ensure consistent and accurate fabrication results.

Table 2. The hypothesis and type 1 error significance level.

Null hypothesis All means are equal
Alternative hypothesis Not all means are equal
Significance level α = 0.05

Table 3. Results from One-Way Analysis of Variance for the parametric machine conditions (“Leveled
Belt–Tight Wheel” and “Unleveled Belt–Loosed Wheel”).

Source DF Adj SS Adj MS F-Value p-Value

Machine Condition 1 1318.5 1318.46 143.37 0.000
Error 58 533.4 9.20
Total 59 1851.8

Tables 4–7 present the comparison results obtained using the Tukey Pairwise Compari-
son and Fisher Least Significant Difference (LSD) methods. These methods were employed
to analyze and compare the grouping information of the two parametric conditions under
investigation. The primary objective of employing these statistical methods was to identify
significant differences between the various groups formed by the parametric conditions.
Tukey Pairwise Comparison and Fisher LSD methods are widely recognized and utilized
in statistical analysis for conducting multiple pairwise comparisons between means.

Using Tukey’s and LSD methods, similar results were obtained, indicating that the
grouping information derived from the two machine conditions (“Leveled Belt–Tight
Wheel” and “Unleveled Belt–Loose Wheel”) is significantly distinct. These findings strongly
imply that the state of the belt and gear components indeed influences the orientation of
the print head carriage. The observed distinctions in grouping information suggest that
there is evidence that variations in the state of the belt and gear have a notable impact on
the orientation of the print head carriage.

Table 4. Grouping information using the Tukey method and 95% confidence interval (CI).

Machine Condition N Mean Grouping

Unleveled–Loose 30 13.947 A
Leveled–Tight 30 4.57180 B

363



Eng. Proc. 2023, 58, 117

Table 5. Tukey simultaneous tests for differences of means.

Difference of Levels
Difference
of Means

SE of
Difference

95% CI T-Value
Adjusted
p-Value

Unleveled Belt–Loose Wheel and
Leveled Belt–Tight Wheel 9.375 0.783 (7.808, 10.943) 11.97 0.000

Table 6. Grouping information using the LSD method and 95% confidence interval (CI).

Machine Condition N Mean Grouping

Unleveled–Loose 30 13.947 A
Leveled–Tight 30 4.57180 B

Table 7. Fisher individual tests for differences of means.

Difference of Levels
Difference
of Means

SE of
Difference

95% CI T-Value
Adjusted
p-Value

Unleveled Belt–Loose Wheel and
Leveled Belt–Tight Wheel 9.375 0.783 (7.808, 10.943) 11.97 0.000

However, a non-parametric analysis was conducted on the entire set of conditions
using the Friedman Rank Test due to the unknown distribution of the “Unleveled Belt–Tight
Wheel” and “Leveled Belt–Loose Wheel” conditions. This test is equivalent to a repeated
measures ANOVA and is suitable for analyzing data when parametric assumptions are
unmet. Tables 8 and 9 provide the descriptive statistics and test results obtained from the
Friedman Rank Test. These tables offer valuable insights into the data and the outcomes of
the statistical analysis. The results of the Friedman Rank Test revealed a significant rejection
of the null hypothesis, as indicated by a p-value of zero. This finding indicates the presence
of statistically significant evidence to support the assertion that the mean difference in the
orientation of the carriages is indeed influenced by the gear and wheel conditions under
investigation. These results further emphasize the importance of considering the gear and
wheel components’ condition when examining the carriages’ orientation. By rejecting the
null hypothesis, the analysis affirms that the gear and wheel conditions play a significant
role in affecting the orientation of the carriages during the experimental procedures.

Table 8. The descriptive statistics from the Friedman Rank Test.

Machine Condition N Median Sum of Ranks

Leveled–Loose 30 4.9493 70.0
Leveled–Tight 30 4.5211 41.0

Unleveled–Loose 30 13.3443 119.0
Unleveled–Tight 30 5.2660 70.0

Overall 120 7.0202

Table 9. Hypothesis test and results from the Friedman Rank Test.

Null hypothesis H0: All treatment effects are zero
Alternative hypothesis H1: Not all treatment effects are zero

DF Chi-Square p-Value
3 62.84 0.000

Thus, based on the analysis conducted, it becomes evident that optimizing and fine-
tuning the belt and wheel conditions is of utmost importance. This optimization is essential
to achieving precise and accurate print head orientations, which, in turn, minimizes skew-
ness in the 3D-fabricated products. By focusing on enhancing the precision and accuracy
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of the print head orientation, the overall quality and reliability of the 3D printing process
can be significantly improved. The findings from this study highlight the direct impact of
the belt and wheel conditions on the orientation of the print head carriage. By carefully
adjusting and optimizing these mechanical components, it becomes possible to minimize
deviations and inaccuracies in the print head’s movements. This, in turn, translates into
improved outcomes in the final fabricated products, reducing any skewness that may
occur during the printing process. Ultimately, by achieving precise print head orientations,
manufacturers can ensure the production of high-quality and accurate 3D-printed objects,
meeting the desired specifications and minimizing any imperfections or inconsistencies.

5. Conclusions

Researchers have predominantly concentrated on studying the mechanical character-
istics of 3D-printed objects and monitoring them in real time. This is due to the increasing
prevalence of additively manufactured structures in dynamic applications. Consequently,
it is crucial to identify the factors that contribute to irregularities in 3D-printed products.

The primary objective of this study was to explore and understand the factors that
contribute to skewness in 3D-printed structures. In order to achieve this, the MPU6050
gyroscope was employed as a means to quantify the extent of variation in the root mean
square orientation of the print head carriage during the fabrication process. Through
rigorous analysis and experimentation, the findings of this study indicate that the condition
of the belt and the wheel play a pivotal role in influencing skewness. This conclusion
was derived from both parametric and non-parametric statistical analyses, which further
underscore the significance of these factors. Overall, these results shed light on the key
contributors to skewness in 3D-printed products, providing valuable insights for improv-
ing such components’ dynamic reliability and structural integrity. Further research and
development in this area can help in developing innovative strategies and targeted inter-
ventions to mitigate skewness effectively, thereby resulting in a marked enhancement of the
real-time quality of additively manufactured structures. By harnessing deeper insights into
the underlying mechanisms, researchers and practitioners can collaboratively contribute
to the establishment of a more refined and reliable additive manufacturing process. This,
in turn, will pave the way for the creation of intricate, flawless, and precisely engineered
components across various applications. Furthermore, future studies will delve extensively
into the influence of the rheological and mechanical properties of the material during the
fabrication process. This investigation is paramount, as the printability of the material
hinges significantly on the interplay between these two essential properties.
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Appendix A

Mean, x = ∑n
i=1 xi

n

Variance, s2 = ∑n
i=1(xi− x)2

n−1

Standard Deviation, s =

√
∑n

i=1(xi− x)2

n−1
Parametric Test:

One-Way ANOVA assumes the following:

1. Completely randomized design and observations are mutually independent;
2. Model errors are normally and independently distributed random variables;
3. Variance is constant for all levels of the factor.

Sum of Squares (SS)

SSTotal = ∑a
i=1 ∑n

j=1

(
xij − x..)2

SSObservations =
1
n∑a

i=1 x2
i. −

x..2

N

SSError = SSTotal − SSObservations

where x.. = grand total of all observations and x.. = grand average of all observations.
Degree of Freedom (DF)

DFTotal = a(n) − 1

DFObservations = a − 1

DFError = a(n − 1)

Mean Square (MS)

MSObservations =
SSObservation

a − 1

MSError =
SSError

a(n − 1)

F − Value =
MSObservations

MSError

Comparison of Observation Means

Tukey’s Test:

q =
xmax − xmin√

MSError
n

Confidence Interval (CI):

xi − xj − q(a, f )

√
MSError

n
≤ μi − μj ≤ xi − xj + q(a, f )

√
MSError

n

Fisher Least Significant Difference (LSD) method:

to =
xi. − xj.√

MSError

(
1
ni +

1
nj

)
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Confidence Interval (CI):

xi − xj − t α
2 ,N−a

√
MSError

(
1
ni

+
1
nj

)
≤ μi − μj ≤ xi − xj + t α

2 ,N−a

√
MSError

(
1
ni

+
1
nj

)
Non-Parametric Test:

Friedman Rank Test:

Q = [
12

n(k)(k + 1)

(
∑ R2

j

)
− 3n(k + 1)]

Critical value (k − 1, α).
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Abstract: This study investigated the accuracy of a near-infrared spectroscopic sensing system for
predicting milk quality indicators in cow milk. The system determined three major milk quality
indicators (milk fat, protein, and lactose), milk urea nitrogen (MUN), and somatic cell count (SCC) of
two Holstein cows at the Hokkaido University dairy farm. The results showed excellent accuracy
for milk fat and protein contents, while sufficient accuracy was found for lactose, MUN, and SCC.
This suggests that the NIR spectroscopic sensing system could be used for online real-time milk
quality determination, aiding dairy farmers in effective individual cow management and smart
dairy farming.

Keywords: near-infrared spectroscopy; sensing system; calibration models; milk quality; milk urea
nitrogen; somatic cell count; smart dairy farming

1. Introduction

Smart dairy farming technologies are used to continually and in real time determine
cattle milk and health quality indicators in order to maximize nutrition and productivity
and to discover health problems at an early stage [1–4]. The ability to determine the three
major milk quality indicators, such as milk fat, protein, and lactose; milk urea nitrogen
(MUN), which is the nutritional indicator; and somatic cell count (SCC), which is the
mastitis disease indicator, from milk samples taken during milking using near-infrared
spectroscopy (NIRS) has grown in popularity [5–7].

NIRS is an appropriate technology for assessing milk quality during the milking
process due to its non-invasive, quick, user-friendly, time-saving, and pretreatment-free
characteristics [8]. NIRS has been utilized to determine agricultural items such as rice,
wheat, pomegranate, and other vegetables and to offer qualitative and quantitative infor-
mation [9–12]. In Japan, NIRS has been used to determine rice quality [9].

Numerous studies have been carried out on the development of online near-infrared
(NIR) sensing systems that could help dairy farmers navigate the challenges that come with
individual cow management, but there has been difficulty in developing an efficient and
sustainable NIR sensing system [13–16]. According to Iweka et al. [17,18], the developed
NIR spectroscopic sensing system might be utilized to accurately and precisely measure the
quality of the milk of individual cows while milking in real-time. Nevertheless, the actual
application of the NIR sensing system for real-time online identification of each cow’s milk
quality while milking has yet to be realized. One of the major reasons is the measurement
accuracy of the sensing system [19].

Therefore, we developed an experimental online NIR spectroscopic sensing system
for milk quality determination of individual cows during milking. The goal of this study
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was to assess both the precision and accuracy of the developed novel NIR spectroscopic
sensing system in our study for individual cow milk quality determination every 20 s
during milking.

2. Materials and Methods

2.1. Description of the Near-Infrared Spectroscopic Sensing System

To determine the quality of each cow’s milk during milking, an experimentally based
online NIR spectroscopic sensing system was created. The system included an NIR spec-
trum sensor, an NIR spectrometer, a milk flowmeter, a sampler, and a laptop computer
(Figure 1). The system was linked between a teatcup cluster and the milking system’s milk-
ing bucket. Through a bypass, raw milk from the teatcup cluster was constantly flowing
into the milk chamber (sample cell) of the NIR spectrum sensor. The extra milk flowed
down a line tube past the milk flowmeter and into the bucket (Figure 1). The volume of
the milk in the NIR milk chamber is about 30 mL (Table 1). The optical axes of halogen
lamps A and B were positioned at the same height as the optical fiber, whereas the optical
axes of halogen lamp C were set 5 mm higher (Figures 2–4). The milk chamber of the NIR
spectrum sensor has a path length of 100 mm and a diameter of 16 mm (Figure 2). The NIR
spectrum sensor collected absorbance spectra via the milk. During milking, the spectra
were taken at 1 nm intervals every 20 s in the 700 nm to 1050 nm range. The milk flow rate
was also recorded on the laptop computer.

Figure 1. Flow chart of an on-line real-time near-infrared spectroscopic sensing system for determin-
ing milk quality indicators during milking. Adapted from [18] with permission from Environmental
Control in Biology, 2020.

Figure 2. Schematic of the optical system of the NIR spectrum sensor’s milk chamber. Adapted
from [20] with permission from MDPI, 2023.
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Table 1. Specifications of the near-infrared (NIR) spectroscopic instrument.

Devices Specifications

NIR spectrum sensor Absorbance spectrum sensor
Light source Three halogen lamps
Optical fiber Quartz Fiber
Milk chamber surface Glass
Volume of milk sample Approx. 30 mL
Distance between optical axis and milk level 55 mm

NIR spectrometer Diffraction grating spectrometer
Optical density Absorbance
Wavelength range 700–1050 nm, 1 nm internal
Wavelength resolution Approx. 6.4 nm
Photocell CMOS linear array, 512 pixels
Thermal controller Heater and cooling fan

Data processing computer Windows 7
A/D converter 16 bit
Spectrum data acquisition Every 20 s

 
Figure 3. Original NIR spectrum sensor.

2.2. Holstein Cows and Milk Samples

In this study, we used two Holstein cows belonging to the Hokkaido University dairy
barn in Japan. The lactation phases of these cows varied. During the experiment, the
measurements were taken during two consecutive milkings, one in the evening and one in
the morning. On the Hokkaido University dairy farm, cows were milked using a pipeline
milking system. Milk spectra and flow data were collected, and raw milk samples were
drawn from the milk sampler every 20 s during milking.

2.3. Reference Analysis

The MilkoScan device was used to determine the three primary milk quality indices
and MUN, while the Fossomatic device was utilized for estimating SCC. The two devices are
from Foss Electric, Hillerod, Denmark. The reference analyses involved 142 milk samples.

2.4. Chemometric Analysis

Statistical investigations were conducted to generate calibration models for each
milk quality indicator and to validate the model’s accuracy as well as precision. The
analyses were carried out utilizing the spectra data analysis technique, the Unscrambler ver.
10.3 from Camo AS Trondheim, Norway. The total data from the reference analyses were
used to develop calibration using the full cross-validation method. The calibration models
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were built using the partial least squares regression (PLSR) method from the absorbance
spectra and reference data. No data pretreatment method was used for this analysis.

 

Figure 4. Overview of the NIR spectroscopic sensing system.

3. Results and Discussion

3.1. Near-Infrared Spectra

Figure 5 shows the original raw milk spectra. The NIR spectra indicated a pair of
bands, having peaks at 740 and 840 nm, respectively. These peaks represent overtone
absorptions by the C-H and C-C bands, which are associated with the different absorption
bands of milk components such as fat, protein, and lactose. The O-H functional groups
found in water exhibited an elevated absorption peak, distinguishing the spectra band at
about 960 nm [15].

Figure 5. The original spectra of raw milk from cow number 1256 during milking.

3.2. Calibration Models’ Precision and Accuracy

Table 2 summarizes the validation results of the NIR spectroscopic sensing system
utilized to determine milk quality indicators. The relationships between the reference and NIR-
predicted values of the milk fat content and SCC are shown in Figures 6 and 7, respectively.
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Table 2. Validation statistics of the near-infrared sensing system for milk quality determination.

Milk Quality
Indicators

n Range R2 SEP Bias RPD Regression Line

Fat (%) 142 2.1–6.8 0.98 0.12 0.00 8.05 y = 1.00x + 0.01
Protein (%) 142 3.3–3.8 0.92 0.03 0.00 3.58 y = 0.99x + 0.04
Lactose (%) 142 3.9–4.7 0.70 0.09 0.00 1.83 y = 0.96x + 0.18
MUN (mg/dL) 142 8.9–13.8 0.45 0.60 0.00 1.35 y = 0.92x + 0.97
SCC (log SCCmL−1) 142 5.2–6.8 0.60 0.22 0.00 1.58 y = 0.94x + 0.36

n: number of validation samples. R2: coefficient of determination value of validation set. SEP: standard error
of prediction. RPD: ratio of SEP to standard deviation of reference data. Regression line: regression line from
predicted value (x) to reference value (y). MUN: milk urea nitrogen. SCC: Somatic cell count.
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Figure 6. Correlation between reference fat content and NIRS-predicted fat content.

4.5

5.0

5.5

6.0

6.5

7.0

7.5

4.5 5.0 5.5 6.0 6.5 7.0 7.5

Re
fe

re
nc

e 
SC

C
 (L

og
 S

C
C

/m
L)

NIR-predicted SCC (Log SCC/mL)

y = 0.94 x + 0.36 
r² = 0.60 
SEP = 0.22 Log 
SCC/mL

Bias = 0.00 Log 
SCC/mL
RPD = 1.58
n = 142

Figure 7. Correlation between reference SCC and NIRS-predicted SCC.

For predicting milk fat, protein, lactose, MUN, and SCC, the coefficient of determina-
tion (r2), standard error prediction (SEP), and bias were 0.98, 0.12%, and 0.00% for milk
fat content; 0.92, 0.03%, and 0.00% for milk protein content; 0.70, 0.03%, and 0.00% for
milk lactose; 0.45, 0.60%, and 0.00 mg/dL for MUN; and 0.60, 0.22 log SCC/mL, and
0.00 log SCC/mL, respectively. The high r2 values and low SEP and bias values were in-
dicative of high levels of precision and accuracy. The calibration model for milk fat worked
quite well. The carbon–hydrogen strings of triacylglycerol were adequately represented in
the NIR spectra, allowing for extraordinarily high precision. These findings suggested that
the NIR could be used to determine the three major milk quality indicators of raw milk
and the MUN and SCC of each cow during milking. The level of precision and accuracy for
predicting SCC was adequate. SCC is a globally recognized indicator of cow subclinical
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mastitis disease, and the calibration model created for SCC could be used to diagnose
subclinical mastitis.

3.3. Near-Infrared Sensing System

The accuracy for determining the three major milk quality indicators, MUN, and SCC
was very good, especially for milk fat and protein, as compared to the accuracy of the
previous NIR sensing system [6]. The cylindrical structure of the NIR spectrum sensor
contributed to its high accuracy by reducing the effect of air bubbles and fluctuations in
milk flow. Another explanation is that the NIR spectroscopic sensing system used in our
work has three halogen lamps that were used as near-infrared light sources to irradiate
the milk samples from three directions with an exposure length of 200 ms, which was
repeated ten times in one experimental run. It was discovered that our NIR sensor, which
is comprised of three halogen lamps, accurately collected the near-infrared light by fat
content, as opposed to the prior study’s single halogen lamp [6]. As a result, a strong signal
was produced. The exposure time ensured that the important bright part of the captured
spectra was not lost, resulting in a reduction in various random and fixed pattern noises.

This indicates that the NIR sensing system might provide dairy farmers and vets with
useful information on each cow’s physiological state and milk quality, providing evaluation
control for better dairy farm management. By deploying the data from each cow, dairy
farm management might proceed to the next step of smart dairy farming by using this NIR
sensing technology.

4. Conclusions

The NIR spectroscopic sensing system created in this study might be utilized to
determine the three major milk quality indices, MUN and SCC, of each cow during milking
in real time. Further research should be undertaken to improve the precision and accuracy
of the proposed calibration models, allowing for the practical implementation of this NIR
sensing technology, resulting in smart dairy farming.
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Abstract: One of the core ideas of Industry 4.0 has been the use of digital twin networks (DTNs).
A DTN facilitates the co-evolution of real and virtual things through the use of DT modelling,
interactions, computation, and information analysis systems. A DT simulates product lifecycles to
forecast and optimize manufacturing systems and component behavior. Industry and Academia
have been developing digital twin (DT) technology for real-time remote monitoring and control,
transport risk assessment, and intelligent scheduling in the smart industry. This study aims to
design and simulate a comprehensive digital twin model connecting three factories to a single
server. It incorporates remote network control, IoT integration, advanced networking protocols,
and security measures. The model utilizes the Open Shortest Path First (OSPF) routing protocol
for seamless network connectivity within the interconnected factories. The Access Control List
(ACL) and authentication, authorization, and accounting (AAA) mechanisms ensure secure access
and prevent unauthorized entry. The digital twin model is simulated using Cisco Packet Tracer,
validating its functionality in network connectivity, security, remote control, and motor efficiency
monitoring. The results demonstrate the successful integration and operation of the model in smart
industries. The networked factories exhibit improved operational efficiency, enhanced security, and
proactive maintenance.

Keywords: industry 4.0; digital twin; internet of things; artificial intelligence; network requirements

1. Introduction

A digital twin network is a computer simulation model of a communication network,
including the environment in which it operates and the application traffic it carries. It
uses the Internet of Things (IoT) to enhance decision making in complicated systems by
facilitating learning and reasoning. According to a study, adopting DT and IoT technologies
is projected to generate economic benefits ranging from USD 5.5 trillion to USD 12.6 trillion
worldwide by 2030. The smart manufacturing industry is predicted to expand from USD
214.7 billion in 2020 to USD 384.8 billion in 2025, with a CAGR of 12.4% [1]. Despite smart
manufacturing’s many advantages, including integrated components and digitization,
maintenance remains a significant obstacle. Maintenance is a pivotal determinant that
exerts a significant economic impact on the sector, garnering notable emphasis in the era of
digitalization. The entire manufacturing cost is projected to include maintenance expenses
ranging from around 15% to 40% [2]. Based on the U.S. Department of Energy findings, it
has been shown that predictive maintenance offers cost savings of around 8-12% compared
to preventive maintenance and can yield savings of up to 40% compared to reactive
maintenance [3]. The adoption rate of predictive maintenance experienced a modest
increase from 47% to 51% from 2017 to 2018. This implementation of predictive maintenance
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strategies reduced equipment failure rates from 61% to 57% [4]. Hence, the maintenance
process exerts a direct impact on the economic aspects of the industry. Furthermore, in
the contemporary era of Industry 4.0, the utilization of intelligent maintenance techniques
incorporating digital twin (DT) technology has the potential to yield substantial advantages
compared to existing maintenance methodologies [5].

Therefore, it is imperative to comprehend the concept of a digital twin and the potential
of digital twin technology in facilitating an organization’s digital transformation. A digital
twin refers to a computer-generated model replicating a tangible object’s characteristics
and behavior or a procedural operation. Digital twins undergo dynamic transformations
throughout the life cycles of entities and processes, facilitated by utilizing real-time IoT
data. Novel network applications have emerged as a result of society and industry being
digitally transformed [6]. The complex requirements for these applications make it difficult
for them to be managed by conventional network management techniques like network
overprovisioning or admission control. For instance, cutting-edge communication technolo-
gies like holographic telepresence and augmented reality/virtual reality demand extremely
low deterministic latency, yet modern industrial advancements like vehicular networks
demand real-time network topology adaptation. The behavior of current networks is very
dynamic and heterogeneous due to the rapid increase in linked devices. Modern com-
munication networks have become so sophisticated and expensive to manage as a result.
The DT paradigm has lately been adopted by other industrial sectors to describe complex
and dynamic systems [7]. A DT’s primary strength is in its ability to accurately replicate a
complex system, eliminating the need for costly, time-consuming human interaction. A DT
enables Industry 4.0 general network architecture, as shown in Figure 1.

 

Figure 1. Digital twin general network architecture [2].

To examine various situations and forecast decision outcomes, computer simulations
are performed. Digital twins vary and are updated frequently to mirror changes in their
physical counterparts for timely engagement [8,9]. Artificial intelligence algorithms and
network setups, which are at the heart of modern technologies, are made possible by
necessary techniques trained on large volumes of data obtained from numerous connected
sensors on physical objects [10]. In addition to raising significant issues for their organiza-
tions and procedures, this drives up the expenses for manufacturing businesses. Because of
this, it is expected that AI-driven DT technology will be able to successfully assist decision
making in multi-objective issues by adapting traditional model-based methodologies to
shifting boundary circumstances and providing a demand-oriented, real-time assessment
foundation. Many studies have previously provided descriptions and definitions of DTs
from the standpoint of broad ideas and technological frameworks [11]. Not only that, but
product design, simulation, and modeling would not be able to take advantage of their
own unique enabler, artificial intelligence diagnostics and prognostics for faults [12]. The
industrial technology revolution has brought attention to manufacturing concepts like
personalized and distributed manufacturing. These new manufacturing paradigms and
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the Industrial Internet of Things (IIoT) make connected microsmart factories in factory-as-
a-service systems inefficient in cost and production [13]. A digital twin, which employs a
digital version of a process with identical manufacturing elements, synchronized informa-
tion, and functional units, was created to tackle these issues. The digital twin leverages
up-to-date information from the Internet to collect data from IIoT devices and operates in
many applications. It also generates the components of a detailed digital twin application
design and defines procedures. This study could help managers organize the benefits of
digital twin utilization through a hierarchy by providing real-time monitoring, tracking
information, and operational decision-making support [14]. The proposed application also
effectively mitigates cost and production inefficiencies, leading to the optimal functioning
of a manufacturing system. We explore the problem in several phases:

Technical complexity: from functional requirement selection and architecture planning
to the integration and verification of the final (digital) models.

Data Incompatibility: we address how physical components exchange real-time in-
formation with DTs, as well as experimental platforms, to build DTs (including protocols
and standards).

Security Risks: interoperability between different systems and devices can increase the
risk of security breaches, as it creates more opportunities for hackers to exploit vulnerabilities.

In this paper, we aim to design a digital twin model for smart industries that are
AI-enabled. The paper’s primary contributions include the following:

1. We focus on the construction of a DT network model.
2. More specifically, we focus on determining (methodologically) how to design, create,

and connect physical objects with their virtual counterparts, which will improve
interoperability, resilience, and security in smart manufacturing systems.

3. We implement an Access Control List (ACL) and an authentication, authorization,
and accounting (AAA) system to judiciously manage access to computer resources,
enforce rules, audit usage, and deliver the data required to charge for services.

4. The proposed digital twin network model incorporates remote access capabilities.

The remainder of the article is organized as follows: Section 2 introduces the digital
twin frameworks for development. Section 3 discusses the simulation result. Finally,
Section 4 summarizes the main findings of this work.

2. Digital Twin Frameworks for Development

Digital transformation encompasses a convergence of various cutting-edge technolo-
gies, including Big Data, cloud computing, the Internet of Things, the Industrial Internet of
Things, sensors, artificial intelligence (AI), machine learning, and numerous more. These
technologies are undergoing continuous evolution. Therefore, it is postulated that digital
transformation (DT) constantly evolves alongside these technologies. The technological ad-
vancement of digital twin applications in industrial processes has experienced substantial
progress over the past forty years. The adoption of digital twins for the real-time monitoring
and improvement of processes has been made possible by the recent technological develop-
ments in sensing, monitoring, and decision-making tools within the context of Industry 4.0.
A design for digital twins ensures that devices with virtual copies work well together in
the cyber–physical domain and that data and information can flow easily between digital
twins, physical twins, and the outside world. The architectural framework encompasses
diverse tangible devices, sensors, and data-gathering systems inside the physical realm.
These components facilitate data transfer, processing, collecting, calculating, and sharing
within the virtual environment.

This research aims to design and simulate a digital twin model for smart industries
that unites three separate factories on a single server. The study aims to examine the
viability, effectiveness, and practical effects of creating a digital twin model that uses the
OSPF routing protocol, an ACL, an AAA, connected IoT materials, remote network control,
and motor efficiency monitoring made possible by artificial intelligence. Cisco Packet
Tracer is used as a simulation tool to investigate these components’ integration further. The
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design of a digital twin simulation model and the setup of the virtual network environment,
including routers, switches, IoT devices, and network security features using the Cisco
Packet Tracer network simulation tool, are shown in Figure 2. For this simulation, we
implement OSPF routing protocol for network routing, Extended ACL rules for network
access, and AAA authentication process for network authentication.

 

Figure 2. Proposed simulation of digital twin model for smart industries.

Figure 3 shows the working conditions of IoT devices that integrate with the proposed
smart factory network topology. The working conditions will be automated and updated
based on real-time sensor data.

 

Figure 3. AI condition of IoT device used smart industries.

Figure 4 shows the multi-area OSPF configuration in the proposed network. The OSPF
protocol actively receives and processes link-state data from neighboring routers, utilizing
this information to construct a comprehensive topology map encompassing all routers
inside the network. ACLs can control network access, prevent attacks, and maximize
bandwidth. This is achieved by carefully identifying network message flow and working
with other technologies. ACLs are essential for network security and service quality. All
networks require user management for security. The configuration of Extended ACL
rules for proposed network access shown in Figure 5. The AAA framework provides
security to provide particular users access to designated resources and document their
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operational activity. This technology is popular because it scales well and centralizes user
data. Most practical AAA implementations use the Remote Authentication Dial-in User
Service (RADIUS). In Figure 6 show the AAA authentication configuration of proposed
network authentication.

 

Figure 4. OSPF configuration in multi-area factory router.

 
Figure 5. ACL configuration in network.

 
Figure 6. AAA configuration in network.

3. Results and Discussion

The entrance door opens automatically when a valid RFID card is presented to the
RFID reader. A lawn sprinkler will automatically explode when the garden water level
drops. The fan rotates slowly if the room temperature is >22.0 ◦C and quickly if it is >28.0 ◦C.
A light turns on when the motor efficiency decreases to by less than 35%. However, if the
motor efficiency drops below 20%, a light will blink and be seen in a workplace by blinking
another light. The motor runs on solar electricity. The device continually monitors the
water levels using smart sensors. The system activates lawn sprinklers when the water level
dips, optimizing watering and conserving water. An automatic humidity management
system uses a hygrometer and humidifier to maintain appropriate air moisture levels. The
humidifier produces water vapor or steam when the hygrometer detects humidity above
60%, increasing the surrounding moisture. The device controls the fan speed by monitoring
the ambient temperature. The fan slows at 22.0 ◦C or above. If the temperature exceeds
28.0 ◦C, the fan speed rises, aiding temperature regulation, as shown in Figure 7a.

The garage door opens automatically when a valid RFID card is scanned in front of
the RFID reader. The blower fan will spin swiftly and open the window if the vehicle
smokes. Blinking lights alert the workshop when Factory 1 motor efficiency drops. Raw
materials will then be delivered from the workshop to Factory 1. The system evaluates the
motor efficiency and activates lights at specified levels. A light turns on when the motor
efficiency drops below 35%. The light blinks, and a similar light in the workplace (Factory 2)
blinks to inform personnel if the efficiency drops below 20%. The gadget detects vehicle
smoke using CO2 levels. Smoke extraction and ventilation are improved by activating
a high-speed blower fan and opening the window when the CO2 levels climb by 0.02%.
Every authorized person receives an RFID card. A microprocessor on these cards/tags
stores identifying numbers and access credentials. Presenting a valid RFID card to the
RFID reader opens the door, as shown in Figure 7b. Power meters display and quantify the
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power absorption. Solar and wind turbines will generate energy and directly supply to the
center power grid. The battery provides backup power in case of emergencies. A power
meter monitors the absorbed power, a power station gathers energy from solar panels and
wind turbines, and a battery backup ensures power delivery in unexpected circumstances,
as shown in Figure 7c.

 
Figure 7. (a) Sensor output of Factory 1, (b) sensor output of Factory 2, and (c) sensor output of
Factory 3.

4. Conclusions

Digital twins (DTs) offer novel opportunities for the optimization, monitoring, simu-
lation, prediction, diagnosis, and control of physical processes. These resources provide
valuable insights for developing novel business models and decision support systems,
as well as enhancing operational efficiency. This paper comprehensively analyzed the
most current scholarly works, concentrating on the DT factory. As documented in the
contemporary scientific literature, the methodological techniques utilized for construct-
ing decision trees have been thoroughly examined and briefly explained. Based on the
abovementioned findings, a comprehensive examination has been conducted to ascertain
the requisite procedures for systematically constructing a DT. This process encompasses
many stages, including design, modeling, and execution. It has been determined that
the expansion of digital technologies (DTs) will rely on the integration of complementary
technologies, including artificial intelligence (AI), the Internet of Things (IoT), and big
data analysis. The significance of network connectivity is elevated as it facilitates the
transmission of data from the tangible entity to be analyzed by its digital equivalent. In this
study, we examine the development of secure DTs intended to enhance the safeguarding
of sensed data. Our objective is to establish dependable systems well suited for essential
operations by examining viable methods of fortifying data protection.
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Abstract: Security presents significant challenges due to the exponential growth in the number of
Internet of Things (IoT) devices that generate and collect data over the network. It is crucial to ensure
the integrity and security of IoT devices, as well as to address issues such as interoperability and trust
in data sources. In the proposed article, we present a novel architecture together with its implemen-
tation as a proof-of-concept of a traceability and auditing IoT system based on Distributed Ledger
Technology (DLT). To demonstrate the applicability of the proposed solution, a smart contract-based
system for occupational risk prevention (ORP) has been developed to monitor oxygen concentration
in confined spaces that exist in ships and shipyards. The system has been devised for the operators
that weld inside the ships of the Spanish shipbuilding company Navantia, which is one of the largest
shipbuilders in the world. Specifically, the IOTA network has been used, which benefits the system
through its decentralized, secure, and scalable data structure. In addition, the integration of smart
contracts allows for establishing predefined rules and conditions, ensuring the execution of logic in a
reliable and automated manner. To demonstrate the viability of the system, it has been tested locally
and in the IOTA testing environment. Despite the challenges in deploying smart contracts with IOTA,
the developed system is considered useful for the traceability and auditing of the oxygen concentra-
tions without the need for any human intervention. Furthermore, it establishes the groundwork for
future advancements in IoT traceability and auditing in industrial ORP scenarios.

Keywords: IoT; IOTA; smart contract; Industry 5.0; occupational risk prevention

1. Introduction

In a traditional database audit, the auditor must physically visit the servers to thor-
oughly analyze them. This is because, in a client/server architecture, there is no way to
know the internal server operations, requiring a thorough examination of its internal work-
ings. On the contrary, the use of Distributed Ledger Technology (DLT) systems provides a
significant advantage in terms of transparency [1]. The ability to execute smart contracts in
these systems allows any entity involved in the construction of a ship or in its maintenance
processes to be fully aware of the actions carried out during the smart contract execution.

The objective of this paper is to describe an Internet of Things (IoT) system for trace-
ability and occupational risk prevention (ORP) auditing that has been developed for the
Spanish shipbuilder Navantia. The proposed system is designed for the monitoring and
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control of oxygen concentrations in the confined spaces found on ships and shipyards,
where operators perform welding tasks.

In the proposed system, initially, the involved parties sign a smart contract in which
the terms of use are accepted and the audited database is created. Then, any participating
entity will be able to automatically carry out the audit of the agreed-upon database by
downloading it via another smart contract. Specifically, the IOTA [2] network has been
used to implement a smart contract that, when deployed, creates an OrbitDB [3] database
where the data of the monitored parameters will be stored.

The choice of IOTA over other blockchain-based systems is related to the fact that
IOTA nodes only perform basic operations that do not require a lot of computational power
(for example, operations like storing transactions on a shared ledger, or validating such
transactions). As a result, its application in IoT projects is really promising. At this point,
it is important to note that IOTA does not use a blockchain, but a Distributed Ledger
Technology (DLT) that makes use of Direct Acyclic Graphs (DAGs).

Specifically, the development described in this paper has the following features:

• Smart contract-based. At the first stage, all involved parties sign a contract that
outlines the specific terms and conditions for the creation of the database, which will
be audited and shared among them.

• Decentralized storage. The database is distributed across multiple nodes using a
decentralized storage approach. Each node keeps an immutable copy of the content.

• Traceability for audits. If one of the involved entities wants to validate or audit the
stored data, it can easily access the database by executing a specific smart contract.
Such an action allows for downloading the latest stored content.

2. Communications Architecture

The proposed communications architecture is divided into two basic layers, each
serving a specific purpose:

• Low-Level Layer: This layer, shown in Figure 1, is responsible for managing communi-
cations between nodes, represented as Raspberry Pi (RPI) devices, through Bluetooth
Low-Energy (BLE) connections. A client-server connection is established via a BLE
interface, for connection to Low Power Node (LPN) nodes, and libp2p, an essential
component of Interplanetary File System (IPFS) [4], is used for transport layer to
ensure data security between peers. Libp2p ensures that each peer has a unique
identifier known as a PeerId, which allows any entity to retrieve the public key of the
node with which it communicates. This guarantees peer identity and protects the data
from unauthorized access or manipulation by third parties.

• High-Level Layer: The IOTA network is established in this layer via the data network
known as the Tangle [5]. The Tangle network is a decentralized structure that records
data exchanges in an immutable way, ensuring the reliability and integrity of the
stored data. One of the key differences between IOTA and other blockchain-based
technologies is that there is no distinction between miners and users. All IOTA network
nodes can participate in the consensus process, thus promoting the decentralization
and scalability of the system. This layer is illustrated in Figure 2.

The definition of a consensus layer, which determines the validity of transactions
through mutual approval, is at the heart of consensus in IOTA. Transactions gain more
consensus as more subsequent transactions validate them. The proposed architecture
includes IOTA nodes, called “Wasps”, that are in charge of executing smart contracts in the
Tangle. A critical node known as “GoShimmer” [6] is also deployed to provide network
access to the other Wasp nodes. A committee of randomly selected Wasp nodes runs a
chain where smart contracts are deployed. The committee’s primary goal is to ensure a
smooth transition from one state to the next one, thus enabling distributed, fault-tolerant,
and leaderless operations. The IOTA Smart Contracts Protocol (ISCP) enables the private
execution of smart contract chains, which are validated by a committee of nodes. Unlike
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traditional systems, IOTA smart contracts do not need the execution of all contracts by
all nodes in the network, providing greater flexibility and significantly reducing energy
consumption and cost [7].

Figure 1. Low-level layer of the communications architecture.

Figure 2. High-level layer of the communications architecture.

3. Implementation

The high-level layer of the architecture is the focus of this paper. The high-level layer
includes a locally implementable IOTA private network that can later be integrated into
the nodes that constitute the oxygen monitoring system (one such node is shown in Figure
3). The implementation consists of a GoShimmer node for messaging and a Wasp node
that runs smart contracts. The proposed architecture is deployed in a series of steps that
configure and activate the key elements in an IOTA 2.0 private network.

First, the GoShimmer node (version 0.7.5) is installed, which serves as a central
component for network messaging. The client wallet is then downloaded and initialized,
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producing a seed that will be used to allocate the required funds. The IOTA network wallet
is a must-have tool for token access, transfer and management. It provides a solution for
storing secret keys and using them to control tokens in the network. The lack of transaction
fees is a distinguishing feature of IOTA [8]. For each transaction, the amount deducted
from the sender’s wallet equals the amount added to the recipient’s wallet.

Figure 3. Oxygen level monitoring node.

The next step is to create a custom Genesis snapshot, which includes a transaction that
directs funds to the newly initialized wallet. After the GoShimmer node is up and running,
the Wasp node is installed, which is critical for executing smart contracts on the Tangle.

The smart contract is created using the Go programming language. A contract is cre-
ated, and a Processor is established to allow the contract to be initialized with the necessary
functions, such as “initialize” (used during contract deployment) and “getOxygen” (pro-
viding database values). The “initialize” function receives a value that can be provided as a
parameter during contract deployment, and the database is initialized in the system and
the received value is added via the “initOrbit” function. The code for the three functions
mentioned above can be found in [9].

Following that, the smart contract is imported into the Wasp node and executed when
the node boots. After starting the Wasp node, funds are transferred to the Wasp node wallet
using the address obtained when starting the node.

Finally, to deploy the smart contract, a chain with a single Wasp node is first built. The
funds are then deposited in this chain, allowing the smart contract to be executed later.
Finally, the smart contract is deployed in the chain, completing the implementation process
of the proposed architecture.

4. Initial Experiments

To verify the proper operation of the proposed system, tests took place in a real-life
scenario at Navantia’s shipyard in Ferrol. Specifically, one of the previously mentioned
nodes (whose main hardware components are displayed in Figure 3) was placed inside a
tank of a gas carrier (as shown in Figure 4a,b), since such a scenario is an example where
dangerous soldering works can be performed. Data on the percentage of oxygen inside
the gas carrier was obtained and stored in the database during these tests, resulting in the
creation of a smart contract.

The use of an off-chain environment, such as the one described in Section 3, allows
for more agile development when implementing the system. However, once a preliminary
version of the system has been developed, it is recommended that it should be tested in a
more realistic environment. In this case, IOTA provides a Tangle Devnet environment. To
use the IOTA devnet, it must first be deployed the GoShimmer node. Such a node must
have a fixed or dynamic public IP address that is not Carrier Grade (this is the primary
requirement for synchronization with the Tangle). A GoShimmer node can involve multiple
Wasp nodes, implying that multiple committee nodes can use the same GoShimmer node to
connect to the Tangle. The Wasp nodes, which can be deployed in any type of network, must
be linked to the GoShimmer node for proper operation in the IOTA devnet. To run Smart
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Contracts on a GoShimmer node, several plugins must be enabled (remotelog, networkdelay,
spammer, prometheus, faucet, and txstream) and TCP port 5000 must be exposed.

(a) (b)

Figure 4. Gas carrier where the system was tested (a) and ORP IoT device placed inside a tank of the
gas carrier (b).

Then, the GoShimmer node must synchronize its state with the rest of the network
when it boots up for the first time. This step is critical because, without it, it will be
impossible to request funds, which are required to carry out any operation in the chain.
It should be noted that only the most recent version of the GoShimmer node will be
synchronized. Once synchronized, internal operations will performed for load testing
and for measuring response times, but they have nothing to do with the use of smart
contracts. Figure 5 depicts the synchronized GoShimmer node dashboard [10], showing
its performance in operation in terms of messages per second (the amount of messages
issued to the network every second) and current tips (transactions that have not yet been
approved). The latter is related to the fact that, when a transaction is added to the tangle, it
must reference two other transactions (tips) that are already in the Tangle: if the current
tips parameter is less than two, the transaction has to wait.

Figure 5. Synchronized GoShimmer node dashboard.
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5. Conclusions

This paper presented a novel architecture, together with its implementation, as a proof-
of-concept of a traceability and auditing IoT system for monitoring oxygen concentration
in confined spaces. Specifically, the paper described a smart contract-based system for
occupational risk prevention for monitoring oxygen concentration in confined spaces found
in ships and shipyards.

A smart contract was successfully implemented both locally and in the IOTA test
environment, and the overall system was tested in a real-world scenario (inside a gas
carrier). Given the technology’s current state of development, both the environment
configuration and smart contract development were performed in IOTA’s native language.
The initial tests demonstrated the viability of the proposed approach in real shipbuilding
scenarios, like inside a tank of a gas carrier.

In conclusion, this project has laid the basis for a more comprehensive and robust
solution in the field of IoT traceability and auditing, and it is expected to contribute to future
developments and improvements in the IOTA infrastructure, as well as the deployment
and operation of smart contracts.
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Abstract: The detection of hidden defects in materials using X-ray images is still a challenge. Often, a
lot of defects are not directly visible in visual inspection. In this work, a data-driven feature marking
model is introduced to perform semantic pixel annotation. Input data are delivered by a standard
industrial X-ray instrument and a low-cost self-constructed portable X-ray instrument, which is
introduced in detail in this work, too. The technical details of the X-ray instrument are relevant since
the quality of the feature detector is compared with respect to noise, contrast, and signal quality.
Finally, a simulation of X-ray images is used to provide a ground truth data set for the training of the
feature detector. It is shown that this approach is suitable for detecting hidden pores in high-pressure
die-casted aluminum plates.

Keywords: non-destructive testing; damage diagnostics; X-ray imaging; computer tomography;
feature detection; machine learning

1. Introduction

It is still difficult to identify and detect hidden faults or impurities in multi-layered
composites like fiber-metal laminates (FML), as well as in homogeneous materials, e.g.,
high-pressure die-casted aluminum materials, even using advanced X-ray Computer To-
mography (CT). For example, an impact damage can be nearly invisible using a frontal
X-ray projection, although the deformation can be seen and detected manually by hand
perception. Hidden pores in materials can be detected and analyzed by 3D CT volume
rendering, but they are hard to identify in single projection images (radiography). Things
become worse if a portable low-cost X-ray radiography or semi-tomography machine is
used (called a LowQ measuring device), as introduced and described in this work.

It is desirable to detect or mark defects, damages, or impurities using an automated
feature marking system directly in the measure images. The impact of image quality can
be relevant to the feature detection quality, regardless of the complexity of the model
behind [1]. Often, complex neural networks (deep learning models) are used [2]. In this
work, a simple pixel classifier is used. Semantic pixel detectors are simple mathematical
models that can be used to mark Regions of Interest (ROIs) in an image relating to a specific
semantic class. After the image preprocessing and filtering stages, damage and material
faults are identified by a pixel anomaly detector, basically an advanced Convolutional
Neural Network (CNN) and region proposal R-CNN models. Training pixel classifiers can
require the use of only a few images because each pixel region is a sample instance. R-CNN
models require an extended sample data base which cannot be acquired only by physical
measurements. The training and test data set will always be limited by a limited number
of specimens, e.g., with impact damages, and a limited variance in material and damage
parameters (e.g., location). For this reason, the data set is extended by synthetic data
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augmentation using X-ray simulation. In contrast to other wave measurement principles
like Guided Ultrasonic Waves (GUWs), X-ray images can be simulated with high accuracy
(compared with physically measured images). We are using the gVirtualXray software
library [3,4] and performing X-ray image simulation by using GPU processing only and
ray tracing. gVirtualXray is proven in terms of its suitability to produce accurate images
as long as the diffraction and reflection of X-rays are neglected. In addition, a novel few
projection hidden-damage detection methodology is introduced that can be used in-field
with a portable X-ray machine as described above. Preliminary results show a high defect
detection rate for a wide range of materials.

An X-ray measuring system (see Figure 1, left) consists of an X-ray source (commonly
a cone beam with a specific focal size diameter fsd) and an X-ray detector. The X-ray source
uses either a cold emission or hot emission (Coolidge) X-ray tube. In cold emission, the
electrical field extracts and accelerates electrons from the cathode to the anode; in hot
emission, there is a heated free electron source, and the electrical field only accelerates the
electron to a target anode material. Cold emission tubes lack independent tube current
control (dependent on the tube voltage).

 

Figure 1. The basic framework combining experimental measuring data with simulated data.

The X-ray detector can be a direct or indirect conversion system. In a direct conversion
system, the X-ray photons will generate electrons (photo effect) directly in the solid-state
device; in an indirect conversion system, a conversion material (scintillator) is required to
convert X-ray photons into visible light photons, which are finally converted to electrons in
a solid-state detector.

In addition to the X-ray conversion mode, there are direct coupled detectors and
imaging systems that map the X-ray converted image from a scintillator onto a solid-state
detector. Direct coupled systems require an optical coupling material, commonly a fiber
optic plate (FOP) posing high geometric accuracy and low distortion. An indirect imaging
system with a lens-based imaging system can introduce optical distortion and yield reduced
geometric accuracy, but these types of systems have the advantage of being inexpensive [5].

Solid-state detectors are typically Coupled Charge Devices (CCDs) or CMOS pixel
detectors. Despite the fact that when used in an indirect conversion system, they are
sensitive to visible light, they are still sensitive to incident X-ray radiation producing shot
or popcorn noise.

The X-ray equipment consists of a low-cost X-ray source for dental diagnostics and
an X-ray detector consisting of a conventional medical X-ray converter and amplifier foil
(Fine 100) backside imaged by a commercially available CMOS monochrome image sensor
(back-illuminated Sony IMX290 2 M pixel sensor, described later) and a simple two-lens
optics. The optical distortion introduced by the optics increases with increasing distance
from the center of the image (“barrel distortion”) and must be corrected, at least for CT 3D
volume reconstruction.
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The measured X-ray images pose increased gaussiand- and non-gaussian distributed
noise (compared with high-quality flat panel detectors) and more important randomly
located “popcorn” shot noise by avalanche effects in pixels and pixel clusters (islands) due
to X-ray radiation exposure (back-illuminated sensors are very sensitive to this noise). The
gaussian noise can be reduced by averaging; the shot noise is removed by using multiple
images recorded in series and an automated pixel replacement algorithm. The shot noise is
a seed threshold phenomenon, i.e., the location and number of white pixels changes from
image to image, therefore allowing for the replacement of white pixels in one image from
unaltered pixels from another image.

Basically, we can classify X-ray measuring devices and systems into three classes
with respect to non-destructive testing (NDT) in engineering, especially for metals and
composite materials:

1. HighQ: Micro CT devices with micro focus tubes with optional optical magnification
(focal spot diameter below 50 μm), effective resolution below 100 μm;

2. MidQ: Industrial systems (standard focal spot diameter above 100 μm, typically
0.8 mm), effective resolution above 100 μm;

3. LowQ: Low-cost system (standard focal spot diameter above 100 μm, typically
0.8 mm), effective resolution above 30 μm.

The classification quality relies on resolution, contrast, and noise. In the following sec-
tion, we only distinguish between a low-cost and self-constructed LowQ and an industrial
MidQ instrument as a reference with standard focal spot diameters of about 0.8 mm. The
low-cost X-ray measuring instrument (<EUR 1000) should be an alternative for laboratory
and industrial devices that are much more expensive (>EUR 100,000). The technical and
construction details are important for comparing the device classes.

In addition to the description and evaluation of the LowQ X-ray measuring system
used for NDT applications (Section 2), we investigate X-ray image simulation, discussed
in Section 3, finally used for the training of ML defect detection models (Section 4). The
overal framework addressed in this work is shown in Figure 1.

2. X-ray Radiography and CT Systems

Two experimental setups, delivering input data for the training and testing of the
automated damage feature marking model, are described in this work:

1. MidQ: A laboratory radiography and CT system (Fraunhofer IFAM, Yxlon Y.MU2000-
D, Hamamatsu detector), electron beam focus spot diameter—0.75 mm (Wolfram
anode material), anode voltage—50–120 kV, tube current up to 10 mA, direct imaging
solid-state detector 1000 × 1000 pixels, detector pixel size—200 μm.

2. LowQ: A self-constructed, mobile, low-cost radiography and CT system, electron
beam focus spot diameter 0.8 mm (Wolfram anode material), anode voltage 30–70 kV,
tube current up to 1 mA, indirect imaged monochrome and back-illuminated CMOS
camera sensor (1920 × 1080 pixels), detector pixel size—3 μm, image-scaled virtual
detector pixel size—40 μm, X-ray scintillator screen (Ortho Fine 100 foil).

2.1. Low-Cost X-ray Device

The first device is only a reference system used to derive material and structure models
and to compare with the low-cost system introduced in this work. The architecture and the
main components of the proposed low-cost LowQ X-ray measuring device are shown in
Figure 2. A low-cost commercial wolfram X-ray tube with a focal spot diameter of 0.8 mm
and a typical anode voltage range of 30–80 kV is used. The imaging system consists of
a widely used X-ray intensifier screen (Ortho Fine 100) and a commercial CMOS camera
with double-lens optics. The entire X-ray measuring device is controlled by an embedded
computer (Raspberry Pi 4). The camera and the device controls can be accessed remotely
via a Web browser.

392



Eng. Proc. 2023, 58, 121

Figure 2. Low-cost X-ray radiography and CT instrument: (a) General overview; (b) details of the
detector (all dimensions in mm).

The X-ray tube is a KL 27-0.8-70 based on a classical Coolidge principle (hot emission
tube). The focal spot diameter is about 0.8 mm, with an opening angle of 19◦ (i.e., 70 mm
spot diameter at 200 mm distance). The X-ray beam current can be controlled by the heater
independently from the X-ray anode voltage (maximal tube current is 10 mA). Nearly
most of the electrical input power is converted into heat in the tube anode. Even low tube
currents of about 1 mA produce a heat power of more than 50 W, raising the temperature
of the anode far beyond 100 ◦C (measured using a thermal camera). The heat must be
propagated outside the tube; here, it is propagated by an attached massive Cooper cylinder
(see the right side of the tube in Figure 3 for a detailed view of the X-ray source) and a
ventilator. With this cooling, the anode temperature can be kept below 40 ◦C for operating
times below one minute.

The camera consists of a commercial monochrome CMOS back-illuminated image
sensor (Sony IMX 290, Omegon Kamera Guide 2000 M Mono), providing 1920 × 1080 pixels
with 3 μm × 3 μm pixel size. The CMOS sensor supports high exposure times (5 s and
longer) by posing low-noise output. The optical imaging system consists of a zoomable
double-lens system that maps the backside of the scintillator screen on the image sensor.
With the given distance of 125 mm (see Figure 2b) between screen and image sensor, the
effective Field of View (FOV) is about 65 × 36 mm (effective image size is 30 μm).

The X-ray source unit, the X-ray detector unit, and the optional rotation stage are
controlled by an embedded computer (Raspberry Pi 4), which is connected to a LAN. The
instrument can be accessed via a Web browser. There is one main application program
running on the embedded computer. The program controls the camera (using a vendor
SDK, ToupTek photonics, http://www.touptek.com/) and captures images via USB, the
X-ray unit, and a rotation stage stepper motor via a GPIO port. A Geiger counter is used to
monitor the X-ray intensity. The remote access is provided via a HTTP service, providing
the HTML control page, too (embedded in the software).
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Figure 3. Prototype of the low-cost X-ray radiography and CT instrument.

2.2. Electronics

An electronic schematic of the X-ray source is shown in Figure 4. The circuit consists
of a high-voltage generator, an electron heater constant current supply, and relay switches
connected to the embedded computer. The high-voltage generator uses a classical discrete
zero voltage switching (ZVS) driver circuit to drive a high-voltage transformer. The input
voltage of the ZVS determines the output voltage of transformer T1 (about 40 kHz; input
range: 5–12 V; output voltage: 5–12 kV). The output voltage of the high-voltage transformer
is multiplied by a six-stage Villard cascade. The HV supply delivers up to 70 kV and 1 mA
current (70 W). Neither the voltage nor the tube current is regulated by a feed-back loop, in
contrast to industrial devices.

 

Figure 4. Electronic schematic of the low-cost X-ray source (CV: Constant voltage, CC: Constant
current source).

2.3. Detector

The resolution of an X-ray imaging system is mainly limited by two parameters:

1. Detector pixel size dp multiplied by the optical image magnification, i.e., dpMopt;
2. The X-ray magnification Mxray.
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The X-ray magnification is given by the following:

Mxray =
ddet,src
dobj,src

a =
(

Mxray − 1
)

fb
(1)

with fb as the focal spot diameter (FSD), resulting in an imaging focus limit of about a
(aperture limit) [6].

The exposure time tx defines the noise level and the source-to-noise ratio achievable
with the given X-ray power Px. The industrial reference Mid-Q system has a pixel area
size of about 40 kμm2, whereas the LowQ detector has a pixel area of only 9 μm2! The
direct imaging MidQ system tightly couples the scintillator to the detector pixels via a
FOP, whereas the indirect imaging system poses optical losses in lenses and coupling
components. The MidQ system typically requires exposure times in the order of 100 ms
(with Px = 200 W), whereas the LowQ device requires at least 5000 ms (with Px = 50 W).

The camera deployed in the LoWQ device is a USB 2.0 Omegon Guide 2000 M Mono
with a back-illuminated monochrome Sony IMX290 sensor. The optical imaging system
consists of a CS-Mount double-lens system with 2.8–12 mm focal length and f/1.4 aperture.
The IMX290 image sensor uses an integrated 12 Bits ADC (directly accessible by a camera
raw format) for image digitalization, while an external 16 Bits ADC is used in the industrial
MidQ detector.

The scintillator used in the detector has a normalized conversion factor of 100, pro-
viding sufficient amplification and high resolution. The scintillator consists of phosphor
materials based upon a mix of rare earths with a high luminous intensity and low graininess.
The screen emission matches ideally with the spectral sensitivity of the image sensor, as
shown in Figure 5 (relative sensitivity of 0.95 at main emission peak). A limiting resolution
up to 10 Line Pairs (LP)/mm with 10% contrast can be achieved. The contrast of the entire
low-cost X-ray detector is about 70% at 2 LP/mm and about 25% at 8 LP/mm.

 

Figure 5. (a) Emission spectrum of the scintillator material [7]. (b) Spectral sensitivity of the Sony
IMX290 image sensor [8]. (c) Resolution of the scintillator screen independent of the material thickness
and amplification factor [7] (OG-2: conversion factor 100, OG-4: 200, and so on). (d) Dot pattern mea-
sured using the LowQ X-ray detector. (e) USAF 1951 pattern recorded with 55 kV/0.7 mA/average
of four images. (f) Intensity profiles and contrast at 2 an 8 LP/mm from (e).
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2.4. Noise

The CMOS image sensor is sensitive to X-ray radiation, not too much to warrant the
use of the image sensor directly, but with respect to popcorn and shot noise. Popcorn noise
is a random seed phenomena; i.e., in some pixels, there is an electron wall breakthrough,
leading to saturated (white) pixels. Fortunately, after the pixels are cleared (before the
sampling of the next image), the saturation is eliminated, and two succeeding images will
commonly not pose the same flooded pixels.

Commonly, the image device is not directly exposed to the X-ray beam. Instead, a
mirror under an angle of 45◦ is used, and the camera is placed with a 90◦ angle with respect
to the X-ray beam axis (see [5]). We tried the same approach, but we observed the following:

1. An expected reduction in light intensity (mirror reflectivity < 1) and more geometric
distortions.

2. There is still shot noise (albeit strongly reduced but not totally vanished).

The second observation is a result of the mirror construction. The mirror was a
conventional industrial aluminum mirror mounted on an aluminum carrier under the same
angle as the mirror. This combination still scatters some X-rays.

Therefore, we placed the camera in the X-ray beam again and used a simple multi-
image noise compensation method. This removes shot noise and reduces non-gaussian
X-ray and gaussian (electronics) noise, as shown in Alg. 1. Examples and results are shown
in Figure 6. Choosing the γ threshold is crucial because not all shot noise pixels reach the
maximum camera intensity, and some will only be reduced by averaging if they are below
the chosen threshold, as shown in Algorithm 1.

Algorithm 1: Shot (popcorn) noise removal and image averaging. γ is a noise threshold with
respect to the image pixel value range (commonly 0.9max), and Σ is a set of images. The result of
the averaged and noise-corrected image is σ0.

σ0 := Σ[1]
∀ (x,y) ∈ coord(σ0) dododo

ififif σ0[x,y] > γ thenthenthen

∀ σ &in; {Σ/σ0} dododo

ififif σ[x,y] < γ thenthenthen

σ0[x,y] := σ[x,y]

breakbreakbreak

endifendifendif

donedonedone

endifendifendif

∀ σ ∈ {Σ/σ0} dododo

ififif σ[x,y] < γ thenthenthen

σ0[x,y] := σ0[x,y] + σ[x,y]

elseelseelse

σ0[x,y] := σ0[x,y] + σ0[x,y]

endifendifendif

donedonedone

σ0[x,y] := σ0[x,y]/|Σ|
donedonedone

In addition to the shot noise, there is gaussian electronics and detector noise (not
correlated among pixels) and non-gaussian X-ray radiation and source noise, which can
pose spatial correlation. In Section 5 and Figure 10, the gaussian noise of the images sampled
by the LowQ and MidQ instruments are compared. The industrial MidQ device (including
the X-ray source) has an average noise level of SNR = avg(x)/σ = 280 (the 2σ noise interval is
about 0.7%), whereas the LowQ device has an SNR = 95 (the 2σ noise interval is about 2%).
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Figure 6. Without (a) and with (b) noise cancellation: (top) example image with threshold binarisation;
(bottom) example line intensity plots with flooded pixels.

3. Simulation

As is common in engineering applications, the data variance of the experiments and
specimens is limited. On one hand, specimens with impact damage pose a wide range
of different micro and macro damages (e.g., delaminations, cracks, kissing bond defects,
and many more). Therefore, the measurement (X-ray image) of one specimen delivers
only a few features, and the number of specimens is limited, too. High-pressure die-casted
aluminum specimens, on the other hand, contain a high number of gas pores (herein named
defects), and the number of specimens can be high. Even if the feature and data variance is
sufficient, there is no ground truth in the data, which is specifically required for the accurate
labeling of training data for supervised Machine Learning (ML). For this reason, in this
work, X-ray images are computed (simulated) numerically from synthetic specimens based
on a CAD model and Monte Carlo simulation techniques, as shown in Figure 7. The model
is composed of Constructive Solid Geometry operations creating solid materials or defects
(pores) by union or difference operations. The OpenSCAD software [9] was used to convert
the CSG model into a triangular mesh grid model (STL). This mesh model was finally
processed by our own X-ray simulation software [10] based on the gvxr/gVirtualXray C++
software library [3] for the computation of X-ray images.

Figure 7. The modeling of a die-casted aluminum plate with gas pores using Monte Carlo simulation.
Geometric parameters of real measure pores are used to create synthetic pores at random positions.
(left) Programmatic CSG model; (right) rendered 3D model with synthetic pores (holes).
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The Monte Carlo simulation of the synthetic pores was based on a simple geomet-
ric ellipsoid model with a base parameter set derived from real pore analysis using CT
reconstruction and projections measured using the MidQ device.

4. Feature Detection Using a Semantic Pixel Classifier

The main objective of this work is to use an automated feature detector and apply it to
single projection X-ray images delivered by a Low-Q (low-cost) X-ray instrument to detect
hidden defects in materials (which, in the context of this study, are pores in high-pressure
die-casted aluminum plates).

The input is an X-ray image; the output is a feature map image that marks pores and
provides the geometric parameters and position, as shown in Figure 8. A pixel classifier
is commonly implemented with a Convolutional Neural Network (CNN), mostly with
only one or two convolution-pooling layer pairs. The input of the CNN is a sub-window
masked out from the input image at a specific center position (x,y). The output is a class
(or a real value in the range [0, 1] as an indicator level for a class). The neighboring pixels
determine the classification result. The window with the CNN application is moved over
the entire input image, producing the respective feature output images.

 

Figure 8. Semantic pixel classifier applied to X-ray single projection images to detect and mark
hidden defects.

The pixel classifier is trained, while supervised, using labeled regions of pores (i.e.,
pixels inside a closed polygon path surrounding a pore in the image), as discussed in the
following Section 5.

5. Experiments

Experiments were carried out with aluminum die-casted plates (150 mm × 40 mm ×
3 mm) containing process pores. The objective was to find a simple pore feature-marking
pixel detector that maps an X-ray single projection image on a feature image, marking all
pores. The aluminum die-casted plates, as well as the MidQ reference measurements, were
contributed by Dirk Lehmhus, Fraunhofer IFAM, Bremen, Germany.

In addition to the feature detection experiments, the low-cost and low-quality X-ray
measuring device was compared with the aforementioned commercial device in terms of
noise, spatial resolution, contrast, and geometric distortions.

Samples of the original X-ray images are shown in Figure 9. The contrast of the
pore peak is C(HighQ) = 1.42 and C(LowQ) = 1.86. The FWHM of the pore peak is
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FWHM(HighQ) = 7 px ≈ 0.7 mm and FWHM(LowQ) = 25 px ≈ 0.75 mm, as shown in
Figure 10.

Figure 9. X-ray image sections from HighQ (left) and LowQ (right) devices, respectively, of a selected
hidden pore in an aluminum high-pressure die-casted plate (pixel scaling: left—100 μm/pixel;
right—30 μm/pixel).

Figure 10. Comparison of MidQ (left) and LowQ (right) measurement results from an aluminum
die-casted plate with pores. (top) Averaged slice intensity of mostly homogeneous area. (bottom) Av-
eraged slice intensity (vertically averaged over 20/3 pixels) of a strong pore. Mxray = 2.0 (HighQ)/1.0
(LowQ), spx,eff = 100 μm (HighQ)/30 μm (LowQ), exposure time t = 100 ms (MidQ)/2 × 5 s (LowQ).

The main objective of this work was to apply a semantic pixel classifier for the feature
marking of pores in aluminum die-casted plates using single projection X-ray images
sampled using the LowQ device introduced in this paper. Since there is no ground truth in
the measured images (i.e., accurate labeling for training is not possible), synthetic images
retrieved from the numerical X-ray simulation were used to train the pixel classifier, which
was finally applied to X-ray images thereafter.

Figure 11 shows some selected results. There are always image pairs consisting of
the X-ray input image (left) and the pore feature-marking image (right), as predicted
by the semantic pixel classifier. One of the synthetic images is shown in Figure 11a, as
is the prediction of the trained model. Additionally, the feature image shows the ROI
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selection and labeling of the input images used for training (red: pore area; blue: selected
background regions). The ROIs were automatically created from the CAD model used
for simulation. The predictor model was trained with 40 epochs. The CNN architecture
consists of two convolution-pooling layer pairs with 8 filters each. The training set consisted
of an imbalanced set, with background examples being preferred to suppress false positive
predictions rather than false negative. Since there is no ground truth for the measured
images, we can only evaluate the results for the synthetic images. The overall accuracy
achieved on the test set was 93%, with a class-specific error of 4% background and 11%
pore region marking. The F1 score was 0.93. These results sound promising, and examples
of the feature marking of the measured images are shown in Figure 11c,d for the low-noise
Mid-Q and noisy Low-Q instruments, respectively. It can be seen that there is significantly
increased pore feature marking in the LowQ images compared with the MidQ images. To
estimate the impact of noise (from detector and radiation source), we tested a pore-free
rolled and polished aluminum plate, as shown in Figure 11b, applying the same predictor
model and expecting a black image; however, the image did not turn out to be black. This
clearly shows the noise sensitivity of the predictor model, which must be suppressed.
One approach for discriminating noise from pores in the feature marking of images is to
calculate the union of two independent images from the same specimen, as it is expected
(and can be shown) that noisy marking are randomly positioned. The geometric distortions
of the Low-Q system seem to be irrelevant to the feature marking process.

 

Figure 11. Results of the feature marking of different X-ray images using a selected sample plate
and two measuring instruments and synthetic images. Note that the LowQ images have a different
scaling system and regions compared to the Mid-Q and synthetic X-ray images. aluDC: die-casted
aluminum plate with pores; aluRO: rolled and polished aluminum plate without pores.
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6. Conclusions

One of the main findings of this work is that a low-cost constraint does not necessarily
result in low-quality output (this applies to the LowQ device described in this work).
With respect to resolution and contrast, the LowQ device outperforms an industrial MidQ
device, but when using the LowQ device, the noise is significantly higher due to the lower
overall sensitivity and long exposure times not allowing for the extra exposure required to
significantly reduce image noise. Additionally, random popcorn/shot noise in the LowQ
indirect imaging system requires at least two independent images to substantially remove
this noise.

The higher noise of the LowQ instrument compared with the industrial MidQ device
has a significant impact on the accuracy and quality of the data-driven, feature-marking
model. The geometric distortions of the LowQ system seem to be irrelevant to the feature
marking process. It was possible to train the feature-marking detector with pure synthetic
X-ray images computed by a numerical simulator using a CAD model of the specimen with
randomly created defects.

Future work must involve improving the training data set by overlaying measured
noise (especially from the LowQ device) to the simulated X-ray images.
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Abstract: This study aims to enhance additive manufacturing (AM) quality control. AM builds
3D objects layer by layer, potentially causing defects. High-resolution micrograph data capture
internal material defects, e.g., pores, which are vital for evaluating material properties, but image
acquisition and analysis are time-consuming. This study introduces a hybrid machine learning (ML)
approach that combines model-based image processing and data-driven supervised ML to detect and
classify different pore types in AM micrograph data. Pixel-based features are extracted using, e.g.,
Sobel and Gaussian filters on the input micrograph image. Standard image processing algorithms
detect pore defects, generating labels based on different features, e.g., area, convexity, aspect ratio,
and circularity, and providing an automated feature labeling for training. This approach achieves
sufficient accuracy by training a Random Forest as a hybrid-model data-driven classifier, compared
with a pure data-driven model such as a CNN.

Keywords: additive manufacturing; pore classification; machine learning; numerical image analysis

1. Introduction

1.1. General Motivation

Medical implants have transformed healthcare, yet their production presents sig-
nificant challenges. Additively manufactured Ti6Al4V implants can develop porosity,
influencing their mechanical properties, particularly under dynamic loads. Understanding
the relationship between manufacturing parameters and implant quality, especially post-
HIP treatment, is crucial. Laser powder bed fusion (LPBF) is an additive manufacturing
technique that constructs intricate components with complex shapes layer-by-layer [1].
This technique involves the application of a fine powder layer using a thin blade, followed
by localized melting using a laser. These steps are iteratively performed until the com-
ponents reach their desired final height [2]. A component’s mechanical characteristics,
similar to powder metallurgy, depend on factors like relative density and defect shapes [3],
which are influenced by several variables such as laser power, scanning speed, and particle
properties [4]. These factors can lead to defects like cracks and porosity, which are linked
to the applied energy density [5]. This research aims to study critical defects in additively
manufactured medical implants, offering supervised machine learning methods for feature
extraction of metallurgical micrographs to detect and classify different defects. To detect
defects, different model- and data-driven approaches are investigated. The major advan-
tage of a model-driven over a pure data-driven approach is the ability to be explained and
tractability of the model, i.e., a correlation between classification output and geometric
features that are amplified by the selected filter operators.
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1.2. Related Work

In our investigation of common pore types in additive manufacturing, we have identi-
fied several distinct categories. Keyhole pores [6,7], characterized by vapor bubbles trapped
in the melt pool during printing and the potential for merge process pores, exhibit dimen-
sions ranging from microscopic to millimeters, featuring keyhole-like voids and channeling.
These defects result in reduced mechanical strength, diminished fatigue resistance, and
heightened susceptibility to crack initiation. Gas pores [8], closely related to keyhole pores
but with slight shape differences (a gas pore is a circular keyhole), share the same vapor
bubble characteristics and similar size dimensions. They display an irregular distribution
and spherical shapes, contributing to decreased fatigue life, lowered mechanical strength,
and compromised surface finish. Lake of Fusion (LOF) pores [8,9], attributed to insuffi-
ciently melted material, can vary in size up to millimeters, presenting interlayer gaps and
unfused regions that serve as starting points for cracks under stress. Unmelted Particle
Pores [8,10,11], a subset of LOF pores, are characterized by the inclusion of unmelted
powder within the pore, sharing similar dimensions and geometric features and similarly
contributing to crack initiation and growth. Process pores [9], identified by a low packing
density of powder, hollow particles, and entrapped inert gas, are typically microscopic to
less than 100 μm in size, with an irregular distribution and spherical shapes of a minimal
area, exerting a relatively minor impact on material properties. Finally, cracks [3], ranging
from microscopic to millimeter dimensions and featuring a large aspect ratio, pose the
most significant risk for initiating mechanical failures within the additive manufacturing
process, often arising from the presence of other pore types or inherent defects. A detailed
summary of these pore types is available in Table A1 in Appendix A for reference.

Most of the work in the classification of defects in additive manufacturing using
supervised machine learning focuses on categorizing defects in images. For instance,
Mika [9] utilized a Random Forest Tree model to examine the occurrence of pores in binary
micrograph images, achieving a classification accuracy of around 95% for keyhole, lack of
fusion, and process pores.

Another approach by Zhang et al. [12] involved the use of Support Vector Machines
(SVMs) for defect detection in Ti-6Al-4 V additive manufacturing. It involved extracting
geometric features from thermal images, resulting in an accuracy of 90.1% for distinguishing
porous and non-porous defects. In contrast, Convolutional Neural Networks (CNNs)
excelled in handling image-based defect detection problems. Scime et al. [13] applied
multi-scale CNNs for in situ defect detection, achieving high accuracy in anomaly detection
and differentiation (97%, 85%, and 93%, respectively).

While these models perform well with larger datasets, the challenge of limited data
and their annotation (labeling without ground truth) has led to the adoption of semantic
segmentation. Semantic segmentation assigns human-interpretable classes to each pixel
in an image. Recent research addressed the binary pixel segmentation of additive man-
ufacturing defects in X-ray Computed Tomography (XCT) 3D images. To address issues
such as poor contrast, small defect sizes, and appearance variations, a 3D U-Net model was
proposed. When applied to an AM dataset, this model achieved a mean Intersection over
Union (IOU) value of 88.4% [14].

1.3. Contribution of Our Research

In this study, we employ semantic segmentation techniques with reduced training
data due to the time-intensive nature of data generation. We introduce a model-driven
data-driven approach utilizing a Random Forest (RF) classifier, a supervised machine
learning method, for efficient pore classification, which is particularly effective with limited
training data. Comparative analysis reveals that conventional purely data-driven models
like Convolutional Neural Networks (CNNs) underperform in contrast to our model-driven
data-driven model. Our model is primarily designed to predict four distinct pixel classes:
background (class 0, trivial class), lack of fusion (LOF) (class 1), gas keyhole pores (class 2),
and process pores (class 3).
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The next sections proceed with an overview of the used materials and methods,
subdivided into subsections describing the dataset, preprocessing, and machine learning
classifiers, including Random Forest (RF) and Convolutional Neural Network (CNN). The
performance metrics used are also explained. The “Experimental Design” section details
the research methodology. “Results and Discussion” presents the experimental outcomes,
comparing classifier performance and discussing findings. Finally, the “Conclusion and
Future Work” section will summarize our preliminary results and key findings.

2. Materials and Methods

2.1. Dataset

To facilitate both unsupervised and supervised defect classification modeling, a dedi-
cated data pipeline and database were established for our study. The dataset encompasses
diverse manufacturing process parameters for Ti6Al4V, including laser power, layer thick-
ness, hatch distance, and scan speed. The dataset comprises 400 distinct process parameter
combinations, printed in Ti6Al4V on an SLM 125 HL (SLM Solutions GmbH, Lübeck,
Germany). Specifically, the laser power, scan speed, hatch distance, and layer thickness
were systematically varied. Laser power ranged randomly from 152 W to 350 W, scan speed
varied randomly between 803 mm/s and 1599 mm/s, and hatch distance was randomly
adjusted between 0.07 mm and 0.15 mm. Layer thicknesses were selected in increments of
0.025 mm, encompassing 0.05 mm, 0.075 mm, and 0.1 mm. In the manufacturing process,
the parameter combinations were randomly positioned on the build platform. Three pro-
cess parameter combinations were consistently produced in close proximity to each other,
utilizing the skip layer function to enable the construction of all four layer thicknesses in a
single process. To minimize heat transfer effects between combined parameter combina-
tions, a small gap was maintained between the three sections, with minimal contact at the
bottom. Following the printing process, specimens underwent embedding, grinding, and
polishing, culminating in microscopic imaging.

We also created a new dataset of human annotated pores, so we cut the images of
different pore types to obtain (see Figure 1) a bunch of images that show three types of
pores with a total of 200 pores for each pore type. This dataset was used for statistical
computations of the pore characteristics.

  

(a) (b) (c) 

Figure 1. The extracted pore types as (a) process pores; (b) keyhole (gas) pores; (c) lack of fusion pores.

2.2. Preprocessing and Feature Extraction

The initial data preparation involved vertically slicing specimens to create micrograph
image scanning (see Figure 2a,b). Within these micrograph images, discernible porosity
defects resulting from the manufacturing process were observed. To analyze various
pore types, we initially converted the color images to grayscale, unifying image intensity
within a single channel and thus streamlining subsequent image processing and analysis.
Subsequently, binary thresholding and post-cropping were applied using the OpenCV
library [15] (see Figure 2c). Following this, we employed the same image processing
approach to identify pore contours, utilizing an iterative bounding box method based on
the algorithm detailed by Satoshi Suzuki and others in [16] (see Figure 2d). These identified

404



Eng. Proc. 2023, 58, 122

pore contours allowed for the extraction of local features, such as pore area, position, and
angle, as well as shape descriptors like solidity, circularity, and convexity (see Figure 2e).

 
 

(a) (b) 

  
(c) (d) 

 
(e) 

Figure 2. Illustration of the preprocessing and feature extraction pipeline (a) SLM; (b) micrograph
slicing; (c) image binarization; (d) contour and ROI marking; (e) pore characterization and classification.

2.3. Machine Learning Classifiers

ML algorithms that are applied to images commonly perform two tasks: (1) region of
interest prediction and geometric feature and contour approximation and (2) classification
of ROI areas or the entire image. ML algorithms are typically purely data-driven, requiring
a solid database, which in engineering is mostly based on measurements and experiments.
In our work, we try to combine data-driven with model-based approaches and to use
primarily models with low complexity.

2.3.1. Random Forest Classifier (RF)

The Random Forest (RF) algorithm is a powerful and widely used classification
supervised machine learning method [17,18]. RF builds multiple decision trees, combining
them as weak classifiers using “bagging” [19]. The RF classifier creates several decision trees,
which are combined to improve the outcomes. It uses majority-voting technique to decide
the final outcome from the various decision trees. In a Random Forest model, each decision
tree relies on values from a randomly selected vector with the same distribution [17]. This
classifier has many parameters, e.g., maximum features, n-estimators, minimum samples
split, minimum samples leaf, and maximum depth. Most of the parameters were the default
algorithmic and model parameters using the scikit-learn software package [20]. Only one
selectable parameter was optimized by grid search, which is the number of trees (we used
n-estimators = 100). The RF is used in this work as mapping algorithm that maps geometric
model-based precomputed latent features on classification features (pore classes). The
input feature vectors of the RF model are aggregate variables derived from the micrograph
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input image. The kernel-based aggregating filter operators can be freely chosen, e.g., mean,
Gaussian blurring, or Sobel filters. A broad set of filters were applied, and the best were
selected by feature ranking, mainly edge and shape boundary amplifying detectors.

2.3.2. Semantic Pixel Classifier

A pixel classifier is applied to sub-images (mask window) of an image to predict
the class of the central pixel of the current mask window, as illustrated in Figure 3. A
variant is a segment classifier. The input image is segmented, and the classifier is applied
to each segment annotating the entire segment (not suitable for pore annotation). If the
window mask is moved over all pixels of the input image, an annotated semantic class
feature map output image can be created. The pixel classifier can be implemented by the
aforementioned RF or CNN models, introduced in the next sub-section. Semantic pixel
classifiers, e.g., based on CNN architectures, were already successfully deployed for image
feature segmentation, e.g., for defect detection in X-ray images [21,22].

 

Figure 3. Pixel classifier principle using a CNN (alternatively replaced by the proposed RF approach).

2.3.3. Convolutional Neural Network (CNN) and U-Shaped Neural Network (U-Net)

Convolutional Neural Networks (CNNs) [23] are widely used models that are de-
ployed in image recognition and feature extraction tasks. CNNs are used for tasks like
image classification and object detection. They operate by making predictions at both the
image and object levels, focusing on tasks such as assigning labels or bounding boxes to
entire images or objects within them.

U-Net, a multi-level and complex CNN architecture with automated embedded or
separated ROI proposal algorithms that is often used for automated image segmentation
and ROI searches, particularly in medical analysis, features a U-shaped design, with
encoding and decoding paths connected via a central bottleneck (based on auto encoder
principles). It excels at capturing fine-grained spatial information in images and has proven
effective in tasks such as medical image segmentation. Designed by Ronneberger and
colleagues in 2015, U-Net specializes in image segmentation, classifying each pixel. It is
tailored for scenarios with limited training data and avoids substantial resolution reduction.
Importantly, U-Net and similar architectures tackle a significant computer vision challenge
by delivering better performance with smaller training datasets. However, if the model
complexity increases, the required training data instance volume and their variance must
be increased significantly to achieve suitable generalized and robust predictive models.
This extended and large database is not available in this work. This capability is especially
valuable in scenarios where amassing extensive labeled data is impractical [24]
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Hyper-parameters that are tunable in both CNNs and U-Net encompass learning rate,
batch size, layer count, filter size, activation functions, pooling size, and loss function,
influencing network performance and training progress.

2.4. Performance Metrics

Metrics are used for the assessment of the machine learning model’s performance
throughout training and testing. The model assessment metrics considered in this work are
as follows [25]:

Accuracy quantifies the model’s performance by dividing correct predictions by total
predictions, averaged either for all classes or for individual classes (1-error). The standard
error of the mean (SEM) measures how the sample mean differs from the actual population
mean. σμ = σ/

√
k, where σ is the standard deviation of the results and k the number

of runs. Precision (Positive Predictive Value) gauges the classifier’s bias toward false
positives. Recall (sensitivity) indicates the classifier’s bias toward false negatives; low recall
implies numerous false negatives. F1-Score (F-measure) is a harmonic mean of accuracy
and recall, combining precision and recall. The segmentation performance is quantified
using Mean Intersection over Union (Mean IoU), which measures the percentage overlap
between predicted and true segmentation masks. Traditionally, an IoU value exceeding 0.5
is regarded as indicative of “good” segmentation [26].

3. Experimental Design

In this section, we elucidate our machine learning pipeline, illustrated in Figure 4,
designed for pore detection and analysis, subsequently leading to the prediction of diverse
pore types. The training process utilizes input image(s), from which we extract pixel-
based features employing different filters: Canny, Roberts, Sobel, Scharr, Prewitt, Gaussian,
Median, and Variance filters. Different kernel sizes employed for these operations were
investigated: 3 × 3, 5 × 5, 25 × 25, and 50 × 50 pixels. In our supervised machine learning
(ML) approach, annotation is essential for distinguishing between various pore types. To
accomplish this, we applied classical image processing algorithms, as detailed in Section 2.2
of our study. This tool facilitates the iterative detection of object (pore) contours and
then derives different features such as aspect ratio, area, and convexity, as elaborated in
Section 2.2. Drawing upon statistical analyses of pore characteristics conducted using the
data presented in Figure 1, we formulated criteria for pore classification, an example of
which is documented in Table A2 in Appendix B. These criteria are structured as an if–else
logic system, enabling the classification of diverse pore types based on their statistical
attributes. This classification scheme, as depicted in Appendix B Figure A1, encompasses
process pores, gas or pore keyholes, LOFs, and another category. It is worth noting that
our dataset lacks information on cracks. Consequently, our RF classifier is configured to
predict four classes: 0 for background, 1 for LOF pores, 2 for keyhole pores, and 3 for
process pores, aligning with the available data characteristics. Subsequently, following the
conditions outlined in Figure A1 in Appendix B, we assign labels to the pores and employ
this information to generate a pixel-based mask, effectively attributing each pixel to its
corresponding pore. This mask is then input into the RF classifier. Finally, the classifier’s
performance is assessed with new testing images, yielding the predictive accuracy. In
Appendix B, Figure A2 depicts examples of the input image, labeled image, and predicted
image, respectively.

The CNN model used in this work employs two or three Conv2D-MaxPooling2D layer
pairs for feature extraction and classification, typically with 4–8 filters in each layer using a
filter mask size of 5 × 5 pixels. ReLU (Rectified Linear Unit) activation functions are applied
throughout the network to introduce amplification of positive features and damping of
negative latent features and enhance feature separation capabilities. The objective of this
architecture is to classify each pixel in the input images into one of four classes: background,
LOF pores, keyhole pores, and process pores, creating a feature map image.
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Figure 4. (Top) RF-based model pipeline. Input is a sub-window from the original input image at a
specific index position x, y. (Bottom) Feature vector generation and local pixel aggregation.

We also utilized the U-Net architecture, which is designed for pixel-level segmentation
tasks, as introduced by Ronneberger et al. in 2015 [25]. U-Net’s distinctive features include
an encoder (down-sampling) and decoder (up-sampling) CNN framework (see an example
of this model architecture in Appendix C Figure A3), skip connections linking encoder
and decoder layers, transposed convolution for up-sampling, and crop-concatenate for
contextual information integration, concluding with a 1 × 1 convolution layer. In compari-
son to standard CNNs with broader applications in computer vision, U-Net specializes in
pixel-level image segmentation and ROI detection. Our custom U-Net design incorporates
five Conv2D layers for down-sampling (64 × 64, 32 × 32, 16 × 16, 8 × 8, and 4 × 4) and
four Conv2DTranspose layers for up-sampling (4 × 4 to 8 × 8, 16 × 16, 32 × 32, and
64 × 64), interconnected through skip connections, culminating in a Conv2DTranspose
layer with a 3 × 3 kernel to achieve a 128 × 128 resolution. Loss and activation functions
are customizable, with categorical cross-entropy and ReLU often chosen. Our model aims
for precise pixel-wise classification.

4. Results and Discussion

In our study, we trained a Random Forest (RF) model using up to 10 million classes of
imbalanced training samples (i.e., pixel vectors, but background pixels are the majority),
as detailed in Section 3, using a progressive approach where we employed an increasing
number of ten images randomly selected from our dataset and tested with all these ten
images. This approach was adopted due to the non-normal distribution of the accuracy
results, leading us to calculate the standard error of the mean (SEM) as a more robust
measure, representing one standard deviation. Training the model with eight images
achieved a lower SEM of testing the model. The model’s overall average test accuracy
across all classes, along with its SEM, was determined to be 77% ± 1% (refer to Figure 5a).
Since the background class is trivial in this use case, the three-class average accuracy is
about 76%. Notably, the model achieved a maximum test accuracy of 82% among the
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ten tested images. When trained with eight images, the model demonstrated an overall
average test precision of 67%, recall of 77%, F1 score of 69%, and an impressive Area Under
the Curve (AUC) of 99.7%. The class-specific accuracy is not homogeneous. Only the
LOF class, which was the majority class in the initial training sample distribution, can
be clearly identified. We repeated the training with a balanced training set, but without
significant improvement, concluding that the RF training is insensitive to imbalanced
training examples.

  
(a) (b) 

Figure 5. Figure 5. (a) Overall averaged accuracy of RF classifier vs. increasing number of training
images, (b) each class-averaged accuracy of RF classifier vs. increasing number of training images.

A comprehensive breakdown of individual class training and test accuracies can be
found in Figure 5b. Notably, the model excelled in predicting classes with larger pixel
counts, such as the LOF pore type, as exemplified in Figure A2c, where a predicted image
is showcased. The decrease in the overall model prediction accuracy of the training data
and a parallel increase in the test data accuracy with the increasing number of training
images, as shown in Figure 5a, is an indicator for the high variance (class distribution and
geometric variations) of particular images.

We trained the CNN with a moving input window size of 20 × 20 pixels (with about
10,000 training examples), as well as the RF with eight images, and tested the model with
all ten images. The results, as summarized in Table 1, show that the CNN model that is
described is not performing well, either. After 30 training epochs with a training rate of
alpha = 0.01, we obtain a total accuracy on the test set (70% of the entire image segment
database consisting of 27,000 segments) of about 80%, but the keyhole and LOF classes
pose an individual error of about 30–40% due to misclassification (mostly overlapping
classification of these classes). Only the process pore class (with its small geometric size, see
Appendix for details) can be detected with a low error (about 6%). The error is an individual
pixel classification error without considering neighboring pixel results. After pixel feature
classification, a pixel clustering (DBSCAN) can be applied. Spurious misclassification can
be suppressed by clustering, resulting in a much lower pore-wise classification error.

Table 1. Summarized comparison of the accuracies for the three approaches considered in this work
(FC: False classification).

Class\Method RF CNN U-NET

Process Pore Class 54%
(40% Keyhole FC) 93% 50%

LOF Class 99% 60%
(25% Keyhole FC) 5%

Keyhole Class 75%
(20% Pro FC)

65%
(25% LOF FC) 20%

Total 76% 73% 25% (failed)
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The RF and CNN models rely on a divide-and-conquer principle posing a low model
complexity. For comparison, we employed a complex U-Net model that is also described
in Section 3. The training process was not suitable to create a usable model, as shown in
Figure A4. The predicted images still look different to the labeled images, as can be seen in
Figure A5 (a: input test image, b: labeled image, and c: the predicted labeled image). The
model was trained with eight images, resulting in a training and testing dataset accuracy of
54% and 25%, respectively, i.e., the training failed completely, basically due to the limited
training dataset size (here, only eight different instances).

As concluded in this section, the RF-based model performed slightly better than
both the simple CNN and the U-Net models for our task of predicting different pore types.
However, both RF and CNNs can only predict one of the three pore class with high accuracy,
while two of three are not clearly distinguishable. The currently unusable U-NET needs
to be tuned, and data augmentation is important in order to improve the results. We
emphasize the importance of employing data augmentation techniques such as geometric
transformations involving random cropping, shifting, and rotation. These strategies hold
great promise for enhancing classifier performance and advancing pore classification.

The RF and CNN show different distributions of the per-class accuracy, so they could
be combined to create a more robust class-specific classifier model. The misclassification
noise, as illustrated in the images in Figure A2c–f, depends on the filter mask sizes. Too
small masks reduce the spatial correlation and increase noise significantly, while too large
masks increase averaging and extended area misclassification (e.g., by multiple pores inside
the mask).

5. Conclusions and Future Work

Our research has introduced a hybrid classifier model using model-driven feature
selection combined with an RF classifier, a supervised machine learning model that is
designed to perform well even with limited training data. Compared with purely data-
driven models like CNNs, our RF approach has demonstrated a competitive quality in pore
classification, which can be trained with a highly class-imbalanced training set without
compromising accuracy. Both RF and CNN approaches used local data models of a low
complexity combined with a divide-and-conquer methodology. One major contribution
is an automated feature annotation using classical image processing and iterative object
search, finally providing shape boundary approximations and elliptical shape fitting. Based
on a few characteristic features, the pores can be classified using a simple decision tree.
The image processing approach always depends on a global context limiting parallelism,
whereas the pixel classifier depends only on bound local data, enabling the usage of parallel
Cellular Automata processing architectures. The U-NET approach uses a highly complex
and deep functional graph model, which is not suitable for being trained with only a few
images as was done in this work.

The major advantage of the model-driven over the purely data-driven approach
is the ability to be explained and tractability of the model, i.e., a correlation between
the classification output and geometric features that are amplified by the selected filter
operators. Finally, the RF approach showed low sensitivity to highly imbalanced datasets
with respect to the target class distributions.

Given the challenges in gathering micrograph data, we emphasize the importance of
employing data augmentation techniques such as geometric transformations, including
random cropping, shifting, and rotation. These strategies hold great promise for enhancing
classifier performance and advancing pore classification.

In future work, we aim to:

• Use a semantic pixel clustering based on DBSCAN to improve pore classification by
majority decision and to derive ROI boundaries of the pores;

• Enhance the RF- and CNN-based micrograph data classification model, finally fusing
these models to create a more robust meta model;

• Develop a forward ML model for predicting mechanical properties;

410



Eng. Proc. 2023, 58, 122

• Create an inverse ML model for predicting AM process parameters.
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Appendix A

Table A1. Summary of the pore types.

Defect Type Characteristics Geometric Features
Material and Mechanical

Properties

Keyhole pore [6,7]

Vapor bubbles trapped in melt
pool during printing and

vaporized metal at high local
temperatures or merge

process pores

Keyhole-like voids,
channeling

Reduced mechanical
strength, reduced fatigue

resistance, susceptibility to
crack initiation

Gas pore (circular
keyhole) [8]

Vapor bubbles trapped in melt
pool during printing (or merge

process pores)

Irregular distribution,
spherical

Decreased fatigue life,
lowered mechanical

strength, compromised
surface finish

Lake of Fusion (LOF)
[8,9]

Due to insufficiently
melted material

Interlayer gaps,
unfused regions, not
necessarily spherical

Starting point for cracks
which may grow further

due to stress

Unmelted particle
(LOF) [8,10,11]

Due to insufficiently melted
material

(inclusion of unmelted powder)

Same as above but with
unmelted powder

trapped inside

Starting point for cracks
which may grow further

due to stress

Process pore [9]

Low packing density of the
powder, hollow powder
particles, and entrapped

inert gas

Irregular distribution,
spherical with
smallest area

Less effect on the material

Crack [3]
Fractures in printed layers or at
interfaces or can be caused due

to failure induced by other pores
Large aspect ratio Biggest risk for initiating

mechanical failure
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Appendix B

Figure A1. Automatic annotation procedure for the pore type classification.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure A2. (a) Example of an input micrograph image. (b) Automatically labeled image where blue
pixels represent the LOF pore, green keyhole or gas pores, and red is the process pores. (c) Predicted
pixel classification by the RF model with a filter operator mask of 25 × 25 pixels. (d) Another example.
(e) Automatically labeled image. (f) Prediction using a 3 × 3 filter mask with noisy classification.

Table A2. The mean area, convexity defects, and aspect ratio features of three pore types.

Pore Type
Mean Area

mm
Convexity

Defects
Aspect
Ratio

Process 8.59 × 10−5 1.135 1.397
Keyhole 0.018 23.750 1.211

LOF 0.029 12.517 1.972
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Appendix C

 
Figure A3. Example of U-Net architecture. The blue tiles on the left hand side represent the encoder
(down-sampling) section of the network, and the green tiles on the right show the decoder (up-
sampling) section [24].

   
(a) (b) (c) 

Figure A4. Results of using U-Net model (a) accuracy vs. increasing number of training images,
(b) IoU vs. increasing number of training images, (c) each class accuracy vs. increasing number of
training images.

   
(a) (b) (c) 

Figure A5. Results of U-Net model trained with eight images: (a) test image, (b) labeled test image
(c) predicted image.
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Abstract: Around the globe, agriculture has grown to a point where it is now a financially feasible
way to produce more sophisticated cultivation methods. Throughout the long tradition of agriculture,
this represents a pivotal moment. The widespread adoption of data and the latest technological
advances in the contemporary period allowed this paradigm change. However, pests remain to
blame for significant harm done to crops, which has a detrimental impact on finances, the natural
world, and society. This highlights the necessity of using automated techniques to apprehend pests
before they cause widespread harm. Agriculture-related issues are currently the predominant subject
for research that utilizes ML. The overarching aim of this investigation is the development of an
economically feasible method for pest detection in vast fields of crops that IoT enables through the
use of pest audio sound analytics. The recommended approach incorporates numerous acoustic
preparation methods from audio sound analytics. The Chebyshev filter; the Welch method; the
non-overlap-add method; FFT, DFT, STFT, and LPC algorithms; acoustic sensors; and PID sensors are
among them. Eight hundred pest sounds were examined for features and statistical measurements
before being incorporated into Multilayer Perceptron (MLP) for training, testing, and validation. The
experiment’s outcomes demonstrated that the proposed MLP model triumphed over the currently
available DenseNet, VGG-16, YOLOv5, and ResNet-50 approaches alongside an accuracy of 99.78%, a
99.91% sensitivity, a 99.64% specificity, a 99.59% recall, a 99.82% F1 score, and a 99.85% precision. The
significance of the findings rests in their potential to proactively identify pests in large agricultural
fields. As a result, the cultivation of crops will improve, leading to increased economic prosperity for
agricultural producers, the country, and the entire globe.

Keywords: Internet of Agricultural Things; deep learning; Multilayer Perceptron; pest detection;
sound analytics

1. Introduction

Intelligent agriculture monitoring systems collect real-time agricultural data via IoT
sensor networks [1]. Agriculture’s production, efficiency, and sustainability are improved
via automation and artificial intelligence. IoT devices use small sensors to measure soil
moisture, temperature, humidity, light intensity, air quality, crop health, and water levels.
These sensors are deliberately placed across a farm to collect data from multiple places.
Internet-connected sensors use Wi-Fi, Lo-RaWAN, cellular, or satellite networks [2]. This
link allows data to be easily transmitted to the cloud. IoT sensors are stored, analyzed, and
processed in the cloud. Cloud computing features include scalability, real-time data access,
and secure storage. The cloud platform discovers machine learning and analytics [3]. Esti-
mates of crop health, appropriate watering regimens, and early disease and pest detection
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are examples of these findings. Farmers and agriculturalists can access real-time data via
simple smartphone apps and web dashboards [4]. They use these networks to monitor
their crops and farms remotely.

Pest management and irrigation systems can be automated using research and ideas.
Data-driven farmers save money and resources [5,6]. They improve irrigation, fertilization,
and other agricultural practices to boost crop output. Water and the environment are
conserved via efficient fertilizer and water use. Early pest and disease detection prevent
mega-outbreaks and crop losses. Remote agriculture gives farmers independence. Sustain-
able farming techniques decrease waste and resource usage [7–9]. This study proposes a
real-time pest detection method using MLP and sound analytics. Technology will improve
insect monitoring and treatment, making farming more efficient and environmentally
friendly [10,11].

2. Dataset and Data Pre-Processing

The Agricultural Research Service (ARS) of the United States Department of Agricul-
ture (USDA) is responsible for keeping the sound pest library, which is located at [12]. The
sound recordings in this library were gathered using various acoustic sensors to record
the sounds produced by various insect species. A network of IoAT devices over large
agricultural areas can record pest sounds. The suggested technique analyzed 800 audio
recordings of 16 pests, as indicated in Figure 1. The Chebyshev filter denoised pest audio
data; the Welch approach reduced audio spectrum leakage; the non-overlap-add method
transformed overlapping frames into non-overlapping ones; FFT, DFT, and STFT trans-
ferred time to the frequency domain and characterized and analyzed pest audio data for
fusing with a recommended deep learning system model; and LPC extracted features from
pest audio sound signals. The GMM calculated statistical measurements. In total, 70% of
the data were used for training, 20% for testing, and 10% for validation.

 

Figure 1. List of pests used for analysis.

3. Proposed Methodology

3.1. MLP System Model

We have used a fully lined 4-layered MLP as shown in Figure 2. Every computation
abstraction layer has a fixed number of neurons. NN learns and weights neurons. The
model layer sequence is input, first hidden, second hidden, output. The number of feature
dataset input–output neurons create NN input and output layers. Based on identified
ideas, inner layers have any number of neurons. The input layer has 20 nodes. It is 20*1.
The improved first hidden layer has 40 neurons and ReLU. This layer’s neurons weigh
all input layer neurons. A 20*40 input-hidden layer connects the weight matrix. The 40-

416



Eng. Proc. 2023, 58, 123

neuron second hidden layer activates ReLU. Neurons are weighted to all first hidden-layer
outputs. The first and second hidden layers’ linking weight matrix is 40*40. The fourth
layer, output, contains instantaneous input feature labels in 16 nodes, 1 per class. The
output layer activates the sigmoid. Each node has all second hidden-layer neurons with
output layer weights. The second hidden and output layers have a 40*16 linking weight
matrix. Equation (1) calculates the output of a neuron Z(B1) at the first hidden layer using
the weighted average of all inputs and bias E1 and F1(p) from Equation (2).

Z(B1) = F1(∑20
i=1(Ai Mi1) + E1) (1)

F1(p) =
{

0,
p,

0 < p
p ≥ 0

(2)

. . . . 

O
u
t
p
u
t 

Figure 2. The architecture of the MLP system model.

The outcome of each neuron Z(C1) in the second hidden layer is supplied by Equation (3)
and computed as the weighted average and E2, which is assessed by F1(p), provided via
Equation (2).

Z(C1) = F1(∑40
j=1

(
Z
(

Bj
)

Mj1
)
+ E2) (3)

In the end, D1, provided via Equation (4), produced second layer outputs and bias E3,
assessed with F2(p), provided via Equation (5). The prediction output probability changed
from 0 to 1.

D1 = F2(∑40
k=1(Z(Ck)Mk1) + E3) (4)

F2(p) =
1

1 + e−p (5)

3.2. Architecture of the Proposed System

In big agricultural fields, it is feasible to identify pests by monitoring the sounds
that pests produce and then comparing those sounds to data that have been gathered.
This process is known as acoustic analysis. One can examine a sound to detect insects by
comparing it with data already known in the database. These data should include sound
processing information and should be analyzed with the help of the MLP system model and
the sound analysis algorithm. Sending an agricultural pest’s sound to the microcontroller
analyses it to find the insects. If pests are unwanted, the PID sensor detects changes in
their infrared emission (heat). The PID sensor can detect heat up to nine meters from an
object above 0 degrees Celsius. The suggested system design is shown in Figure 3. After
confirming that the invasive species is present in the field, acoustic sensors that cover the
entire field are utilized to record pest sounds. After that, these noises are compared to
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a modified insect sound from the database. It uses sound-based technology to identify
unwanted animals.

 

Figure 3. The architecture of the proposed system.

4. Experimentation, Results, and Analysis

4.1. Experimental Setup

For experiments, we used a computer with Windows 10, an Intel(R)Core (TM) i5-
9300H processor at 2.40 GHz, 64 gigabytes of RAM, and a video card with additional effects.
The study used Python 3.8.10 to simplify completion. Throughout the study, PyTorch
1.9.0 helped create the network model. Additionally, GPU acceleration with CUDA 10.2
increased computer graphics’ computation power.

4.2. Performance Parameters

A different arrangement was assessed for general performance. Then, it was compared
to the recommended solution, which used multiple methods to attain this goal. “True
positive,” “true negative,” “false positive,” and “false negative” were symbolized by their
respective words.

Accuracy =
(TrueN + TrueP)

(TrueN + TrueP + FalseN + FalseP)
and Sensitivity =

TrueP
TrueP + FalseN

(6)

Specificity =
TrueN

TrueN + FalseP
and Reca =

TrueP
(FalseN + TrueP)

(7)

and Precision =
TrueP

TrueP + FalseP
. and F1 − score =

Two ∗ precision ∗ recall
precision + recall

(8)

MSE = (1/m) ∗ Σ (a − f)2 (9)

PE = (a − f) ∗ 100 (10)

4.3. Results

Table 1 presents the training, testing, and hypothesis testing data. The respective
values of these percentages are 70, 20, and 10 percent.

Table 1. Samples were taken from the dataset.

Training Samples 70% Testing 20% Validating 10% Total Samples

560 160 80 800
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The accuracy scores, sensitivity scores, specificity scores, recall and precision scores,
F1 scores, MSE scores, and PE values were generated by the MLP system model. These
findings are presented visually in Figure 4. The presented MLP system model obtained
accuracy ratings of 99.78%, 99.63%, and 99.76%, respectively, throughout the training,
validation, and testing phases summarized and shown visually in Figure 5. As shown in
Figure 6, the recommended MLP system representation had impairments of 0.22, 0.37, and
0.24 throughout training, validation, and testing.

 

Figure 4. Performance parameter measurement for our proposed and previous works.

 

Figure 5. Training, validation, and testing accuracy for our proposed and previous works.
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Figure 6. Training, validation, and testing loss for the proposed model and our previous works.

4.4. Performance Comparisons

Figure 7 presents an exposition of what was found in an investigation comparing the
currently proposed research initiatives and the state-of-the-art methods.

 

Figure 7. Performance comparison of proposed work with state-of-the-art works.

5. Limitations of the Proposed System and Future Scope

The proposed system used only 16 pest species and had a 99.78% detection rate; this is
a limitation. With at least 100 pests, the suggested approach is expected to detect 100% soon.

6. Conclusions

We present the most data-driven, scientifically sound, and technologically advanced
agricultural data ever. Agricultural IoT has made farming wise. This calamity transformed
farming and opened doors. The problems farmers encounter limit agricultural productivity.
Bugs, mites, and others cost agriculture a lot. Pesticides help farmers control weeds, plant-
killing pathogens, and illnesses. Pesticides harm the environment, health, and the economy.
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This study built an MLP-based, IoT-based autonomous real-time insect surveillance system.
The IoT and sound analytics reduce pesticide use. Sound analytics can establish a pest’s
field presence by recording its sound.
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Abstract: The lockdown in Spain due to COVID-19 caused a strong decrease in the urban noise levels
observed in most cities, clearly followed in the case that these cities had acoustic sensor networks
deployed. This fact had an impact on people’s lives, who, at that time, were mainly locked at home
due to health reasons. In this paper, we present a qualitative analysis of the subjective vision of the
citizens participating in a data-collecting campaign during the COVID-19 lockdown in Girona, a
Catalan city, named ‘Sons al Balcó’. The alignment of the subjective data gathered was too scarce to
conduct final conclusions, but already giving a bias of the results indicates that the objective LAeq

measurements, which showed a clear decrease in noise in the streets during the lockdown, were
supported by the fact that new sounds found during the lockdown were not very annoying. Former
existing noise sources, such as road traffic noise or leisure noise, are depicted as annoying but their
decrease during the lockdown improved the soundscape of many homes. This paper’s goal is to
show the possibility of gathering both objective and calibrated data with perceptive approximation
for the first time in ‘Sons al Balcó’, and how this supports our conclusions, in survey with a limited
number of participants conducted during the 2020 lockdown period in Catalonia.

Keywords: lockdown; soundscape; LAeq; annoyance; perception; WASN; Girona; citizen science

1. Introduction

Since the outbreak of COVID-19 at the end of 2019, a number of social changes have
impacted almost all countries around the world. First of all, health authorities imposed
unprecedented containment measures, whose goal was to reduce the impact of COVID-19
on national health systems. These policies, such as long-period lockdowns, social distancing
in public places, and face masks impairing human communication, brought a number of
collateral social effects. Among others, man-made noise was considerably diminished in
urban scenarios; therefore, many research activities have been carried out to study the
effects of lockdown on noise pollution. The aim of this paper is to compare the objective
outcomes gathered by a number of noise sensors in the city of Girona (Catalonia), i.e., [1],
with the subjective responses gathered by a survey conducted in the aforementioned city.
All data and subjective surveys were collected during the COVID lockdown in 2020.

Regarding the relationship between objective and subjective sound pressure level
measurements, previous research works, such as [2], studied the accuracy with which
individuals may estimate the sound pressure level in their current day life. This research
work claims that the reported results indicate that young adults are able to make a reason-
able estimate of the noise level of events in their daily lives. This analysis has also been
conducted with a wider scope in [3], where the authors study how people reacted to the
unexpected situation of the lockdown, coming to the conclusion that people had a positive
reaction to the lower noise level.

Eng. Proc. 2023, 58, 124. https://doi.org/10.3390/ecsa-10-16241 https://www.mdpi.com/journal/engproc422



Eng. Proc. 2023, 58, 124

Other research works, e.g., [4], studied subjective methods of measurement suitable
for Active Noise Reduction (ANR) devices. They reported differences between subjective
and physical measurements of up to 20 dB at 250 Hz and below when applying pink noise
with a maximum noise level of 80 dB SPL (Sound Pressure Level) for a device in which the
sound pressure level varied substantially near the ear canal. Since noise annoyance and
excessive noise exposure have been linked to adverse physical and mental health issues,
some research initiatives, such as [5], investigated the disparities in noise complaints in
the city of New York since 2010, including the lockdown period in 2020 and beginning of
2021. The results showed that communities with a high proportion of low-income residents
reported a higher number of noise complaints, which increased over time, especially during
warmer months.

The only previous work facing subjective answers of citizens, also in this conference
and with reference [6], detailed the first stages of the analysis of the questionnaire results,
without entering the comparison of the answers by citizens to the place in town where
the questionnaire was being uploaded, gathering together all the results in Catalonia. The
purpose of this work is to conduct a subjective approach, coming from a group of ques-
tionnaire data gathered during the lockdown in Girona, in order to contrast their opinions
with the objective measurements already published in [1], which was also performed in
Barcelona in [7]. The former works always put the focus on objective data given by sensors
and never entered the comparison with what citizens gave us as the perception of their
soundscape. In order to be maximally meaningful in results, only the questionnaires filled
in by people living at a maximum distance of 1 km from the sensor have been taken into
account, assuming that even this situation gives an approximation, especially due to the
low number of answers by citizens in the campaign. Nevertheless, and assuming the
qualitative approach of the description in this work, the results converge to what objective
data were measured and analyzed during (and before, and after) the lockdown, which
encourages the team to keep on working on citizen science campaigns in order to increase
the number of contributions obtained in each campaign.

This paper is structured as follows. Section 2 details the methodology of data collection
used. Section 3 details several sensors in Girona with the comparison of the objective
measurements and the subjective results, and Section 4 details the conclusions of this work.

2. Data Gathering

Subjective data gathered by citizens have been used in this work as qualitative data.
Despite the lack of enough statistical reliability to obtain enough supported conclusions, the
methods of data gathering and collection campaign description are detailed in this section,
especially taking into account the replicability of the method. In order to carry out the study
presented in this paper, data of a diverse nature have been examined. On the one hand, we
have analyzed the data obtained through a questionnaire responded to by a representative
number of participants. On the other hand, data on equivalent levels measured by sensors
deployed in the city of Girona have also been analyzed. Thus, the following quantitative
data have been studied: (1) surveys to citizens about their perception of the soundscape
both before and during the lockdown, with details about the most annoying sounds and
quantifying this annoyance; (2) recordings collected thanks to the citizen science web
platform during the lockdown; and (3) equivalent acoustic levels (LAeq) measurements,
carried out by sensors calibrated in the city of Girona during the lockdown.

2.1. Data Collection Campaign

Three campaigns of data collection were carried out and later on analyzed in this study.
A socio-acoustic digital participatory survey was implemented in order to obtain perceptive
data representative of all of the citizens of Catalonia. A web service platform allowing an
online question-and-answer, with different response formats and even video uploading
was set. The LimeSurvey [8] application was selected, which is an open-source online
application that offers a web platform to create and edit surveys. Furthermore, their source
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code is also available to be deployed in any other server that supports it. Specifically, an
Amazon EC2 cloud computing instance running a Bitnami Stack for LimeSurvey 4.2.3-0 on
Ubuntu 16.04.6 LTS was chosen. In addition, an Amazon S3 bucket was used to upload the
videos directly from the devices of the participants, in order to reduce traffic. Finally, a Fine
Uploader library running on EC2 was used to manage and sign requests allowing access to
the S3 bucket. The survey included questions on the following topics: sociodemographic
data, residential soundscape quality, and individual positive and negative perceptions be-
fore and during the closure. In addition, participants could select from different categories
of noise sources. See [9] for more details.

2.2. Sensors Data

This work has used the Wireless Acoustic Sensor Network (WASN) of the city center
of Girona, which was mainly used to conduct a previous work, giving detailed values of
variation during the COVID-19 lockdown in Girona [1]. The WASN used to gather the
data of Girona has eight sensors deployed in several points (see Figure 1 in [10]). The
sensors give detail of LAeq with a maximum temporal resolution of 1 min. In this study, we
analyzed raw data from these sensors 24 h a day for 7 days a week working at LAeq,1min. A
detailed description of the locations can be found in [1].

3. Comparative Analysis

In this section, we analyze the most relevant sensor data gathered in Girona together
with the subjective contribution of the participants in the campaign. Former research papers,
i.e., [1,11], analyzed gathered data only from the sensors-so, only objective data- in Girona
and reached the following conclusions. During the lockdown period, a high decrease in
noise level was measured in most of the sensors in Girona, except for those locations where
traffic noise was totally predominant since they are the main connection roads. Leisure
noise sources almost disappeared, especially during the lockdown and curfew period
nights, mainly following the strict regulations set by the government. As the number
of respondents in Girona is not statistically relevant, in this section, we are interested in
showing whether the perception of citizens shows some kind of coincidence and exhibits
a tendency toward the above conclusions. We have chosen three different sensors that
correspond to different acoustic realities. Sensor 2 gathers noise from a mixture of leisure
and traffic noise in a wide central street, whereas sensor 3 is placed in a narrow street and
mainly records leisure noise, and finally, sensor 4 is located in a big drive with heavy traffic
noise. The aim is to expose respondents to different noise realities to detect a common
pattern or on the contrary, whether there is a particular behavior in each environment.

3.1. Sensor 2

This sensor corresponded to a city center location (i.e., Ramon Folch Street) with both
heavy traffic and leisure noise sources such as the post office, the city court, a theater, a
cinema, and several outdoor restaurants. It is worth mentioning that the railway, uplifted
6 m, crosses this street. Although there were 22 respondents in Girona, only 4 of them
were less than 1 km near this sensor. These people were either men or women between the
ages of 38 and 42. The respondents were asked to describe their home sound environment
before the lockdown and only one of them described it as “Good”. These data stand
out from that obtained during the lockdown, in which 3 out of 4 respondents considered
their sound environment to be “Very good”. According to the poll, there was a major
improvement in the sound quality after the lockdown as all of the respondents described
the sound environment of their home after the lockdown as “Very good” or “Good” versus
just one that chose those options before the lockdown. As reported in [11], the data from
the sensors obtained during the confinement showed that the sound environment was
improved during the confinement. During the confinement noise levels were drastically
reduced between March and May 2020, due to the reduction in citizen movement and
travel within the city. During the lockdown almost three quarters of the respondents, on

424



Eng. Proc. 2023, 58, 124

average, did not identify the sounds present in the video recording neither as “Exciting”
nor “Disturbing”, see Figure 1. Moreover, the adjectives Noisy, Shrill, and Loud appeared
not to define the recorded sound environment either. The sounds recorded in sensor #2
could be considered Pleasant, Calming, and Sharp as half of the survey answers selected
“Agree” for all these three adjectives. It is interesting that even though sensor #2 is placed
in a busy area, the sound environment is considered neither Noisy nor Loud. This matches
with the study in [11], in which the LAeq decreased throughout the lockdown both during
the day, when urban traffic is notorious, and at night, when leisure noise is more frequent.
Despite the scarce number of respondents to this sensor, the answers to the poll might show
a trend toward a reduction in leisure noise but not a clear reduction in traffic noise.

Figure 1. Descriptive assessment of the sound environment from sensor #2.

3.2. Sensor 3

Sensor #3 was placed in a narrow street (i.e., Figuerola Street) in the city center where
leisure noise dominates. The whole street is full of restaurants and bars that are open until
late at night, causing a number of complaints regarding the noise level [11]. Due to its
location next to other heavy-traffic streets, cars and urban mobility-related noise are also
present. The railway splits the street in half and since sensor #2 is quite near similar results
are expected. Of the 22 respondents from Girona, 7 were near enough to the sensor (less than
1 km) to be considered in its scope. They were both men and women from 38 to 50 years old.
Regarding the sound environment of sensor #3, it is implied to be better after the lockdown
rather than before the lockdown. Before the lockdown, only 29% of the people considered
their environment to be “Good”, 43% considered it “Not bad/not good” and the remaining
29% considered it “Bad”. These results differ when asked after the lockdown when it is
suggested that the sound environment improved. As plotted in Figure 2, the respondents
related their sound environment during the lockdown as Sharp since 43% selected that
they “Agree” with this adjective to describe their sound environment. Although it is not
the majority of them, 29% selected “Neither agree nor disagree” and the remaining 28%
“Disagree” or “Totally disagree”, which makes this adjective the one with greater agreement.
The sound environment in sensor #3 is considered neither Exciting nor Disturbing at 62%,
on average, “Totally disagree” with these adjectives. The remaining respondents selected
the “Disagree” or “Neither agree nor disagree” options for these categories, versus a slight
14% that selected “Agree” in the Disturbing question. It is worth mentioning that even
though the location of the sensor is known to be in a noisy place, the volunteers thought
that their environment noise was neither Disturbing nor Loud. The tendency of the answers
to the poll might show an indication that the global noise was reduced derived from the
fact that other noise sources, which were previously squelched, were reported. It could
also be suggested that there is some kind of parallelism with sensor 2, as traffic noise is still
detected, while the feeling is that leisure noise is reduced.

425



Eng. Proc. 2023, 58, 124

Figure 2. Descriptive assessment of the sound environment from sensor #3.

3.3. Sensor 4

Sensor #4 was located on a big avenue with heavy traffic (i.e., Riu Güell Street) all
along the river Güell. It has several traffic lanes in both directions that continue to President
Josep Tarradellas and Joan Avenue. Both streets cross the entire city from end to end. The
sensor is not placed in the center of the city but on the path to multiple big supermarkets
with parking lots, a school, some residential areas, and even an auditorium. The sound
environment of this sensor is perceived better after lockdown than before the lockdown
since 91% of the respondents selected the “Good” and “Very good” answers when asked
about their home’s sound environment after the lockdown. Before the lockdown the “Good”
and “Not bad/Not good” options were equally selected by 36% of the respondents and
only 27% of the answers pointed to “Bad”. The sound environment around sensor #4
is perceived as Sharp by 45% of the respondents. It is the most positive voted adjective
followed by Shrill, Calming, and Pleasant with 27% of the “Agree” option selected in
each case. These outcomes contrast with the adjectives Exciting and Disturbing, which
81% on average relate to “Totally disagree” and “Disagree” answers. It would be noted
that the perception of the adjectives Noisy and Loud spread along all possible options.
According to [11], the street was considered to be noisy being traffic the main noise source.
However, the most voted answer in both adjectives is “Disagree”, and hence it should not
be considered a noisy or loud street during the survey period. It should be pointed out that
the “Totally agree” and “Agree” options are also presented by 19% on average but still the
“Disagree” and “Totally disagree” options represent a bigger part, with values over 50%, as
observed in Figure 3.

Figure 3. Descriptive assessment of the sound environment from sensor #4.

4. Conclusions

In this research work, we have compared data from acoustic sensors scattered in varied
acoustic points in a medium-sized city (i.e., Girona, Spain) with the answers reported in
a poll conducted around the same points. The authors are aware that the subjective data
analyzed is a very small set of information. Nevertheless, it satisfies the goal of opening the
door to the possibility of evaluating the soundscape by means of objective and calibrated
measurements coming from the administration with citizen science campaigns, opened
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to all people, maximizing the participation of a wider number of citizens. The answers
reported in the survey, despite being a preliminary analysis with few data, are able to
distinguish the sound sources present around a certain sensor and also match those noise
sources detected in sensor data analysis. The results presented in this work align the
objective measurements related to noise levels with the perception of the volunteers in this
study living in the surroundings. There is a coherence between the former analysis [1],
when the authors also analyzed the environmental sound before and during the lockdown
from all and each of the sensors evaluated. In this work, the noise sources have been
contrasted with the opinions of the participants in the campaign, deepening the knowledge
of what happened in the soundscape of these two cities during the 2020 lockdown.
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Abstract: The effective prediction of preterm labor continues to be a topic of interest for research
within pregnancy medicine, where uterine muscle contraction signals have shown to be insightful to
predict a potential preterm birth. Magnetomyography (MMG) is a physiological-measurement-based
tool which measures the orthogonal offset of bioelectrical manifestations from uterine contractions
and may serve to predict potential premature deliveries with an enhanced accuracy. The decoding of
the physiological signal is an area of substantial research where classical signal processing approaches
and metaheuristics optimization routines have been utilized in the postprocessing and decomposition
of MMG signals. This work requires a degree of expert knowledge and an understanding of tuning
and parameter initialization. As a stride towards creating a more automated clinical decision support
platform for predictions of preterm labor, we employ the use of a deep wavelet scattering (DWS)
model. This methodology allows for a deep multiresolution analysis alongside unsupervised feature
learning for the postprocessing of candidate MMG signals. DWS is combined with select pattern-
recognition-based prediction machines in order to assemble a clinical decision pipeline for the
prediction of the states of various pregnancies, with a greater degree of machine intelligence. The
patient cohort consisted of a multi-ethnic demographic population composed of preterm and term
pregnancies, where births occurred both under and over 48 h after labor commenced. Contrasting
results were found between the various methods from the literature and DWS using the logistic
regression algorithm. It was seen that DWS produced a slightly lower accuracy in comparison, as a
trade-off for its streamlined unsupervised feature extraction process. Further work will now involve
the application of various other machine learning methods in an attempt to assess and identify the
most appropriate machine learning method with DWS that proves to be the most accurate.

Keywords: maternal care; signal decomposition; machine learning; signal processing; pregnancy;
magneto sensing; electrodynamics; LSDL

1. Introduction

Labor is the culmination of pregnancy involving the safe delivery of a fetus from
the womb of a female, where different timespans of birth, including preterm births, can
occur during this process [1–3]. It is important to identify potential preterm births in order
to commence proactive care strategies where necessary [1]. The medical literature and
earlier research have shown that uterine contraction signals contain an encoding which
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can be utilized in an analytical prediction of potential labor and an inference for a preterm
birth [1]. As the uterine wall itself is a muscle, its involuntary contractions take place with
ionic current flows, which are electrophysiological manifestations that can be measured
from either a bioelectric or biomagnetic perspective [4]. The affordability and relative
ease of acquisition of measurements via electrohysterogram (EHG) signals means that the
majority of recordings come from a bioelectric perspective [1]. However, the limitations of
EHG signals are based around the attenuation of the bioelectrical signals as they steadily
travel through tissue from the source contractions to the receivers [1]. Regarding the
orthogonal counterpart, the magnetic offset can be acquired with a magnetomyography
(MMG) instrument which is robust from the aspect of tissue conductivities [4].

Prior studies into the use of MMG for the prediction of labor imminency has been
performed by Eswaran et al. [5], who adopted a high-resolution superconducting quantum
interference device array for reproductive assessments (SQUID Array for Reproductive
Assessment (SARA)), which comprises 151 MMG channels. The dataset from Eswaran
et al.’s [5] work has been utilized by multiple authors for various areas of research relating
to this topic, including by the author of this paper alongside various signal processing and
machine learning models towards improved predictions of imminent labor cases [6,7]. The
majority of the analytics adopted involved the use of classical signal processing and mul-
tiresolution analysis, alongside various machine learning methods [7]. It should be noted
that the adopted signal processing methods were stringent in their use of “handcrafted”
features that relied on expert knowledge as part of their selection and extraction.

The emergence of deep learning has given rise to alternate means of feature extraction
methods with the ability to extract deep multiscale features from a candidate signal without
the need for any specific expert knowledge, in contrast to handcrafted features [8]. Deep
wavelet scattering (DWS) comprises a merger between convolutional neural networks
(CNNs) from the deep learning architecture and wavelet decomposition from the multiscale
resolution aspect, which together allow multiresolution unsupervised feature extraction
and characterization of a signal [8]. This recent approach has encountered an uprise in the
literature, with applications spanning across various aspects of clinical medicine due to the
appeal of having an automated and unsupervised feature extraction approach.

Thus, as part of this work, the authors aim to adopt the DWS method towards evaluat-
ing the extent to which it can differentiate between two sets of labor states based on the
MMG dataset, whilst contrasting its performance with the prior related literature.

2. Materials and Methods

2.1. Materials

The dataset used for this work comes from the publicly available Physionet database,
which hosts data from a number of pregnant patients who delivered a mixture of both term
and preterm neonates, whilst spanning a range of ethnicities, i.e., Caucasian, Black, and
Hispanic. The data contain two class labels, which correspond to patients whose labor
was completed within 48 h of the MMG acquisition measurements, and those whose labor
lasted over 48 h [9]. The data were initially acquired at an acquisition rate of 250 Hz, which
was then subsequently downsampled to 32 Hz. An illustration of MMG data acquisition
can be seen in Figure 1. A total of 22 patients’ data were utilized for the work performed as
part of this study.

A database containing further information on the data acquisition process, ethical
approval and patient information consent, can be seen on the Physionet website [9].

2.2. Methods
2.2.1. DWS

DWS is capable of extracting unsupervised features that are continuous and mostly
robust to translations whilst comprising features of both wavelet decomposition and
CNNs [8]. For DWS, the wavelets and filters are preset in order to reduce the overall
computational complexity of the method; it also possesses the strength of being able to
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work with a constrained number of samples due to its multiscale principle and configura-
tion [8]. A mathematical formalism of the DWS configuration was proposed by Andén and
Mallat [8], where the computational interpretation of DWS involves a deep CNN which is
responsible for iterations, whilst convolving through the wavelets and nonlinear modules,
alongside an average scaling function. For the implementation of DWS, the Gabor wavelet
was used as the mother wavelet, while the scale invariance of 1 s was used; the filter banks
were set to eight wavelets per octave in the first filter bank, followed by one wavelet per
octave in the second filter bank.

Figure 1. Illustration of MMG data acquisition [10].

2.2.2. Linear Series Decomposition Learner (LSDL)

In order to benchmark and contrast the performance of DWS, results of the LSDL from
the literature were also included. The LSDL is a metaheuristically driven method which is
capable of separating a candidate signal into multiple components with a view towards find-
ing the optimal region in a signal that can minimize redundancies and maximize prediction
accuracy [11–13]. Its algorithmic formulation is based around artificial-intelligence-based
metaheuristic reasoning, which guides towards the systematic separation of a signal using
a designated basis function alongside an embedded cost function [11–14].

The inception study for the LSDL was based on a source separation exercise involving
a heterogenous mixture of powders which produced highly variable nonlinear signals, for
which the LSDL appeared adept at estimating, the results of which superseded classical
wavelet decomposition [11–14]. The LSDL has been adopted in a multitude of other studies
in which there exist signals that exhibit similar dynamic behavior to its inception exercise,
which has led to applications within clinical medicine in areas spanning obstetric medicine,
oncological medicine, surgical anesthesia, rehabilitation, and psychiatry [15–18]. The
preprocessing act of the LSDL has been seen to enhance the modelling prowess of the
candidate signals in question [15–18].

2.2.3. Handcrafted Features and Machine Learning Models

To form a contrastive basis for the results from DWS, the following features were ex-
tracted: mean of peaks, waveform length, slope sign change, root mean squared, cepstrum,
maximum fractal length, median frequency, simple square integral, variance, fourth order
autoregressive coefficient, Higuchi fractal dimension, detrended fluctuation analysis, peak
frequency, and sum of peaks [4].

The SMOTE synthetic sample generator was also utilized as a means towards class
balancing purposes in order to minimize the effect of decision bias on the classification
models. The statistically driven logistic regression model was utilized as the classification
model in this study, for which a K-fold cross-validation approach was adopted, where K
was chosen as 10.
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3. Results

The results in Table 1 show the accuracies of the model prediction of labor imminency
across the various patients, from which it can be seen that DWS produced an accuracy of
62.7%. This is lower than the other methods, which produced accuracies of 90% and 70%,
respectively. This indicates that, unlike previous works, DWS does not appear to be optimal
in this application. The reasons for this remain subject to further research, but interim
beliefs are based around the dynamics of the MMG signal, which make it unfeasible for
effective analytics with DWS. In contrast, the LSDL produced a much better performance.
However, there are benefits and positives associated with the use of each method; for
example, the DWS does provide the benefit of enabling an unsupervised feature extraction
process, which in turn negates the need for expert knowledge within that segment of the
signal processing phase.

Table 1. Accuracies, merits and demerits of the models in predicting labor imminency.

Method Accuracy (%) Merits Demerits Reference

DWS 62.7
- Unsupervised feature learning
- No expert knowledge required

- Relatively low performance accuracy
- No feature interpretations Present study

LSDL +
Handcrafted

Features
90

- Computationally effective
multiresolution decomposition

- Optimal for this application as
evidenced by accuracy

- Arduous tuning required for
parameter initialization for the LSDL

- Requires expert knowledge
of features

[7]

Handcrafted
Features Only 70

- Less processing time
- Sparse tuning and parameter

setting required

- Requires expert knowledge
of features [7]

4. Conclusions

This work has investigated the notion of utilizing largely uninvestigated and novel
means of signal processing in the prediction of labor imminency from a set of MMG signals.
DWS was investigated for the first time for unsupervised feature learning and extraction
prior to modelling of the signal with the use of a machine learning model. The results of
this were contrasted with the LSDL + handcrafted features and handcrafted features only
methods, where it was seen that for the LR model used, DWS had a slightly lower accurate
classification accuracy score under various modelling conditions, albeit with the caveat of
having a more streamlined process due to having an unsupervised component as part of
its architecture.

In an attempt to optimize and improve the classification accuracy of DWS’s predic-
tions, further work will now involve the application of various other kinds of models to
investigate which models provide the best pattern recognition results for DWS.
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Abstract: The time-frequency analysis has garnered attention for research due to its applications
in studying non-stationary signals, revealing information often obscured by conventional time or
frequency domain analysis. This study aims to reduce the computational cost associated with large
dataset analysis using the smoothed pseudo Wigner-Ville distribution (WVD), a valuable time-
frequency tool for analyzing various signal data. We used a 9000-sample acoustic signals from
a milling machine, sampled at 100 kHz. Three approaches were pursued: the first consisting in
calculating the average WVD from equidistant time windows; the second consisting in reducing
the sampling rate by a factor of ‘k’ by creating an array where each ‘nth’ element corresponds to
the ‘k*nth’ element of the original signal; and the third consisting in a joint analysis, incorporating a
preprocessing routine into the second method. The mean WVD method distorted the time-frequency
diagram with middle-range frequencies, while the second approach preserved the WVD, even with
significant ‘k’ factors, reducing analysis time significantly. The Incorporation of the preprocessing
routine in the sampling rate reduction process markedly reduces analysis time.

Keywords: wigner ville; non stationary; time-frequency analysis

1. Introduction

Machine learning-based artificial intelligence systems are becoming increasingly im-
portant in monitoring conditions in manufacturing processes due to the possibilities of
automating manual processes and making real-time decisions based on data generated by
sensors. Following new industrial practices and the concept of Industry 4.0, such interven-
tion will ensure a smarter and automated manufacturing process, resulting in improved
quality and cost reduction [1–3].

Convolutional neural networks (CNNs) stand out as powerful tools for the tasks
mentioned above, particularly for image recognition and processing through deep learning
algorithms. These algorithms can be trained to recognize patterns indicating tool wear
onset, predict when a tool needs replacement, classify different levels of wear, and estimate
remaining useful life. However, technical challenge when using CNNs is related to long
sequences, such as those derived from monitoring a manufacturing process, which can
become a complex task requiring high computational demand. In the study conducted
by Wang and Oates [4], an approach for transforming time series data into images was
developed, enabling the extraction of features by CNN in time series analysis. While the
strategy of converting time series into images has proven effective, due to the aforemen-
tioned challenges, there is a need for tools that can overcome the limitations of training
with long sequences and provide greater clarity in interpreting their decisions.
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Therefore, the aim of the present study is to assess the feasibility of using time-
frequency representations as a feature extraction tool from non-stationary signals, while
also providing the ability to correlate the tool condition with changes in the frequency
spectrum corresponding to the acoustic signal. The data analyzed in this work corresponds
to the study of the milling process. It is employed for the manufacturing of a wide variety
of parts, characterized by its ability to remove material from the surface of the work-piece,
giving it complex shapes and precise finishing. The machining process of parts inevitably
involves the wear of the milling cutter, resulting in a gradual loss of its cutting precision.
This degradation can lead to the production of parts with inadequate finishing or damage.
Hence, in order to enhance this operation’s quality, it is of great ambition to monitor
the preceding phenomenon. In this study, time series data based on acoustic emission
signals related to the milling tool wear were transformed into images using the Wigner-
Ville distribution (WVD), as employed by Scholl [5]. The time-frequency representation
will be particularly useful in examining the variable frequency content at different time
intervals in the signal, potentially providing additional insights into the level, intensity,
and onset of tool wear. Related approaches in the literature have used short-time Fourier
transform [6] and wavelet transform [7]. The WVD method serves as an alternative not
yet reported within the scope of this study. A scientific gap lies at the computational cost
associated with applying WVD to large datasets, limiting its practical utility. This study
addresses this challenge by employing methods such as the average spectrum, sampling
frequency reduction, and joint signal analysis to overcome the computational cost of WVD,
enabling more reliable analysis of non-stationary signals. The results are also expected to
contribute to the automation of the manufacturing process and the optimization of tool life
in machining operations, specifically focusing on the milling process.

2. Material and Methods

Three ways to carry out the diminish of computational cost aforementioned were
proposed, which will be detailed in the following subtopics.

2.1. Dataset

The dataset taken as reference was obtained from the work of [8], which consists of a
MATLAB structure composed of acoustic emission signals with 9000 samples, obtained
from a sampling frequency of 100 kHz using the WD 925 sensor for monitoring purposes.
The experiments of the dataset were conducted on a milling machine for different speeds,
feeds, and depth of cut. The tool wear, VB, was also measured for each test series. For the
first two subsequent analysis, the signal was filtered by a band-pass filter at the band 5 to
7 kHz with the objective of easing the analysis.

2.2. Methodology of the Resulting Average Spectrum

In this methodology, three sample windows were extracted from the original signal,
all of the same size, representing three different instants of the sampling: the beginning,
middle, and end of the milling process. From these three sub-signals, a fourth one was
generated following the relationship presented in the equation below:

ami =
a1i + a2i + a3i

3
where ami, a1i, a2i, a3i are the i-th terms, respectively, of the final sub-series and the three
time windows taken from the original signal.

2.3. Methodology of Reducing the Sampling Frequency

In this approach to mitigate the computational cost of the WVD, a sub-series of the
original signal was generated in such a way that:

bi = k · ai
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where bi, ai represent, respectively, the i-th term of the resulting signal and the original
signal. In the meantime, the resulting signal is a version of the original signal sampled at a
sampling frequency:

fb =
fa

k
where fb and fa are the respective sampling frequencies of the resulting signal and the
original, and k is the sampling frequency division factor.

2.4. Joint Analysis

It was also tracked a joint analysis based on associating the aforesaid method of
diminishing the sample frequency with a preprocessing of the signals analysed. The
latter was executed in two main steps. First, signal noise was eliminated by applying a
low-pass filter with cut frequency of 40 kHz. The selection of this frequency band also
better simulates the research conditions, since it represents the overall band of the acoustic
emission signal. Then, undesired transient information was eliminated by selecting an
interval of the original signal correspondent to the stabilization of the milling process.

As a result of the 40 kHz bandwidth and following the Nyquist Criterion, the new
sampling frequency taken was 80 kHz, which means a division factor of:

k = 1.25

This factor was obtained by discarding every sample whose position was a multiple
of five from the original signal.

3. Results and Dicussion

3.1. Methodology of the Resulting Average Spectrum

For the sake of simplicity, the following methods’ results will be shown for only one
signal from the dataset mentioned previously. The WVD of the signal, without any prior
treatment, is shown in the Figure 1.

(a) (b)

Figure 1. WVD of the Signal. (a) For the band 4 kHz to 7 kHz. (b) For the full signal band.

3.2. Methodology of the Resulting Average Spectrum

The analysis of the average spectrum from 2000 and 3000 sample windows based on
the WVD is shown in Figure 2 below. In this figure, the horizontal axis represents time in
seconds, while the vertical axis represents the signal’s component frequency in Hz.
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(a) (b)

Figure 2. Mean spectrum for 2000 and 3000 sample windows. (a) WVD of the average spectrum
obtained from 2000 samples of the original signal. (b) WVD of the average spectrum obtained from
3000 samples of the original signal.

Using the methodology of the average spectrum, the compilation time for the observed
plot was significantly shorter than that taken to produce Figure 1a. Furthermore, the signal’s
spectral density remains close to 5.5 kHz, as in the original plot. However, it is noteworthy
that no windowing time adopted was able to faithfully reproduce the original signal’s
spectrum. The reason for this mismatch between the spectra presented in Figure 2 and the
original spectrum is due to the multidimensional nature of the tool used. The calculation of
the average between the spectra of the adopted time windows resulted in the mixing of the
energy densities of the spectrum in these analyzed time intervals, resulting in distortions in
the final average spectrum that propagate throughout the temporal extension of the WVD.

3.3. Methodology of Reducing the Sampling Frequency

The compilation of spectra for this methodology took significantly less time than that
spent on the average spectrum analysis and notably yielded better results compared to
the method being compared, maintaining the signal’s spectrum even for a sample size six
times smaller than the original signal. However, it can be observed from Figure 3b that the
tool loses resolution with high values of k. This occurs as the sampling frequency division
(Fa) must still adhere to Nyquist’s Law, which dictates that Fa must be at least 2 times
greater than the signal’s bandwidth. Since the original signal has a bandwidth of 40 kHz,
the reduction in sampling frequency could not adopt values of the division factor k large
enough for a useful reduction in computational cost. In this scope, greater changes in time
analysis, using this approach, can only be achieved for lower frequency bands of the signal.

(a) (b)

Figure 3. WVD obtained for different sampling frequency division factors k. (a) WVD for k = 4.
(b) WVD for k = 10.
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3.4. Joint Analysis

By analyzing the signal time-series plot, it can be observed that the moment where the
milling process stabilizes is approximately 20–70 ms. This interval corresponds for samples
number 2000 to 7000 of the signal.

Applying the original signal by a band-pass filter from 1–40 kHz, dividing the sample
rate by a factor of 1.25 and taking the aforementioned interval of the signal results in
Figure 4:

Figure 4. WVD of the signal after joint analysis.

Figure 4 is identical to Figure 1b, with the only difference being the time range. The
time taken to plot the former was about 5 s, while the latter took 75 s to be prepared. This
proves that the approach reported in this subsection is of great efficiency, and enhances
significantly the time of analysis without damaging the original information.

4. Conclusions

This research delved into the realm of time-frequency analysis, with a specific focus
on addressing the computational challenges associated with the analysis of large datasets.
The study harnessed the smoothed pseudo Wigner-Ville distribution (WVD) as a potent
tool for time-frequency analysis, utilizing a 9000-sample acoustic signal from a milling
machine, sampled at 100 kHz, and filtered between 1 kHz to 8 kHz. In essence, this research
has showcased the feasibility of employing a joint preprocessing of the signal, consisting
in incorporating noise and transient data elimination to the second method formerly
presented, as a valuable technique for reducing the computational burden associated with
large dataset analysis in the realm of time-frequency analysis. By offering a pragmatic
solution that balances computational efficiency with the preservation of analytical fidelity,
this study paves the way for more efficient and expedited analysis of non-stationary signals
in various applications. The findings of this research can be instrumental in enhancing the
practicality and utility of time-frequency analysis for researchers and practitioners working
with substantial datasets in diverse fields.
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Abstract: The effects of oxygen concentration and growth technique during the deposition process
on the electrical properties of tin oxide alloy (SnOx) should be investigated for developing new
eco-friendly photosensors and photovoltaic devices. The present work aims to predict the electrical
key governing parameters throughout the device developing processes such as the Energy level
values and band-gap energy as function of the injected oxygen concentrations. For realization, over
100 data points were collected by modeling the effect of oxygen contents on the SnOx electrical
properties using Density Function Theory (DFT). Through extensive Machine Learning (ML) analysis,
the impact of the oxygen concentration on the electrical properties and the material type is well
predicted, where the applied ML prediction model for band-gap energy showed a good correlation
between predicted values and the calculated ones using DFT computations. It is revealed that the
combined DFT-ML-based approach can be a powerful tool to study and accelerate the developing of
new highly efficient materials for microelectronic applications.
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1. Introduction

Tin oxide (SnOx) semiconducting alloys have been considered promising candidates
for the next generation of microelectronic materials, and have attracted considerable atten-
tion in developing high-performance sensing devices (e.g., photodetectors, gas sensors,
photocatalysts, photovoltaics, . . ., etc.) because of their scalable elaboration techniques,
tunable electrical and optical properties, good light-matter interactions, adjustable elec-
tronic energy band structures, and excellent gas-molecules-interaction properties [1–4].
Tuning the elctrical and sensing properties of tin-oxide-based alloys can be carried out
using deferent experimental approaches such as chemical doping, strain engineering, and
changing the elemental composition (i.e., tin and oxide). The latter technique is considered
as an effective approach to modulate the optical, electrical, and structural parameters,
where it was demonstrated that the sensing properties of the material are significantly
affected by the band-gap energy value and the elemental composition ratio in the SnOx
alloy. In other words, the oxygen concentration can be varied in the SnOx film, which can
modify its electronic and optical properties. Consequently, the impact of oxygen content
on the electrical characteristics of SnOx should be investigated to offer new insights in
developing eco-friendly and high-performance devices for sensing applications.

In this work, a new modeling framework approach is proposed to predict the electrical
key governing parameters throughout the device, developing processes such as the Energy
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level values and band-gap energy as function of the injected oxygen concentrations. To do
so, over 100 data points were collected by modeling the impact of the oxygen contents on
the SnOx electrical properties using Density Function Theory (DFT). Through extensive
combined DFT-ML (Machine Learning) analysis, the effect of the oxygen concentrations on
the electrical properties and the material type (metal, P-type and N-type) is well predicted,
where the applied ML prediction model for band-gap energy showed a good correlation
between predicted values and the calculated ones using DFT computations.

2. Modeling Frameworks

In this section, multipurpose modeling approaches are considered to predict the
electrical properties of SnOx-based alloys based on combined DFT-ML calculations. The
first step will be used to build the required database to forecast the electronic properties
of SnOx thin-film using DFT computations. Secondly, the ML-based calculations will be
employed to predict the impact of the oxygen concentration on the electrical properties and
the material type of the tin-oxide materials.

2.1. DFT Calculations

In the present work, the DFT-based calculation technique was used to perform
the band structure electrical properties of SnO super-cell [4]. The band structure cal-
culations were carried out using generalized gradient approximation (GGA) with the
Perdew–Burke–Ernzerhof (PBE) functional and the Heyd–Scuseria–Ernzerhof screened
Coulomb (HSE06) hybrid-functional [4]. The experimental lattice constants are used for the
initial structure of SnO. Moreover, the tetragonal system of the rutile SnO with stable crys-
talline phase is considered. In order to study the impact of the oxygen concentration on the
SnOx structure, additional interstitial oxygen atoms were introduced in the SnO super-cell
at its lattice. In addition, the SnO semiconductor type is determined from the Fermi-level
position provided by DFT calculations. It is important to note that the SnO semiconductor
type obtained from DFT simulations is in good agreement with the experimental results.

2.2. ML Algorithm

Machine learning (ME) has been demonstrated to be a powerful tool in overcoming
high-cost experimental tests and practice limitations in understanding the parameters
affecting material properties and their relationships [5]. Therefore, the use of ML techniques
in the development of new materials for sensing applications, including SnOx alloy, is on an
upward trajectory. In this work, we explore the use of ML techniques to assess the impact
of oxygen concentration on the electrical behavior of SnOx alloy for sensing applications.
The ML model has been trained using our DFT-based calculation database. Correlation
analysis and machine learning algorithms have been employed to study key parameters
affecting material properties and their interactions. DFT-ML predictive approach has been
developed to determine the material type and the band-gap energy values associated with
oxygen concentration, offering fast and crucial guidance for experimental elaboration of
SnOx-based sensing devices.

3. Results and Discussion

The obtained band structure of SnO2 is depicted in Figure 1 using DFT calculations. It
can be shown from this figure that the SnO2 material exhibits a wide band gap of 3.56 eV
with a direct transition mechanism at G symmetric point. The obtained results make SnO2 a
potential material for developing Ultra-Violet photodetectors and gas sensors. Moreover, in
order to investigate the impact of the oxygen concentration on the material band-gap energy,
Figure 2 plots the variation of band-gap energy values as function of oxygen concentrations.
It is clearly shown that the introduction of oxygen can induce variations on the bond angle
caused by the disorder of octahedra, which leads also to increase the tin oxide band gap
values. The tunability of band-gap energy values and the type of material can open up new
paths in developing multispectral photodetectors and new devices for gases sensing.
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Figure 1. Band structure of thin-film SnO2 based on DFT calculations.

Figure 2. Variation of band gap energy as a function of the oxygen concentration for SnOx material.

From an ML modeling perspective, these collected data can be visualized as presented
in Figure 3 for a better understanding of both data change and complexity, respectively.
Figure 3a shows variation of energy gap with respect to oxygen concentration. Likewise,
it represents differences in data linked to doping type. Regarding the former’s data drift,
it is a somewhat exponential variation referring to a rapid change in data characteristics.
Meanwhile, the doping type data points are divided into three categories, namely metallic
(m), p-type (p), and n-type (n) semiconductors. The obtained data distributions show a
kind of data imbalance that is perfectly revealed by class ratio calculation in Figure 3b. In
addition, it is worth mentioning that data patterns in this case do not show any signs of
noise or outliers in collected measurements, which requires less data processing except
for normalization. Under such circumstances, ML modeling requirements face two main
challenges, particularly data drift (i.e., continuous change in data characteristics) and data
complexity (i.e., class imbalance). To combat such challenges, this work proposed the
following contributions [6].
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Figure 3. Visualizing data from perspective of ML modeling: (a) regression function and class scatters;
(b) class proportion.

Adaptive learning: Adaptive learning rules of the long-short term memory neural
network are involved in this case, while training a single-layer neural network for both
energy gap prediction and dope type classification. This ensures that the learning model is
kept up-to-date by tracking only upcoming important new data.

Data sampling: To solve the class imbalance problem, the synthetic minority over
sampling technique is involved in this case [5]. Such a technique helps to overcome this
variation in the class proportion ratio by generating synthetic examples of the minority class,
thereby enabling fair representations of data points and preventing model bias towards
majority class. However, an important issue could arise as a result of this contribution. First,
since adaptive learning rules from long-short term memory network experience deeper
representations, 100 single-dimensional points are considered a lightweight problem to
solve. This can lead to a so-called underfitting problem. Second, generating data using
the aforementioned synthetic minority oversampling technique may result in different
drawbacks related to increased risk of misclassification due to the difficulty in generating
informative samples. Therefore, an additional process of monitoring learning and vali-
dating the ML model is urgently needed. Consequently, the cross-validation technique
constitutes a third contribution to this work.

Cross-validation: cross-validation allows for efficient use of data, thereby increasing the
robustness and reliability of performance estimation by dividing data into different folds and
performing tests on the entire dataset [6]. In this work, the neural network used is subjected
to manual tuning following simple error-trial learning rules. The following Table 1 presents
the final parameters achieved for the classification and regression problems.

Table 1. Parameters tuning results.

Hyperparameters Regression Classification

Maximum number of epochs 50 250
Mini-batch size 10 5
Neurons 20 30
Learning algorithm Adam optimizer RMS propagation
Initial learning rate 0.01 0.1
Gradient threshold 1 1
L2 regularization 0.0001 0.0001

Training and evaluation of the discussed ML model goes through a three-fold cross-
validation process for both problems. The performance of ML modeling for the regression
process is evaluated using well-known metrics, including root mean square error (RMSE),
root mean squares (RMS), and mean absolute error (MAE). The expected result of these
measurements is to get closer to “zero” for greater accuracy of approximation and gen-
eralization. Additionally, the famous R2 metric is also included, while when its value
approaches “one”, it refers to better performance. Similarly, classification performance
evaluations involve four different metrics well-used in the literature, including accuracy, F1
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score, recall, and precision. The expected result of the classification metrics is to approach
the value “one”. In this work, we focused on collecting results from the validation set
because they are more important than the training set, because in this case, they make it pos-
sible to observe both generalization and approximation capacities at the same time. It is also
worth mentioning that such experiments are conducted on an i7 processing unit computing
with a power of 16 GB RAM and 12 MB cache memory. Additionally, a MATLAB r2023a
library is used as the main programming platform for this application. Table 2 is dedicated
to summarizing results obtained from the whole experiment. On the one hand, discussing
results obtained on the regression problem, the prediction models behave in a similar way.
This means that they have the ability to induce stability even across different datasets/folds.
This is proven by the performance evaluation results of RMSE, MSE, and MAE, respectively,
in validation folds from 1 to 3. Their mean values and standard deviation also explain the
similarity of results obtained. Likewise, R2 values show the same patterns of prediction
stability and similarity between other folds, achieving an excellent performance of 0.71. On
the other hand, the avenged values of the classification metrics show impressive results
in terms of stability and accuracy, reaching 0.99 for all metrics with a very small standard
deviation of 0.008, while most models show 100% prediction performance.

Table 2. Summary of obtained results.

Regression

Cross-validation Folds RMSE MSE MAE R2

1 0.51 0.26 0.28 0.72
2 0.41 0.17 0.20 0.71
3 0.56 0.31 0.38 0.69
Average 0.49 0.25 0.29 0.71
Standard deviation 0.1341 0.01

Classification

Crossvalidation folds Accuracy F1 score Recall Precision
1 1 1 1 1
2 1 1 1 1
3 0.98 0.98 0.98 0.98
Average 0.99 0.99 0.99 0.99
Standard deviation 0.008

Overall, the obtained results are promising for the application of such modeling
process in predicting the electronic, optical, and electrical properties of wide band gap ma-
terials, which can be effective for the design of alternative opto-electronic and gas-sensing
devices. However, certain points/limitations must be taken into account when generalizing
such investigations to real applications. These points can be addressed as follows:

• An amount of 100 data points are somehow too small for results generalizability in
terms of regression.

• A total of three different types of classes with different propositions under a too small
set of data can create problems of misrepresentation of data when using generative
models during data balancing.

• There is a higher probability staking in overfitting when traying further number of
cross validation folds.

4. Conclusions

In this paper, the effect of oxygen concentration on the electronic properties of SnOx
material is investigated. First-principles calculations are carried out to estimate the band gap
of SnOx material for various oxygen levels. It is found that the material band gap increases
with the oxygen content increase to reach its highest value of 3.56 eV corresponding to
oxygen-rich SnOx. Machine Learning analysis are then performed to predict the electronic
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properties and material type of SnOx alloy with varied oxygen containing for photodetec-
tors and gas-sensing applications. Adaptive learning rules of long-term memory under
cross-validation techniques are involved during the ML modeling process. Additionally,
synthetic minority oversampling techniques are integrated into the classification process.
The whole methodology turns out to be very effective for both regression and classification,
achieving impressive results, especially for classification. Regarding future opportunities,
and consistent with the limitations discussed in Section 3, future opportunities will revolve
around: (i) targeting an even more massive and complex dataset; (ii) discussing different
ML tools under different adaptive learning algorithms; (iii) discussing other generative
modeling and subsampling tools to address class imbalance issues. The obtained results
make the proposed approach a power tool for fast and accurate predicting the electrical
properties metal oxides for sensing applications.
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Abstract: In this work, we propose a novel alternative design technique based on combined SCAPS
numerical simulations and Machine Learning (ML) computation to improve the photocurrent per-
formances for efficient eco-friendly optoelectronic applications. In this context, a new SnS absorber
structure based on introducing gold (Au) nanoparticles (NPs) is proposed. It is revealed that the
proposed design framework can predict the best spatial distribution of Au NPs, allowing for the
enhanced optical behavior of SnS absorber film. This can pave the way for the optoelectronic systems
designers to identify the geometry and the appropriate material for each layer of the device. Moreover,
the results of the proposed SnS-based structure offer an innovative approach for the elaboration
of eco-friendly, high-efficiency thin-film optoelectronics devices that is more promising than the
previously reported designing techniques.

Keywords: photocurrent; photosensing; machine learning; tin sulfide; efficiency

1. Introduction

Photodetectors hold a prominent role in optoelectronic devices as they possess the
capacity to convert optical signals into electrical signals. They find applications in various
fields, including early missile threat detection, optical communication, environmental
monitoring, water purification, flame detection, ultraviolet astronomy, environmental
surveillance, remote sensing, biomedicine, and photography [1–3]. In these circumstances,
various materials like perovskites, monolayers, colloidal quantum dots, and solution-
processable substances have been extensively investigated with the goal of addressing
the primary challenges associated with conventional photodetectors [3,4]. Particularly,
tin sulfide (SnS) stands out as a highly promising material. It is characterized by its
non-toxic properties, chemical stability, Earth abundance, high carrier mobility, visible
light-absorption ability, low recombination velocity, and a tunable direct bandgap [3,5].
These attributes collectively position SnS as an exceptional candidate for high-performance
optoelectronic devices. In addition, tin sulfide encompasses various phases, including
SnS, Sn2S3, SnS2, Sn3S4, and Sn4S5, each characterized by distinct stoichiometric ratios
of tin and sulfur. The synthesis and doping of these diverse SnS phases are achievable
through various methods, such as pulse electrodeposition (PED), spray pyrolysis, physical
vapor deposition (PVD), plasma-enhanced chemical vapor deposition (PECVD), chemical
bath deposition (CBD), electron beam evaporation (EBM), atomic layer deposition (ALD),
and RF magnetron sputtering [3–7]. While certain SnS photodetectors have exhibited a
noteworthy performance, their achieved results still fall short of expectations. Moreover,
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the SnS alloys are not free from disadvantages. One of which is their low resistance to the
aggressive influence of environmental factors such as temperature, oxygen, and electromag-
netic radiation. With that, there are new different classes of sulfide-based materials with
good electronic properties, which have been developed using appropriate experimental
facilities [8,9]. To address this challenge, noble metal nanoparticles can be introduced in the
SnS absorber layer. This can enhance the photodetector optoelectronic properties through
improving light absorption and generating plasmonic effects. Nonetheless, in the domain
of thin-film semiconductor devices, a persistent iterative optimization process results in the
inefficient utilization of energy and material resources, leading to elevated experimental
costs and increased human labor demands. Intuitively, to expedite the experimentation
timeline and reduce the overall cost, machine learning (ML) analysis techniques can be
a potential solution. The field of machine learning analysis has gained prominence as a
powerful tool for addressing these challenges. It resides within the domain of artificial
intelligence and is instrumental in uncovering latent insights within datasets. Machine
learning can extract a diverse range of authentic material information through computa-
tional and data mining methodologies. In this work, employing ML analysis, we accurately
predict the plasmonic impact on optoelectronic properties by optimizing the positioning of
gold nanoparticles within the SnS layer (top, middle, or bottom) and determining the most
suitable nanoparticle radius to achieve optimal performance. The outcomes reveal that our
eco-friendly SnS photodetector design, featuring gold nanoparticles, significantly enhances
its optoelectronic characteristics, establishing it as a promising choice for the development
of cost-effective and environmentally friendly photodetectors.

2. Device Structure and Modeling Frameworks

2.1. Device Structure

The proposed SnS absorber film consists of introducing Au NPs as shown in Figure 1a.
The latter shows a cross sectional view of the investigated SnS absorber and the spatial
distribution of the introduced Au NPs is depicted in Figure 1b. From this figure, P denotes
the NPs position from the surface following the z direction, r is the nanoparticle radius,
and S refers to the spacing between Au NPs. The proposed SnS absorber film is considered
on a glass substrate and the thin-film thickness (tSnS) is fixed at 400 nm. It is interesting to
note that the chemical stability of the investigated structure including Au NPs has already
been investigated and demonstrated by several published works [4,10,11].

Figure 1. (a) Cross-sectional view of plasmonic gold nanoparticles based on the SnS absorber film
(b) schematic of SnS surface, decorated with Au NPs.

2.2. Modeling Frameworks

In the initial phase of our study, we utilize the SCAPS (Solar cell Capacitance Simulator)
application to generate an extensive dataset [12]. Before that, the Finite Difference Time
Domain method (FDTD) is used to estimate the absorbance of the proposed SnS thin film
based on specially distributed Au NPs. The details regarding the optical modeling of the
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proposed SnS absorber layer decorated with Au NPs can be found in our previous work [3].
Subsequently, in the second phase, we employ machine learning-based calculations to
forecast the influence of the position and radius of gold nanoparticles on the optoelectronic
properties of the SnS photodetector. The ML model has been trained using our SCAPS-
based calculation database. Correlation analysis and machine learning algorithms have
been exploited to investigate the key parameters affecting the optical behavior of the SnS
absorber film. A SCAPS–ML predictive approach has been developed to determine the
best spatial distribution of Au NPs, offering fast and crucial guidance for the experimental
elaboration of SnS-based optoelectronic devices with high-photodetection capabilities.

3. Results and Discussion

Figure 2 shows the variation of the photocurrent as a function of the NPs’ radius for
the proposed SnS-based photodetector. It can be seen from this figure that the introduction
of Au NPs leads to the enhancement of the device’s optical behavior, where an enhanced
photocurrent is achieved as compared to the conventional SnS thin film. This improvement
can be attributed to the role of introducing Au NPs to enhance light management in
the SnS absorber layer through generating plasmonic effects. Additionally, the highest
photocurrent (Iph = 21 mA) is achieved for the specific Au NP radius of 25 nm. It can also
be revealed from Figure 2 that the use of higher radius values leads to decreasing the device
photocurrent. This indicates the complex optical behavior of the SnS absorber film when
Au NPs are introduced, where their geometry and spatial distribution can greatly affect the
film’s optical properties. This opens up new insights for the implementation of ML analysis
techniques to study and understand the effect of Au NP plasmons on the photodetection
capabilities of SnS photodetectors.

Figure 2. Variation of the photocurrent as a function of the Au NPs’ radius.

In the context of machine learning modeling, and since the collected data contain
observations of 138 samples, which appears to be a light volume feature space, a simple
data visualization method will be effective in providing guidance on both feature and
model selection. Accordingly, Figure 3 deals with both inputs (Figure 3a,b) and outputs
(Figure 3c) of the dataset. First, the photocurrent variation shows a kind of monotonicity
in the deterioration by demonstrating a kind of regular degradation behavior over time.
Similarly, such patterns can also be distinguished in the NPs’ positions. Whereas NPs’
radius exhibits a sort of periodicity that corresponds neither to inputs nor outputs. In this
case, a first look at the feature selection strongly suggests eliminating these unnecessary
features, which definitely lead to model bias. Second, variations in NPs’ positions and
photocurrent over time show clear behavior of data drift. This means that this type of data
are subject to continuous change in its characteristics, making the model generalization
out-of-date, if one is not considering such an issue.
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Figure 3. Dataset features: (a,b) inputs; (c) output.

In this work, suggestions for overcoming these challenges are twofold. First, the data
are subjected to a feature selection process including only NPs’ position features. After
that, these features are also made subject to a normalization layer via min–max scaling
in the range [0,1]. Second, adaptive learning rules are also integrated to ensure that the
model is continually updated with new data and overcomes data drift issues. In this case,
data drift problems are addressed by involving a neural network with long-short term
memory (LSTM) as in [11,12]. It is worth mentioning that the network hyperparameters are
manually tuned based on a simple error–trial basis, as in Table 1. Meanwhile, a threefold
cross-validation technique is used to ensure the stability and generalizability of the model
on the dataset.

Table 1. List of obtained hyperparameters.

Hyperparameters Assigned Values

Maximum number of epochs 300
Mini batch size 30
Neurons 20
Learning algorithm Adam optimizer
Initial learning rate 0.01
Gradient threshold 1
L2 regularization 0.0001

The model is evaluated according to a robust criterion that includes different esti-
mation error measures, namely root mean squared error (RMSE), root mean of squares
(RMS), and mean absolute error (MAE). In addition, the learning model is also subject
to another performance evaluation criterion represented by R2. Simply put, the three
errors should approach “zero”, while the R2, should approach the value of one for a better
model performance. It is worth mentioning that the application of these evaluation criteria
was carried out based on a validation set for each learning fold. This guarantees both
the approximation capacity and the generalizability of the learning models. Additionally,
another comparative study between the proposed architect and an ordinary multilayer
perceptron (MLP) is also conducted. The comparison conclusions obtained will be very
effective in observing the benefits of adaptive learning. An important point to consider in
such a case is that the MLP uses the same hyperparameters to ensure a fair comparison.

The obtained results are summarized in Table 2. The cross-validation results of the
RMSE, MSE, and MAE show an extremely better stability of LSTM compared to an ordinary
MLP. Additionally, the mean values and standard deviation also explain this important
information. This performance gap explains the need to use adaptive learning, on the
one hand, and also the importance of feature selection, on the other hand. Furthermore,
the results obtained regarding R2 clearly prove the explainability and importance of the
predictions obtained.

449



Eng. Proc. 2023, 58, 128

Table 2. Performance evaluation results.

LSTM

Cross-validation Folds RMSE MSE MAE R2

1 9.49 × 10−4 9.00 × 10−7 6.85 × 10−4 0.72
2 1.03 × 10−3 1.07 × 10−6 7.10 × 10−4 0.75
3 1.25 × 10−3 1.56 × 10−6 9.16 × 10−4 0.65

Average 1.07 × 10−3 1.18 × 10−6 7.7 × 10−4 0.71
Standard deviation 4.91 × 10−4 0.051

MLP

Cross-validation folds RMSE MSE MAE R2

1 2.09 × 10−3 4.40 × 10−6 1.63 × 10−3 −0.36
2 1.65 × 10−3 2.74 × 10−6 1.31 × 10−3 0.382
3 1.37 × 10−3 1.89 × 10−6 1.12 × 10−3 0.58

Average 1.71 × 10−3 3.01 × 10−6 1.35 × 10−3 0.20
Standard deviation 8.11 × 10−4 0.5003

4. Conclusions

In this paper a new computation framework based on combined SCAPS numerical
simulations and machine learning has been developed. The proposed approach can rapidly
and accurately predict the photosensing ability of SnS-based sensors, including plasmonic
effects and the impact of the gold nanoparticles’ position and size. Applying LSTM learning
rules to such a data drift and complexity problem allows the learning model to be updated
based on any changes in the data. This is explained by great performance in approximation
metrics such as the RMSE, MSE, and MAE. Meanwhile, R2 clearly demonstrates the
importance of the results from an expandability perspective. As for the prospects, this
work will continue to explore such a tool for more complex and massive data, to reach
more generalized conclusions in the context of data complexity and drift.
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Abstract: The study developed a smart helmet prototype that prioritizes delivery rider safety and
facilitates logistical communication for small businesses. This was achieved with a smart helmet,
utilizing IoT equipped with crash detection and logistics monitoring functions. Various sensors such
as an accelerometer and alcohol sensors were calibrated to improve accuracy and minimize errors. A
mobile application was introduced to coordinate delivery logistics and track the location of drivers.
The system had 90% accuracy in distinguishing real accidents, and it also had drunk driver detection
with an accuracy of 88%. An ATTM336H GPS module was used for geolocation tracking, and a
mobile application built with Bubble.io and Firebase was integrated into the helmet to send alerts
the shop owners of Roger’s Top Silog House who provided delivery drivers as participants for the
study, who gave us positive feedback indicating that our smart helmet performed very well and
exceeded expectations.

Keywords: Bubble.io; crash detection; Firebase; internet of things; logistics monitoring; smart helmet

1. Introduction

The use of commercial transportation, such as motorcycles, for the purpose of collect-
ing, transporting, and delivering documents, parcels, and packages from various sectors
(i.e., mail, food, and carrier) has been increasing; this has become a main driver in augment-
ing the essentials in the delivery industry [1]. However, motorcycle accidents are associated
mostly with injuries and fatalities. The cause of these involve behavioral conditions, such
as substance abuse, helmet wearing, violations [2], and even road environmental condi-
tions [1]. According to a 2018 WHO Philippines report, 53% of the 11,264 road accident
deaths were attributed to two-wheeled and three-wheeled riders and passengers, with
90% of them not wearing helmets. As of December 2020, there were 7,328,116 registered
motorcycles, including 1,949,589 new units [3]. In 2018 alone, an average of 86 daily cases of
motorcycle-related road crashes were recorded based on the annual report released by the
MMARAS (Metro Manila Accident Recording and Analysis System) [4]. In 2021, there were
14,870 persons injured in motorcycle-related crashes, giving an average of 41 individuals
per day [5]. In 2022, accidents involving motorcycles alone consisted of 22.59% of the total
road accidents in Metro Manila, 31,124 of which were motorcycle accidents, with 17,089 of
those resulting in injuries and 313 resulting in fatalities [6]. Even if road accidents are in-
evitable, humans involved in life-or-death situations rely heavily on the speed of emergency
response. The study designs a smart helmet prototype that values the safety of the delivery
rider and provides logistical information between the delivery rider and management.
Using IOT-based solutions, the objectives of the study consist of the following: (1) design
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an IOT smart helmet accident detection system that gathers data from the accelerometer;
(2) design a breath analyzer using MQ3 testing for the rider’s drunkenness during the
smart helmet’s operation; (3) create a mobile application which notifies management of the
delivery history and GPS location status; and (4) assess smart helmet’s operation quality
upon usage by the delivery rider. The study only focuses on using a smart helmet with
an embedded IoT system and Wi-Fi communication protocol. It enables data transmission
through a Firebase IoT cloud server for the backend and utilizes Bubble.io for the frontend.
This system notifies management about delivery riders, including crash detection and
logistics information.

2. Methodology

This section contains an overview of the system’s block diagram as a prototype of
an IoT-based smart helmet, with all of the relevant sensors, system design, as well as the
processes behind its operation together with its circuit connection and implementation.

2.1. System Design

The smart helmet incorporates various sensors such as an accelerometer, vibration, al-
cohol and pressure resistive sensors, and GPS for point-to-point logistics tracking. Figure 1
shows the flow of operation. The data collected by these sensors are transmitted to the
ESP32C3 microcontroller, which then relays it to Firebase as the backend database. This
information is reflected in the Bubble.io mobile application for end-users, including admin-
istration (admins) who can monitor delivery manpower and potential accidents, delivery
riders who use the app to accept deliveries and locate destinations, and customers who can
track their deliveries. Figure 2 displays the wiring of the smart helmet.

Figure 1. General block diagram of the system.

Figure 2. Circuit diagram of the embedded system.

2.2. System Architecture

This includes a calibration of the two (2) main sensory component systems for the
creation of the smart helmet, a crash and alcohol detection system and a GPS system. The
primary data that is determined here is sent to Firebase before it reflects any of those
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data onto the application. Figure 3 displays the flow of information of the accelerometer,
vibration, and alcohol sensor. All data is sent to the MCU to be stored in Firebase. This data
is interpreted and is displayed unto the mobile application interface.

Figure 3. Crash detection system.

Figure 4 shows the communication of the GPS module to the MCU. Data are sent to
Firebase to undergo external API map routing in order to be properly displayed on the
mobile app, which is then reflected, as shown in Figure 5 below.

Figure 4. GPS design.

Figure 5. Mobile application for notification system.
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2.3. Testing Procedure

The steps taken for the implementation of the smart helmet are as follows: (1) The
admin and delivery rider create an account and connect the smart helmet via pocket Wi-
Fi. (2) The delivery rider wears the helmet to begin the calibration of the accelerometer,
vibration and alcohol sensors for initialization. (3) After approximately 2 min of warm-
up time for the GPS, the admin can start placing orders for the delivery rider to accept.
(4) After the order is accepted for delivery, the alcohol sensor samples the delivery rider’s
breath. If they are determined to be sober, they can proceed with delivery. If not, the sensors
can notify all admins that the delivery rider is drunk. (5) The smart helmet continuously
sends all sensor data for potential accidents/crashes and intoxication detection, as well
as tracks the location of the delivery using GPS. (6) Once the delivery is confirmed to be
successful through the mobile app, the sensors would still run in the background to check
for accidents, intoxication, and the location of the delivery rider, ready to notify admin of
their logistics.

1. Accelerometer Threshold

An accident is determined via the smart helmet whenever the accelerometer responds
with x, y, and z values that go over the threshold of 12G or roughly 117.6 m/s2 [7]. It then
counterchecks with the vibration sensor’s output, determining whether the rider has been
involved in an accident or not, as shown in Equation (1) as follows:

|a | =
√
(ax2 + ay2 + az2) (1)

where |a| is the magnitude of linear acceleration and a = acceleration.

2. Confusion or Error Matrix

To examine the reliability of the accelerometer and vibration sensor in accident detec-
tion, the following are calculated: the accuracy, as shown in Equation (2), the precision,
as true instances of true positives shown in Equation (3), the recall, as the true positive
rate shown in Equation (4), and the F1 score, as the harmonic mean between precision and
the recall, shown in Equation (5), in terms of the error matrix of the results recorded from
ten trials.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (2)

Precision = TP/(TP + FP) (3)

Recall = TP/(TP + FN) (4)

F1 Score = 2TP/(2TP + FP + FN) (5)

where TP = true positive results, FP = false positive results, TN = true negative results and
FN = false negative results.

3. Calibration of MQ3 Sensor

To calibrate the MQ3 sensor as a breath analyzer, we extract the analog values from
the sensor with a range of 0 to 4095 (with a resolution of 12 for the ESP32C3). R2 is taken
from the physical resistor on the sensor, Ro (resistance of the sensor in normal conditions) is
taken from the MQ3 datasheet, and Rs (output resistance of the sensor to alcohol) is used to
acquire the blood alcohol content (BAC), computed using Equation (6). This value should
be less than 0.05% to qualify as “sober”.

BAC = ab(ratio) (6)

where a is the BAC-intercept and b = slope.

4. Root Mean Square Error
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In order to assess the accuracy, the researchers compare the proposed system (smart
helmet) over the conventional system (smartphone) and compute the difference between
the resulting two values using Equation (7).

RMSE =

√
∑n

i=1(Conventionali − Proposedi)
2

n
(7)

5. Time Delay, Likert Scale, and Standard Deviation

The time delay from the entirety of the data communication of the proposed system–
from the embedded IoT device up to the data that are reflected upon the mobile application–
is calculated using Equation (8). The questions are subdivided into three categories:
(1) reliability, (2) usability, and (3) functionality, wherein responses follow a scale of 1
to 5, with 1 = strongly disagree and 5 = strongly agree, to undergo a Likert scale evaluation.
The standard deviation can be used to provide additional information about the variability
or consistency of the data, as shown in Equation (9).

Mean time delay = sum of trials/number of trials (8)

σ =

√
Σ(xi − μ)2

n − 1
(9)

where xi is the individual values from sample, μ = sample mean and n = sample size.

3. Results and Discussions

This section is divided to present the results for each objective of the testing and
implementation of the prototype’s system to identify accidents and logistics monitoring.

3.1. Design of an IOT Smart Helmet Accident Detection System That Gathers Data from
the Accelerometer

As detailed in Table 1, the crash detection was tested using an accelerometer and a
vibration sensor that determined whether the impact was a crash or not attained. This was
conducted over 10 trials for situations with expected results, and these were then compared
with the obtained results to determine whether the smart helmet succeeded in detecting
an accident.

Table 1. Crash Detection from Accelerometer and Vibration Sensor Data.

No. of Trials Situation of Test Expected Output Obtained Output Interpretation

Trial 1 Helmet dropped 2 m above ground T T Success (TP)
Trial 2 Helmet dropped 2 m above ground T T Success (TP)
Trial 3 Helmet dropped 2 m above ground T T Success (TP)
Trial 4 Helmet placed on the ground F F Success (TP)
Trial 5 Helmet dropped 2 m above ground T T Success (TP)
Trial 6 Helmet placed on the ground F T Failed (FP)
Trial 7 Helmet dropped 2 m above ground T T Success (TP)
Trial 8 Helmet dropped 2 m above ground T T Success (TP)
Trial 9 Helmet placed on the ground F F Success (TP)
Trial 10 Helmet dropped 2 m above ground T T Success (TP)

As shown in Table 2, the accuracy of the system in detecting the situation as a crash
yielded 90% while having a precision of 87.5%, a recall of 100%, and an F1 score of 93.3%
from drop testing the smart helmet over 10 trials.
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Table 2. Analysis of crash detection data.

Accuracy Precision Recall F1 Score

0.90 0.875 1.0 0.933

3.2. Design of a Breath Analyzer Using MQ3 Testing for the Rider’s Drunkenness during the
Smart Helmet’s Operation

As shown in Table 3, the accuracy of the MQ3 sensor to act as a breath analyzer had an
accuracy of 89.09% while having a precision of 87.87%, a recall of 96.03%, and an F1 score of
91.78% from testing with different concentrations of alcohol readily available in the market.

Table 3. Analysis of alcohol detection.

Accuracy Precision Recall F1 Score

0.890909 0.878787 0.960264 0.917721

3.3. GPS Location and Status of the Delivery

As shown in Table 4, the lower the RMSE value, the better the fit. Based on the
calculations, the RMSE of the latitude equates to 0.000051274. Meanwhile, the longitude is
0.00017925, implying that the smart helmet is on par with GPS from smartphones. Figure 6
shows the implantation of the smart helmet together with the GPS feature below.

Table 4. Comparison of longitude and latitude between GPS.

GPS from Smart Helmet GPS from Smartphone

No. of Trials Longitude1 Latitude1 Longitude2 Latitude2

Trial 1 121.1922234 14.4668264 121.191716 14.4668255
Trial 2 121.1898427 14.4656059 121.1896703 14.4656555
Trial 3 121.1923470 14.4655427 121.1923521 14.4655419
Trial 4 121.1925436 14.4661518 121.1925606 14.4661125
Trial 5 121.1922318 14.465562 121.1922424 14.4655219
Trial 6 121.1936799 14.4655621 121.1936354 14.4655812
Trial 7 121.1908917 14.4654065 121.1908906 14.4653565
Trial 8 121.191133 14.4650616 121.1910309 14.4650906
Trial 9 121.19221 14.4645827 121.1923497 14.4645032
Trial 10 121.193271 14.4641768 121.1932287 14.4640736

RMSE = 0.000051274 (Latitude); 0.00017925 (Longitude)

Figure 6. Field implementation of the helmet. (a) Rider receiving order; (b) rider equipping smart
helmet; (c) rider confirming delivery.
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As shown in Table 5, the mean time delay of the 10 trials is 2.37 s, which is considered
real-time.

Table 5. Time delay from the helmet to application.

No. of Trials Data from Helmet to Application (s) Mean Time Delay (s)

Trial 1 3.764

2.37480108

Trial 2 1.449
Trial 3 1.66
Trial 4 2.024
Trial 5 3.915
Trial 6 1.256
Trial 7 2.185
Trial 8 6.657
Trial 9 3.059
Trial 10 1.423

3.4. Assess the Smart Helmet’s Operation Quality upon Usage by the Delivery Rider

As shown in Table 6, the actual mean and S.D. of the reliability of the smart helmet
and mobile application are 4.24 and 0.469. The actual mean and S.D. of the usability of
the smart helmet and mobile application are 4.12 and 0.561. The actual mean and S.D. of
the functionality of the smart helmet and mobile application are 4.36 and 0.570. The smart
helmet and mobile application performed greatly for the three categories. Figure 6 displays
the actual helmet in use.

Table 6. Weighted mean of responses using a 5-point Likert scale.

Category Questions Responses Actual Mean
Standard
Deviation

Interpretation

Reliability 5 5 4.24 0.469 Great
Usability 5 5 4.12 0.561 Great

Functionality 5 5 4.36 0.570 Great
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Abstract: Cancers are prevalent worldwide, affecting a substantial amount of the global population,
while early and proactive diagnosis of the disease continues to be a global medical challenge. En-
dometrial cancer represents a gynecological variant which is not only difficult to diagnose but also
produces symptoms that are not distinct or exclusive to just the cancer itself. Blood spectroscopy has
recently prevailed as a means towards a high-throughput and largely inexpensive method of diagnos-
ing endometrial cancer. Using this method, and with the postprocessing of the accompanying spectra
alongside the use of multivariate statistics, an inference can be formed which gives an indication of
the presence and extent of the cancer. Previous work in this area has shown that the prediction results
for this cancer could be improved with the use of signal decomposition models alongside machine
learning prediction models, thus demonstrating the potential appeal of decomposition models in the
processing pipeline of the spectroscopy data. As part of this exploratory study, we employ for the first
time the use of deep learning, in the form of deep wavelet scattering, for the processing of acquired
Fourier transform infrared (FTIR) spectra, which allows for a fully unsupervised decomposition and
feature extraction of the resulting spectra, coupled with prediction machines capable of predicting
the presence of cancer. The obtained results show that the use of deep learning allows for enhanced
predictions of endometrial cancer, whilst allowing for a clinical decision-support platform which
carries a greater degree of autonomy and, therein, diagnosis throughput.

Keywords: cancer; AI; machine learning; obstetrics; gynecology; FTIR; deep learning

1. Introduction

Endometrial cancer directly affects the lining of the uterus; it is one of the most diag-
nosed forms of cancer and is also more prevalent in developing regions [1–5]. The formation
of the cancer first involves structural changes within the endometrium due to hormonal
variations, where prolonged exposure to certain hormones within the endometrium re-
sults in different initial variants of the cancer [1–5]. Risk factors include age, hormonal
imbalances, genetic markers, and obesity, to name a few [1–5].

A symptom and direct manifestation of endometrial cancer is unusual uterine bleeding.
Some of the more frequently used diagnostic methods include endometrial biopsy processes,
alongside transvaginal ultrasound methods [1–5]. Common treatment methods include:
hysterectomies and vaginal brachytherapy, as well as medications depending on the overall
stage of the cancer, followed by close monitoring of the behavior of the cancerous cells
themselves [1–5].
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Current means towards diagnosis of the cancer have been shown to carry undesired
shortcomings, which has spurred the need for the exploration of other diagnosis mech-
anisms [1–5]. More effective means of diagnosis carry both cost-saving implications, as
well as reducing the need for severe interventions such as significant clinical, pharmaco-
logical, and surgical treatments, including hysterectomies [1–5]. Recent work has shown
the promise of the use of blood biomarkers, alongside spectroscopic measurements, as a
high-throughput means of triage and initial diagnosis, to be followed by invasive observa-
tions in the patients [1–5]. An illustration of the endometrial cancer disease can be seen in
Figure 1.

Figure 1. Illustration of endometrial cancer [6].

Related work has shown further results in the investigation of this theory; for example,
Paraskevaidi et al. [7] and Nsugbe et al. [5] used a combination of blood biomarkers and
FTIR spectra for the classification and recognition of different variants of endometrial cancer
infections. Paraskevaidi et al.’s work utilized primarily multivariate statistics to create various
discriminatory-based models, while Nsugbe et al. utilized a novel approach based on spectra
decompositions and machine learning to assemble prediction models [5,7–9]. Nsugbe et al.’s
work brought to light the potential clinical value of the application of multiresolution and
signal decomposition algorithms within the area of spectroscopy postprocessing [5,8,9]. Deep
wavelet scattering (DWS) represents a multiresolution-based approach which also allows for
unsupervised feature extraction and is structurally an ensemble of both the classical wavelet
transform and the deep learning-based convolutional neural network (CNN) [10]. Recent
work has seen the application of DWS in various capacities within clinical medicine, which
has shown to be beneficial in not requiring any expert knowledge regarding the feature
extraction aspect of the process, whilst also being able to perform a decomposition act [11–13].
The majority of this has been carried out primarily on time-series data. In this work, we
investigate the use of DWS for the first time on spectroscopic data for the prediction of
various kinds of cancers, using Paraskevaidi et al.’s FTIR spectroscopic data [7,11–13].

From this, it is hypothesized that a combination of blood spectroscopy, FTIR, and
DWS, alongside pattern recognition models, can help form a rapid high-throughput means
for an initial triage and diagnosis of endometrial cancer which requires minimal expert
intervention due to its unsupervised nature.

2. Materials and Methods

2.1. Dataset

The FTIR data utilized in this study comprised 242 noncancerous patients: 258 with
type 1 endometrial cancer and 64 with type 2 endometrial cancer; further insights into the
patient cohort can be found in the publication by Paraskevaidi et al. [7]. The recruitment
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of the participants was performed by the Manchester University NHS Foundation Trust,
the Salford Royal Foundation Trust, and the Lancashire Teaching Hospital, with ethical
approval given and patient consent provided prior to the start of the study. All of the
biopsy samples were labelled by certified gynecological pathologists as either normal or a
variant of endometrial cancer [7]. The spectra were obtained from the blood samples using
the Tensor 27 FTIR spectrometer with a Helios ATR attachment containing a diamond ATR
crystal by Bruker Optics Ltd. (Ettlingen, Germany).

2.2. DWS

DWS is based around the multiscale extraction of features in an unsupervised fashion,
in a way which they are robust and continuous, and its architecture comprises a merger
between the wavelet transform and the CNN [10]. In an attempt to minimize the overall
computational complexity of the method, preset values of the filters are set, which null the
need for iterative estimations and make the method adept at working with a small set of
samples due to these multiscale properties [10]. In DWS, the deep CNN is used for iterative
applications, whilst the convolution is performed via wavelets and nonlinear modules, as
well as an averaging function. The implementation of DWS in this paper involved a Gabor
mother wavelet, a scale invariance of 1 s, and filter banks of 8 wavelets per octave in the
first filter bank, as well as 1 wavelet per octave in the second filter bank.

2.3. Machine Learning Models

The discriminant analysis model, i.e., linear and quadratic (LDA and QDA), was
employed, while the K-nearest neighbor was also utilized as part of this work, with
K selected as 1 [14]. These models have been specifically chosen largely due to their
computational efficiency. All models were validated using the K-fold cross validation
approach with K chosen to be 10, while the SMOTE algorithm was utilized for the purpose
of class balancing.

3. Results

The results for the various machine learning exercises can be seen in Table 1, from
which it can be seen that the DWS appears to be producing a better prediction accuracy, with
the best performance of 71.6%, when compared with the prior method utilized in a previous
publication [15]. This has, thus, provided a degree of statistical evidence showing that DWS
can indeed be utilized towards spectra decomposition whilst also performing unsupervised
feature extraction, therein negating the need for an expert knowledge-dependent feature
extraction process.

Table 1. Accuracy of the machine learning exercises.

Model
Postprocessing Method from Nsugbe and

Sanusi [15] (without LSDL) (%)
DWS (%)

LDA 57 59.7

QDA n/a 64.1

KNN 71.3 71.6

Subsequent work to be conducted in this area would involve further optimization
exercises in order to determine if the performance of the DWS can be improved, while
also training the data on various other machine learning models with nonlinear decision
boundaries. The results in Table 1 appear to suggest that these kinds of models are optimal
for the case study being investigated.

4. Conclusions

Endometrial cancer is an increasingly common cancer variant which ranks as one
of the more frequently diagnosed forms of the disease, with symptoms that typically
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feature uterine bleeding of various degrees. The use of blood spectroscopy has begun to be
investigated in the literature, where FTIR spectroscopy has been used as a means towards
the postprocessing of the blood samples acquired from the patients.

This work has investigated the use of DWS for the first time, which is a multiresolution
unsupervised feature extraction method for the design of prediction models from FTIR
spectra. The interim results from the case study carried out in this paper show the potential
and applicability of the approach towards the prediction of endometrial cancer in patients.
Further work should involve the use of a broader sample size of patients with the cancer
and optimization exercises to tune and improve the performance of the DWS, whilst also
training other available machine learning models on the dataset to find a best-fit model
for the desired application. Furthermore, the exploration of unsupervised learning pattern
recognition/machine learning models should be implemented.
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Abstract: Malaria continues to be a major cause of death worldwide, with a broad range of people
spread over 90 countries being at risk of contracting the disease, and a significant cause of death in
children under the age of 5. Due to this, there continues to be substantial investment towards not just
the treatment of the disease, but also a more rapid and accurate means towards its diagnosis. In this
work, we look to explore how measurements obtained from the complete blood count (CBC) technique
from patients’ blood, alongside artificial intelligence (AI) methods, could form an affordable analytical
pipeline that could be adopted in hospital settings in both developed and developing countries. As
part of this work, we utilize patient blood measurements acquired from paediatric patients from
Ghana, West Africa, alongside various configurations of AI models towards distinguishing between
malaria vs. non-malaria cases in a sample set comprising over 2000 patients. Class balancing
algorithms are utilized to first balance the classes for the various patient groups, followed by the use
of AI algorithms to train machine learning models to differentiate between a malaria vs. a non-malaria
patient. The results showcased a generally high prediction accuracy, especially in the case of models
with nonlinear decision boundaries, therein showing how the proposed analytic pipeline can serve as
a high-throughput approach towards tackling the malaria epidemic from a diagnostics perspective
and ultimately enhancing patient care strategies.

Keywords: malaria; machine learning; artificial intelligence; epidemiology; paediatrics; haematology;
West Africa; diagnosis; decision support

1. Introduction

Malaria is a widespread disease which is caused by a number of “source” parasites
implanted by mosquitos and manifests itself in human beings with an array of symptoms [1].
Although malaria occurs globally, there are certain hotspots where malaria tends to occur
more frequently, including sub-Saharan Africa and Southeast Asia [1]. In terms of health
statistics, the World Health Organization (WHO) approximated that, in the year 2020,
around 241 million cases of malaria were reported, with 627,000 of these resulting in death,
and the majority being children in sub-Saharan Africa [1].

The full impact of malaria transcends the death toll since it is also a source of financial
burden due to the costs of clinical care for the affected economies [1]. Moreover, this effect
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is amplified by the fact that the bulk of these economies are “developing” nations, therein
contributing towards the cycle of disease and poverty in these regions [1].

Malaria parasites are only transmitted through bites of female mosquitos of the genus
Anopheles [1]. The transmission mode first involves the mosquito biting a person who is
infected, and then subsequently passing on parasites with its saliva to the next human
being when it feeds on their blood [1]. Figure 1 illustrates the malaria infection cycle.

Figure 1. The malaria infection cycle [2].

Plasmodium falciparum is viewed as the most lethal of the malaria parasites, with a
large number of casualties in sub-Saharan Africa in particular, where young children under
the age of 5 as well as pregnant women are seen to be the most susceptible cohort [1]. Due
to the nature of the disease, the WHO has invested in the order of billions towards the
diagnosis, control, and elimination of the global malaria issue, with a substantial amount
being devoted towards treatment therapies [3]. Despite this, it has been seen that the
effectiveness of the treatment continues to be reliant on the accuracy of the initial diagnosis,
where progressive use of an incorrect treatment could lead to wrongful drug resistance
and even death in a handful of cases [3–5]. The generalized standard for the diagnosis
includes the likes of the electron microscopy method, while recently rapid diagnosis tests
(RDTs) have gained a considerable amount of traction due to their ability to be used as a
point of care tool [6]. However, the drawbacks of RDTs include poor detection sensitivity
when parasitaemia is low [6]. All of this has borne a form of motivation for an improved
means towards the diagnosis of the presence of malaria parasites. The complete blood
count (CBC) method has become popular in both developed and developing environments,
whereby a key correlative factor of the presence of severe malaria includes a decreased
count of platelets [7].

Previous related work in this area has sought to combine results from lab-based
measurements alongside machine learning methods towards an automated and potential
high-throughput mechanism for the diagnosis of malaria [6]. Artificial intelligence and
machine learning itself have become staple mechanisms in the area of clinical medicine,
with a particular appeal of providing a data-driven pattern recognition in a variety of
cases, spanning areas such as oncology, anaesthesia, pregnancy medicine, psychiatry, and
rehabilitation, to name a few [8–13]. With respect to this particular work, the related
literature applied machine learning in various capacities towards the prediction of malaria,
one of which used a sample size of 376 patients for the model build exercises [6,14–17].
This has been critiqued for having an overly concise sample size to converge on meaningful
conclusions within the area [6]. Advancement within the research area was achieved by
Morang’a et al., who managed to assemble data from a cumulative amount of 2207 patients
from a number of regions in Ghana, for which various degrees of malaria were classified as
part of their study using purely haematological parameters [6]. The main shortcoming of
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this study was that their machine learning models were tuned and optimized using what
has been perceived as an unbalanced dataset, which would lead to prediction biases in all
inference and prediction actions. With the intention of advancing the body of knowledge
in this area, we aim to apply class balancing algorithms towards first balancing the various
data classes as a means towards negating the effect of the model, followed by the prediction
of whether or not a patient has the malaria illness, and finally a differentiation between the
malaria types, i.e., uncomplicated malaria (UM), non-malaria infections (nMI), and severe
malaria (SM).

As a first step towards this, we utilize the broad comprehensive malaria dataset from
Morang’a et al. of 2207 patients spread across Accra, Kintampo, and Navrongo in Ghana,
West Africa [6]. As part of this paper, a combination of the CBC measurements and machine
learning models are utilized towards first reaching an overall prediction on whether or not
a patient has the malaria parasite.

2. Dataset and Methods

Dataset

The dataset used in this research was acquired according to the reporting of diagnostic
accuracy studies (STARD) guidelines, by Morang’a et al., where the patient inclusion
criteria were as follows [6]:

SM: within the ages of 6–59 months with fever within the last 24 h and admitted to
the Navrongo War Memorial Hospital, residence within the Navrongo Health and Demo-
graphic Surveillance System area, and informed consent [6]. SM is defined as haemoglobin
standards of <5 g/dL, or haematocrit <15%, for which ethical approval was granted by
the Noguchi Memorial Institute of Medical Research (NMIMR) review board, Naval Medi-
cal Research Center review board, and Ghana Health Service Ethics Review Committee
(GHS-ERC) [6].

nMI and UM: patients for this cohort were recruited across a number of hospitals span-
ning Kintampo North-Municipal Hospital, Kintampo, and Ledzokuku Krowor Municipal
Assembly Hospital (LEKMA), Accra [6]. The inclusion criteria were as follows: in the age
range of 1–15 years, fever within the last 24 h, and a signed informed consent, with ethical
approval also obtained for the study [6]. A case of nMI is defined as a malaria case that is
identified as negative, via microscopic validation.

CBC Measurements: based around the use of haematological analysis of the cells
within blood, which perform a characterization based on population density and morphol-
ogy, from which the concentration of haemoglobin is estimated from the measurements
of the red blood cells [7,18]. Various scholars have provided incremental contributions
towards the effectiveness of the technology, which culminated nicely with the Coulter
principle, which utilizes electrical impedance properties to perform a blood count purpose
and continues to be a method of appeal and application to this very day, although optical
measurements methods have now also been steadily introduced [19].

Sample Collection: as part of the sample collection process, venous blood was collected
with the tourniquet not applied beyond a single minute in order to minimize erroneous
measurements [6]. The sample acquisition occurred between 8 a.m. and 12 p.m. daily
in order to minimize the influence of external factors such as rehydration and ingestion
of food [6]. All samples were typically analysed immediately, and those that were not
analysed within 2 h of acquisition were stored in a chamber of 2–8 degrees Celsius in
order to stall any haematological changes in the sample sets [6]. It should be noted that
no capillary blood samples were acquired as part of the study as they represent variations
from venous blood parameters [6]. The CBC analytics was conducted using the automated
ABX Micros 60 Hematology Analyzer, which characterizes both white and red blood cell
parameters, in addition to platelets, while all data were cross-referenced as a means of
validation in order to ensure consistency through the collection procedure [6].

Features and Machine Learning: the following CBC features were used as part of
the analytics carried out in this paper: white blood cell counts, red blood cell counts,
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haemoglobin level, haematocrit, mean cell volume, mean corpuscular haemoglobin, mean
cell haemoglobin concentration, platelet count, platelet distribution width, mean platelet
volume, neutrophils percent, lymphocytes percent, mixed cells percent, neutrophils count,
lymphocytes count, mixed cells count, red blood cells distribution width percent, fever
symptom, and temperature [6].

The microscopy readings were utilized as the labels for the data, i.e., malaria vs. no
malaria, while the SMOTE algorithm was applied towards serving as class balancing
purposes, which resulted in a total number of 2304 samples being utilized for all the
subsequent analytics [20].

Machine Learning: the following machine learning models were used as part of
the pattern recognition exercises: decision tree (DT), linear discriminant analysis (LDA),
logistic regression (LR), support vector machines (SVM), linear-SVM (LSVM), quadratic-
SVM (QSVM), cubic-SVM (CSVM), fine Gaussian-SVM (FGSVM), and k-nearest neighbours
(KNN) [8]. All classification models were validated with the K-fold validation scheme,
with K selected as 10.

3. Results

The results in Table 1 show the model-based prediction performance for the classifica-
tion of malaria vs. non-malaria from the aforementioned CBC measurements. From the
results in Table 1, it can be seen that the prediction results are generally high across all the
various candidate classification models, of which the QSVM and CSVM (characterized by
the nonlinear Kernels) both achieved the best classification performance of 89% accuracy,
therein showing that a nonlinear decision boundary is optimal for the separation of the two
data classes. Additionally, it can be seen that the fine Gaussian-SVM and the Decision Tree
classifiers yielded the least classification performance (84% and 85%) in comparison to the
other classification methods. These results reflect a more robust model performance when
compared with that of Morang’a et al. whose model build and design was conducted with
the use of an unbalanced sample set, which ultimately would probably result in a biased
model prediction.

Table 1. Model prediction performance for classification of malaria vs. non-malaria from CBC measurements.

Model Accuracy (%)

DT 85
LDA 86
LR 86

LSVM 87
QSVM 89
CSVM 89

FGSVM 84
KNN 87

The achievement of this would potentially allow for a deployment of a high throughput
model pipeline which would allow for a quicker diagnosis of malaria patients from their
blood samples, CBC analysis, and model-based predictions. A pipeline of this can be
adopted and deployed in both developed and developing economies, due to the nature of
the tools and model adopted. An illustration of the proposed flow can be seen in Figure 2.

The pipeline diagram shows a multi-stage model comprising the various sub-processes
needed to come together in an ensemble-like fashion to produce the intended outcome of a
high-throughput malaria prediction system. This features the lab-based CBC measurements
which are used towards the training and optimising of the machine learning model with
the intended role to carry out a tier-like prediction scheme. This includes, first, a surface
prediction of whether or not the malaria parasite exists within the sample of the patient
(focus of this paper), followed by a rating of the class of malaria where possible, i.e., SM or
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UM, which would provide key information that would assist in the prioritisation of patient
care (area of focus for further work).

Figure 2. Pipeline for quicker diagnosis of malaria from blood samples, CBC analysis, and model-
based predictions.

A visualisation of the data using the principal component analysis (PCA) can be seen
in Figure 3, where it can be observed that there exists a degree of overlap between the
various data classes; hence, the optimal decision boundary appeared to be of a nonlinear
nature due to the apparent overlap between the classes. The inclusion of further features
within the feature vector would enhance the class separability of the various data classes, a
notion which would be explored deeper in subsequent work on this topic.
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Figure 3. Principal component analysis of the data (Where Blue—Malaria and Red—Non-Malaria).

The computational complexity of machine learning models is a pivotal consideration
in their practical deployment. Briefly, it encompasses the number of computational re-
sources, time, and memory required to train and deploy these models. The computational
complexity of a model depends on various factors, including the size of the dataset, the
number of features, the model’s architecture, and parameters of the algorithm. While we
have focused on classification accuracy as a metric thus far, it is worth noting that the
computational complexity of the models should be further investigated.

4. Conclusions

Malaria is a global disease that has been identified by the WHO as an epidemic, with
a large portion of related deaths centring around children in sub-Saharan Africa. The
negative effects of malaria within these countries are profound in terms of healthcare and
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economics. The CBC represents a measurement technique largely employed in the diagnosis
of malaria, which has been adopted in both developed and developing regions. Prior work
has adopted the use of artificial intelligence as a means towards pattern recognizing
measurements which correlate towards a subsequent malaria diagnosis. The shortcoming
of this involved the use of an unbalanced dataset, which would lead to biased predictions
by the concurrent prediction machine. The contributions made in this paper involve the
use of class balancing algorithms, firstly to the paediatric malaria dataset, alongside the
formulation of a multistage pipeline which looks to provide an initial binary diagnosis
of whether a patient has the malaria parasite, followed by an associated prediction of the
extent of the malaria.

The obtained results showed that the various adopted models have good prowess in
the prediction of whether a patient has malaria, where the SVM with a quadratic nonlinear
decision boundary was seen to be optimal for differentiating between the two classes of
paediatric patients. As a means towards improving this, subsequent work in this area
would now involve the potential inclusion of further features within the feature vector
to potentially induce class separability with a view towards a higher-class differentiation
result. This would be followed by addressing the second portion of the prediction model,
aimed around the identification of the extent of the malaria, given a positive malaria
diagnosis. Further work in this area would also involve the potential projection of the
features in a time-series format, which would enable the use of classical signal processing
and signal decomposition toolsets as applied in previous studies [21–23].
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Abstract: Fault occurrence in practical systems, if not addressed, can cause diminished performance
or even system breakdown. Therefore, fault detection has emerged as a crucial challenge in ensuring
system safety and reliability. This paper presents a novel fuzzy observer aimed at reconstructing
actuator and sensor faults in nonlinear systems, even when subjected to external disturbances. The
approach we propose utilizes the Takagi-Sugeno fuzzy model and Lyapunov function. Initially,
by filtering the system output, we construct a system where actuator faults correspond to the
original actuator and sensor faults. Subsequently, the impact of disturbance on state estimations is
minimized by employing the H-infinity performance criteria. We demonstrate that, for non-disturbed
systems, these estimations gradually converge to their true values. In designing the observer gains,
transformation matrices are derived by solving linear matrix inequalities. Our approach boasts some
advantages over existing methods. By assuming that the premise variables are immeasurable, we
enhance the usability of our approach. As a proof of concept, we evaluate two practical systems. The
simulation results underline the benefits of our proposed method in terms of rapid and accurate fault
detection performance.

Keywords: Takagi-Sugeno fuzzy system; actuator fault; sensor fault; Lyapunov function; linear
matrix ine-qualities; H∞ performance

1. Introduction

Takagi-Sugeno Fuzzy (TSF) systems, particularly effective in engineering for observer
and fault detection, use observers like the Proportional Integral Observer (PIO) and its
enhanced version, the Proportional Multi-Integral Observer (PMIO) [1], for complex non-
linear systems such as the Continuous Stirred Tank Reactor (CSTR) in chemical engineering.
The CSTR, a multi-input multi-output (MIMO) system, presents control and estimation
challenges due to its nonlinear dynamics [2]. Luenberger’s observers, initially for linear
systems, have been adapted for nonlinear systems, offering cost-effective state estimation
solutions [3].

The TS multi-model approach simplifies state estimation in CSTRs by interpolating
between linear models for different behaviors [4]. This is crucial in scenarios with simul-
taneous unknown input actuator and sensor faults, necessitating integrated control and
diagnostic systems. For TS models, several state and unknown input estimation methods
have been developed. These include PI observers for decoupled Multiple Models [5],
UI-PI observers with measurable premise variables [6,7], and a TS multi-model based PI
observer for simultaneous state and input estimation [8]. However, PI observers have
limitations with time-varying inputs, leading to the development of PMI observers, like
the Thau-Luenberger observer [9], capable of assessing all unknown input derivatives.
This research aims to refine PMI-based unknown input observers for TS-model systems,
focusing on convergence conditions as linear matrix inequalities.
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The paper’s structure is as follows: Section 2 introduces the TS fuzzy model and
constructs a fictitious system with a fault, with the design of a PMI observer, ensuring
estimation error stability and H∞ performance. In Section 3, we validate the approach with
simulation results. Conclusions are drawn in Section 4.

2. Problem Statement

Consider the Takagi-Sugeno model described by the system of equations:{
ẋ(t) = ∑Q

i=1 μi(x(t))(Aix(t) + Biu(t) + Ei fa(t)) + Mw(t)
y(t) = Cx(t) + F fa + Hw(t)

(1)

Here, x(t) ∈ Rn represents the state vector, u(t) ∈ Rnu is the control input vector,
fa(t) ∈ R

n fa signifies the unknown input vector including actuator and sensors faults, w(t)
is the disturbance, and y(t) ∈ R

ny corresponds to the output vector.
Consider the matrices Ai, Bi, Ei, M, C, F, and H, which are constants with appropriate

dimensions. The activation functions μi(x(t)), dependent on the system’s state, adhere to
the following convexity properties [10,11]:{

∑Q
i=1 μi(x(t)) = 1
∀i ∈ {1, . . . , Q} (2)

The scalar Q designates the number of local models.

Hypothesis 1. Unknown input fa(t) satisfies:

f (q)a (t) = 0 (3)

Generally, the sequences fa
(1)(t), fa

(2)(t), . . . , fa
(q−1)(t) denote the continuous derivatives

of fa(t), expressed as: ⎡⎢⎢⎢⎣
ḟa(t)
ḟa1(t)

...
ḟaq−1(t)

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
fa1(t)
fa2(t)

...
faq(t)

⎤⎥⎥⎥⎦ (4)

System (1) can be expressed as a perturbed system with weighting functions μi based on the
estimated state, where the signals u(t), fa(t), and w(t) are bounded.{

ẋ(t) = ∑Q
i=1 μi(x̂)(Aix + Biu + Ei fa + Mw(t) + δ(t))

y(t) = Cx(t) + F fa + Hw(t)
(5)

where:

δ(t) =
Q

∑
i=1

(μi(x)− μi(x̂))(Aix + Biu + Ei fa + Mw(t))

Then, system (1) can be articulated as:{
ẋa(t) = ∑Q

i=1 μi(x̂(t))(Āixa(t) + B̄iu(t) + σ̄iΩ̄(t))
y(t) = C̄xa(t) + F̄Ω̄(t)

(6)

473



Eng. Proc. 2023, 58, 132

xa =

⎡⎢⎢⎢⎢⎢⎣
x
fa
fa1
...

faq−1

⎤⎥⎥⎥⎥⎥⎦, Āi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ai Ei 0 . . . 0 0
0 0 In fa

. . . 0 0

0 0 0
. . . 0 0

...
...

...
...

...
...

0 0 0 . . . 0 In fa

0 0 0 . . . 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B̄i =

⎡⎢⎢⎢⎢⎢⎣
Bi
0
...
0
0

⎤⎥⎥⎥⎥⎥⎦, σ̄i =

⎡⎢⎢⎢⎣
σT

i
0
...
0

⎤⎥⎥⎥⎦, (7)

Ω̄(t) =
[

σ(t)
w(t)

]
, and C̄ =

[
C F 0 . . . 0 0

]
(8)

where: σi =
[

In M
]
, and F̄ =

[
0 H

]
,

Hypothesis 2. The pairs
(

Ai, C̄
)

are observable for all i.

The Proportional Multiple Integral (PMI) observer can be described by the Equation (9),
and the principle of this observer is presented in Figure 1:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

˙̂x(t) = ∑Q
i=1 μi(x̂(t))

(
Aix̂(t) + Biu(t) + Ei f̂a(t) + LPi(y(t)− ŷ(t))

)
˙̂fa j(t) = ∑Q

i=1 μi(x̂(t))
(

f̂a j+1 + Lj
Ii(y(t)− ŷ(t))

)
, j = 1, . . . , q − 2

˙̂fa j(t) = ∑Q
i=1 μi(x̂(t))(LIi(y(t)− ŷ(t))) j = q − 1

ŷ(t) = Cx̂(t) + F f̂a

(9)

Figure 1. Principle of the PMI Observer.
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With the above, the augmented PMI observer that incorporates an output error into its
activation functions is articulated.{

x̂a(t) = ∑Q
i=1 μi(x̂(t))(Āi x̂a(t) + B̄iu(t) + L̄i(y(t)− ŷ(t)))

ŷ(t) = C̄x̂a(t)
(10)

where L̄i =
[

LT
Pi LT

Ii L1T

Ii . . . Lq−2T

Ii Lq−1T

Ii

]T
.

The dynamic of the state estimation error is presented in the following augmented format:

˙̄e =
Q

∑
i=1

μi(x̂)((Āi − L̄iC̄)ē + (σ̄i − L̄i F̄)Ω̄) (11)

Theorem 1. The PMI Observer, as defined by (9), designed to Simultaneously estimate the state
and the unknown inputs of the fuzzy system represented in (1). This is achieved while minimizing
the L2-gain γ̄ from the unknown inputs to the augmented state estimation error ē. This can be
obtained by determining a positive definite matrix P, matrices Mi, and a positive scalar γ̄ that
satisfy the following LMI constraints for i = 1, . . . , r:[

ĀT
i P + PĀi − MiC̄ − C̄T MT

i + I Pσ̄i − MiF̄
σ̄T

i P − F̄T MT
i −γ̄I

]
< 0 (12)

where γ =
√

γ̄.
The observer gains: L̄i = P−1Mi

Proof. Where System (1) stands as a paragon of stability and all preceding signals remain
bounded, a transformative revelation unfolds. By invoking Lemma of Perturbation attenu-
ation and satisfying the condition ‖ē(t)‖2 < γ‖ω̃(t)‖2 yields an enigmatic Linear Matrix
Inequality (LMI):[

ĀT
i P + PĀi − PL̄iC̄ − C̄T L̄T

i P + I Pσ̄i − PL̄i F̄
σ̄T

i P − F̄T L̄T
i P −γ2 I

]
< 0 (13)

The essence of Theorem 1 obtain through variable transformations:

Mi = PK̄i, γ̄ = γ2

3. Practical Example

As a demonstration of the methodology, we examine a nonlinear CSTR system de-
picted by a multi-model with unmeasurable premise variables. This multi-model comprises
two local models, each with three states [3].

Consider a thoroughly mixed CSTR where the multi-component chemical reaction
A � B → C takes place. The Schematic of the Continuous Stirred Tank Reactor (CSTR) is
shown in Figure 2, illustrating the concentrations of species A, B, and C as CA, CB, and CC
respectively. The reactor temperature is denoted by T, with CA f and Tf representing the
feed’s actual concentration and temperature. The flow rate and temperature of the cooling
water are indicated by qc and Tc. The system’s nonlinear dynamics can be represented as:

ẋ =

⎡⎣−4 0.8796 0
3 −3.6388 0
0 1.7592 −1

⎤⎦x +

⎡⎣0
1
0

⎤⎦u +

⎡⎣ 0.5x2
2

−1.5x2
2

x2
2

⎤⎦, (14)

where x =
[
x1 x2 x3

]T denotes the concentrations of species A, B, and C respectively.
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Figure 2. Schematic of CSTR.

To evaluate the effectiveness of our proposed approach, we introduce a fault and
disturbance to the dynamics, leading to:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ẋ =

⎡⎣−4 0.8796 + 0.5x2 0
3 −3.6388 − 1.5x2 0
0 1.7592 + x2 −1

⎤⎦x +

⎡⎣0
1
0

⎤⎦u +

⎡⎣1
0
0

⎤⎦ fa +

⎡⎣ 0.6
0.05
0.03

⎤⎦w(t)

y =

[
1 0 0
0 1 0

]
x +

[
0.01

0.001

]
fa +

[
0.01
0.03

]
w(t)

(15)

Assuming the concentration of species B is dimensionless, it is given by x2 ∈ [−1, 1].
This allows the definition of two membership functions using Takagi-Sugeno (TS) rules as:

h1 =
1 − x2

2
and h2 =

1 + x2

2
. (16)

With this, the corresponding local linear TS matrices can be established as:

A1 =

⎡⎣−4 0.8796 − 0.5 0
3 −3.6388 + 1.5 0
0 1.7592 − 1 −1

⎤⎦, A2 =

⎡⎣−4 0.8796 + 0.5 0
3 −3.6388 − 1.5 0
0 1.7592 + 1 −1

⎤⎦, B1 = B2 =

⎡⎣0
1
0

⎤⎦,

E1 = E2 =

⎡⎣1
0
0

⎤⎦, and F =

[
0.01

0.001

]
(17)

Given that these TS fuzzy system matrices comply with all the preconditions, the TS
fuzzy observer (9) is constructible.

For the simulation setup, parameters and input signals were chosen as follows:
u = sin(t), with initial conditions x0 =

[
0.15 0.2 0.1

]T and x̂0 =
[
0.15 1 3

]T . The
disturbance profile depicted in Figure 3.
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Figure 3. Disturbance w(t).

The Linear Matrix Inequality (LMI) outlined in the provided theorem is addressed
using the Matlab Yalmip toolbox, leading to the determination of the observer’s gains. The
results of state and fault estimation are visually depicted in Figures 4 and 5.

In Figure 4, it is evident that the estimated states converge rapidly to their true
signals right from the beginning. Figure 5 displays a robust estimation of the fault. These
simulation outcomes distinctly demonstrate that the proposed observer not only guarantees
accurate state estimation but also effectively handles concurrent fault detection, even in the
presence of unknown disturbances.

Figure 4. States and their estimates.
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Figure 5. Unknown input and the State estimation error.

4. Conclusions

In this study, we focus on estimating states and unknown inputs in Takagi-Sugeno
systems that have unmeasurable premise variables, utilizing a Proportional Multiple
Integral (PMI) observer. We define the stability conditions using Linear Matrix Inequalities
to ensure robust performance. To validate the PMI observer’s efficacy, we conduct a
simulation using the Continuous Stirred Tank Reactor (CSTR) system as a practical example.
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