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Preface

Systems for sustainable development are built on three pillars: economic development,
environmental stewardship, and social value. One of the core principles of finding harmony between
these support points is to restrict the utilization of non-environmentally friendly power sources.
The process of extracting energy from the surrounding environment and converting it into electrical
power looks like a promising solution to this problem. To make it easier to switch from fossil-fuel
energy sources to cleaner, renewable ones, new energy generation technologies like solar, wind,
and thermal energy are rapidly being developed. Energy-harvesting systems have emerged as a
significant area of research and continue to advance.

Despite the fact that the world has seen critical development in the creation of power from
sustainable sources, these sources do not yield a standard stock that is sufficiently versatile for
different prerequisites of utilization, so they cannot answer various demands. Thus, the development
of this decentralized creation requires a large energy capacity, which is normally made of lead
batteries; this is the expected answer to the issue of organizations’ load strength. That said, lead
batteries cannot store a lot of energy in a small volume or endure high cycling rates. New capacity
innovations are therefore being created and trialed. Along these lines, load limits have emerged as
an undeniably significant aspect of developing environmentally friendly power; higher limits allow
energy to be conveyed to organizations during the busy times at which it is generally required.

This Special Issue reprint consists of sixteen chapters (published papers), covering various
aspects of optimization algorithms, evaluations of wind energy turbines, electrostatic vibration
energy transducers, battery management systems, thermoelectric generators, distribution networks,
issues of renewable energy micro-grid interfacing, fuzzy-logic controller-based direct power controls,
parameter estimations of fuel cells, and ultra-low-power supercapacitors.

This reprint is useful for masters and Ph.D. students that pursue studies in engineering sciences.
Additionally, this reprint is also very informative for bachelor students who are looking to explore
research on energy harvesting and energy storage systems.

We would like to take this opportunity to thank all authors for their outstanding contributions

and the reviewers for their fruitful comments and feedback.

Shailendra Rajput, Moshe Averbukh, and Noel Rodriguez
Editors

ix
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Abstract: Bicycles are rapidly gaining popularity as a sustainable mode of transportation around
the world. Furthermore, the smart bicycle paradigm enables increased use through the Internet of
Things applications (e.g., GPS tracking systems). This new paradigm introduces energy autonomy as
a new challenge. The energy harvesting technology can capture the energy present in the cycling
environment (e.g., kinetic or solar) to give this autonomy. The kinetic energy source is more stable
and dense in this environment. There are several wheel kinetic harvesters on the market, ranging
from low-complexity dynamos used to power bicycle lights to smart harvester systems that harvest
kinetic energy while braking and cycling and store it for when it is needed to power sensors and other
electronics loads. Perhaps the hub and the “bottle” dynamos are the most commercially successful
systems because of their cost-effective design. Furthermore, the bottle generator is very inexpensive,
yet it suffers from significant energy losses and is unreliable in wet weather due to mechanical friction
and wheel slippage in the wheel/generator contact. This paper proposes a cost-effective bicycle
harvester based on a novel kinetic-electromagnetic transducer. The proposed harvester allows for
the generation and storage of harnessed kinetic energy to power low-power electronics loads when
the user requires it (e.g., cell phone charging, lighting). The proposed harvester is made up of a
power processing unit, a battery, and an optimized transducer based on a Halbach magnet array. An
extensive full-wave electromagnetic simulation was used to evaluate the proposed transducer. Circuit
simulation was also used to validate the proposed power unit. The proposed harvester generates a
simulated output power of 1.17 W with a power processing unit efficiency of 45.6% under a constant
bicycle velocity of 30 km/h.

Keywords: electromagnetics; transducers; power conversion; circuit simulation; magnetic circuits;
energy harvester

1. Introduction

Megacities around the world are currently grappling with complex issues such as
mobility, pollution, and resource sustainability [1]. Urban mobility, in particular, is a major
issue that affects almost all of the major cities [2]. Other undesirable effects of inefficient
mobility in large cities are related to public health concerns [3]. One of the most promising
trends in addressing this issue is the use of alternative transportation methods rather than
traditional vehicles, which allows for lower pollution and better air quality in cities [1].
Recently, the use of bikes for short-distance routes has been boosted by city governments
building bike paths, lowering taxes, and so on [4]. Despite the availability of appropriate
infrastructure, many citizens do not use bicycles as a mode of transportation. In this
scenario, the concept of “smart cycling” enables a shift in the perception of bicycles as an
important part of the urban technological ecosystem by improving cyclists” experience
and safety [5,6]. This paradigm is going to encounter numerous political, economic, and
technological challenges. In [1], the authors identify three major research technological
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trends: smartphone-based cycling (i.e., route planning, delivery services, bike sharing),
IoT-bikes (i.e., sustainability and environmental monitoring, promoting health through
connected bikes, the Internet of Bikes), and connected e-bikes (i.e., the e-bike market).
These applications are supported in a variety of electronic devices (i.e., cell phones, sensors,
and lights) that use batteries as an energy source. The widespread use of batteries may
harm the environment [7]. The key technology to provide green energy to the low-power
electrical components embedded in public transportation is the energy harvesting (EH)
technique [8], which can power electrical loads using the energy sources present in the
operating environment [9-11]. A generic EH harvester is composed of an environmental
energy source, a transducer, and an electrical power processing unit (PPU), as illustrated in
Figure 1.

Transducer PPU
G . Maximum poWer
Energy . i extraction
tahvz:ulab_ e ..O.. Ei;cet;é;al v Load
© rer?e‘gtmn- > > e.g. AC "l Battery e.g Led
inetic electric lights
e.g. Kinetic Y ) power ¥
cnerey € o C ) Voltage regulation

and control

Figure 1. Diagram of an electromagnetic harvester.

The transducer converts environmental energy into electrical energy, which the PPU
then conditions and manages for the load. In general, EH systems can be divided into
two architectures: those without storage capacity and those with storage capacity [12,13].
In the first approach, the energy is collected by the harvester and immediately supplied
to the electric load (e.g., bottle dynamo). In the second, the PPU stores (all or a portion
of) the collected energy in order to provide uninterrupted power to its electric load in the
future. As a result, under energy neutral operation, the harvester with storage capacity can
continuously power the electric device using the environmental energy source. The design
goals for achieving this energy autonomy are as follows [9,12,14]: (1) The transducer’s
energy conversion efficiency must be maximized. (2) The PPU must be able to extract
the maximum amount of energy from the harvester. (3) The PPU stores, processes, and
delivers electricity to the load without loss. The PPU ensures energy neutral operation,
which means that the energy consumed by the payload must always be less than or equal
to the ambient energy converted into electrical energy by the harvester.

Mechanical, wind, wave, geothermal, and solar energies are all present in some envi-
ronments and can be used to generate clean electric energy sources using EH [14]. In the
bicycle environment, however, mechanical energy is the source with the highest energy
density. The mechanical EH can be separated into three categories: electromagnetic EH,
piezoelectric EH, and friction EH [10]. In the piezoelectric EH, the harvester generates elec-
tric power from kinetic energy in the environment (e.g., the weaving movement in bicycle
riding) using piezoelectric materials. Several authors have researched this EH method
in the bicycle context [15-18]. In the friction EH, using a transducer (e.g., a triboelectric
generator), the harvester generates electric power from friction between surfaces in the
environment, such as the friction produced by the bicycle breaking. This EH approach
has been researched recently in the bicycle scenario [19-21]. In the electromagnetic (EM)
EH, a harvester produces electric energy from the kinetic energy present in the environ-
ment using an EM transducer. The EMEH in the land transportation environment was
focused on the harvesting of the kinetic energy present in the movements of the wheels [22].
Furthermore, this kinetic energy source is the one with the highest energy density in the
bicycle’s environment [23,24]. In addition, to improve the efficiency of the EM harvester,
friction, electromagnetic, and electrical losses must be reduced. The friction losses are
caused by the contact between the harvester and the wheel, while the electromagnetic
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losses are caused by the required separation between the stationary and rotational parts of
the magnetics device (e.g., the air gap between the stator and rotor of the dynamo). Finally,
electrical losses are associated with energy losses caused by heat dissipation of the electric
and electronic components involved in power processing. The resulting energy flow is
shown in Figure 2a.

Kinetic Input Energy

Friction losses

Electromagnetic
losses

Electrical
losses

Electric Output Power
(a) (b)

Figure 2. Electromagnetic-hub transduced based on a magnet and coil disks. (a) A harvester’s generic

energy flow based on an electromagnetic transducer. (b) Transducer topology detail. (c) Standard
mounting on a bicycle wheel.

Since the “bottle” dynamo in the 1940s, the concept of EMEH has been popular [25].
During the 1950s, friction-less hub generators at the wheel/generator interface appeared
as an improvement, and they were reliable in wet weather [26]. However, it was only
in the twenty-first century that it became efficient enough to generate a few watts at a
moderate bicycle speed [25,27]. Furthermore, in [26], the author suggests stacking multi-
pole dynamos to increase efficiency even further. The concept of an EMEH based on a
“bootle” dynamo as a transducer with energy storage capacity was proposed in a pioneering
work published in 1991 [28]. Furthermore, this approach has been revisited in some recent
works that used hub generators and/or bottle dynamos as transducers [29-31]. These works
concentrated on the solution’s functionality rather than the harvester optimization (i.e., the
transducer or PPU’s). The reported generating power was in the units of Watts range at
moderate bicycle speeds (between 10 and 30 km per hour). Furthermore, the authors do not
analyze the mechanical-electrical efficiency of the harvester, which is a significant drawback.
This is because if the efficiency is low, people will experience noticeable resistance when
riding bicycle.

In 2009, MIT’s Senseable City Lab, in partnership with the city of Copenhagen, de-
veloped the Copenhagen Wheel (from harvester to ebike jump). It is based on a brushless
motor, advanced sensors, control systems, and a lithium-ion battery, all enclosed within
the rear wheel hub [32]. However, it has not achieved commercial success, possibly due
to its high cost [32]. Recently, hybrid EH systems have been proposed as a cost-effective
alternative to conventional dynamos. These systems generate electricity from multiple EH
energy sources [10,23]. In [23], a hybridized nanogenerator based on EM, triboelectric, and
thermoelectric generators was presented. Using the generators, the resulting hybrid energy
harvester collects all of the energy sources from the relative rotational motions of two disks.
The prototyped harvester is a 15 cm diameter disk that can achieve a constant voltage of
5V and a maximum current peak of 160mA (i.e., 0.8 W) at 3000 rpm (i.e., approximately
80 km/h). In [10], the author proposes a rotational kinetic energy harvester that makes
use of a magnet array to deform a piezoelectric sheet and harvest the wheel’s kinetic
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energy. The resulting harvester is a 15 cm diameter disk with a power peak of 10.07 mW at
160 rpm (roughly 5 km /h). The EM harvesters involved in these two works are built on
rotating magnet arrays and stationary coils that convert the rotary motion into an induced
voltage, as shown in Figure 2. Because this magnetic topology generates flux lines in all
directions, it is necessary for at least two windings to capture all of the flux created by the
rotating magnet array in order to convert this energy. Consequently, a topology with only a
one-sided coil array exhibits low efficiency, which could partially explain the low power
contribution of the EM energy source in the proposed hybrid harvesters.

The Halbach array is a type of magnetic array that produces a strong and focused mag-
netic field on one side while reducing it on the other. Several researchers have investigated
its impact on the design of EM energy harvesters in recent years [33-39]. The results of
these studies show that energy harvesters using Halbach arrays outperform traditional EM
systems in terms of power output and conversion efficiency.

This paper proposes a cost-effective EM harvester that utilizes a non-contact energy
harvesting method. It is less affected by weather and ambient temperature and does
not require modification of the original bicycle structure for installation. Furthermore, to
increase efficiency, reduce mechanical resistance, and enhance the riding experience, various
magnet arrays, including Halbach arrays, were systematically tested using full-wave and co-
circuit simulations. The electromagnetic simulation was carried out using Ansys Maxwell®
software Available online: https://www.ansys.com/products/electronics/ansys-maxwell
(accessed on 21 May 2023), based on finite element analysis, and the circuit simulation was
performed using Pspice ORCAD® software Available online: https://www.orcad.com/
(accessed on 21 May 2023) . The simulated results demonstrate that under constant speed
conditions of 30 km/h (as many city cyclists travel at speeds of up to 50 km/h and rarely
slower than 15 km/h [25]), the proposed harvester can generate a constant power of 1.17 W
with an PPU efficiency of 45.6 percent. This power output can be utilized to power low-
power devices such as WSN network nodes [12]. The rest of this article is organized as
follows: Section 2 examines the overall characteristics of the proposed harvester. Section 3
describes the harvester design and validation process. Section 4 discusses the results, while
Section 5 summarizes the main conclusions and future work.

2. Proposed Harvester
2.1. Transducer Topology

As shown in Figure 2, the transducer is made up of two disks that seek to be connected
between the wheel and the forks of the bicycle frame. The first disk is made up of windings
and must be attached to the bicycle’s handlebar, while the second disk is made up of
magnets and must be attached to the wheel in such a way that the magnet disk spins on
the coil disk while the cyclist advances (see Figure 2). Certain harvester dimensions must
match those of a standard bicycle with a front brake in order to be easily used and thus
reduce the cost involved. Table 1 summarizes the transducer and harvester conditions.

Table 1. Electromagnetic transducer dimensions and external conditions imposed on the harvester

design.
Transducer Dimension Value Harvester Consideration Parameters Value
Maximum outer radius 16 cm Magnet-winding distance separation 5 mm
Minimum inner radius 5cm Rim radius 35.35 cm
Maximum height 2cm Rotation speed 225 rpm

2.2. Magnets Configuration

The voltage induced on the winding is given in (1) using the Lenz equation. Increasing
the magnetic flux (¢p) or increasing the flux variation (d¢p /dt) increases the voltage induced
on a winding (¢). On one hand, the rotation speed of the magnets can be raised to increase
flux variation. However, in this study, this term is linked to the user’s pedaling capacity
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and is treated as a constant parameter. On the other hand, increasing the winding area (A),
increasing the magnetic flux density (B), or adjusting the incidence angle (i.e., cos(6)) of the
fieldlines flowing through the winding region can all enhance the magnetic flux.

g:—déif,q)B:B-A-cos(()) 1

The goal of this work is to increase the magnetic flux by using magnet configurations,
as shown in Figure 3. The field lines are oriented in a single direction in a unidirectional
arrangement (see Figure 3a), resulting in low flow variation. The field lines in a north—
south—north (NSN) magnet setup (see Figure 3b) are orientated in the opposite direction,
resulting in flux fluctuation but reduced magnetic flux density. In comparison to an NSN
array, the Halbach magnet array (HAL) generates a flux fluctuation (see Figure 3c), which
causes the magnetic field to be focused (e.g., downwards). As a result, HAL configurations
allow an EM induced voltage on the windings to be increased.

' = NT 7
Xt sl

g L PN A [N -
(a (b) (0)

Figure 3. Magnetic field radiated by permanent magnets modified for illustration purposes from a

FEM simulation in which the colors correspond to magnetic field magnitude (i.e., red to blue implies
higher to lower magnetic field values). (a) Unidirectional Arrangement. (b) North-south-north
arrangement. (c) Halbach arrangement.

2.3. Parametric Analysis of Transducer Variables

Figure 4 shows the various degrees of freedom probed in the transducer’s parametric
design. The coil was divided into an even number of circular planar windings that are
connected in opposite phase; the diameter of the windings Dy, is chosen so that it occupies
the area of two magnets, in order to benefit from the maximum change in magnetic flux
produced by the magnets. The following variables were considered in the design (assisted
by computer) of the coil disk: the number of turns and size of each planar coil, the gauge
of the wire, and the material from which it is made. Following parametric sweeps of the
coil disk variables, some insights were: A greater number of turns for each coil increases
the flux variation due to an increase in transversal area and, thus, the induced voltage;
additionally, increasing the number of turns increases the length of the wire, which affects
the resistance of the coil and its quality factor, lowering the current through it. When the
wire’s gauge is increased, the same effects occur. Finally, magnets with a larger surface
area are more effective at increasing power generation than magnets with a higher height.
Parameters such as the shape, quantity, orientation, material, and magnetization grade of
the magnets were considered when designing the magnet disk.

The parametric simulation results of these variables show that the greater the number
of magnets, the greater the amount of electrical energy collected.NdFeB magnets were
used for the transducer because of their hardness, high magnetization, and low cost [40,41].
NSN and HAL array orientations were also used. Furthermore, it was found that the
voltage induced on a coil decreases as one moves away from the magnets. Furthermore,
the generated energy decayed when the angle of incidence of the magnetic field lines was
tilted on each flat coil, for which the perpendicular orientation of the field to the windings
was maintained in all simulated prototypes. It should be noted that the power delivered by
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the transducer is directly proportional to the efficiency of the PPU. An equivalent circuit
model is extracted from the transducer, allowing the UPP design to be evaluated in order
to extract the most power.

IMc: Cylindrical magnets NSN: Array
North—\South -North

868

* Ca: Number o%{
windings ISC radius

IMs: Cubic
magnets

"HAL: Array
Halbach
Vr:.Rotation

Winding ‘
. speed connection
IMt: Trapezoiaafgﬁ_@ e

magnets "_

Cv: Number -
Rs: Coil turns ‘
—\— resistance “ :
v Ls: Coil Ca: Wire o — Dd: Winding

inductance gauge T diameter

Figure 4. Design parameters of the electromagnetic transducer.

2.4. PPU Design

A full-wave diode bridge, a ripple smoothing filter, and two boost converters constitute
the proposed PPU. The transducer output voltage is increased by Boost A to charge the battery
(i.e., 3.7 V Li-ion), and Boost B is powered by the battery to drive the 5 V load. This topology is
shown in Figure 5. The schematic of the simulated PPU is depicted in Figure6a. As shown in
Figure 6b, a full-wave diode bridge and filter were employed to correct the transducer’s AC
signal and reduce ripple. Due to their low turn-on voltage (Vgammas = 0.3 V), MBRS410LT3
Schottky type diodes were utilized to rectify the signal [42]. Every inductor and capacitor
was modeled using commercial values and their corresponding ESR. Figure 6b also shows
the Boost A converter, which was designed to switch at a frequency of 33 kHz, with a
SIA414D] reference mosfet with low on-resistance (Ro;, = 13 m(2). The converter’s pulse
with modulator circuit is depicted in Figure 6¢, and it employs AD8041 reference operational
amplifiers because of its rail-to-rail construction and 160 V /s slew rate characteristics [43].
The converter Boost B design in Figure 6d, was taken from the application note of the
TPS61288 fully-integrated synchronous boost converter [44], which already includes a 5 V
DC voltage regulator with a typical commutation frequency of 600 kHz. A voltage source,
a parasitic resistance (R;3), which represents the cathode conduction losses, and a parallel
resistance (R,;), which represents the self-discharge losses made up the battery model that
was proposed in the simulation, as illustrated in Figure 6a. Finally, the efficiency of the PPU
was improved in this work by designing a Boost A converter with discrete components
to research the performance of energy extraction with a control loop that allows the duty
cycle of the converter to be varied while maintaining a constant impedance as a load to the
transducer (i.e., maximum power point tracking approach).

Pa <>|—\ P [y 3V e Pd " Sv

— J_ — T INES + T T

Rs Ls + T __{ I J_ __{ I

Vl Va A: Vb = Boost B
. Boost A
- Bridge - Converter VBatT Converter
rectifier and T = —[ Voltage | |
Transducer Electrical filtering PWM Battery ||control Vout

Circuit Model AC/DC Converter DC/DC Converter

Figure 5. Schematic circuit of the proposed PPU.
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Figure 6. Schematic diagram of the simulated PPU in OrCAD. (a) General circuit connection with

battery model. (b) AC/DC rectifier and Boost A. (c) Pulse with modulator used in Boost A. (d) Boost B.

3. Design and Validation Methodology

The conditions that the harvester must meet in order to be coupled to a bicycle wheel
were first determined for design and validation. To optimize the harvester, full-wave
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electromagnetic simulation of the transducer based on finite element analysis using the
finite element method was carried out using Ansys Maxwell® software. Finally, a lumped
circuit was used to model the optimized transducer (see Figure 6a), which was then used
to guide the simulation of the proposed PPU and later its validation using Pspice ORCAD®
software ).

3.1. Transducer Simulation Setup

As shown in Figure 7, the 3D topology was implemented in the Ansys Maxwell®
interface, and the EM transducer was simulated using the Magnetic Transient Solver.
This solver computes instantaneous magnetic fields at each time step. Each topology’s
transducer was simulated using 266 ms of simulation time, with time steps of 0.5 ms. As a
source, we employ moving permanent magnets. We set the mesh to obtain enough accuracy
because this solver does not use adaptive mesh refinement. The equations solved in this

approach are [45]:

1 JoH

To set up the sources, the magnet’s physical properties were set using the parameters
listed in Table 2. Furthermore, three-dimensional unit vectors are used to represent the
magnetic field’s orientation. Knowing that the direction of each magnet on the x-y plane
can be denoted by cylindrical parameterization, as expressed in (3).

27TN;
¢ =+ </tiNg
X Cos( N )

27tN;
0 — :l: . 1
9 Szn(N )

where N; is the magnet’s position number and N is the total number of magnets. In
the magnetization direction, the sign of sinusoidal operations is chosen for convenience.
Depending on the position of the magnet, the Z-direction was assigned as either positive
ornegative.

®)

Table 2. NdFeB configuration in simulation.

Parameter Value Units
Relative Permeability 1.05
. 8367 kA/m
Magnitude 796" KA/m
Bulk Conductivity 667 kO 1/m
Mass Density 7500 kg/ m3
Core Loss Model None w/m3
Composition Solid

® For N48 grade magnets. * For N52 grade magnets.

An additional geometric structure must be created that completely covers the volume
of the magnets without intercepting the coil; this structure is referred to as the movement
band with air properties. The magnets’ rotation movement is configured on the motion
band as shown in Table 3. A simulation region, which is a cube that covers the entire
transducer model (see Figure 7), was also created with air properties. A simulation sweep
was performed to determine the dimension of the cube, with the length side being varied
from a maximum value of 2 m and reduced until convergence with a length of 50 cm.

The simulation model of the coil was built using boolean operations on multiple solids,
yielding a 3D solid of a cylinder that starts right at the edge of the simulation region, then
curves to generate the respective windings. To assign the two connection ports to the
external circuit, the coil must end at the edge of the simulation region. Table 4 displays
the common coil parameters set for all topologies. To determine the maximum available
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power of the transducer, we used co-simulation between the circuit simulator and the FEM
simulator. To achieve maximum power, an external circuit was created in Ansys’ circuit
editor and then imported as a Netlist file into Ansys Maxwell.

Table 3. Motion band setup.

Parameter Value
Movement Rotational
Rotation axis z
Mechanical transient Deactivated
Initial position angle 0°
Rotation speed 225 rpm

Table 4. Configuration for the coil disk.

Parameter Value
Material Copper

Mesh grid 1000
Terminals CoilTerminals

800 (mm)

B [teslal

3.2285)
3.0114
2.7983
2.5812
2.3881

2.1518 xi0™
1.9359

117206
b s
L2596

1.0755)

8. szuz‘l
soussa |
4. 3024 |
21514 |
4.6472x10°
- 0 35 70 (mm)

Figure 7. Simulation views. (a) Simulation region. (b) Top and side view of the transducer. (c¢) Mag-

netic fields on the coil.

3.2. Transducer Evaluation Methodology

The degrees of freedom to be analyzed in the transducer design were selected, and
9 topologies were defined and simulated. The simulation results and the following figure
of merit (FMT) were used to select the best transducer for this application:

1 Vaucp ( Cur ) Pur
Four = = | ——% 1 (1- + @)
n 3 InGpmax(‘]/TG:) max(Cr) max(Py)
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where F, 7 is the computed figure of merit for transducer n, Vip is the generated peak
voltage, g, is the peak current through the circuit at maximum power extraction, Cr is
the magnets’ total cost, and P is the average power provided by the transducer. max(x)
denotes the maximum value of a given parameter. This figure of merit permits analyzing the
convenience in the design of the PPU through the Vsp/ Igp ratio, the implementation cost,
and the transducer’s generated power, all with the same percentage value in the final value.

The transducer was designed using magnetic transient simulations in the FEM soft-
ware. Considering the degree of magnetization and orientation of neodymium magnets
changes depending on the array layout, various set-ups were simulated, as illustrated in
Figure 8.

3.2.1. Proposed Topologies

Nine alternative transducer topologies have been simulated. Table 5 presents the
geometrical characteristics of each topology (see Figure 4). Figure 8 also displays a 3D
representation of the generated topologies.

7 8 9

Figure 8. 3D modeling of the different topologies for the transducer. Table 5 summarizes the

description of each array.

Table 5. Characteristics of electromagnetic transducers.

ID [1: 1[1)1 1] {zg Li Cy4 [ch‘i] g‘)’ Ny Magnets Shape Grade Array Magnets Number
1 69 103 20 27 18 8 Cylindrical magnet(?) N52  NSN 40
2 6.9 10.3 20 2.7 18 8 Cylindrical magnet N52  NSN 100
3 69 103 20 2.7 18 8 Cubical magnet(®) N48  NSN 40
4 69 103 20 2.7 18 8 Cubical magnet N48 HAL 40
5 6.9 10.3 20 2.7 18 8 Cubical magnet N52 HAL 80
6 69 103 20 2.7 18 8 Trapezoidal magnet(®) N52 HAL 40
7 69 103 20 2.7 18 8 Trapezoidal magnet(®) N52 HAL 40
8 11.9 15.3 28 2.5 18 8 Cubical magnet N48 HAL 56
9 11.9 153 28 2.7 20 11 Cubical magnet N48 HAL 56

(1) AWG standard. ) Cylindrical magnet: Radius 12.5 mm x Heigth 3 mm. () Cubical magnet: 12 mm side.
) Trapezoidal magnet 1: Angle 9° x Radius 25 mm x Heigth 12 mm. ) Trapezoidal magnet 2: Angle 9° x
Radius 25 mm x Heigth 9 mm.

10



Electronics 2023, 12, 2787

3.2.2. Circuit Model of the Transducer

The initial transducer circuit model is shown in Figure 5, where V; stands for the
induced voltage on the coil, R; is the coil resistance, L; is the coil inductance and Ry, is the
transducer load resistance.

The values of Rs and L are initially computed in the static regime (i.e., magnets
without movement). For that, the 3D coil model is simulated by connecting the external
circuit with an external DC voltage test source. Then from the simulation results Rs y Ls
are obtained through the Equation (5).

Rs = Iﬁf Ls = l;max &)
max max
where V), is the DC voltage test source, Iy is the flowing current value and Fy,y is the
magnetic flux once the transient is finished.

For determining the values of R; and Ls in the dynamic regime (i.e., magnets in
movement), simulations are performed by first, connecting the external circuit to a load
resistance of Ry = 100 kQ) which allows to estimate voltage V; in open circuit, which is
taken as a null phase shift reference |V'|£0. Then, the circuit is simulated with a resistance
load Ry = Rs, where R; is the resistance found in the static regime. Finally, by taken
the values of the signal frequency w, the magnitude and phase shift angle of the current
|| /¢ obtained from the simulation results, the values of Ry y Ls in the dynamic regime are
computed through the Equation (6).

V|£0
Rs = 9?{ |~| _RLZ}
1149
V|£0
WL5:%{|_,| RLZ}
1149
Because the values of R y Ls in the static and dynamic regimes are so close, only the
ones in the dynamic regime are used in the transducer’s electric circuit model. Power factor

correction was not carried out in the PPU since it had no significant impact on the power
extraction of the transducer and was therefore left out of the power management.

(6)

3.3. Harvester Simulation Setup in the Circuit Simulator

The circuit model of the chosen transducer was used to simulate the proposed Har-
vester (transducer and PPU) in Pspice ORCAD ® software. We use transient simulation
with all of the storage electric element’s initial conditions set to zero. This method computes
a circuit’s response (solves the Kirchhoff laws) over a time interval specified by the user.
Internal time steps affect the accuracy of the transient analysis. We use solver 1 with a
maximum time step of 1 s and a final simulation time ranging from 40 to 200 ms [46].

4. Analysis Results

This section reports the results of the nine transducer topologies that were examined.
Furthermore discussed are the performance indicators and design objectives for choosing
the transducer. The outcomes are also shown when the PPU simulation is employed. The
performance metrics and the design goals for the transducer selection are also presented.
When the PPU simulation is used, the results are also displayed.

4.1. Simulated Results of the Transducer

Table 6 shows the voltage and current simulation results of the different transducer
topologies with different circuit values of resistance Rg, inductance Lg, magnets cost and
the obtained values of the figure of merit. For the power generated by the transducers,
Rp = Rs was chosen as the load resistance because it best approximates maximum power
extraction while ignoring the phase shift caused by the inductance.

11
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Table 6. Simulation results of the electromagnetic transducers.

R, Cr? Power

ID [mQ)] Ls [uH] €] Vep IVl Igp [A]  f [HZ] (W] Fmr
1 196 20 74 1.13 2.88 37.54 1.04 0.478
2 196 20 170 1.62 4.16 37.54 2.19 0.511
3 196 20 108 1.12 2.85 38.46 0.74 0.416
4 196 20 108 1.26 3.23 38.46 1.04 0.450
5 196 20 176 1.92 4.89 38.46 2.39 0.520
6 196 20 340 2.12 5.42 38.46 2.99 0.434
7 196 20 340 1.72 4.39 37.54 2.65 0.397
8 281 26 134.4 2.35 4.17 52.63 2.54 0.630
9 657 53.4 134.4 3.66 2.81 52.63 2.58 0.830

? Taken from [41].

According to the figure of merit results, the transducer of case 9 was the one that best
adapted to the previously described criteria, so it was chosen as the final transducer to be
circuitly simulated alongside the PPU. Figure 7 shows the 3D model of the final version
of the transducer, which met the dimensions specified in Table 1. The proposed design
consists of 28 flat coils interconnected in a push-pull pattern with 20 gauge copper wire and
N48 grade NdFeB magnets in Halbach configuration. Figure 9 depicts the final transducer
signals obtained through simulation. The fast Fourier transform (FFT) of the transducer
signal confirms that there is little harmonic interference and that the main frequency is
52.63 Hz. To evaluate the circuit model of the selected transducer, in Figure 10, we compare
the current and voltage signals generated by the circuit simulation of the transducer model
and the simulation by finite element analysis of the 3D model of the transducer. The
resulting mean absolute percentage error between the two models was 3.02%.

4.2. Simulated Results Of the Harvester

The PPU was simulated in OrCAD using the final transducer model obtained from the
electromagnetic simulations. The induced voltage signal in the transducer V; was obtained
from the Ansys model’s simulation result of the open circuit.

The performance of the Boost A converter with a variable duty cycle was examined,
and it was revealed that the control consumed more energy than was gained from the
improvement. As a result, the usable cycle of the converter was set at a constant value of
63%. To determine the harvester’s efficiency and maximum power generated, the load
at the output of the Boost B (see Figure 6d) converter was varied until the lowest load
caused zero average power in the voltage source of the battery model. According to the
aforementioned, the harvester can power a 21.3 () load without using battery power. The
voltage signals in different nodes (named in Figure 5) of the PPU are shown in Figure 11.
When rectifying the voltage signal, the efficiency of the diode bridge was compromised
due to the low magnitude of the induced voltage. Furthermore, because the voltage after
the bridge rectifier had a ripple of nearly 1V, the efficiency of Boost A is affected. The
maximum voltage ripple was 100 mV for the battery model and 264 mV for the harvester
load. Finally, Figure 12 depicts the efficiency of the power chain at various stages of the
PPU, following the notation of Figure 5. The efficiency of the converter between stages was
calculated using the steady-state current and voltage signals via Equation (7).

_ /T [} Vour(t) - Lous (t) dt 4
T [TV (1) T(t) e

00% ()

The PPU was able to extract 81.1% of the maximum power that the transducer could
produce, according to the efficiency results presented in Figure 12. The rectifier bridge was
the stage that lost the most power, while the integrated Boost B converter was the most
efficient. The PPU’s overall efficiency was 45.6%. The harvester, which was attached to a
bicycle wheel moving at 30 km/h, produced 1172 W for the load. In Figure 13, it can be

12
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seen that the output voltage is independently regulated if the current is produced by the
transducer and/or provided by the battery.

Current signal obtained from simulation in ansys

— 3 . .
=< 2 ]
+ 1 -
=] 4
<]
ﬁ -
=) 4
O 1 1

0 5 10 15 20 25 30 35 40

Time [ms]

5 Voltage signal obtained from simulation in ansys
E 3 T T T T T T T |
) 4
o0
o] 4
=
a 4
>

0 5 10 15 20 25 30 35 40

Time [ms]

FFT(Voltage signal)
 52.63 Hz, 3.598 V |

1105.3 Hz, 0.012V
1 157.9 Hz, 0.055 V| |

0 100 200 300 400 500 600 700 800 900 1000
Frequency [Hz]

Figure 9. Simulation results for the selected transducer.
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Figure 10. Current voltage signals of the selected transducer with a resistive load Ry, = 657 m(Q).
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Figure 11. Voltage in the stages of the simulated PPU (see Figure 5).
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Figure 12. Power flow. P;, Py, P, P;, Py, are electric powers that correspond to the notation introduced

in Figure 5.
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Figure 13. Harvester output voltage and current with different loads.

4.3. Comparison with the State-of-the-Art

The proposed EM harvester is compared to the state of the art in Table 7. As is
summarized in the table, there exists a research gap for the development of low-cost
EMEH, which could be based on low-cost transceivers (i.e., hub dynamos or two disk
generators). Furthermore, the proposed harvester is a cost-effective solution for low-power
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devices. Another, identified research gap is the lack of standard test conditions, especially
in methods related to solving the important question about the mechanical load imposed
by the harvester to the bicycle user.

Table 7. Comparison between the proposed EM harvester and the-state-of-the-art.

Harvester Device Friction Losses Electromag, Electrical EH St01:age
Losses Losses Capacity
This Work Harvester Low Low Medium Y
Copenhagen Wheel [32] Byke-Type N/A*** Medium Medium Y
EM Harvester [23] Transducer Low Medium Medium N
Hybrid Harvester All [23] Transducer Low Medium Medium N
EM Harvester [10] Transducer Low Medium Medium N
Hybrid Harvester All [10] Transducer Low Medium Medium N
Bottle dynamo [25] Transducer High Low N/A N
Hub generator [25] Transducer Low Low N/A N
Harvester Results Disk []2 ::]m eter Output Generate Power [mW] Mag:sfta .[:Slsrll ng
This Work Sim.* 16 1172 @ 225 rpm 837299 b
Copenhagen Wheel [32] Exp.** N/A N/A 2313 °¢
EM Harvester [23] Exp. 15 188 @ 3000 rpm N/A
Hybrid Harvester All [23] Exp. 15 800 @ 3000 rpm N/A
EM Harvester [10] Exp. 15 5.52 @ 160 rpm N/A
Hybrid Harvester All [10] Exp. 15 10.07 @ 160 rpm N/A
Bottle dynamo [25] Exp. 700C wheel 1200 @ 30 km/h 473114
Hub generator [25] Exp. 700C wheel 4500-6500 @ 30 km/h 50-210 ¢

? Components price for one prototype when is manufactured more than a thousand units without a package.
b Components price for one prototype without package when is manufactured only one. ¢ Comercial price.
4 Comercial price with lamp. * Simulated (Sim.).** Experimental (Exp.). *** N/A (Not Available or Not Apply)

5. Conclusions

Mechanical energy harvesting has gained significant attention as a promising approach
for powering various electronic devices in self-sustaining systems. In this paper, we explore
the use of Halbach arrays on EMEH coupled to a standard bicycle wheel. To evaluate the
impact of Halbach arrays on the proposed energy harvester, we conducted simulations
using advanced computational models. The simulations were carried out by considering
various parameters, including the geometry of the Halbach array, the rotational speed of
the bicycle wheel, and the efficiency of electronic converters. The simulated results indicate
a substantial enhancement in the performance of the energy harvester when equipped with
Halbach arrays, which was a 41.38% of the increase in harvested energy over the same
transducer equipped with a standard north-south magnet array. As a result, the proposed
harvester generates a simulated output power of 1.17 W with a power processing unit
efficiency of 45.6% under a constant bicycle velocity of 30km/h.

Future research will focus on transducer experimental validation and PPU optimiza-
tion. We expect to be able to improve performance and lower costs by optimizing the PPU
(e.g., commercial systems on chip ADP509 or BQ25504). However, the current prototype
cost could be competitive with commercial hub dynamos in the near future when it moves
from being a prototype to a commercial product.
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Abstract: Ensuring the uniformity of solar irradiance distribution on photovoltaic cells is a major
challenge in low-concentrating photovoltaic systems based on a small-scale linear Fresnel reflector.
A novel sawtooth V-cavity design method based on an optimization algorithm to achieve uniform
irradiance distribution on photovoltaic cells is presented. The reliability of the design was verified
using the Monte Carlo ray-tracing method and a laser experiment. A prototype was built using 3D
printing technology with a biodegradable green polymer material known as polylactic acid. The new
cavity was compared to the standard V-trough cavity, keeping the cavity aperture, reflective surface
area, and photovoltaic cell width constant. In addition, the focal height, number of mirrors, mirror
width, and mirror spacing were also kept constant; so, the cost of the two configurations was the
same from the point of view of the primary reflector system. The new design ensured the uniform
distribution of solar irradiation and significantly reduced the height of the cavity. The significant
decrease in the height of the proposed cavity has the following advantages: (i) a decrease in the
dimensions of the fixed structure of the small-scale linear Fresnel reflector, thus reducing its cost,
(ii) a significant decrease in the surface area exposed to wind loads, thus reducing the cost of the
fixed structure and secondary system structures, (iii) a reduction in the difficulty of the manufacture,
maintenance, and transportation of the cavity’s reflecting walls, and (iv) an increase in the cooling
surface area, which increases the electrical efficiency of the photovoltaic cells.

Keywords: low-concentration photovoltaic systems; small-scale linear Fresnel reflectors; sawtooth
V-trough cavity; uniform distribution

1. Introduction

Solar energy is one of the renewable energy sources that will replace fossil fuels and
has received increasing attention due to its properties. The energy produced is clean, free,
and unlimited. Moreover, solar photovoltaic (PV) technology is one of the systems that
harnesses solar energy and has the potential to generate electricity worldwide.

Concentrated and non-concentrated solar power are two applications of solar PV
energy that can produce electricity. A concentrated photovoltaic (CPV) system uses optical
devices to concentrate the incident solar irradiance onto a smaller area, thereby increasing
the solar energy flux reaching the PV cells. CPV technology can be classified into three
categories: low-concentration photovoltaics (LCPV), medium-concentration photovoltaics
(MCPYV), and high-concentration photovoltaics (HCPV). A concentration from 2 suns to
10 sunsis used in LCPV, from 10 suns to 100 suns in MCPV and from 100 suns to 1000 suns
in HCPV [1].
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Some of the characteristics of concentrated and non-concentrated systems are ex-

plained below:

(i)

(i)

(iii)

(iv)

\

(vi)

The use of non-concentrated solar energy has significantly increased its presence in
the electricity sector, mainly due to the lower costs. Based on a recent report from the
International Renewable Energy Agency (IRENA) [2], the levelized cost of energy
(LCOE) from non-concentrated photovoltaic (PV) systems is expected to decrease by
0.05 (USD/kWh) by 2050. The lower cost of PV modules is one of the main reasons for
this decrease [3]. In this regard, the International Renewable Energy Agency (IRENA)
presented a report in 2017 predicting a 60% drop in the cost of PV modules over the
following 10 years [4]. The spot price of a PV module is currently USD 0.266/Wp [5].
Concentrated PV systems replace the large surface area of photovoltaic cells used in
non-concentrated photovoltaic systems with cheaper optical materials (e.g., lenses or
mirrors), which thus reduces the cost of these systems.

As with any other technology, non-concentrated solar power ages and degrades
over time. Manufacturers of silicon-based PV modules estimate their lifetime to be
about 20-25 years. After that, the PV module components need to be dismantled
and properly recycled. In 2016, the International Renewable Energy Agency (IRENA)
and the International Energy Agency Photovoltaic Power Systems (IEA-PVPS) [6]
presented the first global projections for future PV module waste volumes up to
2050. Annual PV module waste accounted for 250,000 tons in 2016. However, the
contribution of global waste from PV modules is expected to considerably increase
in the coming years. Waste generation from solar PV modules is estimated to reach
1.7 million tons by 2030 and will continue to increase to around 60 million tons by
2050 [6]. The significant decrease in the large surface area of PV cells used in non-
concentrated systems and thus in the resulting waste is one of the main advantages of
concentrated PV systems.

The conversion efficiency of PV cells used in non-concentrated systems is relatively
low, typically around 10-20% for commercially available silicon cells [2]. This figure
can be up to 39% for more sophisticated multijunction cells used in CPV systems [2].
Hasan et al. [7] demonstrated that a CPV with p-5i solar cells improved the Pmax by
62.5% more than a non-concentrated p-Si solar panel.

Concentrated systems only use the direct component of solar irradiance and therefore
require an accurate solar tracking system [8]. The cost of these systems is not very
high when using a small-scale linear Fresnel reflector [9].

The temperature of a cell increases with the increase in solar irradiance concentration,
thus leading to a loss in solar cell efficiency. For this reason, concentrated PV systems
are equipped with a cooling system. In addition to reducing the cell temperature,
cooling systems can also be used to heat water in household applications if a low-
concentration photovoltaic system is used. This dual use increases the energy efficiency
of the system. Kandilli [10] evaluated the overall efficiency of a CPV system at
over 65.1%.

The available surface area on building roofs is key for the implementation of PV
systems in buildings [11]. Low-concentration PV systems require 60% less surface
area to produce the same thermal and electrical performance compared to separate
PV and thermal modules [12].

(vii) The installation cost of an LCPV system can be more than double (2.3 times) the cost

of a non-concentrated PV system [13]. However, under suitable conditions of high
direct irradiation (>2.5 (MWh/m? year)) and at utility scale, CPV technologies have
proven to be competitive with non-concentrated photovoltaic systems [14].

Studies have shown that solar concentrators are suitable for LCPV applications [1].

Therefore, LCPV systems can be based on different solar concentrators: parabolic dishes [15],
parabolic concentrators [16], Fresnel lenses [17], and small-scale linear Fresnel reflec-
tors (SSLFRs) [18,19].
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Low-concentration photovoltaic systems based on small-scale linear Fresnel reflectors
are the subject of this study. This solar concentrator uses stretched rows of mirrors to
focus direct solar irradiance incident on PV cells running longitudinally above the rows
of mirrors over a common focal line across the mirrors [18]. The cavities commonly used
in these systems are a standard V-trough cavity [20] and a standard compound parabolic
cavity [21]. The standard compound parabolic cavity is difficult to manufacture [22] and
therefore comes at a high cost. The standard V-trough cavity has the advantage of being
easy to manufacture and low in cost [23]. Ustaoglu et al. [23] presented a comparative
study between the standard V-trough cavity and the standard compound parabolic cavity
with a constant concentration ratio and the PV cell width. The maximum acceptance
angle in the case of the standard V-trough cavity was 32.25% higher. This result was
beneficial when using this cavity in an SSLFR, as it allowed the use of wider mirrors. The
standard V-trough cavity is analyzed to determine whether the cost of LCPV systems may
be lowered. A standard V-trough cavity consists of two flat reflectors inclined at an angle
(7) to the aperture of the cavity. The critical parameters governing the ray acceptance in
this cavity are the flux concentration ratio (C,p¢), the trough wall angle (7), and the height
of the cavity (H).

Several authors have studied these types of cavities. Otanicar et al. [24] presented
the design of a standard V-trough cavity with a PV cell width of 20 mm, an aperture of
229.60 mm, and a cavity height of 87.93 mm. Al-Shohani et al. [25] presented different stan-
dard V-trough cavity designs with varying geometric parameters, geometric concentration
ratios, and reflective materials. A standard V-cavity was used in the design of a daylight-
ing system based on optical fiber bundles and a small-scale linear Fresnel reflector [26].
Concentrated photovoltaic systems based on a small-scale Fresnel reflector have also used
the standard V-trough cavity [27]. All these studies used a standard V-trough cavity. This
paper presents another view of the use of this cavity.

As has already been seen, one of the drawbacks hindering the expansion of LCPV
systems is their cost in comparison to non-concentrated PV systems. This means, a lower
solar concentrator cost would facilitate the use of these systems. In the case of SSLFRs, the
parameter that most influences the cost has been proven to be the number of mirrors [28].
Fewer mirrors brings a lower cost. Decreasing the number of mirrors requires increasing
the width of the mirrors and thus the aperture of the cavity. This requirement implies
that the standard V-trough cavity would need a greater height. Increasing the height of
the cavity increases the overall cost of the SSLFR. Therefore, there is a need for a new
cavity design.

The homogeneous distribution of solar irradiance on the PV cells is the most important
design condition in an LCPV system. If this condition is not met, the fill factor and overall
electrical efficiency decrease [29], a situation that may even damage the cells [30]. The
standard V-trough cavity can fulfill this design condition if the parameters are properly
calculated, which is a significant advantage favoring its use [31]. Therefore, this condition
was taken into account when designing the new cavity.

The objectives of this study are as follows:

(i) The optimal design of a sawtooth V-trough cavity, which ensures uniform illumination
of the photovoltaic cells;

(ii) The verification of the designed sawtooth V-cavity to confirm that the derived equa-
tions are correct;

(iii) The manufacture of the designed sawtooth V-cavity, in order to identify any manufac-
turing difficulties;

(iv) Experimental tests to show that the manufactured sawtooth cavity meets the specifications.

The specific contributions of this study can be summarized in the following proposals:

(i) A methodology for designing a new sawtooth V-cavity;
(ii) A significant reduction in the cavity height of the proposed sawtooth V-trough cavity;
(iii) After (ii), a considerable reduction in the cost of manufacturing an SSLFR;
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(iv) A comparison between the proposed sawtooth V-cavity and the standard V-cavity,
considering that both cavities have the same cavity opening and the same PV cell width;

(v) The presentation of a novel graphical system to design the primary reflector system
for the SSLFR.

The paper is organized as follows: The main parameters of an SSLFR used in a low-
concentration PV system are reviewed in Section 2. Section 3 explains the design idea
for the proposed sawtooth V-trough cavity, the optimization algorithm, the verification
thereof using a Monte Carlo simulation, the manufacture of the cavity, and a laser beam
experiment. Numerical simulations, verifications, and a comparative analysis are described
in Section 4, and finally, Section 5 summarizes the main contributions and conclusions of
the paper.

2. Overview of an SSLFR

The proposed LCPV system is based on an SSLFR. The characteristics of this LCPV
system are described in [18]. The most important features thereof are:

(i) The primary reflector system (see Figure 1).

@ Fixed structure

@ Mobile structure

@ Primary reflector system
@ Secondary reflector system

9 @ Transmission system

@ Tracking system
@ Rows of mirrors

Figure 1. Diagram of an SSLFR.

This system is installed on a mobile structure and includes parallel mirror rows and a
tracking system [32]. The primary system parameters of interest for this study are shown
in Figure 2 and are defined as follows: Wjy; is the width of the i-th mirror, f is the height
to the receiver, d; is the separation between two consecutive mirrors, L; is the position of
each mirror with respect to the central mirror (in central mirror i = 0 and Ly = 0), N is the
number of mirrors on each side of the central mirror (the same number of mirrors on each
side is assumed; therefore, the total number of mirrors of the SSLFR is: 2N + 1), j; is the
angle that mirror i forms with the horizontal line, and 6; is the angle between the vertical
line at the focal point and the line connecting the center point of each mirror to the focal
point. For each side of the SSLFR, 0; can be determined as follows [33]:

Gi:arctan?i; 1<i<N. 1

The maximum 6; on each side (that is, 6y, = 0;) is the acceptance angle of the V-
trough cavity:

0. = On. (2)

The rows of mirrors synchronously follow the sun’s daily movement. The movement
of the mirrors is defined by their axis of rotation, the north-south axis, and by the transverse
angle 6; [33]:
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0; = arctan < Smys ) , 3)
tanag

where «; is the solar altitude (°), and «ys is the solar azimuth (°), both of which depend on
the declination ¢, latitude A, and hour angle w [34].

— <PV cells
V-trough cavity ﬂ

Solar
e\

Central mirror \

Mirror Mirror Mirror Mirror
B i 1r nr _ Bnr
> i

__________ ,—4\“

Primary reflector system

Figure 2. The primary system parameters of interest for this study.

The sun ray is considered to be incident on the midpoint of the mirror i and reflected
towards the focal point of the cavity; therefore, the following is fulfilled [33]:

pi= 00 cicn, @

where &+ means: — for mirrors on the left side and + otherwise. By convention, §; > 0
when measured counterclockwise above the horizontal line.

Another parameter needed for the uniform distribution of flux on the PV cells is what
is known as Wf,-, which is defined as the width of the PV cells illuminated by the i-th
mirror [33]:

Wgi = Wy - [cos B; £sin B tan6;]; 1 <i < N. (5)

Taking into account that 6; and B; depend on Wyy;, d;, N, and f (where the value of

f is usually 1.5 m [18,35,36]), these parameters must be optimized (Wyy;, d;, and N) to

achieve a uniform flux distribution in the PV cells [18]. The width of the SSLFR (W) can
be calculated as [33]:

W=2-L,+ Wy (6)

(ii) The secondary system (see Figure 3).

This system is installed on a fixed structure and includes the V-trough cavity, the
PV system, the active cooling system, the secondary structure, the isolation material,
the protective casing, and the shaft. The PV cells in the PV system are interconnected
and encapsulated. Since a large part of the solar irradiance captured by the PV cells is
transformed into heat, a cooling system is available to increase the system efficiency. The
standard V-trough cavity is symmetrical with respect to the central mirror in the primary
system. The standard V-trough cavity parameters of interest for this study are shown in
Figure 4 and are defined as follows: Wpy is the width of the PV cells, b is the absorber
width of the V-trough cavity (b = Wpy), B is the aperture of the V-trough cavity, H is the
height of the V-trough cavity, and 7 is the trough wall angle.
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PV system

@ Active cooling system

. Isolation

@ Protective casing
@ Secondary structure

@ Secondary shaft
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/. @ ’ @ Front encapsulant

PV system | mu— & — m— | ({6) PV cells
@/ @ Rear encapsulant
@ . Backsheet

Figure 3. The secondary system.

)
[P
"
I

Figure 4. Standard V-trough cavity parameters.

For this paper, the standard V-trough cavity has been replaced with a new sawtooth V-
trough cavity that was optimized by utilizing the Mathematica™ Computer Algebra System.

3. Methodology

If the design is not correct, a fraction of the incident solar irradiance will reach the
base of the V-trough cavity either directly or through further reflections, and the remaining
fraction will eventually escape to the outside of the V-trough cavity after further reflections,
when a beam of solar irradiance is incident on the V-trough aperture at the angle provided
by one of the mirrors in the primary system. Preventing this fraction of the incident solar
irradiance from escaping to the outside of the V-trough cavity is the aim of this research.
Another, equally important objective of this design is to achieve the uniform illumination of
the photovoltaic cells in order to avoid the detrimental effects of nonuniform illumination.

3.1. The Main Elements of a Concentrator

Shoeibi et al. [37] states that the most common definition of the concentration ratio,
area, or geometric concentration ratio is:

C, = aperture area _ Ag . @

absorber area A

This ratio has an upper limit. For a two-dimensional (linear) concentrator, such as our
V-trough design, and for a given acceptance half angle 6, this limit is:
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Cifons = sin™" 6. 8

Compound parabolic concentrators (CPC) are known to actually reach this limit [38].
There are other indices in the literature that measure the goodness of a concentrator. The
following notation (also used, for instance, in [25,39,40]) is used for this paper:

flux at the receiver
flux at the absorber

Copt = =Cq- Mray, )
where Cy is the optical concentration ratio, C, is the area concentration ratio, and 77,4y is the
ray acceptance rate, which provides the fraction of incident light rays reaching the absorber.

Tina and Scandura [39] obtained the following for an ideal concentrator, perfectly
aligned with the sun, and with a single reflection:

C, =1+ 2cos(2D), (10)

where @ is the trough angle or half angle of the V-shaped cone. Shoeibi et al. [37] studied
the use of two angles: the same ®, and 0, the acceptance angle, and then calculated the
geometric concentration ratio (see also [41]):

1
Co = @ T 9’ (11)

Oprea et al. [42] defined the ray acceptance rate, 77,4y, which gives the fraction of inci-
dent rays reaching the absorber surface. A similar study can be found in Tang [43], where
the author considered ® and C, as independent parameters determining the geometry of a
V-trough cavity and estimated the collectible radiation on its base.

Oprea et al. [42] indicated that the optical efficiency could be estimated by a function of
two parameters: the ray acceptance rate and the average number of reflections, n1. The role
this average n plays when calculating the irradiance losses is briefly recalled: in general [37],
the fraction of the radiation incident on the aperture that is transmitted to the absorber
needs to be multiplied by p},, where p,; is the reflectivity of the mirror. Pardellas et al. [27]
indicated that slight errors in the calculation of 7 are almost irrelevant to the final value of
o, (this is also verified herein).

Finally, one more parameter is needed to conduct a cost analysis: the reflector-to-
aperture area ratio (where the height clearly plays a role):

reflector area A,

= = 12
aperture area A, (12)

a

The high performance of ideal CPC concentrators, for instance, is widely known to
have a negative tradeoff: their R, is rather large.

3.2. The Optimal Design of a Sawtooth V-Trough Cavity

The optimal design of the sawtooth V-trough cavity was developed based on analytical
formulas. The sawtooth V-trough cavity presented here was formed by several V-trough
cavities. The V-trough cavity parameters used in the design were: the width of the PV cells
(b), the aperture of the V-trough cavity (B), the height of the cavity (H), the trough wall
angle (1), and the number of V-trough cavities in the sawtooth (). The cross section of the
sawtooth V-trough cavity presented in this paper is shown in Figure 5.
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Sawtooth V-trough cavity
b

V-trough V-trough  V.-trough 2
Q<—R ¢

cavity 1 cavity 2 cavity m

Figure 5. Schematic diagram of a sawtooth V-trough cavity.

A classical V-shaped cavity (V-trough cavity m), as shown in Figure 5, was considered,
and the assumptions made in this study were as follows:

(i) Thesawtooth V-trough cavity is symmetrical to the central mirror in the primary system.

(i) The sidewalls (PQ and P'Q’) are assumed to be perfectly specular.

(iii) The width of the PV cells, b, is standardized by the PV cell manufacturers.

(iv) The V-trough cavity is east-west aligned.

(v) The trough wall angle (1) is the complement of ® [39].

(vi) The trough wall angle (7) is fixed.

(vii) The OR axis is the reference axis for the angles of the sun’s incident rays. 0; is
considered positive for the solar rays coming from the mirrors on the left side and
negative for those coming from the mirrors on the right.

(viii) The angle between the solar ray reaching the cavity and OR is denoted as g (i.e.,
xy = 6;). In addition, each successive reflection of the sun’s ray inside the cavity is
denoted as aj, forj =1,2,...

The sidewalls, PQ and P’Q’, concentrate the beam of irradiance incident on the
opening of the V-trough cavity (PP’) onto the base of the V-trough cavity (QQ’). Four
parameters were considered: the inlet beam solar irradiance, the trough wall angle (7), the
aperture of the V-trough cavity (B), and the height of the cavity (H). The width of the PV
cells, QQ’, is not a free parameter, as it is set by the PV cell manufacturers. As one of the
objectives is for 100% of the solar irradiation beam incident on the V-trough aperture to
reach the PV cells, the ray acceptance rate 77,y must be 1; thus,

Copt = Cy; |91| < |Gc|/ (13)

where 6; (°) is the angle of incidence of each ray coming from the different primary mirrors.

Since 77,qy = 1, B is maximized to find the maximum C, under the constraint that all
solar rays reaching the cavity opening, PP, reach the photovoltaic cells (the width of which
is b and is standardized by the PV cell manufacturers) after a given number of reflections:

max C;, = maxB; |6;| < |6,/ (14)

The worst case scenario occurs when the solar ray coming from the mirrors on the
left (right) side is reflected by P’ (P) with 6; = 6.. Figure 5 shows this scenario. Using the
notation from Figure 5:

91‘ = KQ. (15)
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The following equality is obtained based on the Law of Reflection:
oy = (m—27) + a1, (16)

where 7 is the number of reflections inside the cavity needed to reach the PV cells. Express-
ing Equation (16) as a function of «y:

ay = n(m—27) + ap. (17)
The angle between PP’ and the i-th reflection, ¢ j, can be calculated as:
en= 2t —1m/2) —a, 1. (18)

In addition:

7T
&p = 5 a, = tana, = cotey,. (19)

The vertical lengths [; traveled by the reflected solar ray after each reflection can be
calculated by the following equations:

_B- 2y (1) cotT

In
cotT + tanay,

(20)

The algorithm can be described, and an optimal design can be implemented with the
equations developed above (14).

For the V-trough cavity design, the worst scenario occurs when the vertical component
of each wall reflection (if there are any) is larger and touches the width of the PV cells (b) at
either Q or Q' [44]. Taking this fact into account, the iterative algorithm can be started by
indicating a sequence of different scenarios C;, for an increasing number of reflections 7.
The worst case condition is taken into account in each of these scenarios, 0; = 6.. For each
scenario Cy, the cavity height H;,, which is a function of B, can be calculated using (20):

Huy(B) =Y I (21)

The value of H,(B) can be substituted into the equation connecting the cavity parame-
ters b, B, and H to T:
B =b+2H,(B)cotrT, (22)

and solving the above equation for B, after a few simple calculations:
(Cn) Bu(t) = (—=1)"bcos(ag — (2n + 1)) sec(ag — T). (23)

One can see that the functions B, (7) are expressed in terms of b and «g. The algorithm
concludes with the determination of the maximum value of B,(T) used to obtain the
optimal angles 7;; that maximize B and, hence, C,.

The algorithm makes it possible to choose the optimal design depending on the
number of reflections n. Therefore, from a qualitative perspective, the use of a high number
of reflections n, produces an increase in B;,;, which means C; also increases. In fact, C,
asymptotically moves toward the ideal value (8). In each scenario C,, the number of
reflections is #.

Lastly, to calculate the approximate value of 7, one can use the property demonstrated
by Shoeibi et al. [37]. This property indicates that the average number of reflections in a
V-trough cavity is essentially the same as for compound parabolic concentrators (CPCs).
Therefore, a truncated CPC with the same height as the V-trough cavity can be considered,
starting from an integer CPC designed for the specific value of §.. Note that the influence
of n on the factor pJ, is quite small because p;, is always very close to 1.
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3.3. Uniform Distribution of Flux on PV Cells

A detailed study of the causes of the nonuniform illumination of PV cells was pre-
sented in [18]. The wrong choice of some of the parameters, d;, N, and W);, produces this
undesirable effect:

(i) Parameter d; (small ;). Shading (one mirror creates a shadow on an adjacent mirror)
and blocking (one mirror blocks the reflected rays of an adjacent mirror) obviously
depend on the distance between consecutive mirrors (d;). This distance is not fixed
and depends on the width of each mirror.

(if) Parameter d; (large d;). Increasing the value of the parameter d; prevents the occurrence
of the shading and blocking phenomena, but an excessive value of d; also leads to the
nonuniform illumination of the PV cells [18].

(iii) Parameter N. As each mirror has a different Wy;, using a large number of mirrors in
the SSLFR design increases the probability of a nonuniform flux distribution in the
PV cells [18].

(iv) Parameter Wyy;. The ratio between the width of each mirror and the width of the PV
cells also influences the uniform illumination of the PV cells [18].

As this research focuses on the design for a sawtooth V-trough cavity of an SSLFR, the
algorithm proposed in [18] was used to design the primary reflector system. The optimum
value of B was obtained once Wpy (b = Wpy) was set by the manufacturer of the PV cells;
then, once the number of sawtooth V-trough cavities (1) was set, the design of the primary
reflector system could begin.

It is not possible for PV cells to be uniformly illuminated throughout the day. However,
it is possible to determine a period of time, called the operation interval (0;,), during which
the PV cells are uniformly illuminated, without any shading or blocking:

0; € [—Bto,ﬂto]. (24)
The following is fulfilled in the operation interval:
Wsi=Wpy; 1<i<N, (25)

where the width of the PV cells, Wpy, is a datum set by the manufacturer.

The operation interval can be determined by an iterative optimization algorithm [18].
A simplified method (graphical method) is proposed in this study based on the research
in [18].

As the surface available for the installation of SSLFRs is a key parameter [45], the
width of the SSLFR was a good starting point for the design thereof. The relationship
between the width of the SSLFR and the operation interval was obtained by applying the
iterative optimization algorithm [18] for given values of b and m. Figure 6 shows the curve
relating these parameters for: b = 30 mm and 6. = 34 (°) (a plausible value for the typical
dimensions of an SSLFR [18]) (therefore, B = 49.65 mm), m = 4, and various numbers
of mirrors (5, 7, 9, and 11 mirrors). This number of mirrors was chosen so that the size
of the SSLFR would not be too large and the cost of the SSLFR would not be too high
(increasing the number of mirrors increases the cost of the SSLFR [28]). Therefore, the
operation interval was obtained once the width of the SSLFR was fixed.
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Figure 6. The relationship between the width of the SSLFR and 6y,.

The position of the mirrors remained to be determined. A graph relating the position
of the mirrors and the operation interval obtained by the iterative optimization algorithm
proposed in [18] was also obtained. Figure 7 shows the curves relating the operation
interval and the position of the mirrors.
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The graph showing the relationship between the mirror width and the operation
interval was obtained using the iterative optimization algorithm suggested in [18]. Figure 8
shows the curves relating the operation interval to the width of the mirrors.
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Figure 8. The relationship between the width of the mirrors and 6y,.

Once 6;, was determined, it was also possible to determine the number of hours with a
guaranteed homogeneous distribution of solar irradiance, without shading or blocking. The
length of the operating interval is Iy, = [hr(Ng, 64,), hs(Ny, 05,)], where Nj; is the day of
the year. For example, Figure 9 represents the duration of the operating interval for several
6, in Almeria (Spain) (latitude 36°50'07" N, longitude 02°24'08” W, and elevation 22 m).
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Figure 9. Hours of optimum operation.

The power reaching the PV cells was estimated using the equation proposed by [18],
as follows:

2:N+1

Q=Y DNI #jopt- Lpy - min{Wg;, Wpy} - Fys - cosb; - cos 6, (26)
i=1
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where DNI is the direct normal irradiance (W/m?), 1opt is the optical efficiency of the
SSLEFR (this parameter groups together: the mirror reflectivity (o), the mirror cleanliness
(CI), the glass cleanliness (Clg), and the glass transmissivity (1g)), and the effectively
illuminated length is Lpy. In addition, the full width of the PV cell Wpy is illuminated
during the optimum operation time Iy,. A shading and blocking factor F,; must be
included, the value of which is 1 during the operating interval Iy, (there is none of either).
The transverse angle 6; between the normal to the i-th mirror and the incidence angle of
the sun is:

cos 0; = cos(B; £ u;), (27)

with the configuration chosen in the longitudinal study:
61 =0./2, (28)

where 0; is the longitudinal angle (rad), and 8, is the zenith angle (rad).
Therefore, the power of the SSLFR was determined for all hours of the operation
interval Iy, and all days of the year N, as follows:

365 rhs(Ng.Bry)
/ Q- dT. (29)

Ny=1"hr(Na,bry)

It is pertinent to remember the certainty that in this interval, there is neither shadow
nor blockage, and the illumination is uniform.

3.4. Verification

For this paper, the SolTrace software, developed by the National Renewable Energy Lab-
oratory (NREL), was used to validate the cavity, since it is currently one of the most widely
used and recognized open source programs for the study of solar concentrators [18,46,47].
This software is based on the Monte Carlo ray-tracing methodology. In addition, SolTrace
allows the assignment of parameters related to the reflection and refraction at the surface
of the material. Another advantage of this software is that the user can specify a certain
number of rays to be traced. The rays are generated randomly from the sun to the reflecting
elements comprising the system, where the rays intersect. After optimizing the cavity, the
determined geometrical parameters of both the cavity and the primary reflector system
were entered into SolTrace to establish the geometrical model.

3.5. The Manufacture of the Sawtooth V-Trough Cavity and the Laser Experiment

The designed sawtooth V-trough cavity was manufactured based on 3D printing tech-
nology and additive manufacturing [22,48]. Additive manufacturing integrates computer-
aided design, material processing, and molding technology [49]. The system used built
a solid model of the sawtooth V-trough cavity by stacking special materials, in this case
PLA, layer by layer, using software and a numerical control system on the basis of a digital
model file [49]. The 3D printer used and a sawtooth V-trough cavity are shown in Figure 10.
The cavity walls were covered with reflective mirrors.

A laser experimental platform for the verification of receiver cavities has been widely
used [22,48,50]. Therefore, a laser experimental platform was also used for the study
presented here.

An experimental test platform was constructed for ray-path control (see Figure 11).
This experimental setup was mainly comprised of a level horizontal platform, a laser gen-
erator, a digital angle meter, an angle measuring device, and a metal scale. Similar devices
were used in references [22,48,50]. The sensitive points of the test were as follows [22,48,50]:
(i) to ensure that the equipment used remained perfectly fixed to the level horizontal plat-
form, (ii) to ensure the levelness and stability of the horizontal platform by bubble leveling,
(iii) to ensure that the laser generator was rigidly mounted on the rotating arm of the angle
measuring device in such a way to maintain the laser generator parallel to the rotating arm,
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(iv) to provide a system for sliding the angle-measuring device along the metal scale and
securing it to the scale by means of a locking device, and (v) to ensure the distance from
the metal scale to the sawtooth V-trough cavity could be adjusted to simulate the position
of any mirror in the primary reflector system.

—

Figure 10. The 3D printer and the sawtooth V-trough cavity under printing.

PV cell
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Figure 11. Laser experimental platform.

In the experiment, the laser generator was adjusted to the position of each mirror
by the angle of incidence and the position of the angle measuring device on the metal
scale. Information on the position of the laser spot that formed when the light hit the
reflecting wall of the cavity was recorded, and the position of the successive light reflections
was checked.
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4. Application of the Methodology and Analysis of the Results

It should be noted that this study is limited to small-scale linear Fresnel reflectors.
Their small-scale characteristic is what allows longitudinal movement in the moving
structure and the secondary reflector system. This ensures the uniform illumination of the
photovoltaic cells from a longitudinal perspective.

The objective of this section is to verify the feasibility of the proposed methodology.
The following parameters were used as a starting point in order to apply this methodology:

(i) Available roof surface area. The available roof area was considered to be able to
accommodate an SSLFR with the following dimensions: width 2244 mm and length
2000 mm.

(if) Study location. The rooftop was located in Almeria (Spain), for which the geographical
data were: latitude 36°50'07” N, longitude 02°24'08” W, and altitude 22 m.

(iii)) Width of the commercial PV cells (Wpy = b). A commercial PV cell width of 30 mm
was considered. The assumption of this value does not limit the application of the
methodology.

(iv) Acceptance angle (6;). A 6. = 34 (°) was considered. It is a plausible value for the
typical dimensions of an SSLFR [18].

(v)  Number of V-trough cavities in the sawtooth (). This m was equal to 4 to limit the
number of mirrors as well as any increase in the cost of the SSLFR [28]. Any other
value of this parameter can be used.

(vi) Height to the receiver (f). Usually, f takes the value of 1500 mm [18,35,36].

(vii) Number of mirrors of the SSLFR. The number of mirrors of the SSLFR was con-
sidered to be equal to seven so that the cost of the SSLFR was not too high [28].
Therefore, N = 3.

(viii) Optical properties. The optical properties of the materials used were as follows [18]:
the mirror reflectivity p = 0.94 [34], the mirror cleanliness CI,, = 0.96 [51], the glass
cleanliness CIy = 0.96 [51], and the glass transmissivity 7, = 0.92 [52]. These optical
properties were grouped into what is known as total optical yield (77opt).

Mathematica™ Computer Algebra System software was used to implement the op-
timization algorithm. This software has been widely used in similar studies [8,18]. The
amount of direct solar irradiance on the horizontal surface of the site under study must
be determined, i.e., the effect of the particular meteorological conditions must be taken
into account. For this purpose, the method proposed by [53] was used. This method uses
PV GIS [54] data to obtain the monthly average direct solar irradiance.

The new cavity was compared to the standard V-trough cavity, keeping the cavity
aperture, reflective surface area, and photovoltaic cell width constant. In addition, the focal
height, number of mirrors, mirror width, and mirror spacing were also kept constant, so
that the cost of the two configurations was the same from the point of view of the primary
reflector system.

Table 1 summarizes the results of the proposed optimization algorithm for the consid-
ered parameters.

Table 1. Results of the sawtooth V-trough cavity.

Parameters Value
Ca Area concentration ratio 1.655
T Trough wall angle 87.00°
B Aperture of the V-trough cavity 49.65 mm
H Height of the V-trough cavity 187.47 m

Figure 12a shows the final design of the sawtooth V-trough cavity.
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Figure 12. The final design of the sawtooth V-trough cavity and equivalent V-trough cavity.

Using a single equivalent V-trough cavity and considering the same PV cell surface
and the same 6. = 34 (°), the results shown in Table 2 were obtained. Figure 12b shows the
final design of the equivalent V-trough cavity.

Table 2. Results of the equivalent V-trough cavity.

Parameters Value
C, Area concentration ratio 1.655
T Trough wall angle 87.00 (°)
B Aperture of the V-trough cavity 198.6 mm
H Height of the V-trough cavity 750.00 (m)

4.1. Comparison between the Proposed Sawtooth V-Cavity and the Standard V-Cavity

A comparison between the two cavities was made from various aspects, e.g., mechani-
cal and thermal.

4.1.1. Mechanical Aspects

Comparing both designs, the height of the equivalent V-trough cavity was four times
greater than the height of the sawtooth V-trough cavity. On the other hand, the refracting
surface was the same in both cavities studied, in this case, 3.00 mZ; so, they would have the
same R,.

The method for calculating the wind load was defined in code CTE DB-SE-AE [55].
According to this code, the wind load is proportional to the exposure surface. The wind-
exposed area of the equivalent V-trough cavity was four times larger than the sawtooth
V-trough cavity. Therefore, the fixed structure and the secondary system of the SSLFR
would need to be reinforced to withstand four times higher wind loads. This considerably
reduces the manufacturing cost of the SSLFR, as shown below:

(i) Reduction in the cost of the fixed structure. As the height of the proposed cavity is
much lower, the fixed structure of the SSLER is smaller, which lowers the cost thereof.

(if) Reduction in the cost of the fixed structure and secondary system structures. By
reducing the height of the cavity, the surface area exposed to wind loads is smaller,
which lowers the cost of the fixed structure and the secondary system structures.

4.1.2. Thermal Aspects

In the PV cells, the part of the absorbed solar irradiance that is not converted into
electricity is completely dissipated into heat, which represents an internal heat source that
can be expressed as follows [56]:

Qm =1Ir-Apy - (1 — 1), (30)
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where Qy, is the internal heat generation in PV cells (W), I; is the total absorbed solar
irradiance for PV cells (W/m?), . is the electrical efficiency of the PV system (%), and Apy
is the total area of the PV cells (m?2). For the two cavities, the internal heat generation in
PV cells is the same, because they have the same number of PV cells.

The heat transfer by conduction through the wall of the cooling system is determined
by Fourier’s law of conduction through a hollow rectangular tube resulting from [57]:

k-Aacs - (Tpy — Tacs)
dacs

Qm =

, (31)

where k is the thermal conductivity (W/m °C), A zcs is the area of the active cooling system
(m?), Tpy is the temperature of the PV cells (°C), Tacs is the temperature of the active
cooling system PV cells (°C), and d4¢s is the wall thickness of the cooling system ().
As Qy, k, and 4 are equal for the two cavities, the area of the cooling system is inversely
proportional to the AT. The area of the cooling system in the case of the sawtooth V-cavity
was 0.1789 - Lpy (m?), and in the case of the standard V-cavity, it was 0.12 - Lpy (m?). So,
the cooling surface in the case of the sawtooth V-cavity was 1.49 times larger. Therefore, the
AT in the case of the sawtooth V-cavity was 0.67 times the AT in the case of the standard
V-cavity. Hence, the temperature of the PV cells with the sawtooth V-cavity is always lower
than that of PV cells with the standard V-cavity.

Figure 13 shows the relationship between the number of V-trough cavities of the
sawtooth (m) and the width of the cooling system (W4cs), keeping the width of the PV
cells constant (Wpy). One can see that this relationship was not linear. As m increased, the
increase in the W4cg dropped.
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Figure 13. The relationship between the number of V-trough cavities in the sawtooth and the width
of the cooling system.

According to Evans [58], the electrical efficiency of a photovoltaic cell depends on the
temperature of the PV cell:

e = Mref * {1 - ﬁref : (TPV - Tref)}/ (32)

where 77,7 is the electrical efficiency of the photovoltaic module at a reference temperature
(dimensionless), B, is the temperature coefficient (1/°C), Tpy is the PV cell temperature
(°C), and T,y is the reference temperature (°C). Among other technical parameters, the
manufacturer of the PV module provides the value of #7,.¢ and f,.¢. The 77,y value normally
refers to a temperature of 25 °C and a solar irradiance of 1000 (W/m?). Therefore, lowering
the operating temperature of the PV cells means increasing the electrical efficiency of the
PV cells.
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4.1.3. Other Beneficial Aspects
Other beneficial aspects of the proposed cavity include:

(i) The same reflective surface for both cavities. The multiple reflective walls of the new
cavity, however, are used in combination to replace the two reflective surfaces of the
V-trough cavity, which could reduce the difficulty of manufacturing, maintaining, and
transporting the large glasses. This would also decrease the total cost of the SSLFR.

(ii) The connection of the PV cells. The connection of the photovoltaic cells is facilitated
due to the separation between the photovoltaic cells in the new cavity.

4.2. The Application of the Graphic System When Designing the Primary Reflector System

Since the length of the SSLFR was 2000 mm, the length of the mirrors was 2000 mm,
and the length of the PV cell system was also 2000 mm. As N = 3, the graph shown in
Figure 6b was used. On the SSLFR width axis of the graph in Figure 6b, the value of
2244 mm was used, resulting in 0y, = 50° on the operation interval axis. Once the operation
interval was known, the width of the mirrors was determined using the graph in Figure 7,
and the position of the mirrors was determined using the graphs in Figure 8. Table 3 shows
the results obtained.

Table 3. Geometric values of the optimal design.

Mirror L; (mm) Wy (mm)
Central mirror 0 220.6
Mirror 1 (right or left) 323.5 228.3
Mirror 2 (right or left) 664.9 228.8
Mirror 3 (right or left) 1010.2 223.1

Using the SSLFR parameters obtained previously, the annual energy of the sawtooth
V-cavity was 2.38266 MWh. The use of the new cavity did not lead to a decrease in the
energy obtained.

4.3. Verification through a Monte Carlo Simulation

A sawtooth V-trough cavity was optically modeled in this study. This design was
verified using the Monte Carlo ray-tracing method. SolTrace™ is practical software that
uses the Monte Carlo ray-tracing method. The application of this software has been used
by several references for the optical analysis of solar concentrated systems [18,46,47].
Based on the results obtained previously, a model was implemented in the SolTrace™
software. Certain assumptions, common in this type of study, were made [18]: (i) all
the reflective surfaces were flat and perfect; (ii) the errors in tracking the apparent
movement of the sun were not considered; and (iii) the SSLFR parameters shown in
Tables 1 and 3 were held constant. In total, 107 rays were used for the simulations as
recommended by other similar studies [18]. The direct normal irradiance for each day
of the year was obtained by using the method presented by [53].

To verify the proposed design, the simulation time was during the summer solstice
(day 172 of the year) at 9:00 (h) and 7:00 (h). The first simulation time chosen, T = 9:00 (h), be-
longed to the operation interval, where the PV cells were uniformly illuminated. There was
also no shading or blocking between adjacent mirrors. In contrast, the second simulation
time chosen, T = 7:00 (h), did not belong to the operation interval.

The direct normal irradiance for the summer solstice at T = 9:00 (h) was 750.19 (W /m?).
Figure 14 shows some simulation results for different surfaces for the simulation time
T =9:00 (h). Figure 14a shows the absence of shading and blocking between the adjacent
mirrors. This fact can also be seen in Figure 14b—d. Figure 14e-h show the surface of the PV
cells in the sawtooth V-trough cavity, where the flux density was completely homogeneous
on the PV cells.
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Figure 14. Simulation results for different surfaces, N; = 172, T = 9:00 (h).
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The results of the flux density simulation on all the SSLFR surfaces obtained with
SolTrace are provided in Table 4. The SolTrace software output parameter called uniformity
indicates the homogeneity of the flux density over the studied surface. The lower this
parameter, the higher the homogeneity of the flux density. It can be seen that this parameter
reflected very low values in the PV cells. It is also true that the average value of the flux
density over the photovoltaic cells was very similar. It should be noted that the minimum
value of the flux density over the mirrors was different from 0, indicating the absence of
shading and blocking between mirrors.

Table 4. Results of the flux density simulation at T = 9:00 (h).

Max. Irradiance

Min. Irradiance

Avg. Irradiance

Surface (W/m2) (W/m2) (W/m2) Uniformity
Mirror 3 (right) 846.60 668.60 749.17 0.033
Mirror 2 (right) 829.78 647.35 74411 0.033
Mirror 1 (right) 804.10 651.78 728.44 0.035
Central mirror 768.67 631.41 701.40 0.035
Mirror 1 (left) 741.22 568.53 664.55 0.036
Mirror 2 (left) 693.40 543.74 622.32 0.036
Mirror 3 (left) 640.26 502.12 581.48 0.038
PV cell(m=1) 4442.03 3357.50 3914.13 0.042
PV cell (m =2) 4552.43 3461.41 3957.99 0.041
PV cell (m = 3) 4526.46 3402.96 3965.52 0.042
PV cell (im = 4) 4422.55 3279.57 3911.85 0.040
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The direct normal irradiance for the summer solstice at T = 7:00 (h) was 656.53 W /m?.
Figure 15 shows some simulation results for different surfaces, for the simulation time
T = 7:00 (h). These surfaces were the same as those studied in Figure 15. Figure 15a
shows that mirrors 3 (right), 2 (right), 1 (right), central, and 1 (left) had different degrees of
shading. This effect was more pronounced in mirror 3 (right), as the simulation time was
before midday. Mirrors 2 (left) and 3 (left) had no shading. This fact can also be seen in
Figure 15b—d. Figure 15e shows that the photovoltaic cell surface m = 1 had a high degree
of inhomogeneity. In contrast, the central PV cells, m = 2 and m = 3, had a high degree of
flux density homogeneity. The flux density homogeneity decreased for the m = 4 PV cell.

a) T =7.00 hours
il

e) T=7.00 hours, m=1

10 (W/m2)
South 1859.69
= 1673.72
£ s 1487.75
£ 1301.78
2 1115.81
8 929.844
g 00 743.875
2 557.906
i 2 371.937
3 o8 185.969
o o
3
SRS ,;,Lkg#,L.L‘ North ¢
Miror3  Miror2  Mimor1 Central  Mimor1  Mimor2  Mirror 3 R0 s e 2 02 46 e 0z e
(left) (left) (left) mirror (right) (right) (right) East PV cell width (mm) West
b) T =7.00 hours, Mirror 3 (right f) T=7.00 hours, m = 2
South 10 ) (right) (W/m2) South 10 ) 2 (W/m2)
678.86 378932
— 610.98 — 3410.39
£ s 543.00 E o5 3031.45
£ 475.20 < 265252
2 407.32 2 2273.59
8 33943 o 1894.66
g 00 271.54 g 00 1515.73
K9] 203.66 = 1136.80
2 185.77 2 757.86
2 05 67.886 2 05 378932
a 0 o 0
North ; North ;o
100 80 60 40 -20 O 20 40 60 80 100 4 42 10 8 6 4 2 0 2 4 6 8 10 12 14
East Mirror width (mm) West East PV cell width (mm) West
¢) T =7.00 hours, Central mirror T=7.00hours,m=3
South 10 . (W/mz2) South 10 9 {Wim2)
597.51 3793.43
= 537.76 e 3414.09
£ s 47801 E s 3034.75
£ 418.26 £ 2655.40
2 358.51 > 2276.06
k) 20875 k3 1896.72
s 00 239.00 g 00 1517.37
2 179.25 £ 1138.03
2 119.25 2 758.686
2 05 50751 3 05 379.343
[ 0 o 0
North ;o North ;o
100 -80 -60 40 20 0 20 40 60 8 100 14 4210 8 -6 -4 -2 0 2 4 6 8 10 12 14
East Mirror width (mm) West East PV cell width (mm) West
d) T =7.00 hours, Mirror 3 (left h) T=7.00 hours, m = 4
South 10 ) (left (W/m2) South 1.0 ) (W/m2)
450.52 3727.60
= 405.45 = 3354.84
E o8 360.41 £ s 2982.08
£ 315.36 £ 2609.32
2 27031 = 2236.56
o 22526 8 1863.80
e 0909 180.20 g 00 1491.04
] 135.15 o 1118.28
2 90.104 2 745,521
2 05 45.052 2 05 372.760
o ] o 0
North ;o North o
0 8 6 -4 -2 0 2 4 6 8 10 4 12 10 -8 -6 4 -2 0 2 4 6 8 10 12 14
East Mirror width (mm) West East PV cell width (mm) West

Figure 15. Simulation results for different surfaces, N; = 172, T = 7:00 (h).

The results of the flux density simulation on all the SSLFR surfaces obtained with
SolTrace are provided in Table 5. The output parameter from the SolTrace software called
uniformity reflected high values for the shaded mirrors and the PV cell m = 1, which had
low flux density homogeneity. The average value of the flux density over the PV cellm =1
was very low, indicating a lack of homogeneity in the flux density. In contrast, for the
central PV cells, m = 2 and m = 3, the average value of the flux density was very similar.
The mirrors with a minimum flux density value of 0 had part of their surface shaded by an
adjacent mirror.
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Table 5. Results of the flux density simulation at T = 7:00 (h).

Max. Irradiance  Min. Irradiance  Avg. Irradiance

Surface (W/m2) (W/m2) (W/m2) Uniformity
Mirror 3 (right) 678.86 0 437.26 0.656
Mirror 2 (right) 681.67 0 440.10 0.615
Mirror 1 (right) 637.91 0 431.45 0.590
Central mirror 597.51 0 427.34 0.520
Mirror 1 (left) 559.36 0 451.93 0.333
Mirror 2 (left) 503.82 407.88 452.41 0.035
Mirror 3 (left) 450.52 362.43 407.87 0.035
PV cell(imm=1) 1859.69 238.63 827.51 0.433
PV cell (m = 2) 3789.32 2933.53 3409.21 0.037
PV cell (m = 3) 3793.43 3044.62 3418.47 0.034
PV cell (m = 4) 3727.6 2517.98 3193.99 0.074

To complete the comparative study between the sawtooth V-trough cavity and the
equivalent V-trough cavity, Figure 16 shows the simulation time during the summer solstice
(day 172 of the year) at 9:00 (h) of the equivalent V-trough cavity. Figure 16a shows the
absence of shading and blocking between the adjacent mirrors. Figure 16b shows that the
photovoltaic cell surface had a high degree of inhomogeneity. In contrast, for the same
hour, the sawtooth V-cavity flux density was completely homogeneous in the PV cells.
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Figure 16. Simulation results of equivalent V-trough cavity, N; = 172, T = 9 : 00 (h).

The results of the flux density simulation on all the SSLEFR surfaces obtained with
SolTrace are provided in Table 6 for the equivalent V-trough cavity. Comparing Tables 4 and 6,
we see there were similar values of incident solar irradiance on the mirrors, and a consider-
able reduction in the incident solar irradiance on the PV cells in the case of the equivalent
V-trough cavity. The high value of the uniformity parameter indicated the non-homogeneity
of the photovoltaic cells in the equivalent V-trough cavity. The opposite was the case with
the sawtooth V-trough cavity.

Table 6. Results of the flux density simulation at T = 9:00 (h) in the equivalent V-trough cavity.

Max. Irradiance ~ Min. Irradiance  Avg. Irradiance

Surface (W/m2) (W/m?2) (W/m2) Uniformity
Mirror 3 (right) 888.06 623.43 749.38 0.048
Mirror 2 (right) 852.34 659.14 742.37 0.044
Mirror 1 (right) 839.35 625.05 728.45 0.048
Central mirror 808.51 597.45 702.83 0.048
Mirror 1 (left) 806.88 564.98 664.39 0.051
Mirror 2 (left) 738.70 513.03 623.30 0.049
Mirror 3 (left) 660.71 480.56 581.40 0.05
PV cell 2102.45 600.71 1184.97 0.38
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4.4. Influence of the Acceptance Angle of the V-Trough Cavity

In the previous sections, a case was presented in which the acceptance angle of the
V-trough cavity 8. = 34 (°) was considered. This value corresponded to an SSLFR with a
width of 2244 mm and a number of mirrors equal to seven (N = 3). The value of 6. came
from a focal length f = 1500 mm and from the center of the mirror 3 (right or left), whose
center, as we saw, was at a distance of L3 = 1010.2 mm (see Table 3).

In this section, the influence of the V-trough cavity acceptance angle is analyzed. For
this purpose, several simulations were carried out, varying 6, € [22,46] (°), obtaining the
results shown in Figure 17. Figure 17a shows the variation in C,. Considering the absorber
width b = 30 mm, the variation in B is shown in Figure 17b, and the variation in H is
shown in Figure 17c.
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Figure 17. The relationship between the acceptance angle and various cavity parameters.

As shown in Figure 17, as the acceptance angle increased, the geometric concentration
ratio decreased nonlinearly. This variation translated almost linearly (obviously) to the
value of B and almost linearly also to H. The latter result is due to the fact that the optimal
value T* of the trough wall angle also showed a linear variation with 6., with values ranging
from 86.4 to 87.6 (°) for the range of the variation in ..

As discussed below, the variation in the acceptance angle had an influence on the
design of the SSLFR, as it directly affects the secondary reflector system and, therefore, the
primary reflector system.

From the point of view of the secondary reflector, this variation in C, led to the
following situation. Once b was set by the manufacturer of the PV cells, the optimum
value of B was obtained. Since the commercial cells used in this work had a fixed value of
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b = 30 mm, in the base case already analyzed, with 6, = 34°, and a number of V-trough
cavities of the sawtooth m = 4, we were guaranteed a swept width of the entire secondary
of 4B ~ 200 mm. If we then considered a smaller 6, value, as C, grew, there came a point
where, with a smaller number of V-trough cavities of the sawtooth, in this case, m = 3, we
achieved the same sweep of the secondary 3B ~ 200 mm. This was achieved for 6, = 23°.
Similarly, by increasing 6., and decreasing C,, it was necessary to take m = 5, in order to
have the same sweep of the secondary 5B =~ 200 mm. This situation occurred for 6, = 46°.
Table 7 shows the influence of the variation in the acceptance angle with respect to the
parameters of the secondary reflector system.

Table 7. Results of the influence of the acceptance angle on some parameters of the SSLFR.

Secondary Reflector System Primary Reflector System

0. () C, B (mm) m N Ly (mm) 0:0 (°)
23 2.22 66.66 3 2 640 49

34 1.66 50 4 3 1010 50

46 1.33 40 5 5 1550 47

The variation in the acceptance angle also influenced the design of the primary reflector
system. Considering f = 1500 mm, the three cases that were analyzed induced changes
in the main parameters of the primary reflector system. Table 7 shows the influence
of the variation in the acceptance angle with respect to the parameters of the primary
reflector system.

When 6. = 34 (°), the base case, the optimal design corresponded to 6, = 50 (°),
N = 3,and Ly = 1010 mm.

When the acceptance angle decreased, e.g., 0. = 23°, to achieve that angle and a very
similar operating range of 6;, = 49°, the mirror field of the primary had the following
parameters: N = 2 and Ly = 640 mm. In contrast, when the acceptance angle increased,
for example, . = 46°and a very similar operating range 6, = 47°, the mirror field of the
primary had the following parameters: N = 5 and Ly = 1550 mm.

Comparing the three cases, and considering the variation in 6y, to be negligible, the
case 0. = 46° significantly increased the area of the primary field of mirrors; therefore, this
case increased the number of PV cells, the solar irradiation received, and the cost of the
SSLFR. On the other hand, in the case 6. = 23°, the situation was the opposite: fewer
PV cells, a lower solar irradiation received, and a lower cost of the SSLFR. Therefore,
several factors must be taken into account in the choice of the acceptance angle, such as
the economic factor, the energy factor, and the surface area available for the installation of
the SSLFR.

4.5. The Manufacture of the Sawtooth V-Trough Cavity and the Laser Experiment

The sawtooth V-trough cavity was constructed using a biodegradable green polymer
material known as polylactic acid (PLA), with the dimensions shown in Figure 12a. The
photograph of the sawtooth V-trough cavity presented in this paper is shown in Figure 18.

As the dimensions of the experimental test platform were smaller than the dimensions
of the SSLFR, the position of the SSLFR mirrors and the height to the receiver were scaled.
The width of the mirrors and the angle of incidence were not affected. Table 8 shows the
optimal parameters scaled to the experimental test platform; in this case, f = 283 mm.
The laser generator was placed in three positions for each mirror tested: an extreme left
position, a central position, and an extreme right position.
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Reflector trough wall

Figure 18. Photograph of the sawtooth V-trough cavity presented in this work.

Table 8. Optimal parameters scaled to the experimental test platform.

Mirror L; (mm) Wy (mm) 0; ()
Central mirror 0 220.6 0
Mirror 1 (right or left) 61.0 228.3 12.17
Mirror 2 (right or left) 125.4 228.8 23.90
Mirror 3 (right or left) 205.2 223.1 33.95

Figure 19a shows the laser beam emitted by the laser generator, starting from the
extreme left position of the mirror 2 (left) with an angle of incidence of 23.90°. As expected,
the beam was incident on the cavity m = 1. Figure 19b shows the laser beam emitted by the
laser generator, starting from the extreme right position of the mirror 2 (left) with an angle
of incidence of 23.90° (the maximum acceptance angle that corresponds to that mirror due
to the geometry of the SSLFR). As expected, the beam was incident on the cavity m = 4.
These results indicate that the ray acceptance rate is 1. The rest of the tests carried out
for the other mirrors also showed that the laser beam hit the PV cell. The experimental
results obtained using the cavity designed showed that the constructed cavity met the
set conditions.

Sawtooth -

V-shaped cavity oy

Sawtooth
V-shaped cavity
Laser
- generator

Laser m=1
generator

.

(%

Mirror 2 (left)

QLT 2621 28 29

Figure 19. The laser beam emitted by the laser generator located in mirror 2 (left).

The angle measured with the digital angle meter did not match the actual angle of the
laser beam when it reached the reflecting surface of the cavity. There are several reasons for
this: (i) The laser beam emitted by the laser generator has a certain divergence [50], since
the laser is deflected as the optical length increases. (ii) The laser beam emitted by the laser
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generator is not an absolutely parallel beam [50], which causes the beam spot to reach the
surface at a slightly different angle. Therefore, the angle of incidence of the laser beam
is affected. In general, these sources of error are considered to have a cumulative effect
and do not cancel each other out [50]. However, as the distance from the laser generator
to the cavity was 349 mm in the worst case of mirror 3 (left or right), this angle error was
considered to be within a reasonable range [48,50].

Sawtooth
V-shaped cavity —

Laser
generator : Q
N

. Laser beam
.o exiting the cavity
Mirror 3 (left)

T R

Figure 20. The laser beam emitted by the laser generator located in mirror 3 (left).

Figure 20 shows the laser beam emitted by the laser generator, starting from the
extreme left position of the mirror 3 (left) with an angle of incidence of 35.00°. As can be
seen in this image, the laser beam exited the cavity.

5. Conclusions

Guaranteeing the uniformity of the solar irradiance distribution in photovoltaic cells
is a major issue in concentrating photovoltaic systems based on a small-scale linear Fresnel
reflector. For this purpose, a new cavity design for a low-concentration photovoltaic
system based on a small-scale linear Fresnel reflector was proposed to decrease the height
thereof while maintaining a constant aperture. The design of a sawtooth V-cavity that
maintained the ray acceptance rate at 1 and the uniform distribution of the solar irradiance
on the photovoltaic cells was calculated analytically using an optimization algorithm. The
analytical approach presented provides equations for any number of reflections inside
the cavity, which are easily implemented as an iterative algorithm. The proposed design
was verified using the Monte Carlo ray-tracing method. SolTrace™ software was used for
this purpose. In order to verify the correct sawtooth V-trough cavity design, a prototype
was built with a biodegradable green polymer material known as polylactic acid (PLA)
using 3D printing technology. An experimental laser platform was built to fix the trajectory
of the laser beam to confirm that the ray acceptance rate was 1, i.e., that all the beams
entering the cavity reached the photovoltaic cells. The proposed sawtooth V-trough cavity
was compared with the standard V-trough cavity, keeping the cavity aperture, reflective
surface area, and photovoltaic cell width constant. In addition, the focal height, number
of mirrors, mirror width, and mirror spacing were also kept constant, so that the cost
of the two configurations was the same from the point of view of the primary reflector
system. In the example analyzed, the annual energy of the sawtooth V-trough cavity was
2.38266 MWh. The new design ensured the uniform distribution of the solar irradiation
and significantly reduced the height of the cavity. This achievement considerably reduces
the manufacturing cost of the small-scale linear Fresnel reflectors, as shown below:

(i) Since the height of the proposed cavity is much lower, in this case four times lower,
the fixed structure of the small-scale linear Fresnel reflectors are smaller; therefore, the
cost is lower.

(i) The wind-exposed area of the sawtooth V-trough cavity is four times less than in the
case of the standard V-trough cavity, which reduces the cost of the fixed structure and
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(iii)

(iv)

\

(vi)

secondary system structures. This is essential considering that the optimal installation
location for small-scale linear Fresnel reflectors is on the roofs of buildings.

The cooling surface in the case of the sawtooth V-cavity is 1.49 times larger, and
the AT in the case of the sawtooth V-cavity is 0.67 times the AT in the case of the
standard V-cavity. Hence, the temperature of the PV cells with the sawtooth V-cavity
is always lower than that of PV cells with a standard V-cavity, which increases the
electrical efficiency.

Although both cavities have the same reflective surface, the multiple reflective walls
of the new cavity are used in combination to replace the two reflective surfaces of
the standard V-trough cavity, which could reduce the difficulty in manufacturing,
maintaining, and transporting the large glasses. Furthermore, the overall cost of the
small-scale linear Fresnel reflector may also decrease.

Other beneficial aspects of the proposed cavity include:

Although the surface area of the photovoltaic cells is the same, the spacing between
the photovoltaic cells that characterizes the designed cavity facilitates cooling between
the photovoltaic cells and the use of cooling systems with a larger surface area, which
improves the efficiency of the cooling system.

Due to the separation between the photovoltaic cells in the new cavity, the connection
between the photovoltaic cells is easier.

Finally, we also presented an innovative graphic system to design the primary reflector

system for the small-scale linear Fresnel reflector. All of this makes it possible for users to
quickly and easily make the necessary calculations without needing to program formulas.
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Nomenclature

Axcs
Apy
B

b

Ca
Copt

Qi

Area of the active cooling system (m?)

Total area of the PV cells (m?)

Aperture of the V-trough cavity (m)

Absorber width of the V-trough cavity (m)

Area or geometric concentration ratio (dimensionless)
Optical concentration ratio (dimensionless)
Cleanliness factor of the glass (dimensionless)
Cleanliness factor of the mirror (dimensionless)
Direct normal irradiance (W/m?)

Separation between i-th and i 4 1-th mirrors (m)
Blocking and shading coefficient (dimensionless)
Height of the receiver (m)

Height of the V-trough cavity (m)

Optimum operation time (h)

Thermal conductivity (W/m °C)

Position of i-th mirror (m)

Effectively illuminated length (m)

Vertical length (m)

Number of V-trough cavities of the sawtooth
Number of mirrors on each side of the SSLFR
Ordinal of the day

Number of reflections

Internal heat generation in PV cells (W)
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R, Reflector-to-aperture area ratio (dimensionless)
T Solar time (h)

Tacs  Temperature of the active cooling system (°C)
Tpy Temperature of the PV cells (°C)

Trey Reference temperature (°C)

W Width of the SSLFR (m)

Wacs  Width of the active cooling system (m)

Wpy Width of the of the PV cells (m)

Wy Width of the PV cells illuminated by the i-th mirror (m)
Wi Width of the i-th mirror (m)

Whpy Width of the PV cells (m)

&g Angle between the solar ray reaching the cavity and OR (°)

ag Solar altitude (°)

Bi Angle that mirror i forms with the horizontal (°)

Bref Temperature coefficient (1/°C)

Ys Solar azimuth (°)

) Declination (°)

dAcs Wall thickness of the cooling system (m)

g Angle between PP’ and the i-th reflection (°)

e Electrical efficiency of the PV system (dimensionless)

Nopt Optical efficiency (dimensionless)

Mray Ray acceptance rate (dimensionless)

Nref Reference electrical efficiency (dimensionless)

0 Acceptance angle of the V-trough cavity (°)

0; Angle between the vertical at the focal point and the line connecting the center point
of each mirror to the focal point (°)

0; Longitudinal angle (°)

0; Transversal incidence angle (°)

04, Operation interval (°)

0, Zenith angle (°)

A Latitude (°)

o Reflectivity of the primary mirrors (dimensionless)

Om Reflectivity of the mirror (dimensionless)

T Trough wall angle (°)

Tg Transmissivity of glass (dimensionless)

w Hour angle (°)
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Abstract: This work presents a compact batteryless node architecture suitable with the backscattering
communication (BackCom) approach. The key functional blocks are demonstrated at 5.8 GHz,
making use of commercially available components involving a DC/DC step-up converter, a 3.3 V
data generator, and an ASK backscattering modulator based on a single GaAs HEMT in a cold-FET
configuration. The node integrates a patch antenna exhibiting a non-50 () optimal port impedance;
the value is defined by means of a source pull-based optimization technique aimed at maximizing
the DC/DC input current supplied by the RF to DC converter. This approach maximizes the node
compactness, as well as the wireless power conversion efficiency. A prototype was optimized for
the —5 dBm power level at the input of the RF to DC converter. Under this measurement condition,
the experimental results showed a 63% increase in the harvesting current, rising from 145 to 237 uA,
compared to an identical configuration that used a microstrip matching network coupled with a
typical 50-Q) patch antenna. In terms of harvested power, the achieved improvement was from
—13.2 dBm to —10.9 dBm. The conversion efficiency in an operative condition improved from 15% to
more than 25%. In this condition, the node is capable of charging a 100 uF to the operative voltage in
about 27 s, and operating the backscattering for 360 ms with a backscattering modulation frequency
of about 10 MHz.

Keywords: Internet of Things; backscattering communications; energy harvesting; microwave
electronics

1. Introduction

In recent years, there has been a growing interest in exploiting the Internet of Things
(IoT) paradigms in many contexts, such as the control of processes in assisted ambient
intelligent [1], industrial environments [2], and environmental quality [3]. A major fac-
tor that has fostered the development of IoT on a large scale is the projected growth in
distributed communications and computing technologies [4,5]. The application of these
technologies has led to IoT technologies fulfilling some key requirements, including low
energy consumption [6-8] and, possibly, the development of hardware nodes that feature
small batteries (or that even operate without batteries). As a consequence, a number of
approaches aimed at overcoming this problem were envisioned in the last few years, in-
cluding technical solutions such as the concepts of energy harvesting (EH) and wireless
power transfer (WPT) [9]. These are complemented by new technical concepts aimed at
sustaining the coexistence of a large number of wireless devices for IoT applications (with
the drawback of reduced battery life). In order to overcome (or at least minimize) these
limitations, one of the most promising solutions is the so-called backscattering communi-
cation (BackCom) technique [10-12]. This approach is based on the controlled reflection
of the electromagnetic wave that incorporates the data to be forwarded to the receiving
node. It can be easily demonstrated that not having any carrier source on board to reflect
the IoT node allows for transmitting forward data while minimizing energy consump-
tion. Furthermore, in the BackCom vision, communication is obtained by avoiding the
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implementation of most of the functional blocks in the transmitting/receiving chain (i.e.,
oscillators, mixers), reducing device complexity, and decreasing production costs [13,14].
Additionally, such node architectures usually involve EH and/or WPT to fully overcome
the energy constraints and extend the battery life, as illustrated in [15-17].

A primitive example of BackCom design principles can be observed in the use of radio-
frequency identification (RFID) technology [18] in vehicular communications. Nonetheless,
the expected performance associated with a batteryless BackCom-based IoT node requires
communication capabilities and ranges that surpass those of a typical RFID device scenario.
Following this, the final step in improving the feasibility of loT paradigms, with respect to
power limitations, is the development of fully batteryless BackCom nodes that implement
specific solutions supporting both burst and low-rate operations [19].

In this paper, the authors demonstrate the feasibility of a simple yet fully compliant bat-
teryless BackCom node system that is compatible with the implementation of IoT network
architectures. The node has been demonstrated at 5.8 GHz, making use of component-off-
the-shelf (COTS) devices. The latter includes a harvester block that is based on a rectifier
driving a DC/DC boost, as well as a modulator block, which is controlled by a microcon-
troller included in the node’s prototype. Moreover, the proposed BackCom node system
integrates a patch antenna, showing a non-50-() optimal port impedance. The proposed
node system architecture, illustrated in Figure 1, was developed by following an approach
that is fully compatible with frequency scalability and with an integrated design based on
the standard IC process.

LBOOST enabler (batt-ok)

Optimum
Matched
Antenna

Data

BackCom
Modulator

A

Figure 1. Architecture of the considered IoT BackCom batteryless node. The Cp47 capacitor and the
inductance Lgppgt assume values of 100 puF and 22 nH, respectively.

The paper, in addition to the introduction, is organized into three further sections. The
next section is dedicated to the description of the proposed node architecture, including the
harvester, the modulator, and the antenna. The third section presents a discussion of the
prototype’s system-level architecture, while the fourth section describes the performance;
the final section presents the conclusive discussion.

2. The BackCom Node Key’s Functional Blocks

The batteryless node architecture was designed to be compliant with the operation
principle of the BackCom approach, and consists of the following three functional blocks:
the harvester, the modulator, and the antenna (Figure 1).

The operational sequence of the proposed node can be summarized as follows:

e  Firstly, the base station queries the node and supplies it with a continuous wave RF
signal at 5.8 GHz;

. Secondly, the RF to DC converter and the DC/DC boost harvest the received RF energy
and charge the Cpar;

e Thirdly, when Cpa7 reaches the desired level, Vg 47, the harvester enables the micro-
controller, which controls the backscattering modulator through a GPIO pin;

¢ Finally, under the control of the microcontroller, the modulator backscatters the RF
continuous signal by transmitting the data.

A key feature of the proposed architecture consists of the antenna, which exhibits an
internal impedance capable of optimizing the RF to DC energy conversion by maximizing
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the current provided to the DC-DC converter; the impedance of the antenna is estimated
using a source pull-based technique. This in turn maximizes the wireless power conversion
efficiency of the harvester block [20,21], and permits the inclusion of commercial DC-
DC converters.

From an operational point of view, the architecture increases the operational time
window suitable for backscattering communication, minimizing the energy harvesting time.

The following subsections illustrate the characteristics of the aforementioned func-
tional blocks.

2.1. RF Energy Harvester

The RF energy harvester block was developed following the approach introduced
in [20], and widely discussed and exploited in [21]. The latter makes use of an RF to DC
converter based on a voltage multiplier, working on a specific input impedance aimed at
maximizing the performance, as well as a commercial nanopower DC/DC boost [22]. Since
the harvesting interval sets a lower limit on the querying time, the harvester has to exhibit
maximum conversion efficiency during this interval. Based on the previously proposed
solution, this objective is obtained by terminating the RF to DC converter with an optimum
input impedance. Following [21], the latter consists of the impedance that maximizes
the Icpc (Figure 1), with respect to the RF input power at the RF to DC converter. To
optimize performance for low impinging power, the RF input reference level at the RF to
DC converter was set to —5 dBm. Taking into account this power level, and due to the
inherently non-linear behavior of the RF to DC converter, a source pull-based optimization
was carried out to identify the optimum impedance that the antenna should exhibit to the RF
to DC converter. This was obtained by varying Zrr, which is the impedance shown by the
equivalent RF source, ViF, at the RF to DC converter, as illustrated in Figure 2. In this work,
the RF to DC converter was implemented by a diode-based voltage tripler configuration.

Zge |

CGH \
RFtoDC|_—| DC/DC
Conv Boost —|
J
Ve i CBAT

Figure 2. Conceptualization of the source impedance optimization by the source pull-based technique.

Regarding the DC/DC boost, the input port can be described by a behavioral model
based on an ideal diode with a threshold voltage Vrp. On this basis, the charging current is

Vrepc — VTH
———~——— when Vrrpc > Vru
Iche = RRFDC @

0 otherwise

where Vrp is 0.34 V, in accordance with the experimental results [20], and on the base of
manufacturer specifications [22]. Parameters Vrrpc and Rrrpc represent, respectively, the
output voltage and the output impedance shown by the RF to DC rectifier toward the
DC/DC step-up converter.

The value of the optimum impedance Zgr,; is calculated using the previously de-
scribed approach by using a source pull-based procedure on a commercial CAD for the
high-frequency circuit analysis. This technique consists of running a non-linear analysis at
5.8 GHz with a reference input power of —5 dBm, spanning the source impedance across the
entire Smith chart; the target is the impedance Zgr that maximizes Icyg. In this work, we
adopted the zero bias SMS7630-061 Schottky diode in a voltage tripler configuration on sili-
con; as a result of the source pull-based procedure, the value Zrr = Zrpopt = 19.8 —j83.7 (
represents the optimum source impedance. As a consequence, Zrpp is the impedance to
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which the harvester input should be terminated during the charging interval; this allows
for maximizing the performance and minimizing the latency time between the start of the
query and the response of the node.

In the present architecture, in order to reduce losses and maximize the compactness of
the node, the impedance matching of the voltage tripler is obtained following the approach
described in [23]. However, in a BackCom node architecture (Figure 1), the presence of the
modulator block cannot be neglected in the harvesting phase (modulator in high impedance
state). As a consequence, the identified optimum matching impedance Zgr,; differs from
the design impedance that is exhibited by the antenna Zgr,¢¢. The effect of the modulator
can be considered by modeling it as a microstrip line with a characteristic impedance Zt
and a length Wr, as illustrated in Figure 3.

Antenna Harvester
«— I —

| I

Modulator

Figure 3. The modeling of a high impedance state modulator for evaluating Zgp,sy-

The values of both Z1 and Wt were calculated, starting from the dimensions of the
modulator interconnection (the proposed modulator based on a cold-FET configuration, as
explained in the specific subsection) between the antenna and the tripler. It is assumed that
the modulator exhibits a high impedance at this junction during the harvesting; thus, the
ZRFeff can be simply evaluated on the basis of the well-known transmission line equation
and the Zr and Wy values.

ZRFopt + jZT tan(/%—ngT

ZRFeff =

; . @)

Zr + jZRFopt tan (%WT

2.2. Modulator

The architecture proposed in this paper for implementing the BackCom node utilizes
backscattering modulation, which is a well-known approach for low-power communica-
tion [24]. Basically, the backscatterer reflects the impinging radio signal while superim-
posing a modulation; this feature is obtained by varying the reflection coefficient seen by
the antenna. In some approaches, the BackCom node may differentiate the energy and
communication paths. This technique simplifies the design of the communication chain by
implementing one or two antennas or even two different frequencies. On the contrary, the
batteryless BackCom node proposed in the present paper follows a single-path approach
for both harvesting and communication. As a consequence, the design procedure has to
take into account the use of a single antenna for both harvesting and backscattering.

This approach improves the compactness of the system but it introduces some critical
issues in the design process. In particular, the modulator stage has to fulfill two different
requirements that are not easily achievable simultaneously. Firstly, the modulator has to
satisfy the required modulation parameters; in addition, it has to introduce the minimum
effects on power delivery during the harvesting phase.

The topology of the implemented modulator is illustrated in Figure 4. It consists of
a cold-FET that is driven by the data output of the microcontroller. The microcontroller
was chosen to ensure a significant differentiation between the OFF and ON states of the
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switch at the operative frequency, regardless of other considerations, such as the settling
time of the switch. In addition, because the modulator needs to be carefully designed to
ensure proper impedance (Zyjop in Figure 5), an accurate model of the device is necessary
(which is typically not available at this frequency in other technologies such as CMOS).
The cold-FET is connected to the antenna and the harvester by means of a microstrip line,
whose length I and width w must be chosen to fulfill the conditions described in (3)

J ZRvejJ ZRF
@
ZMOD 1

|Zmop| >> max(|Zgr|, | ZuArv])- 3)

Transmission
Line

Figure 4. Modulator block for the backscattering mode of the BackCom node.
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Figure 5. Modulator impedance |Zyiop| with respect to the feeding line dimensions.

In our design, |Zgr| = 1700 Q), while |Zgary| = 31.27 Q. Condition (3) ensures that
during the harvesting interval, when the modulator is in a high impedance state, the input
power is transferred to the harvester stage, minimizing any losses [21].

The length [ and width w of the microstrip feeding line of the backscattering modulator
were chosen after simulating modulator impedance in a high impedance state; the results
are depicted in Figure 5.
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The dimensions of the modulator feeding line fulfill the conditions of the maximum
power transfer given by (3) and maximum compactness. Specifically, the resulting op-
timal values are I = 4.7 mm and w = 0.7 mm. These values lead to Wy = 2.15 mm
and Zt = 75 (); thus, according to (2), the value of the optimum antenna impedance is
ZRFefr = 44.6 — j164.9 Q.

As detailed in [21], the expected ASK modulation depth for a two-symbol modulation

is defined as A A

AT max (A1) TAol)
where each A; is the simulated reflection coefficient at the antenna port related to the i-th
symbol state of the modulator. Through simulations, using the optimal dimensioning of
the modulator feed line, the reflection coefficient results, respectively, in mag(Ag) = 0.352,
phase(Ap) =213 degrees for Ay, mag(A1) = 0.968, and phase(A;) = 347 degrees for A1, as
illustrated in Figure 6, where the two symbols are depicted in the Smith chart. Moreover,
from Equation (4), the expected value of the modulation depth is m 45k = 0.60.

+j1

Figure 6. Representation of the Ay and A; symbols on the Smith chart.

2.3. Antenna

The antenna was designed to satisfy the impedance requirements in terms of Zgr, ¢
and it shows a high level of compactness. The antenna topology is based on a single patch
antenna printed on the same substrate of the cold-FET backscattering modulator and the
three-stage RF-DC converter, namely the Isola FR408 (e, = 3.67, tan = 0.012). The antenna
was designed at 5.8 GHz in order to show an input impedance of Zgr,rr = 44.6 — j164.9 Q.
This non-canonical input impedance value was obtained by using a couple of patches
etched on the same plane of the patch itself. Their presence adds an additional degree of
freedom in the antenna design, which allows for achieving the desired input impedance.
The antenna was simulated with a commercial full-wave electromagnetic simulator. The
resulting antenna layout, which is inspired by the one proposed in [25], is shown in Figure 7,
where the main dimensional parameters are also illustrated.

The proposed design shows an antenna gain of about 6 dBi as well as an antenna
efficiency of about 71.4%. The simulated antenna reflection coefficient is illustrated in
Figure 8 in a band of about 1.6 GHz and is centered on 5.8 GHz. The Si; parameter is
evaluated with respect to the usual normalization impedance Zy = 50 () and the opti-
mum impedance Z = 44 — j164.9 Q). The circle in the graph represents the different
normalization impedance values of 511 @ 5.8 GHz. The Smith chart confirms that the
concept of optimum matching for this application is completely different from the usual
matching approach.
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24 mm

.

1 mm

ZRFeff

Figure 7. The main dimensions of the antenna for achieving the optimum impedance.

Figure 8. The Sy parameter normalized, respectively, to Zg = 50 () (orange) and Z) = 44 —
j164.9 Q) (blue).

3. The BackCom Node Prototype

The prototype was implemented by making use of two different boards. The first one
integrates the optimum matched antenna, the modulator, and the RF to DC converter, while
the second board includes the DC-DC boost device, the control electronics, and the data
generator. This approach simplifies the development of prototypes as well as the testing
phase, allowing for full control over all critical blocks and enabling the measurement of
key parameters. The two boards were implemented on the Isola FR408 laminate and the
prototypes are illustrated in Figure 9.

The modulator is based on an ATF58143 pseudomorphic HEMT in a cold-FET configu-
ration; the voltage tripler (RF to DC converter) employs three silicon, zero bias SMS7630-061
Schottky detector diodes; the DC-DC boost is based on the commercial BQ25570 [22].
Furthermore, concerning the critical components of the DC/DC converter illustrated in
Figure 1, Lpoost and Cpar are the values of 22 pH and 100 pF. The data generator is based
on an EEPROM, Atmel AT17LV512A 3.3 V 256 kbit on a PDIP package [26], which emulates
the controller block.
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Figure 9. BackCom node composed of two boards.

4. The BackCom Node Prototype’s Experimental Results

In order to assess the performance of the proposed batteryless BackCom node archi-
tecture as a whole, a specific measurement setup was implemented. In particular, it was
conceived to investigate the backscattering communication behavior and the performance
of the harvester in different conditions.

The measurement setup schematic is illustrated in Figure 10, and consists of a radio
link with the node under test from one side and a TX/RX system from the other side. The
node, being implemented in the split form illustrated in Section 3, simplifies the testing
procedure. Such a configuration allows for accessing the terminal between the RF to DC
converter and the DC/DC boost, enabling the measurement of the Iy, as well as the data
line monitoring. On the contrary, the TX/RX system makes use of an RF power generator
and a power amplifier in the transmitter path, while the receiver is implemented by means
of a spectrum analyzer. The two paths are connected to a single antenna array through
a circulator.

I

I Measurement
1 Section

I

RF Power
Generator

RFtoDC) Pata
Conv

DC/DC Boost
uC

Spectrum
Analysers

Figure 10. Measurement setup block diagram.

The previously described setup includes a reference antenna on the same BackCom
node measurement section. The latter is connected to a power meter in order to evaluate,
at the reference section, the effective impinging power. Based on this setup, the BackCom
node behavior was characterized. The implemented measurement setup is illustrated in
Figure 11
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The distance between the reader TX/RX antenna and the node was fixed at 1.8 m in the
setup; in addition, the main dimension of such an antenna resulted in 0.25 m, with an EIRP
= 37 dB, while the antenna that was integrated in the node showed a gain of about 6 dBi.
Therefore, in accordance with the operative data, the limits for the far-field and the near-

field are d > 22° = 220 m (far-field limit) and d < 0.62y/5} = 0.45 m (near-field limit).
Consequently, the system was not tested in either far-field or near-field conditions. The
system was characterized in an anechoic setup to take advantage of the absorbing behaviors
of the absorbers. Our objective was to obtain reliable data from the characterization by
isolating the setup as much as possible from unpredictable environmental contributions,
rather than eliminating all of the possible multipath contributions. The data features
confirmed the reliability of the measurement setup.

Figure 11. Measurement setup for the characterization of the BackCom node.

The first set of tests was aimed at verifying the effective improvement of the harvesting
performance of the node. The results are illustrated in Figures 12 and 13. The measurements
confirm that the node was effectively designed to simultaneously follow the approach of
the optimum matched antenna and the minimization of the modulator effect during the
harvesting phase (3).

Figure 12 compares the Icy¢ of the proposed architecture with respect to the one ex-
hibited by a standard configuration, using a matching network to implement the optimum
impedance. The latter does not include the modulator block. Icpg was evaluated in both
configurations, considering the same RF power at the RF to DC converter input by means of
the power meter connected to the reference antenna, and taking into account the optimum
antenna gain. The architecture proposed in the present paper has demonstrated an overall
improvement in Iy at every input power level. In particular, at the design reference,
the RF power is about —5 dBm (at the input of the RF to DC converter section), and the
measured current is 237 pA for the node and 145 pA for the standard structure with an
improvement of about 92 pA.

Figure 13 illustrates the efficiency of the same two configurations. The measurements
confirm that the harvesting efficiency of the BackCom node is improved compared to the
standard configuration across the entire range of input power levels. Here, the efficiency is
calculated as the ratio of the power supplied to the DC/DC with respect to the impinging
power at the input of the RF to DC Prrpc converter, as described in

Eff = ‘et ®
RFDC

Moreover, the above-mentioned figure also shows the incremental efficiency (Agfy),
which was calculated as the difference between the two cases at each power level.

With reference to (5), at —5 dBm of the RF input power (the design reference level),
the node shows an efficiency of about 25.5%, while the standard configuration is at about
16%. This leads to an increased harvester efficiency of about 10.5%, which translates to a
reduction of the charging time for a given storage capacitor.
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Figure 12. Measured current in harvesting the interval for the actual configuration (without a
matching network) and with a matching network.
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Figure 13. Efficiency in harvesting the interval for the actual configuration (without a matching
network) and with a matching network.

The same measurement setup was used to evaluate the harvesting performance of the
node during the backscattering condition. Figure 14 illustrates the behavior of the charge
current in querying and backscattering state. This result confirms, as expected, the reduced
harvesting performance during the communication period. At the input power RF reference
level (=5 dBm), Icy¢ in the backscattering state assumes a value of about 137 pA. This
value is 99 pA lower than the harvesting state, which measures 237 pA. These measures
show how the node maintains a harvesting performance similar to the one shown by the
standard configuration implementing the matching network (during the backscattering
communication). The ability of the node to harvest energy during the backscattering state
is confirmed by Figure 15, which compares the efficiencies of the two functional states and
highlights the delta between them.

Figure 16 confirms that the comparison between Iy (supplied by the node in the
backscattering state) and the corresponding value in the standard configuration (imple-
menting the matching network in the harvesting state) are very similar across all input
power levels. This behavior contributes significantly to delaying the discharge of Cp 41 and,
as a consequence, increases the time slot for communication.
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Figure 14. Measured currents in the harvesting state and backscattering state, with a modulating
square wave at 10 MHz.
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Figure 16. Measured current in the harvesting state with the matched network and in the harvest-
ing state.

A state-of-the-art analysis was carried out in order to compare the harvesting per-
formance shown by the proposed architecture in comparison with other approaches; the
results are summarized in Table 1. The harvester performances of the architecture proposed
in the present work were evaluated with respect to two solutions proposed by the same
authors, operating at 5.8 GHz, as well as four solutions proposed by different authors, three
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of which work at 5.8 GHz and one at 2.45 GHz. In References [21,27], the performances are
evaluated under operating conditions when the system is connected to the BQ25570. The
first makes use of a matching network that introduces losses and shows (at —5 dBm) an
efficiency of about 16%, while the second adopts a matching network optimized for multi-
sine excitation; it shows performance improvements of up to 27% at —5 dBm. The latter
shows better performances with respect to the present work but it is not fully compatible
with the BackCom approach; it is more oriented to pure harvesting solutions. With respect
to the solutions described in [28-30], they operate at 5.8 GHz, while the solution described
in [31] operates at 2.45 GHz.

The first shows an efficiency of about 22 % at —5 dBm, the second demonstrates an
efficiency of about 15% at —10 dBm, and the third exhibits an efficiency of about 55%
at —5 dBm. The fourth, which works at 2.45 GHz, shows an efficiency of about 35% at
—10 dBm. Some of these solutions show better efficiencies compared to the present work.
The main drawback consists is that they were not evaluated in operational conditions
but rather with optimal loads of high value (k () order of magnitude). As a consequence,
considering the system-level operative conditions, the approach proposed in the present
work performed better compared to all other state-of-the-art architectures.

Table 1. Harvesting performance comparison of the system working @ 5.8 GHz.

Reference P(I){;iira‘];fn) Eff. (%) Freq. (GHz) Load/Condition
[21] -5 16 5.8 BQ25570 operative condition
[28] -5 22 5.8 3kQ
[31] —-10 35 2.45 5kQ
[27] -5 27 5.8 BQ25570 operative condition
[29] —-10 15 5.8 10 kO
[30] -5 51 5.8 9IkQ

This work -5 25.5 5.8 BQ25570 operative condition

The system ability of the proposed architecture to implement an ASK backscattering
communication was evaluated by driving the proposed cold-FET modulator by means of a
10 MHz square wave (i.e., a periodic sequence of bit 0 and bit 1), which was generated by
the EEPROM, which emulates the controller block. Such a modulating signal provides a
reference benchmark for testing the harvesting efficiency in the backscattering phase due to
its inherently fixed frequency rate. The setup that was implemented to detect the spectrum
of the backscattered signal modulated by the square wave refers to the block diagram, as
illustrated in Figure 10.

The results are illustrated in Figure 17, showing the spectrum of the backscattered
signal modulated by the square wave. The figure illustrates the signal spectrum across the
carrier, where the fundamental, as well as the third harmonic of the modulating signal,
are recognizable. The EEPROM, emulating the controller block, is active for the Cpar
discharging time interval (i.e., ATy, as stated in [21]) for a maximum of 360 ms, which is
independent from the impinging power. On the contrary, the Cp o1 charge time interval
depends directly on the latter. For a power level of about —5 dBm at the input of the RF to
DC converter, measurements show a charging time of 27 s. However, the Cp 41 discharge is
a slightly critical phase for the modulation. As a matter of fact, the decrease in V4t affects
the performance of the EEPROM, which in the final part of ATpy generates a square wave
with a frequency that is below the canonical 10 MHz. As a consequence, both the spectrum
of the first and third harmonics show a slight widening.

Based on the previously described backscattering experiment with a modulating
square wave signal of 10 MHz, it is possible to argue that this value can be assumed as
the maximum data rate. The conversion gain of the node in the backscattering mode was
estimated to be 2.7 dB; this enables a typical operative range of 1 m, depending on the
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reader’s EIRP and sensitivity. Regarding power consumption, it is not considered a relevant
figure in this context since the component is batteryless.
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Figure 17. Measured spectrum of the backscattered signal modulated by a 10 MHz square wave.

Consequently, the measured results and analysis conducted in the proposed criti-
cal functional block assessment in this paper demonstrate the feasibility of a batteryless
BackCom node, as postulated in [32].

5. Conclusions

In this paper, we demonstrated the feature of the key functional blocks for a BackCom
node, enabling an integrated architecture for a totally batteryless BackCom node. In
particular, the coexistence of a highly efficient harvester configuration, a cold-FET-based
modulator, and an antenna designed to exhibit the optimum impedance for maximum
charging performances was fully demonstrated. The inclusion of such an antenna leads
to an improvement of 63% in the harvesting current, increasing the value from 145 pA
to 237 pA, with respect to the identical configuration involving a microstrip-matching
network coupled with a typical 50-(2 patch antenna. The conversion efficiency in operative
conditions demonstrates an improvement from 15% to 25.5%. Moreover, the effectiveness
of the ASK modulation was demonstrated. In summary, the performance comparison of
the system proposed in this paper, with respect to comparable technologies, shows that
this node system exhibits the best efficiency in operative conditions.
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Abstract: The intermittent nature of the solar resource together with the fluctuating energy demand
of the day-ahead electricity market requires the use of efficient long-term energy storage systems. The
pumped hydroelectric storage (PHS) power plant has demonstrated its technical and commercial
viability as a large-scale energy storage technology. The objective of this paper is to analyse the
parameters that influence the mode of operation in conjunction with a floating photovoltaic (FPV)
power plant under day-ahead electricity market conditions. This work proposes the analysis of
two parameters: the size of the FPV power plant and the total process efficiency of the PHS power
plant. Five FPV plant sizes are analysed: 50% (51), 100% (S2), 150% (S3), 350% (54) and 450%
(S5) of the PHS plant. The values of the total process efficiency parameter analysed are as follows:
0.77 for old PHS plants, and 0.85 for more modern plants. The number of daily operating hours
of the PHS plant is 4 h. These 4 h of operation correspond to the highest prices on the electricity
market. The framework of the study is the Iberian electricity market and the Alto Rabagdo dam
(Portugal). Different operating scenarios are considered to identify the optimal size of the FPV power
plant. Based on the measured data on climatic conditions, an algorithm is designed to estimate the
energy production for different sizes of FPV plants. If the total process efficiency is 0.85, the joint
operation of both plants with FPV plant sizes S2 and S3 yields a slightly higher economic benefit
than the independent mode of operation. If the total process efficiency is 0.77, there is always a
higher economic benefit in the independent operation mode, irrespective of the size of the FPV plant.
However, the uncertainty of the solar resource estimation can lead to a higher economic benefit in the
joint operation mode. Increasing the number of operating hours of the PHS plant above 4 h per day
decreases the economic benefit of the joint operation mode, regardless of the total process efficiency
parameter and the size of the FPV plant. As the number of operating hours increases, the economic
benefit decreases. The results obtained reveal that the coupling of floating photovoltaic systems with
pumped hydroelectric storage power plants is a cost-effective and reliable alternative to provide
sustainable energy supply security under electricity market conditions. In summary, the purpose
of this work is to facilitate decision making on the mode of operation of both power plants under
electricity market conditions. The case studies allow to find the optimal answer to the following
practical questions: What size does the FPV power plant have to be in order for both plants to be
better adapted to the electricity market? What is the appropriate mode of operation of both plants?
What is the economic benefit of changing the turbine pump of the PHS power plant? Finally, how
does the installation of the FPV power plant affect the water volume of the upper reservoir of the
PHS plant? Knowledge of these questions will facilitate the design of FPV power plants and the
joint operation of both plants.

Keywords: pumped hydroelectric storage power plant; floating photovoltaic power plant; day-ahead
market; economic benefits
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1. Introduction

Limiting global average temperature increases to 1.5 (°C) above pre-industrial levels
in accordance with the Paris Agreement [1] is a goal for most governments. To achieve
this, CO, emissions must be reduced to net zero by 2050 as far as possible [2]. In this
sense, the European Union (EU) has set decarbonisation strategies for 2030, which can
be summarised by means of the objectives set out in the Winter Package [3]: (i) a 40%
reduction in greenhouse gas emissions; (ii) 32% renewable energy in the final energy mix;
and (iii) 32.5% energy efficiency improvement. The transport, building and industry sectors
are currently the main sources of greenhouse gas emissions in the EU [4]. The development
of renewable energy technologies to replace fossil fuels in electricity generation has been
a focus of research for several decades now. Some of these studies analysed whether
renewable energies are ready to support the current and future energy demand.

Solar energy has the potential to play a key role in reducing greenhouse gas emissions
because it is abundant, safe, reliable and non-polluting. Solar technologies that can be
used to generate electricity include photovoltaic (PV) and concentrated solar power (CSP).
PV technology is a growing technology for electricity generation [5] and is the subject of
this study. PV power plants have a flexible architecture that allows them to be adapted to
different locations [5]. This technology is subject to intermittency and fluctuations in power
generation. The intermittent nature of the solar resource refers to the fact that the amount
of solar energy that can be captured and converted into electricity using PV systems varies
depending on the time of day, season, and weather conditions [6]. These fluctuations in the
availability of solar energy can make it challenging to integrate solar PV into the electricity
grid and ensure a stable and reliable supply of electricity. To address this issue, several
approaches have been developed, including energy storage systems, such as pumped
hydroelectric storage power plants. This feature puts PV technology at a disadvantage
compared to CSP technology, which allows energy storage. Therefore, overcoming the
possible fluctuating operation of a PV plant due to random weather would put this type
of technology in a privileged position. However, the joint operation of a PV power plant
with a pumped hydroelectric storage power plant can also achieve energy storage. In other
words, to achieve a reliable energy source, one can combine sources with strong temporal
complementarity, such as photovoltaics, and couple them with some kind of energy storage
device, such as a pumped hydroelectric storage power plant.

There are three main types of hydropower plants [7]: impoundment, diversion, and
pumped storage. However, it is important to note that impoundment and diversion
hydropower plants typically use dams to control the flow of water and create a head of
water to drive turbines. Pumped storage hydropower plants also require two reservoirs,
with one located at a higher elevation than the other, which can be created by building
dams. However, there are also run-of-river hydropower plants that do not require a dam
and instead use the natural flow of a river or stream to drive turbines. Tidal and wave
energy converters are also considered types of hydropower facilities that do not require
dams. In this study, we are interested in hydroelectric power plants with reservoirs, in
particular, pumped hydroelectric storage power plant.

A pumped hydroelectric storage (PHS) power plant consists of an upper and a lower
reservoir connected to a penstock, and a reversible pump turbine (See Figure 1). When
electricity is to be generated (generation mode), water flows through the penstock to drive
the hydro turbines. When the hydraulic machine operates as a pump (pumping mode), the
water changes direction and is pumped from the lower tank to the upper tank. In pumping
mode, energy from an external source (e.g., the grid or a PV plant) powers the pumps.
Energy from solar production can be stored under this operating mode.

Some of the operating characteristics of these plants can be summarised as follows:
(i) flexibility in start and stop operations, and (ii) a fast response speed so that it can adapt
to drastic load changes and, therefore, follow load changes. These operating characteristics
enable them to play a balancing role in electrical systems, providing reliability to the system.
This advantage is enhanced by the increasing share of intermittent energy sources in the
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electricity market, such as photovoltaic technologies. Therefore, the flexible characteristics
of this type of plant are expected to be used more extensively. In addition to the advantages
mentioned above, the integration of FPV and PHS systems has the following advantages
for the PHS system:

(i) Water savings. Water savings are due to the reduction in water evaporation due to
the partial coverage of the reservoirs in the PHS systems. This value is estimated to
depend on climate conditions and the percentage of area covered [8].

(i) Water quality. In terms of water quality, the lack of light produced by partial water
cover creates algae blooms [9].

Over the last three years, the analysis of floating photovoltaic (FPV) systems has been
an emerging topic in scientific literature [10]. 89% of the studies conducted on floating PV
systems focused on reservoirs for hydroelectric generation [10-13]. Therefore, the study
of the joint mode of operation of these power generation systems is an important line
of research. Floating PV plants have PV modules and solar inverters similar to ground-
mounted PV plants. However, the mounting system of the PV modules is very different.
The different components in this type of plant are [8] a main floating body, a connection
floating body, and a mooring system. The profits obtained by an FPV system due to its
integration in a PHS system are as follows:

(i) No land occupancy. The large land area occupied by ground-mounted PV plants com-
petes with agricultural or green zones [14]. With FPV plants, this disadvantage is resolved.

(i) Cooling of the PV modules. PV modules profit from the cooling provided by water.
This considerably increases the electrical efficiency of the PV modules, resulting in
2.33% [15] to 10% [16] more energy per year.

In the 1990s, the countries of the European Union liberalised their energy systems.
The evolution from heavily regulated to liberalised electricity markets was similar in the
different countries, as it took place within the framework of common European legislation.
The concept of exchange-based zonal markets is the spirit of electricity markets [17]. The
electricity supply structure, the price mechanism, the trading mechanism, and the market
agents are regulated by the electricity market. The electricity market is responsible for
maintaining the balance in the electricity system, as supply (generation) and demand (load)
must be continuously balanced in real time to maintain the reliability of the system.

Therefore, there are two systems—FPV and PHS—which have to be adapted to
the conditions of the electricity market. Several modes of operation are possible: (i) an
independent operation mode, (ii) a joint operation mode, and (iii) an energy storage
operation mode. With the first mode, the two plants operate independently by selling
electricity. With the second mode, the two plants operate jointly selling electricity, but the
energy generated by the FPV plant can be sold as it is generated or it can be used in the
pumping process of the PHS plant so that the PHS plant can then sell electricity at the
most appropriate times. Finally, with the third mode, the two plants operate jointly storing
energy. Choosing the right mode of operation according to electricity market conditions
poses a challenge for such systems. Figure 1 shows a diagram reflecting the interaction
between the three systems studied.
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Figure 1. Representation of the three systems under study [18].

The feasibility and cost effectiveness of integrating FPV systems in PHS power plants
have been extensively studied in the literature [19-22]. Although this type of configuration
was initially used in the electrification of remote areas without access to the public grid, it
has nowadays been extended to large PHS power plants.

Rauf et al. [23] evaluated the integration of a 200 (MWp) FPV power plant into an
existing conventional 1450 (MW) hydropower plant in Pakistan. The results showed
additional energy production of more than 3.5% when the conventional hydropower
plant was combined with an FPV system. Kocaman and Modi [24] investigated the cost
effectiveness of integrating FPV plants into PHS and conventional hydroelectric systems.
The results showed that PHS systems allow a higher solar energy capacity to be installed
in an affordable manner than conventional hydropower systems. Therefore, the integration
of FPV systems into PHS systems is more cost effective than conventional hydropower
systems. These two studies did not take into account electricity market conditions.

Glasnovic and Margeta [25] presented a hybrid system consisting of a PHS plant and
an FPV plant to provide a continuous power supply. The energy supplied by the FPV
power plant was used for the water pumping process of the PHS power plant. The energy
produced by the PHS plant was used to supply electricity to isolated consumers. This
paper only considered one of the possible modes of operation of the proposed system. In
addition, the electricity market conditions are not taken into account.

Due to climate change, decreasing rainfall causes water shortages in some hydroelec-
tric power plant reservoirs. As a result, some hydroelectric power plants remain out of
service for a few months of the year. Bhattacharjee and Nayak [26] analysed the impact
of an FPV power plant on restoring the constant annual output of a PHS power plant.
The results corroborate that this hybrid system is a viable option for restoring the constant
annual yield from a PHS power plant.

In addition to the references provided above, Jurasz et al. [19] presented a detailed
literature review on the joint operation of FPV and PHS systems. These authors stated
that there are a limited number of papers directly dedicated to the joint operation of an
FPV and a PHS plant operating in a day-ahead market. The following are some of the few
papers that address this issue. Jurasz et al. [19] presented an efficient trading strategy for
FPV and PHS systems operating in a day-ahead market. The presented model takes into
account several uncertainties, such as inflow and solar irradiance in a simplified approach.
Study [18] presented analyses of different scenarios of joint operation of FPV and PHS
plants as well as the optimal operating strategy for the day-ahead Iberian electricity market,
depending on the accuracy of the forecasts.

Considering that the inclusion of electricity market conditions has been barely dis-
cussed in the scientific literature, the main objective of this paper is to analyse how certain
parameters of the two electricity generation systems affect their mode of operation in
the Iberian electricity market. For this purpose, we analyse two parameters of a system
consisting of an existing PHS power plant and an FPV power plant to be integrated, taking
into account the conditions of the Iberian electricity market. These parameters are the size
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of the FPV power plant and the efficiency of the pumping process of the PHS power plant.
The indicators used to evaluate the study are the water volume gain and the economic
benefit. This study will be carried out at one of the hydroelectric reservoirs in Portugal, i.e.,
the Alto Rabagdo hydroelectric power plant, to assess the influence of the three parameters
on the feasibility of installing a large-scale PV system.

The main contributions of this work are as follows:

(i) Analysing the size of a floating PV power plant under Iberian electricity market con-
ditions. To do so, the available reservoir area, terrain elevations, and existing electrical
infrastructure at the pumped-storage hydroelectric power plant must be estimated.

(ii) Analysing how the efficiency of the pumping process of the hydroelectric power
plant affects the mode of operation of both plants under Iberian electricity market
conditions.

(iii) Analysing the energy storage possibilities of a floating PV power plant when both
plants are operated under Iberian electricity market conditions.

(iv) Analysing the optimal mode of operation of an integrated floating PV-hydroelectric
power plant in order to obtain the maximum economic benefit.

In summary, the purpose of this work is to facilitate decision making in the mode of
operation of both power plants under electricity market conditions. The case studies make
it possible to determinate the optimal answer to the following practical questions: What
size does the FPV power plant have to be in order for both plants to be better adapted to
the electricity market? What is the appropriate mode of operation of both plants? What is
the economic benefit from changing the turbine-pump of the PHS power plant? Finally,
how does the installation of an FPV power plant affect the water volume of the upper
reservoir of a PHS plant? Establishing the answers to these questions would facilitate the
design of FPV power plants and the joint operation of both plants.

This paper is structured as follows: Section 2 provides the context for the case study
location. Section 3 describes the methodological approach to the operation of a floating PV
power plant integrated with a pumped hydro power plant in the day-ahead market. The
results are presented in Section 4. Finally, Section 5 summarises the main contributions and
conclusions of the paper.

2. Context for the Case Study Location

The Iberian Peninsula, comprising Spain and Portugal, is a typical case of an area of
high solar potential and growing energy demand. Renewable energies have been widely
accepted by the population of the Iberian Peninsula; there were 15.4 (GWp) installed photo-
voltaic systems in operation at the end of 2021 [4]. The installed capacity of hydroelectric
power plants was around 23.5 (GW) at the end of 2021 [4].

Most electricity is sold in EU member states through day-ahead markets [27]. In these
markets, the hourly price of electricity depends on supply (amount and sources of energy
available) and demand.

Portugal and Spain operate the same electricity market (Iberian Electricity Market,
MIBEL by its acronym in Spanish). This market was created in 2004. MIBEL includes
two main markets, where most transactions are carried out: the day-ahead market and
the intra-day market. However, energy is mainly traded on the day-ahead market. In
addition, it has the technical restrictions market and the complementary services market,
where the number of transactions is lower. In this type of market, there are two main agents
called the market operator and the system operator. The market operator is the market
manager of the day-ahead and intra-day market. In MIBEL, it is called OMIE, for its
Spanish acronym. The system operator is the market manager of the technical restrictions
market and complementary services market. The system operator in Portugal is called
REN, and in Spain, it is called REE.

OMIE uses the marginalist model for its transactions. In this model, electricity pro-
ducers make their bids based on the marginal cost of production. This model includes
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all costs, such as the cost of emissions, the cost of fuel, the variable cost of operation and
maintenance. It also includes taxes.

2.1. Description of the Day-Ahead Market

The operating principle of the day-ahead market is that of an auction. As in any
auction, there are two types of agents: selling agents and buying agents. The generating
plants and energy importers are the selling agents. The traders who resell their energy on
the retail market or export it and the end consumers who use the wholesale market are the
buying agents.

The mechanism of operation of the day-ahead market is as follows: (i) On day D — 1,
at 12:00, selling agents submit the electricity bid for each hour of day D. (ii) Onday D — 1,
at 12:00, buying agents submit the purchase offer for each hour of day D. (iii) Onday D — 1,
OMIE builds the supply and demand curves according to the criteria shown in Figure 2.

The intersection of the supply and demand curves determines the market price for
each hour of day D. Therefore, all matched sell (buy) bids are charged (paid) at the same
price. Figure 2 shows an example of this procedure.

Demand curve 4 Demand curve Supply curve Supply curve
=
@ Buy offers by commercialisers % 4 Ngclear power plants
at the maximum price @ @ @ Wind power plants
g @ PV power plants
@ Buy offers from traders i @ Flowing hydraulic power plants
industrial consumers
@ Efficient thermal power plants

Efficient combined cycles

) Less efficient thermal power plants
@ @ @ Less efficient combined cycles
R Pumped hydroelectric power plant

N—
Energy (MWh) @ Obsolete power plants

Figure 2. Supply and demand curve.

The supply and/or demand for each hour of day D may vary, resulting in an imbalance.
Several reasons can cause such an imbalance: (i) generation failures, (ii) transmission
failures, and (iii) variations in expected weather conditions. An imbalance in the system is
called a deviation. Therefore, the deviation is the difference between the predicted power
and the actual power available. Deviations can be classified according to their direction:
upward deviation and downward deviations.

From a power plant perspective, there is an upward deviation when there is overpro-
duction and a downward deviation when there is underproduction. By contrast, on the
demand side, there is an upward deviation when there is a shortfall in consumption, and a
downward deviation when there is overconsumption. When a deviation occurs, a payment
obligation may occur, depending on the market’s needs.

Market needs in the Iberian Electricity System are determined by the concept known as
the net system balancing need (NNBS, by its acronym in Spanish). This indicator examines
whether the total production is higher or lower than the scheduled production. Therefore,
the NNBS determines whether the production deviation is favourable or detrimental to
the electricity system. Two situations can occur:

(i) If NNBS > 0, the net production of the electricity system is lower than scheduled in
the market and thus more energy is required.

(ii) If NNBS < 0, the net production of the electricity system is greater than scheduled in
the market and thus less energy is required.

According to the NNBS indicator, deviations can be classified according to whether
they are in favour or against the market:

(i) Deviation in favour. This is a deviation that occurs in the same direction as the market
need. For example, the power plant produces less energy than scheduled and the
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NNBS < 0, or when the power plant produces more energy than scheduled and the
NNBS > 0.

(i) Against deviation. This is a deviation that occurs in the opposite direction to the

market need. For example, the power plant produces less energy than scheduled and
the NNBS > 0, or when the power plant produces more energy than scheduled and
the NNBS < 0.
Deviations have an economic impact, which are either positive or negative. Therefore,
deviations in favour are associated with a price (PUD/PDD) and deviations against
are associated with a cost (CUD/CDD). OMIE sets the PUD and the PDD. The cost
of deviation CUD (CDD) is the difference between the absolute value of the marginal
market price and the PUD (PDD).

2.2. Case under Study

The Alto Rabagdo pumped hydroelectric storage power plant is located in the district
of Vila Real in Northern Portugal (latitude 41°44’16” N, longitude 7°51'14” W, and altitude
of 880 (m)) [28]. The project is led by the Portuguese energy company EDP. The upper
reservoir of the Alto Rabagao has already been built. The surface area is 2200 (ha), and it
has a volume of 569 (hm?®), and a maximum water level of 185 (m) [28]. The River Rabagao
feeds this reservoir. In order to guarantee the environmental flow of the lower part of the
river, the power plant always discharges a part of the flow without generating electricity.
In this case, the reserved volume is 11 (hm?). Figure 3 shows a Google Earth image of the
Alto Rabagdo pumped hydroelectric storage power plant.
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Figure 3. Google Earth map of the Alto Rabagao PHS power plant.

This hydroelectric power plant was commissioned with a total output of 67 (MW)
in the year 1964 [28]. This plant uses 2 binary groups (hydro turbine-pump) [28]. The
total power in pumping mode is 62 (MW) [28]. Obviously, the total maximum flow rate is
not the same in generation mode as in pumping mode. These values are 46.5 (m3/s) and
33 (m3/s), respectively [28].

3. Methodology

When the objective of the FPV-PHS system is to maximise economic benefits by
offering energy in the day-ahead market, the aim is to sell the available energy during
the times when market prices are the highest. Under these conditions, the uncertainty
provided by the FPV system is a major drawback. Therefore, analysing the size of the FPV
plant can help make the right decision.

In order to achieve the objectives sought with this study, the following methodology
is proposed:

(i) Deducing possible modes of operation.
(i) Parametric analysis.
(iii) Meteorological data selection.
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(iv) FPV power plant design.
(v) FPV power plant size

The first step is to define the possible modes of operation of both plants under the
Iberian electricity market conditions. In the second step, the parameters of the power
plants that make up the system will be identified and those that may influence the mode
of operation of both power plants under electricity market conditions will be analysed.
The third step is the selection of meteorological data. The step before calculating the
photovoltaic energy is to select the meteorological data from the location of the pumped-
storage hydroelectric power plant. Obtaining the energy generated by the floating PV plant
per square metre of PV field is the fourth step of this methodology. Finally, step 5 defines
the indicator used to evaluate the operating model for both plants.

3.1. Deducing Possible Modes of Operation

The size of a floating PV plant determines the mode of operation of both plants in
the electricity market. In addition, the efficiency of the pumping process is also a factor
conditioning the mode of operation of both power plants. Therefore, the possible modes of
operation of both plants under electricity market conditions must be determined.

The possible modes of operation, regardless of market conditions, are as follows:

(i) Continuous operation of the hydropower plant, i.e., 24 h a day, is a mode of oper-
ation that would deplete the available water in the upper reservoir, meaning there
would not be a sufficient annual flow to maintain the required average flow at full
power. Therefore, the mode of operation of a hydroelectric power plant is intermittent.
Forecasting the times with the highest energy prices determines the operating times
of the hydropower plants. The water stored in the upper reservoir is conserved for
use during the times that provide the greatest economic benefit. The rest of the time,
it can operate in pumping mode. Due to the mode of operation of these plants, the
transmission lines to the grid also operate intermittently. Therefore, they can be used
by a floating PV plant.

(if) Selling electricity as it is generated would be the operation mode of a floating PV
power plant without the possibility of storing energy (Mode A). If the floating PV
power plant has a storage system, as in this case, another mode of operation is to
store electricity, in the form of stored water, as it is generated (Mode B). To do this,
water would be pumped from the lower reservoir to the upper reservoir. In this way,
a greater economic benefit could be obtained by turbining this water at times of high
prices. Considering Modes A and B, it is also possible to sell and store electricity
simultaneously as it is generated (Mode C).

The decision to use one mode of operation or another is determined by the electricity
market conditions. Five cases are possible:

(i) Case 1: No deviation. This would be the ideal case (a highly unlikely situation). The
energy bid on day D — 1 coincides with the energy available on day D. This case is
characterised by the absence of a penalty, as there are no deviations. The marginal
market price would be the selling price. The floating PV plant operates in Mode A
(selling electricity as it is generated). The two power plants operate independently.

(ii) Case?2: Anupward deviation (energy bid on day D — 1is less than the energy available
on day D) and NNBS > 0. As the deviation is in favour of the system, there is no
penalty, and a collection right is generated. The marginal market price would be the
selling price. The floating PV plant operates in Mode A (selling electricity as it is
generated). The two plants operate independently of each other.

(iii) Case 3: An upward deviation (energy bid on day D — 1 is less than the energy available
on day D) and NNBS < 0. As the deviation goes against the system, the right to be
charged for the surplus energy will be lower than the marginal market price. Therefore,
the floating PV plant may store the surplus energy in order to sell it on another day
at the marginal market price. The floating PV plant operates in Mode C. The joint
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operation of the two plants may be the best option. In this case, the size of the floating
PV plant will be a determining factor in the choice of its mode of operation. The
efficiency of the pumping process also influences the choice.

(iv) Case 4: An downward deviation (the energy bid on day D — 1 is greater than the
energy available on day D) and NNBS > 0. As the deviation is against the system, a
payment obligation is generated. This price is higher than the market price. Therefore,
it is the worst situation for the floating PV plant as the plant loses money. The floating
PV plant operates in Mode A (selling electricity as it is generated). The mode of
operation will be joint, as the pumped hydroelectric power plant helps to cover the
energy imbalance of the floating PV power plant.

(v) Case 5: An downward deviation (the energy bid on day D — 1 is greater than the
energy available on day D) and NNBS < 0. As the deviation is in favour of the system,
there is no penalty. The marginal market price would be the selling price. The floating
PV plant operates in Mode A (selling electricity as it is generated). The two plants
operate independently of each other.

3.2. Parametric Analysis of a Pumped Hydroelectric Storage Power Plant

A pumped hydroelectric storage power plant has a configuration of two water reser-
voirs (upper and lower reservoirs) at different heights, connected by penstocks. In genera-
tion mode, power is generated as water flows down the penstock from one reservoir to the
other, passing through a turbine that is coupled to an electric generator. Once the water has
been turbined, it is stored in the lower reservoir. Therefore, this system acts similarly to a
battery, as it can store energy and release it when needed. In pumping mode, the system
absorbs electrical energy as it pumps water back to the upper reservoir. In this mode of
operation, the electric generator functions as a motor and the hydraulic turbine as a pump.
This system generally uses a single penstock, which is used in both modes of operation.

The power flow is bidirectional depending on the operation mode. Therefore, each
mode of operation, generation mode and pumping mode, will have certain parameters.

3.2.1. Generation Mode

The parameters involved in the generation mode are the available head (), the
turbined flow rate (g;), the density of water (p), the acceleration due to gravity (g), the
electric generator efficiency (17¢), and the hydro turbine efficiency (7;). Therefore, the
hydroelectric power can be calculated using Equation (1) [26]:

Po="P-ng=mnt-p-g ha-qe-1y 1)

As the hydroelectric power plant is built, the parameter /1, can be considered to remain
constant, as replacing the penstocks or modifying h, would not be a cost that can be
assumed. The replacement of the turbine and the electric generator, although costly, could
be feasible.

Another aspect to be taken into account is the variation of the water level in the upper
reservoir. When the upper reservoir has a large capacity, several studies have considered
this parameter to be constant over the operation interval [26,29].

3.2.2. Pumping Mode

The parameters involved in the pumping mode are the elevating head (4,.), the pumped
flow rate (q,), the density of water (p), the acceleration due to gravity (g), the electric motor
efficiency (17,,), and the pump efficiency (77,). Therefore, the electrical power absorbed in
the pumping process can be calculated using Equation (2) [26]:

:p.g.he.qp
Mm - Hp

P, ()
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Following the same reasoning as above, it can be considered that the parameter #,
remains constant, and that the substitution of the pump and the electric motor is admissible.
Next, the two modes of operation are related. For this purpose, the following parame-
ters are defined: the turbine generating coefficient (k;), the water pumping coefficient of the
pumping process (kp,), and the total process efficiency (y). The following are the equations:

ki=mng-1t-0-g ha 3)
kp:Lg'he 4
Mm - Mp
k
= =g T ®)
p

For water pumped and then used for generation, all efficiency factors are applied in
both pumping and production modes. The following is therefore fulfilled:

Pe =kt - gt (6)
k
Pa:kp"ip:i'% (7)

The typical u of this type of hydroelectric plant ranges from 65% to 80%, depending on
the technical characteristics of the equipment [30]. Obviously, the lower value corresponds
to older plants. Other studies estimate that a maximum of 70% to 85% of the electrical
energy absorbed from the grid can be recovered for the pumping process [29]. Technological
advances over the last 25 years have resulted in modern systems with u of up to 87% [21].

The Alto Rabagao pumped-storage hydropower plant has a turbine generation co-
efficient (k;) of 1.44086 (MWs/m?3), and the total efficiency of the pumping process (u) is
0.77 [28].

Taking into account the volume of water available, the Alto Rabagdo pumped-storage
hydroelectric power station operates at full power for 4 h a day [28]. Therefore, the energy
generated each day is 268 (MWh).

There are several parameters that can be used to evaluate and analyse PHS power
plants, such as (i) capacity, (ii) total process efficiency, (iii) energy yield, (iv) power output,
(v) cost, (vi) environmental impact, (vii) cycle time, (viii) maintenance requirements, and
(ix) lifetime. As the PHS plant is already built and the impact of the implementation of an
FPV plant in its upper reservoir is analysed, parameter (ii) is considered to be appropriate.
The influence of the parameter y on the joint operation of both plants is analysed in this
paper. The parameter y is 0.77 in old plants. In contrast, this parameter is usually 0.85 in
modern plants.

3.3. Parametric Analysis of a Floating PV Power Plant

The main component of a floating PV plant is the PV modules; therefore, the parame-
ters of this type of plant are related to this element. These parameters are the technology
used to manufacture of the PV module (solar transmittance of glazing (7), and solar absorp-
tance of PV layer («)), the number of PV modules (Npy), the module dimensions (module
width (Wpy), module length (Lpy) and module surface (Apy)), the efficiency electrical of
the PV module (7.), the available solar resource, the tilt angle of the PV module (8), and
the orientation of the PV module (y). The last three parameters are included in the incident
solar irradiance parameter (I;). Therefore, the power generated by a floating PV power
plant can be calculated using Equation (8) [31]:

Ppy = Npy - Apy - (T-a) - It - 1, 8)
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3.3.1. Technology Used to Manufacture of the PV Module

Currently, there are three PV module technologies: monocrystalline, polycrystalline
and thin film (CdTe). These three technologies have different electrical efficiencies. However,
in this section, we are interested in the transmittance-absorption product. The commonly
used value of the transmittance-absorption product (7 - «) is 0.9 [32,33].

3.3.2. Electrical Efficiency

Electrical efficiency is defined as the efficiency of the module to convert incident solar
irradiance into electrical energy. This efficiency depends on the type of manufacturing
technology used for the PV module. The manufacturer of the PV module provides the elec-
trical efficiency (17,5) at the reference temperature (T,.f) of 25 (°C) and a solar irradiance of
1000 (W /m?). To obtain the electrical efficiency (7,) under other conditions of temperature
(T¢) and solar irradiance (I;), the equation provided by Evans [34] is often used [35,36]. This
equation is as follows [34]:

e = Mref - [1 - ﬁref : (TC - Tref)} )

where B, is the temperature coefficient; (1/°C) is normally provided by the PV module
manufacturer.

According to the literature, if the operating temperature of the PV modules exceeds
25 (°C), the electrical efficiency decreases [36,37]. The effects of the ambient temperature,
the incident solar irradiance and the wind speed must be considered. The number of models
for predicting the operating temperature of a PV module is high [38]. Dutra et al. [37] show
20 models in their work. One such model is presented by Mattei et al. [39], which offers
satisfactory results. This model uses the normal operating cell temperature (NOCT). This
parameter is provided by the PV module manufacturer. This model uses the ambient
temperature (T}), the solar irradiance (I;) and the NOCT (determined under the following
conditions: 800 (W/m?) of solar irradiance, 20 (°C) of ambient temperature and 1 (m/s) of
wind speed at the height of the PV module). The proposed equation is as follows:

Te = Ta + (NOCT — 20) - SIﬁ (10)

The electrical efficiency of FPV plants is higher than that of ground-mounted PV
plants. This increase depends on the environmental conditions at the installation site:
(i) For Choi [40], efficiency increases up to 11%. (ii) For Liu et al. [16], the efficiency
increases up to 10%. (iii) For Oliveira-Pinto and Stokkermans [41], the efficiency ranges
from 0.31% to 2.59%. (iv) For El Hammoumi et al. [15], the efficiency increases up to 2.33%.

3.3.3. Incident Solar Irradiance

The equation proposed by Duffie and Beckman [42] is usually used to determine the
total solar irradiance I;(n, T, B) on tilted surfaces:

cos 0;
cos 0,

(1, T, B) = (1, T) - 1+5)+

+ Lan(n, T) - < 5
1 —cos

)+ I, T) - (F5F)

where I, is the beam irradiance on the horizontal plane, Iy, is the diffuse irradiance on

the horizontal plane, 6, is the zenith angle of the sun, 6; is the incident angle calculated

using the equation proposed by Duffie and Beckman [42], B is the tilt angle, and pq is the
ground reflectance.
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According to the above, the energy supply must be hourly. For this purpose, Equation (11)
is integrated from sunrise (Tg) to sunset (Ts) in one-hour intervals:

Ts(n)

Hi(n )= [ 1i(n, T, p)dT (12)

Tr(n)

where H; is the total solar irradiation, 7 is the day of the year, and T is the solar time.

3.3.4. Number and Dimensions of PV Modules

Once the location of the PHS power plant, the tilt angle, the orientation, the PV
module technology, and the model of the PV module used have been defined, the only
parameter that will influence the size of the floating PV power plant is Npy. This value is
determined in the section on the optimisation of the floating PV power plant.

There are several parameters that can be used to evaluate and analyse FPV power
plants: (i) capacity, (ii) efficiency, (iii) energy yield, (iv) cost, (v) environmental impact,
(vi) maintenance requirements, and (vii) durability. Although all parameters are important,
parameters (i), (i) and (iii) are adapted to the subject matter of this work, as the size of the
FPV power plant encompasses these parameters.

3.4. Meteorological Data Selection

The third step is the selection of meteorological data. The previous step in the calcula-
tion of the photovoltaic energy is to select the meteorological data from the location of the
PHS power plant.

Precise knowledge of the amount of incident solar irradiance on a horizontal surface
is essential to optimising the FPV plant. However, it is unlikely that a weather station
is available at the dam to record global and diffuse solar irradiance over the horizontal
surface. For this reason, using a proven solar model, such as the one proposed in [43],
is necessary. This model has been validated with real data from weather stations [44],
and has been used in similar studies, as it more accurately predicts solar irradiance under
different climate conditions [18,45,46]. In addition, meteorological data must be expressed
in hours, as this is the time interval used in the Iberian electricity market. The method
presented by [43] meets these specifications, as it determines the hourly beam and diffuse
solar irradiance on a horizontal surface under the meteorological conditions of a specific
location and for each day of the year. This method follows three steps: (i) Hottel’s clear-day
model [47] to estimate the solar irradiance transmitted through a clear atmosphere; (ii) Liu
and Jordan’s clear-day model [48] to determine the diffuse solar irradiance for clear skies;
and (iii) Fourier series approximation to adapt the clear-sky models to the meteorological
conditions of the reservoir. Therefore, the I, and I, values of Equation (11) are determined
by the method proposed in [43].

Monthly beam and diffuse solar irradiation on horizontal surfaces are necessary
to apply the method [43]. The data should cover at least 10 years of meteorological
measurements to build a good picture of the local climate, thus reducing the uncertainty
that could be caused by using meteorological data from a specific year. Although there
are several sources of meteorological data available, this method uses the PVGIS tool [49],
an EU project which provides freely accessible solar radiation databases. Specifically, the
PVGIS-SARAH? database, with data which are satellite based and a time period from
2011 to 2020, was used.

Figure 4 shows the monthly beam and diffuse solar irradiation on horizontal surfaces
at the Alto Rabagdo dam obtained using the PV GIS tool [49]. Figure 5 shows the results
obtained using the method proposed in [43] for beam and diffuse solar irradiation on a
horizontal surface under the meteorological conditions at the Alto Rabagdo dam.

The monthly mean daytime and nighttime temperatures are presented in Figure 4.
The average monthly maximum daytime temperature is 27.7 (°C), and the average monthly
maximum night-time temperature is 14.9 (°C).
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Figure 5. Beam and diffuse solar irradiation on a horizontal surface.

3.5. The FPV Power Plant Design

The design of a ground-mounted photovoltaic plant has been studied by several

authors [31,46]. In contrast, there are few studies on FPV power plants from this point of
view [50].

)

(i)

The following considerations have been taken into account in this study:

The shape of the available area. In ground-mounted PV power plants, the irregular
shape of the ground greatly influences the design [46]. In the case of FPV power
plants, complex irregular shapes are not possible due to the nature of the floating
platform. Therefore, the design of FPV power plants is more similar to designs with
regular shapes [51]. The dimensions of the main floating body component chosen
defines the shape of the FPV power plant. The system chosen for mounting the PV
modules uses two main floating bodies. Each of them has the following dimensions:
1160 x 935 x 370 (mm) [52]. The usual shape of FPV power plants is rectangular, or
they can be decomposed into this type of shape [53,54].

The tilt angle. Another aspect is the tilt angle of the PV modules. In ground-mounted
photovoltaic plants, the tilt angle is chosen to maximise the incident solar irradiance
on the PV modules. This tilt angle is related to the latitude at the site. In FPV power
plants, on the other hand, the tilt angle is chosen to ensure the stability of the PV
modules. Therefore, tilt angles are chosen that are not related to the latitude at the
site. With FPV systems, the tilt angle is chosen in accordance with the stability of the
floating platform. The tilt angle of a PV module must avoid the detrimental effects
of wind loads, waves and water currents. Therefore, floating platforms limit the tilt
angle of PV modules. Specifically, there are three standard values for tilt angles:
5 (°) [52,55], 12 (°) [56]. In [18], the FPV power plants using each of these tilt angles
are summarised.

Floating platforms with a tilt angle of 5 (°) [52,55] are chosen. They can withstand

wind loads of 180 (km/h).

(iii) The orientation. As is the case with ground-mounted photovoltaic plants, the use of

an optimal orientation is not a problem. Therefore, the optimum orientation is 0 (°) in
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(iv)

\

(vi)

(vii)

the northern hemisphere and 180 (°) in the southern hemisphere [42]. As the chosen
PHS power plant is in the northern hemisphere, an orientation of 0 (°) will be used.
The shading effect between modules. Due to the connecting floating body component,
which connects the main floating bodies to each other, and the low tilt angle of the
modules, the shading between PV modules will be quite low. However, the algorithm
will take this into account.

The albedo. Typical albedo values for different ground surfaces were calculated by [57-59].
Where no information is available, a value of 0.2 is often used [60]. In contrast, the
albedo of water bodies ranges between 0.05 [16,41,50] and 0.07 [16]. Therefore, an
albedo of 0.05 was used.

Only one commercial PV module model will be used. The model chosen is the
JAM72530 525-550/MR, which is manufactured by JASolar. The characteristics of the
module are as follows: power, 550 (Wp); dimensions, 2279 x 1134 (mm); and surface
area, 2.58 (m?). The algorithm works for any PV module.

FPV power plant configuration. In ground-mounted photovoltaic plants, several
rack configurations can be used [46]: 1V X Npy, 2V x Npy, 3V x Npy, 2H X Npy,
3H x Npy, etc. In FPV systems, by contrast, the 1H x Npy configuration is typically
used to minimise wind loads on the PV modules.

(viii) The transversal and longitudinal installation distance. The system chosen for mount-

(ix)

ing the PV modules uses two main floating bodies [52]. Each of them has the following
dimensions: 1160 x 935 x 370 (mm) [52]. The transverse maintenance distance is
ey = 25 (mm), and the longitudinal maintenance distance is ¢; = 378 (mm) [52].

The number of PV modules. According to the dimensions of the PV modules and
the main floating bodies, the basic configuration will be 10 x 20 PV modules. An
almost square shape measuring 23.62 x 31.09 (m) (A1 = 734.19 (m?)), and a power of
0.11 (MWp) is obtained with these configurations. This basic unit is surrounded by
floating connecting bodies. The connection floating body acts as a foothold during the
construction and maintenance of the FPV system. The dimensions of the connection
floating bodies vary depending on the manufacturer. In this study, they have the
following dimensions: 1097 x 575 x 240 (mm) [52].

The algorithm used to determine the total energy is based on 3 steps: (i) the determi-

nation of total solar irradiance; (ii) the determination of the total surface area of the PV
modules; and (iii) the determination of the total energy. These steps are explained in more
detail below:

(i)
(i)

(iif)

The determination of total solar irradiance (H;). This can be calculated using Equa-
tion (12) and the restrictions indicated above.

The determination of the total surface area of the PV modules (At). The total surface
area of the PV modules (At) can be found with

N
Ar =Y . Wpy - Lpy (13)

where Npy is the number of PV modules, Wpy is the module width, and Lpy is
the module length. The shadows that each row casts on the adjacent row in the
longitudinal direction is an aspect taken into account by the algorithm designed.
The determination of the total energy. The total energy can be determined by the
following equation:

Epy = H; - At (14)

3.6. The FPV Power Plant Size

(i)
(ii)

The size of the FPV power plant can be chosen according to several criteria:

The power of the PHS power plant. The power of the PHS power plant is 67 (MW)
and its capacity is 973 (GWh).
The area available for deployment of FPV plant. The available area is 2200 (ha).
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(iii) The volume of water in the upper reservoir. The size of the FPV power plant to supply
the electrical energy required to raise the water level of the upper reservoir by a certain
level by means of the pumping mode of operation of the PHS plant.

(iv) The pumping mode. The size of the FPV plant to supply the electrical energy required
for the pumping mode of operation of the PHS plant.

(v) The number of operating hours of the PHS plant. The size of the FPV power plant to
supply the electrical energy necessary to increase the number of operating hours of
the PHS plant.

Each of these criteria is discussed in the Results section.

4. Results and Discussion

In this paper, the year 2022 was selected to frame the study presented. The daily
hourly marginal market price (M MP), the price of upward deviations (PUD) and the price
of downward deviations (PDD) can be found in [61]. Figure 6 shows the daily hourly
marginal Iberian market price for the year 2022.

Hourly market price (€/MWh)

Figure 6. Daily hourly marginal Iberian market price for the year 2022.

Figure 7 shows the annual average hourly marginal Iberian market price for the year
2022. As can be seen in Figures 6 and 7, the four hours with the highest prices are 19:00,
20:00, 21:00 and 22:00. Therefore, these will be the hours of the PHS plant operation. The
FPV plant will obviously not generate power during these hours.

Year 2022
gzm —
= 200
=
¥ 190
8., L \
S
@ 170
X /
@
£ 160
~
%‘150 —
[5)
T 140 [~
0 1 2 3 4 5 6 T & 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Time (hour)

Figure 7. Annual average hourly marginal Iberian market price for the year 2022.

As the power of the PHS power plant is 67 (MW), the following power ratings for the
FPV power plant are chosen as a starting point for the study: 33.55 (MWp) (50% PHS), 67.1
(MWp) (100% PHS), 100.65 (MWp) (150% PHS), 201.30 (MWp) (300% PHS), and 301.95
(MWp) (450% PHS).

Table 1 summarises the parameters of the FPV plant sizes studied based on the
proposed methodology.
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Table 1. Parameters of the FPV plant sizes studied.

Parameter Size
Designation S1 S2 S3 S4 S5
Power (MWp) 33.50 67.10 100.65 201.30 301.95
Occupied area (hm?) 22.39 44.78 67.18 134.35 201.53
Occupied area (%) 1.018 2.04 3.05 6.12 9.16
Number of total PV modules 61,000 122,000 183,000 366,000 549,000
Annual energy (GWh) 49.82 99.65 149.47 298.94 448.41

The capacity of all the plant sizes studied does not exceed the plant capacity of
973 (GWh).

Two values for the parameter u are analysed in this paper. They are 0.77 for old PHS
plants and 0.85 for modern PHS plants.

4.1. The Area Available for Deployment of an FPV Plant

In this case, an area of 2200 (ha) is available. According to Table 1, the surface area is
not a limiting factor. The size of the plant could be further increased in accordance with the
available area, but other aspects limiting the size of the FPV plant have to be analysed.

4.2. The Volume of Water in the Upper Reservoir

Water scarcity has become a topical issue. Water resources are necessary for human
consumption and agriculture. The shortage of rainfall means that the upper reservoirs of
the PHS power plants are not at their maximum capacity. For example, Figure 8 shows the
water volume of the upper reservoir of the Alto Rabagédo during the year 2022 [62]. The
year 2022 was particularly dry. As a result, the upper reservoir level was approximately
20% for almost all the months of the year. The increase in volume in the last few months

of the year is due to the PHS power plant operating in pumping mode, with the resulting
loss in economic benefit.

Actual PHS data for the year 2022
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Figure 8. Volume of water in the upper reservoir in 2022.

Figure 9 shows the estimated water volume of the upper reservoir of the Alto Rabagao
for different sizes of FPV plants if all the energy generated were to be used to pump water.
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Figure 9. Volume of water in the upper reservoir.
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The sizes of the analysed FPV plants occupy a very small water body compared to
the total surface of the upper reservoir and reach remarkable upper reservoir levels. For
example, size S1 occupies 1.018% of the upper reservoir and manages to pump a volume of
water representing 16.85% of the upper reservoir. For size S2, these values would be 2.04%
and 33.71%, respectively. For size S3, these values would be 3.05% and 50.56%, respectively.
For size 5S4, these values would be 6.12% and 101.13%, respectively. For size S5, these
values would be 9.16% and 151.69%, respectively.

As can be seen in Figure 9, the S5 size of the FPV plant obtains a water volume of
more than 100%, so this power is not suitable. Similarly, larger sized FPV plants are not
suitable.

The 54 sized FPV plant achieves 100% of the capacity of the upper reservoir. This is
the limiting size for an FPV plant. All other sizes of FPV plants studied are suitable.

Therefore, sufficient energy can be stored for load management in the electricity grid
with the FPV plant sizes studied (S1, S2, S3 and 54).

4.3. Usual Operation of the PHS Plant

The number of daily PHS plant operating hours is four. These four hours of operation
correspond to the highest prices on the electricity market. In addition, the PHS plant
operates under the conditions of Case 1: No deviation.

Figure 10 shows the daily energy generated with 4 daily hours of PHS plant operation
during the year 2022. According to Figure 10, the number of PHS plant operating days is
71 days (20% of the days). The purpose of installing an FPV plant in the upper reservoir is
for the PHS plant to operate 365 days a year.

The annual energy generated was 18.60 (GWh). This falls far short of its capacity,
which is 973 (GWh). From an economic point of view, this earned EUR 4956259.88 from the
sale of the energy generated.
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Figure 10. Daily energy generated by the PHS plant during the year 2022.

Figure 11 shows the daily energy absorbed during the pumping mode of the PHS
plant in the year 2022. The correspondence between these two figures can be seen when
comparing Figures 8 and 11.
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Figure 11. Daily energy absorbed by the PHS plant during the year 2022.
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The annual energy absorbed in pumping mode was 47.09 (GWh). Therefore, in 2022,
this plant absorbed more energy than it generated: specifically, 28.49 (GWh).

From an economic point of view, the cost of this absorbed energy was EUR 5,047,474.74.
It can be concluded that this PHS plant operated under economic losses during the
year 2022.

4.4. Operation of the PHS Plant Together with the FPV Plant

Figure 12 shows the energy generated by the analysed FPV plants. Figure 12a shows
the hourly distribution of the energy generated by the FPV plant size 52 on 21 June
(Summer Solstice). Figure 12b shows the daily distribution of the energy generated by each
FPV plant size.
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Figure 12. Energy generated by the sizes of FPV plants analysed.

4.4.1. 4 h of Daily PHS Plant Operation

Figure 13 shows the daily energy generated with 4 h daily PHS plant operation during
the year 2022, using the water pumped with the energy generated by each size of the FPV
plant, i.e., joint operation mode of both plants. With the FPV plant size S1, the PHS plant
is not operational every day of the year. In contrast, the PHS plant is operational every
day of the year with the other sizes. In addition, water storage is achieved in the upper
reservoir, namely 12.28% and 51.21%, respectively, with the FPV plant sizes 53 and S4. The
PHS plant operates under Case 1 conditions: No deviation. In addition, it operates during
the 4 h of highest electricity market prices.

Figure 14 shows the economic benefit from the independent and joint operation modes
of both plants, for the sizes S1 and S2 and pumping process efficiency of 0.77 and 0.85.

The joint operation mode is characterised by 4 h of PHS plant operation per day
during the year 2022, using the water pumped with the energy generated by the FPV plant
sizes S1 and S2.

The independent operation mode is characterised by 4 h of daily PHS plant operation
during the year 2022 depending on the available water and FPV plant sizes selling the
energy as it is generated. The FPV plant operates under Case 1 conditions: No deviation.

For u = 0.77, the economic benefit is always higher in the independent mode of
operation. This is true even if there are deviations of 10%, in Cases 3 and 4.
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Figure 13. Daily energy generated by the PHS plant during the year 2022.
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Figure 14. Economic benefit from the independent and joint operation modes with S1 and S2.
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For p = 0.85, the economic benefit is slightly higher in the joint operation mode of
FPV plant size S2. If the FPV plant size is 51, the economic benefit is slightly higher in the
independent operation mode. However, if deviations of 10% occur in Cases 3 and 4, the
economic benefit is slightly higher in the joint operation mode.

Figure 15 shows the economic benefit from the independent and joint operation modes
of both plants, for the sizes 53 and 54 and the pumping process efficiency of 0.77 and 0.85.
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Figure 15. Economic benefit of the independent and joint operation modes with S3 y S4.

The joint operation mode is characterised by 4 h of daily PHS plant operation during
the year 2022, using the water pumped with the energy generated by the FPV plant sizes
53 and S4. The surplus energy from the FPV plant is sold as it is generated. The FPV plant
operates under Case 1 conditions: No deviation.

The independent operation mode is characterised by 4 h daily PHS plant operation
during the year 2022 depending on the available water and FPV plant sizes selling the
energy as it is generated. The FPV plant operates under Case 1 conditions: No deviation.

For u = 0.77, the economic benefit is always higher in the independent mode of
operation. This is true even if there are deviations of 10%, in Cases 3 and 4.

For u = 0.85, the economic benefit is slightly higher in the joint operation mode of
the FPV plant size S3. If the FPV plant size is 54, the economic benefit is slightly higher
in the independent operation mode. This is true even if there are deviations of 10%, in
Cases 3 and 4.

The more important renewable energies become in the electricity market, the greater
the need for an energy storage system. Therefore, as the results obtained here are very
similar in the joint and independent operation mode of both plants, it can be assumed that
the economic benefit from the joint operation mode of both plants will increase as the need
for energy storage increases. Several studies confirm that the joint operation mode of both
plants can play an important role in balancing systems with a high penetration of variable
renewables [26].

4.4.2. 5 or More Daily Hours of PHS Plant Operation

Figure 16 shows the economic benefit from the independent and joint operation modes
of both plants for the size S4 with the pumping process efficiencies of 0.77 and 0.85, and
5 daily hours of PHS plant operation.

The joint operation mode is characterised by 5 h per day of PHS plant operation
during the year 2022, using the water pumped with the energy generated by the FPV plant
size 54 and when the surplus energy from the FPV plant is sold as it is generated. The
FPV plant operates under Case 1 conditions: No deviation.

The independent operation mode is characterised by 4 h of daily PHS plant operation
during the year 2022 depending on the available water and FPV plant selling the energy as
it is generated. The FPV plant operates under Case 1 conditions: No deviation.

For y = 0.77 and p = 0.85, the economic benefit is always higher in the independent
mode of operation. This is true even if there are deviations of 10% in Cases 3 and 4.

For all other plant sizes, the economic benefit is always higher in the independent
mode of operation. This profit increases as the power of the FPV plant decreases.

82



Electronics 2023, 12, 2250

—— PHS and FPV independent mode —— PHS and FPV joint mode

Economic benefit (million €)

S84/ P=077 S4 / 4=085
FPV power plant / efficiency of the pumping process

Figure 16. Economic benefit from the independent and joint operation modes with S4.

5. Conclusions

This paper examines the sizing of a floating photovoltaic (FPV) power plant for in-
tegration into an existing pumped hydroelectric storage (PHS) power plant in order to
improve the performance thereof. In addition, the parameter known PHS plant total pro-
cess efficiency is also used to evaluate the plant. The Alto Rabagdo pumped hydroelectric
storage power plant in Northern Portugal was the subject of the study. The following power
outputs were analysed for the FPV plant: 33.55 (MWp) (50% PHS), 67.1 (MWp) (100%
PHS), 100.65 (MWp) (150% PHS), 201.30 (MWp) (300% PHS), and 301.95 (MWp) (450%
PHS). These FPV plant sizes are referred to as S1, 52, S3, 54 and S5, respectively. The
values of the total process efficiency parameter analysed are 0.77 for old PHS plants, and
0.85 for more modern plants. The results obtained confirm which scenarios earn economic
benefits from a PHS plant and an FPV plant operating together or independently.

The study shows the following conclusions regarding the volume of water in the
upper reservoir:

(i) The actual data showed that the volume of water available in the upper reservoir is a
critical parameter that determines the PHS plant operating days. The PHS plant only
operated 20% of the days in 2022. In addition, more energy is absorbed in the pumping
process than the energy generated by the PHS plant. Therefore, the economic benefit
was negative.

(ii) The sizes of the FPV plants analysed occupy a very small body of water compared to
the total surface area of the upper reservoir, specifically, 1.018% for S1, 2.04% for S2,
3.05% for S3, 6.12% for S4, and 9.16% for S5.

(iii) The FPV plant sizes analysed have the capacity to reach significant higher reservoir
levels (if all the energy generated by the FPV plant sizes was used to pump water),
specifically, 16.85% for 51, 33.71% for 52, 50.56% for 53, 101.13% for 54 and 151.69%
for S5.

(iv) Intotal, 100% of the water volume of the upper reservoir is obtained with an occupied
water body surface of 6.12%.

From an economic benefit point of view and taking into account 4 h of PHS plant
operation per day during the year 2022 (the 4 h of highest electricity market prices and
the PHS plant always operating under the conditions of Case 1: No deviation), the study
shows the following conclusions:

(i) During joint operation of both plants, the S1 size FPV plant is not able to operate the
PHS plant every day of the year. In addition, the economic benefit is slightly higher
with the independent operation mode (Case 1: No deviations), regardless of the value
of the total process efficiency parameter analysed. However, if deviations of 10% occur
in Cases 3 and 4, the economic benefit is slightly higher in the joint operation mode.

(ii) During the joint operation of both plants, the S2 size of the FPV plant is able to operate
the PHS plant every day of the year. If the total process efficiency is 0.85, this mode of
operation earns a slightly higher economic benefit than the independent operation of
both plants (Case 1: No deviations).
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(iii) During joint operation of both plants, the FPV plant sizes S3 and 54 are able to operate
the PHS plant every day of the year and, in addition, obtain a surplus water volume
of 12.28% and 51.21%, respectively, of the capacity of the upper reservoir.

(iv) During joint operation of both plants, the S3 size of FPV plant is able to operate the
PHS plant every day of the year and sell the surplus energy directly as it is generated
(in this case, no water is stored). If the total process efficiency is 0.85, this mode of
operation earns a slightly higher economic benefit than the independent operation
mode of both plants (Case 1: No deviations).

(v) In the joint operation of both plants, the FPV plant size 54 is able to operate the PHS
plant every day of the year and sell the surplus energy directly as it is generated
(in this case, no water is stored). The economic benefit is slightly higher with the
independent operation mode (Case 1: No deviations), regardless of the value of the
total process efficiency parameter analysed.

In summary, if the total process efficiency is 0.85, the joint operation of both plants with
FPV plant sizes S2 and S3 yields a slightly higher economic benefit than the independent
mode of operation. If the total process efficiency is 0.77, there is always a higher economic
benefit in the independent operation mode, irrespective of the size of the FPV plant.
However, the uncertainty of the solar resource estimation can lead to a higher economic
benefit in the joint operation mode.

Increasing the number of PHS plant operating hours above 4 h per day decreases the
economic benefit from the joint operation mode, regardless of the total process efficiency
parameter and the size of the FPV plant. The economic benefit decreases as the number of
operating hours increases.
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Nomenclature

AT Total surface area of the PV modules (m?)

Epy Total energy (Wh)

g Acceleration due to gravity (m/s?)

H; Total irradiation on a tilted surface (Wh/m?)

hy Available head (m)

he Elevating head (m)

Ipn Beam irradiance on a horizontal surface (W/m?)
Lin Diffuse irradiance on a horizontal surface (W/m?)
I Total irradiance on a tilted surface (W/m?)

kp Water pumping coefficient (W- s/m?)

k¢ Turbine generating coefficient (W- s/ m?)

Lpy Module PV length (m)
NOCT Normal operating cell temperature (°)

n Ordinal of the day (day)

P, Power input of the electric motor (W)

P Power output of the electric generator (W)
Ppy Power output of the PV module (W/ m?)
By Power output of the hydro turbine (W)

q¢ Turbined flow rate (m3/s)

dp Pumped flow rate (m3/s)
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T Solar time (h)

T, Ambient temperature (°)

T, PV cell temperature (°C)

Tref Reference temperature (°C)

TR Sunrise solar time (h)

Ts Sunset solar time (h)

Wpy Module PV width (m)

« Solar absorptance of PV layer (dimensionless)
B Tilt angle of photovoltaic module (°)

Bref Temperature coefficient (1/°C)

v Azimuth angle of photovoltaic module (°)

6 Solar declination (°)

e PV module efficiency (%)

g Electric generator efficiency (%)

Nm Motor generator efficiency (%)

Mp Pump efficiency (%)

Mref PV module efficiency at the reference temperature (%)
Nt Hydro turbine efficiency (%)

0; Incidence angle (°)

0 Zenith angle of the Sun (°)

A Latitude angle (°)

i Total pumping process efficiency (%)

0 Density of water (kg/m?)

[ Ground reflectance (dimensionless)

T Solar transmittance of glazing (dimensionless)
w Hour angle (°)
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