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Preface

Systems for sustainable development are built on three pillars: economic development,

environmental stewardship, and social value. One of the core principles of finding harmony between

these support points is to restrict the utilization of non-environmentally friendly power sources.

The process of extracting energy from the surrounding environment and converting it into electrical

power looks like a promising solution to this problem. To make it easier to switch from fossil-fuel

energy sources to cleaner, renewable ones, new energy generation technologies like solar, wind,

and thermal energy are rapidly being developed. Energy-harvesting systems have emerged as a

significant area of research and continue to advance.

Despite the fact that the world has seen critical development in the creation of power from

sustainable sources, these sources do not yield a standard stock that is sufficiently versatile for

different prerequisites of utilization, so they cannot answer various demands. Thus, the development

of this decentralized creation requires a large energy capacity, which is normally made of lead

batteries; this is the expected answer to the issue of organizations’ load strength. That said, lead

batteries cannot store a lot of energy in a small volume or endure high cycling rates. New capacity

innovations are therefore being created and trialed. Along these lines, load limits have emerged as

an undeniably significant aspect of developing environmentally friendly power; higher limits allow

energy to be conveyed to organizations during the busy times at which it is generally required.

This Special Issue reprint consists of sixteen chapters (published papers), covering various

aspects of optimization algorithms, evaluations of wind energy turbines, electrostatic vibration

energy transducers, battery management systems, thermoelectric generators, distribution networks,

issues of renewable energy micro-grid interfacing, fuzzy-logic controller-based direct power controls,

parameter estimations of fuel cells, and ultra-low-power supercapacitors.

This reprint is useful for masters and Ph.D. students that pursue studies in engineering sciences.

Additionally, this reprint is also very informative for bachelor students who are looking to explore

research on energy harvesting and energy storage systems.

We would like to take this opportunity to thank all authors for their outstanding contributions

and the reviewers for their fruitful comments and feedback.

Shailendra Rajput, Moshe Averbukh, and Noel Rodriguez

Editors
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A Bicycle-Embedded Electromagnetic Harvester for Providing
Energy to Low-Power Electronic Devices
Robert Urbina, Luis Baron, Juan-Pablo Carvajal, Manuel Pérez, Carlos-Ivan Paez-Rueda, Arturo Fajardo*,
Germán Yamhure and Gabriel Perilla

Department of Electronic Engineering, Pontificia Universidad Javeriana , Bogota 110311, Colombia;
gabriel.perilla@javeriana.edu.co (G.P.)
* Correspondence: fajardoa@javeriana.edu.co

Abstract: Bicycles are rapidly gaining popularity as a sustainable mode of transportation around
the world. Furthermore, the smart bicycle paradigm enables increased use through the Internet of
Things applications (e.g., GPS tracking systems). This new paradigm introduces energy autonomy as
a new challenge. The energy harvesting technology can capture the energy present in the cycling
environment (e.g., kinetic or solar) to give this autonomy. The kinetic energy source is more stable
and dense in this environment. There are several wheel kinetic harvesters on the market, ranging
from low-complexity dynamos used to power bicycle lights to smart harvester systems that harvest
kinetic energy while braking and cycling and store it for when it is needed to power sensors and other
electronics loads. Perhaps the hub and the “bottle” dynamos are the most commercially successful
systems because of their cost-effective design. Furthermore, the bottle generator is very inexpensive,
yet it suffers from significant energy losses and is unreliable in wet weather due to mechanical friction
and wheel slippage in the wheel/generator contact. This paper proposes a cost-effective bicycle
harvester based on a novel kinetic-electromagnetic transducer. The proposed harvester allows for
the generation and storage of harnessed kinetic energy to power low-power electronics loads when
the user requires it (e.g., cell phone charging, lighting). The proposed harvester is made up of a
power processing unit, a battery, and an optimized transducer based on a Halbach magnet array. An
extensive full-wave electromagnetic simulation was used to evaluate the proposed transducer. Circuit
simulation was also used to validate the proposed power unit. The proposed harvester generates a
simulated output power of 1.17 W with a power processing unit efficiency of 45.6% under a constant
bicycle velocity of 30 km/h.

Keywords: electromagnetics; transducers; power conversion; circuit simulation; magnetic circuits;
energy harvester

1. Introduction

Megacities around the world are currently grappling with complex issues such as
mobility, pollution, and resource sustainability [1]. Urban mobility, in particular, is a major
issue that affects almost all of the major cities [2]. Other undesirable effects of inefficient
mobility in large cities are related to public health concerns [3]. One of the most promising
trends in addressing this issue is the use of alternative transportation methods rather than
traditional vehicles, which allows for lower pollution and better air quality in cities [1].
Recently, the use of bikes for short-distance routes has been boosted by city governments
building bike paths, lowering taxes, and so on [4]. Despite the availability of appropriate
infrastructure, many citizens do not use bicycles as a mode of transportation. In this
scenario, the concept of “smart cycling” enables a shift in the perception of bicycles as an
important part of the urban technological ecosystem by improving cyclists’ experience
and safety [5,6]. This paradigm is going to encounter numerous political, economic, and
technological challenges. In [1], the authors identify three major research technological

Electronics 2023, 12, 2787. https://doi.org/10.3390/electronics12132787 https://www.mdpi.com/journal/electronics1
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trends: smartphone-based cycling (i.e., route planning, delivery services, bike sharing),
IoT-bikes (i.e., sustainability and environmental monitoring, promoting health through
connected bikes, the Internet of Bikes), and connected e-bikes (i.e., the e-bike market).
These applications are supported in a variety of electronic devices (i.e., cell phones, sensors,
and lights) that use batteries as an energy source. The widespread use of batteries may
harm the environment [7]. The key technology to provide green energy to the low-power
electrical components embedded in public transportation is the energy harvesting (EH)
technique [8], which can power electrical loads using the energy sources present in the
operating environment [9–11]. A generic EH harvester is composed of an environmental
energy source, a transducer, and an electrical power processing unit (PPU), as illustrated in
Figure 1.

Figure 1. Diagram of an electromagnetic harvester.

The transducer converts environmental energy into electrical energy, which the PPU
then conditions and manages for the load. In general, EH systems can be divided into
two architectures: those without storage capacity and those with storage capacity [12,13].
In the first approach, the energy is collected by the harvester and immediately supplied
to the electric load (e.g., bottle dynamo). In the second, the PPU stores (all or a portion
of) the collected energy in order to provide uninterrupted power to its electric load in the
future. As a result, under energy neutral operation, the harvester with storage capacity can
continuously power the electric device using the environmental energy source. The design
goals for achieving this energy autonomy are as follows [9,12,14]: (1) The transducer’s
energy conversion efficiency must be maximized. (2) The PPU must be able to extract
the maximum amount of energy from the harvester. (3) The PPU stores, processes, and
delivers electricity to the load without loss. The PPU ensures energy neutral operation,
which means that the energy consumed by the payload must always be less than or equal
to the ambient energy converted into electrical energy by the harvester.

Mechanical, wind, wave, geothermal, and solar energies are all present in some envi-
ronments and can be used to generate clean electric energy sources using EH [14]. In the
bicycle environment, however, mechanical energy is the source with the highest energy
density. The mechanical EH can be separated into three categories: electromagnetic EH,
piezoelectric EH, and friction EH [10]. In the piezoelectric EH, the harvester generates elec-
tric power from kinetic energy in the environment (e.g., the weaving movement in bicycle
riding) using piezoelectric materials. Several authors have researched this EH method
in the bicycle context [15–18]. In the friction EH, using a transducer (e.g., a triboelectric
generator), the harvester generates electric power from friction between surfaces in the
environment, such as the friction produced by the bicycle breaking. This EH approach
has been researched recently in the bicycle scenario [19–21]. In the electromagnetic (EM)
EH, a harvester produces electric energy from the kinetic energy present in the environ-
ment using an EM transducer. The EMEH in the land transportation environment was
focused on the harvesting of the kinetic energy present in the movements of the wheels [22].
Furthermore, this kinetic energy source is the one with the highest energy density in the
bicycle’s environment [23,24]. In addition, to improve the efficiency of the EM harvester,
friction, electromagnetic, and electrical losses must be reduced. The friction losses are
caused by the contact between the harvester and the wheel, while the electromagnetic
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losses are caused by the required separation between the stationary and rotational parts of
the magnetics device (e.g., the air gap between the stator and rotor of the dynamo). Finally,
electrical losses are associated with energy losses caused by heat dissipation of the electric
and electronic components involved in power processing. The resulting energy flow is
shown in Figure 2a.

Kinetic Input Energy

osses

agnetic 
es

Electric Output Power

 

(a) (b) (c)

Figure 2. Electromagnetic-hub transduced based on a magnet and coil disks. (a) A harvester’s generic
energy flow based on an electromagnetic transducer. (b) Transducer topology detail. (c) Standard
mounting on a bicycle wheel.

Since the “bottle” dynamo in the 1940s, the concept of EMEH has been popular [25].
During the 1950s, friction-less hub generators at the wheel/generator interface appeared
as an improvement, and they were reliable in wet weather [26]. However, it was only
in the twenty-first century that it became efficient enough to generate a few watts at a
moderate bicycle speed [25,27]. Furthermore, in [26], the author suggests stacking multi-
pole dynamos to increase efficiency even further. The concept of an EMEH based on a
“bootle” dynamo as a transducer with energy storage capacity was proposed in a pioneering
work published in 1991 [28]. Furthermore, this approach has been revisited in some recent
works that used hub generators and/or bottle dynamos as transducers [29–31]. These works
concentrated on the solution’s functionality rather than the harvester optimization (i.e., the
transducer or PPU’s). The reported generating power was in the units of Watts range at
moderate bicycle speeds (between 10 and 30 km per hour). Furthermore, the authors do not
analyze the mechanical-electrical efficiency of the harvester, which is a significant drawback.
This is because if the efficiency is low, people will experience noticeable resistance when
riding bicycle.

In 2009, MIT’s Senseable City Lab, in partnership with the city of Copenhagen, de-
veloped the Copenhagen Wheel (from harvester to ebike jump). It is based on a brushless
motor, advanced sensors, control systems, and a lithium-ion battery, all enclosed within
the rear wheel hub [32]. However, it has not achieved commercial success, possibly due
to its high cost [32]. Recently, hybrid EH systems have been proposed as a cost-effective
alternative to conventional dynamos. These systems generate electricity from multiple EH
energy sources [10,23]. In [23], a hybridized nanogenerator based on EM, triboelectric, and
thermoelectric generators was presented. Using the generators, the resulting hybrid energy
harvester collects all of the energy sources from the relative rotational motions of two disks.
The prototyped harvester is a 15 cm diameter disk that can achieve a constant voltage of
5 V and a maximum current peak of 160mA (i.e., 0.8 W) at 3000 rpm (i.e., approximately
80 km/h). In [10], the author proposes a rotational kinetic energy harvester that makes
use of a magnet array to deform a piezoelectric sheet and harvest the wheel’s kinetic

3
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energy. The resulting harvester is a 15 cm diameter disk with a power peak of 10.07 mW at
160 rpm (roughly 5 km/h). The EM harvesters involved in these two works are built on
rotating magnet arrays and stationary coils that convert the rotary motion into an induced
voltage, as shown in Figure 2. Because this magnetic topology generates flux lines in all
directions, it is necessary for at least two windings to capture all of the flux created by the
rotating magnet array in order to convert this energy. Consequently, a topology with only a
one-sided coil array exhibits low efficiency, which could partially explain the low power
contribution of the EM energy source in the proposed hybrid harvesters.

The Halbach array is a type of magnetic array that produces a strong and focused mag-
netic field on one side while reducing it on the other. Several researchers have investigated
its impact on the design of EM energy harvesters in recent years [33–39]. The results of
these studies show that energy harvesters using Halbach arrays outperform traditional EM
systems in terms of power output and conversion efficiency.

This paper proposes a cost-effective EM harvester that utilizes a non-contact energy
harvesting method. It is less affected by weather and ambient temperature and does
not require modification of the original bicycle structure for installation. Furthermore, to
increase efficiency, reduce mechanical resistance, and enhance the riding experience, various
magnet arrays, including Halbach arrays, were systematically tested using full-wave and co-
circuit simulations. The electromagnetic simulation was carried out using Ansys Maxwell®

software Available online: https://www.ansys.com/products/electronics/ansys-maxwell
(accessed on 21 May 2023), based on finite element analysis, and the circuit simulation was
performed using Pspice ORCAD® software Available online: https://www.orcad.com/
(accessed on 21 May 2023) . The simulated results demonstrate that under constant speed
conditions of 30 km/h (as many city cyclists travel at speeds of up to 50 km/h and rarely
slower than 15 km/h [25]), the proposed harvester can generate a constant power of 1.17 W
with an PPU efficiency of 45.6 percent. This power output can be utilized to power low-
power devices such as WSN network nodes [12]. The rest of this article is organized as
follows: Section 2 examines the overall characteristics of the proposed harvester. Section 3
describes the harvester design and validation process. Section 4 discusses the results, while
Section 5 summarizes the main conclusions and future work.

2. Proposed Harvester
2.1. Transducer Topology

As shown in Figure 2, the transducer is made up of two disks that seek to be connected
between the wheel and the forks of the bicycle frame. The first disk is made up of windings
and must be attached to the bicycle’s handlebar, while the second disk is made up of
magnets and must be attached to the wheel in such a way that the magnet disk spins on
the coil disk while the cyclist advances (see Figure 2). Certain harvester dimensions must
match those of a standard bicycle with a front brake in order to be easily used and thus
reduce the cost involved. Table 1 summarizes the transducer and harvester conditions.

Table 1. Electromagnetic transducer dimensions and external conditions imposed on the harvester
design.

Transducer Dimension Value Harvester Consideration Parameters Value

Maximum outer radius 16 cm Magnet-winding distance separation 5 mm
Minimum inner radius 5 cm Rim radius 35.35 cm

Maximum height 2 cm Rotation speed 225 rpm

2.2. Magnets Configuration

The voltage induced on the winding is given in (1) using the Lenz equation. Increasing
the magnetic flux (φB) or increasing the flux variation (dφB/dt) increases the voltage induced
on a winding (ξ). On one hand, the rotation speed of the magnets can be raised to increase
flux variation. However, in this study, this term is linked to the user’s pedaling capacity

4
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and is treated as a constant parameter. On the other hand, increasing the winding area (A),
increasing the magnetic flux density (B), or adjusting the incidence angle (i.e., cos(θ)) of the
fieldlines flowing through the winding region can all enhance the magnetic flux.

ξ = −dφB
dt

, φB = B · A · cos(θ) (1)

The goal of this work is to increase the magnetic flux by using magnet configurations,
as shown in Figure 3. The field lines are oriented in a single direction in a unidirectional
arrangement (see Figure 3a), resulting in low flow variation. The field lines in a north–
south–north (NSN) magnet setup (see Figure 3b) are orientated in the opposite direction,
resulting in flux fluctuation but reduced magnetic flux density. In comparison to an NSN
array, the Halbach magnet array (HAL) generates a flux fluctuation (see Figure 3c), which
causes the magnetic field to be focused (e.g., downwards). As a result, HAL configurations
allow an EM induced voltage on the windings to be increased.

(a) (b) (c)

Figure 3. Magnetic field radiated by permanent magnets modified for illustration purposes from a
FEM simulation in which the colors correspond to magnetic field magnitude (i.e., red to blue implies
higher to lower magnetic field values). (a) Unidirectional Arrangement. (b) North–south–north
arrangement. (c) Halbach arrangement.

2.3. Parametric Analysis of Transducer Variables

Figure 4 shows the various degrees of freedom probed in the transducer’s parametric
design. The coil was divided into an even number of circular planar windings that are
connected in opposite phase; the diameter of the windings Db is chosen so that it occupies
the area of two magnets, in order to benefit from the maximum change in magnetic flux
produced by the magnets. The following variables were considered in the design (assisted
by computer) of the coil disk: the number of turns and size of each planar coil, the gauge
of the wire, and the material from which it is made. Following parametric sweeps of the
coil disk variables, some insights were: A greater number of turns for each coil increases
the flux variation due to an increase in transversal area and, thus, the induced voltage;
additionally, increasing the number of turns increases the length of the wire, which affects
the resistance of the coil and its quality factor, lowering the current through it. When the
wire’s gauge is increased, the same effects occur. Finally, magnets with a larger surface
area are more effective at increasing power generation than magnets with a higher height.
Parameters such as the shape, quantity, orientation, material, and magnetization grade of
the magnets were considered when designing the magnet disk.

The parametric simulation results of these variables show that the greater the number
of magnets, the greater the amount of electrical energy collected.NdFeB magnets were
used for the transducer because of their hardness, high magnetization, and low cost [40,41].
NSN and HAL array orientations were also used. Furthermore, it was found that the
voltage induced on a coil decreases as one moves away from the magnets. Furthermore,
the generated energy decayed when the angle of incidence of the magnetic field lines was
tilted on each flat coil, for which the perpendicular orientation of the field to the windings
was maintained in all simulated prototypes. It should be noted that the power delivered by

5
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the transducer is directly proportional to the efficiency of the PPU. An equivalent circuit
model is extracted from the transducer, allowing the UPP design to be evaluated in order
to extract the most power.

Vr:Rotation 
speed

Winding 
connection

Disc radius
RDE:external  RDI:internal

Cd: Number of 
windings

Ca: Wire 
gauge 

Cv: Number 
turns

Dd: Winding 
diameter

IMc: Cylindrical magnetsIMs: Cubic 
magnets

IMt: Trapezoidal 
magnets
Rs: Coil 
resistance
Ls: Coil 
inductance

HAL: Array 
Halbach

NSN: Array
North- South -North

Figure 4. Design parameters of the electromagnetic transducer.

2.4. PPU Design

A full-wave diode bridge, a ripple smoothing filter, and two boost converters constitute
the proposed PPU. The transducer output voltage is increased by Boost A to charge the battery
(i.e., 3.7 V Li-ion), and Boost B is powered by the battery to drive the 5 V load. This topology is
shown in Figure 5. The schematic of the simulated PPU is depicted in Figure6a. As shown in
Figure 6b, a full-wave diode bridge and filter were employed to correct the transducer’s AC
signal and reduce ripple. Due to their low turn-on voltage (Vgamma = 0.3 V), MBRS410LT3
Schottky type diodes were utilized to rectify the signal [42]. Every inductor and capacitor
was modeled using commercial values and their corresponding ESR. Figure 6b also shows
the Boost A converter, which was designed to switch at a frequency of 33 kHz, with a
SIA414DJ reference mosfet with low on-resistance (Ron = 13 mΩ). The converter’s pulse
with modulator circuit is depicted in Figure 6c, and it employs AD8041 reference operational
amplifiers because of its rail-to-rail construction and 160 V/µs slew rate characteristics [43].
The converter Boost B design in Figure 6d, was taken from the application note of the
TPS61288 fully-integrated synchronous boost converter [44], which already includes a 5 V
DC voltage regulator with a typical commutation frequency of 600 kHz. A voltage source,
a parasitic resistance (Rds), which represents the cathode conduction losses, and a parallel
resistance (Rad), which represents the self-discharge losses made up the battery model that
was proposed in the simulation, as illustrated in Figure 6a. Finally, the efficiency of the PPU
was improved in this work by designing a Boost A converter with discrete components
to research the performance of energy extraction with a control loop that allows the duty
cycle of the converter to be varied while maintaining a constant impedance as a load to the
transducer (i.e., maximum power point tracking approach).
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2.4. PPU Design

A full-wave diode bridge, a ripple smoothing filter, and two boost converters constitute
the proposed PPU. The transducer output voltage is increased by Boost A to charge the
battery (i.e., 3.7 V Li-ion), and Boost B is powered by the battery to drive the 5 V load. This
topology is shown in Figure 5. The schematic of the simulated PPU is depicted in Figure6a.
As shown in Figure 6b, a full-wave diode bridge and filter were employed to correct the
transducer’s AC signal and reduce ripple. Due to their low turn-on voltage (Vgamma = 0.3
V), MBRS410LT3 Schottky type diodes were utilized to rectify the signal [42]. Every
inductor and capacitor was modeled using commercial values and their corresponding ESR.
Figure 6b also shows the Boost A converter, which was designed to switch at a frequency
of 33 kHz, with a SIA414DJ reference mosfet with low on-resistance (Ron = 13mΩ). The
converter’s pulse with modulator circuit is depicted in Figure 6c, and it employs AD8041
reference operational amplifiers because of its rail-to-rail construction and 160 V/µs slew
rate characteristics [43]. The converter Boost B design in Figure 6d, was taken from the
application note of the TPS61288 fully-integrated synchronous boost converter [44], which
already includes a 5 V DC voltage regulator with a typical commutation frequency of 600
kHz. A voltage source, a parasitic resistance (Rds), which represents the cathode conduction
losses, and a parallel resistance (Rad), which represents the self-discharge losses made up
the battery model that was proposed in the simulation, as illustrated in Figure 6a. Finally,
the efficiency of the PPU was improved in this work by designing a Boost A converter
with discrete components to research the performance of energy extraction with a control
loop that allows the duty cycle of the converter to be varied while maintaining a constant
impedance as a load to the transducer (i.e., maximum power point tracking approach).

Figure 5. Schematic circuit of the proposed PPU.Figure 5. Schematic circuit of the proposed PPU.
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(a)

(b)

(c)

(d)

Figure 6. Schematic diagram of the simulated PPU in OrCAD. (a) General circuit connection with
battery model. (b) AC/DC rectifier and Boost A. (c) Pulse with modulator used in Boost A. (d) Boost B.

3. Design and Validation Methodology

The conditions that the harvester must meet in order to be coupled to a bicycle wheel
were first determined for design and validation. To optimize the harvester, full-wave

7
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electromagnetic simulation of the transducer based on finite element analysis using the
finite element method was carried out using Ansys Maxwell® software. Finally, a lumped
circuit was used to model the optimized transducer (see Figure 6a), which was then used
to guide the simulation of the proposed PPU and later its validation using Pspice ORCAD®

software ).

3.1. Transducer Simulation Setup

As shown in Figure 7, the 3D topology was implemented in the Ansys Maxwell®

interface, and the EM transducer was simulated using the Magnetic Transient Solver.
This solver computes instantaneous magnetic fields at each time step. Each topology’s
transducer was simulated using 266 ms of simulation time, with time steps of 0.5 ms. As a
source, we employ moving permanent magnets. We set the mesh to obtain enough accuracy
because this solver does not use adaptive mesh refinement. The equations solved in this
approach are [45]:

∇× 1
σ
∇× H = −∂H

∂t
;∇ · H = 0 (2)

To set up the sources, the magnet’s physical properties were set using the parameters
listed in Table 2. Furthermore, three-dimensional unit vectors are used to represent the
magnetic field’s orientation. Knowing that the direction of each magnet on the x-y plane
can be denoted by cylindrical parameterization, as expressed in (3).

x̂ = ± Cos
(

2πNi
N

)

ŷ = ± Sin
(

2πNi
N

) (3)

where Ni is the magnet’s position number and N is the total number of magnets. In
the magnetization direction, the sign of sinusoidal operations is chosen for convenience.
Depending on the position of the magnet, the ẑ-direction was assigned as either positive
ornegative.

Table 2. NdFeB configuration in simulation.

Parameter Value Units

Relative Permeability 1.05

Magnitude 836a kA/m
796b kA/m

Bulk Conductivity 667 kΩ−1/m
Mass Density 7500 kg/m3

Core Loss Model None w/m3

Composition Solid
a For N48 grade magnets. b For N52 grade magnets.

An additional geometric structure must be created that completely covers the volume
of the magnets without intercepting the coil; this structure is referred to as the movement
band with air properties. The magnets’ rotation movement is configured on the motion
band as shown in Table 3. A simulation region, which is a cube that covers the entire
transducer model (see Figure 7), was also created with air properties. A simulation sweep
was performed to determine the dimension of the cube, with the length side being varied
from a maximum value of 2 m and reduced until convergence with a length of 50 cm.

The simulation model of the coil was built using boolean operations on multiple solids,
yielding a 3D solid of a cylinder that starts right at the edge of the simulation region, then
curves to generate the respective windings. To assign the two connection ports to the
external circuit, the coil must end at the edge of the simulation region. Table 4 displays
the common coil parameters set for all topologies. To determine the maximum available
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power of the transducer, we used co-simulation between the circuit simulator and the FEM
simulator. To achieve maximum power, an external circuit was created in Ansys’ circuit
editor and then imported as a Netlist file into Ansys Maxwell.

Table 3. Motion band setup.

Parameter Value

Movement Rotational
Rotation axis z

Mechanical transient Deactivated
Initial position angle 0◦

Rotation speed 225 rpm

Table 4. Configuration for the coil disk.

Parameter Value

Material Copper
Mesh grid 1000
Terminals CoilTerminals

(a) (b)

(c)

Figure 7. Simulation views. (a) Simulation region. (b) Top and side view of the transducer. (c) Mag-
netic fields on the coil.

3.2. Transducer Evaluation Methodology

The degrees of freedom to be analyzed in the transducer design were selected, and
9 topologies were defined and simulated. The simulation results and the following figure
of merit (FMT) were used to select the best transducer for this application:

FnMT =
1
3


 VnGp

InGpmax
(

VGp
IGp

) +

(
1− CnT

max(CT)

)
+

PnL
max(PL)


 (4)
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where FnMT is the computed figure of merit for transducer n, VGp is the generated peak
voltage, IGp is the peak current through the circuit at maximum power extraction, CT is
the magnets’ total cost, and PL is the average power provided by the transducer. max(x)
denotes the maximum value of a given parameter. This figure of merit permits analyzing the
convenience in the design of the PPU through the VGP/IGP ratio, the implementation cost,
and the transducer’s generated power, all with the same percentage value in the final value.

The transducer was designed using magnetic transient simulations in the FEM soft-
ware. Considering the degree of magnetization and orientation of neodymium magnets
changes depending on the array layout, various set-ups were simulated, as illustrated in
Figure 8.

3.2.1. Proposed Topologies

Nine alternative transducer topologies have been simulated. Table 5 presents the
geometrical characteristics of each topology (see Figure 4). Figure 8 also displays a 3D
representation of the generated topologies.

Figure 8. 3D modeling of the different topologies for the transducer. Table 5 summarizes the
description of each array.

Table 5. Characteristics of electromagnetic transducers.

ID RDI
[cm]

RDE
[cm] Cd

Dd
[cm]

Ca
(1) Nv Magnets Shape Grade Array Magnets Number

1 6.9 10.3 20 2.7 18 8 Cylindrical magnet(2) N52 NSN 40
2 6.9 10.3 20 2.7 18 8 Cylindrical magnet N52 NSN 100
3 6.9 10.3 20 2.7 18 8 Cubical magnet(3) N48 NSN 40
4 6.9 10.3 20 2.7 18 8 Cubical magnet N48 HAL 40
5 6.9 10.3 20 2.7 18 8 Cubical magnet N52 HAL 80
6 6.9 10.3 20 2.7 18 8 Trapezoidal magnet(4) N52 HAL 40
7 6.9 10.3 20 2.7 18 8 Trapezoidal magnet(5) N52 HAL 40
8 11.9 15.3 28 2.5 18 8 Cubical magnet N48 HAL 56
9 11.9 15.3 28 2.7 20 11 Cubical magnet N48 HAL 56

(1) AWG standard. (2) Cylindrical magnet: Radius 12.5 mm × Heigth 3 mm. (3) Cubical magnet: 12 mm side.
(4) Trapezoidal magnet 1: Angle 9° × Radius 25 mm × Heigth 12 mm. (5) Trapezoidal magnet 2: Angle 9° ×
Radius 25 mm × Heigth 9 mm.
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3.2.2. Circuit Model of the Transducer

The initial transducer circuit model is shown in Figure 5, where VG stands for the
induced voltage on the coil, Rs is the coil resistance, Ls is the coil inductance and RL is the
transducer load resistance.

The values of Rs and Ls are initially computed in the static regime (i.e., magnets
without movement). For that, the 3D coil model is simulated by connecting the external
circuit with an external DC voltage test source. Then from the simulation results Rs y Ls
are obtained through the Equation (5).

Rs =
Vp

Imax
, Ls =

Fmax

Imax
(5)

where Vp is the DC voltage test source, Imax is the flowing current value and Fmax is the
magnetic flux once the transient is finished.

For determining the values of Rs and Ls in the dynamic regime (i.e., magnets in
movement), simulations are performed by first, connecting the external circuit to a load
resistance of RL1 = 100 kΩ which allows to estimate voltage VG in open circuit, which is
taken as a null phase shift reference |~V|∠0. Then, the circuit is simulated with a resistance
load RL2 = Rs, where Rs is the resistance found in the static regime. Finally, by taken
the values of the signal frequency ω, the magnitude and phase shift angle of the current
|~I|∠φ obtained from the simulation results, the values of Rs y Ls in the dynamic regime are
computed through the Equation (6).

Rs = <
{
|~V|∠0
|~I|∠φ

− RL2

}

ωLs = =
{
|~V|∠0
|~I|∠φ

− RL2

} (6)

Because the values of Rs y Ls in the static and dynamic regimes are so close, only the
ones in the dynamic regime are used in the transducer’s electric circuit model. Power factor
correction was not carried out in the PPU since it had no significant impact on the power
extraction of the transducer and was therefore left out of the power management.

3.3. Harvester Simulation Setup in the Circuit Simulator

The circuit model of the chosen transducer was used to simulate the proposed Har-
vester (transducer and PPU) in Pspice ORCAD ® software. We use transient simulation
with all of the storage electric element’s initial conditions set to zero. This method computes
a circuit’s response (solves the Kirchhoff laws) over a time interval specified by the user.
Internal time steps affect the accuracy of the transient analysis. We use solver 1 with a
maximum time step of 1 s and a final simulation time ranging from 40 to 200 ms [46].

4. Analysis Results

This section reports the results of the nine transducer topologies that were examined.
Furthermore discussed are the performance indicators and design objectives for choosing
the transducer. The outcomes are also shown when the PPU simulation is employed. The
performance metrics and the design goals for the transducer selection are also presented.
When the PPU simulation is used, the results are also displayed.

4.1. Simulated Results of the Transducer

Table 6 shows the voltage and current simulation results of the different transducer
topologies with different circuit values of resistance RS, inductance LS, magnets cost and
the obtained values of the figure of merit. For the power generated by the transducers,
RL = Rs was chosen as the load resistance because it best approximates maximum power
extraction while ignoring the phase shift caused by the inductance.
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Table 6. Simulation results of the electromagnetic transducers.

ID Rs
[mΩ]

Ls [µH]
CT

a

[e] VGp [V] IGp [A] f [Hz] Power
[W ]

FMT

1 196 20 74 1.13 2.88 37.54 1.04 0.478
2 196 20 170 1.62 4.16 37.54 2.19 0.511
3 196 20 108 1.12 2.85 38.46 0.74 0.416
4 196 20 108 1.26 3.23 38.46 1.04 0.450
5 196 20 176 1.92 4.89 38.46 2.39 0.520
6 196 20 340 2.12 5.42 38.46 2.99 0.434
7 196 20 340 1.72 4.39 37.54 2.65 0.397
8 281 26 134.4 2.35 4.17 52.63 2.54 0.630
9 657 53.4 134.4 3.66 2.81 52.63 2.58 0.830

a Taken from [41].

According to the figure of merit results, the transducer of case 9 was the one that best
adapted to the previously described criteria, so it was chosen as the final transducer to be
circuitly simulated alongside the PPU. Figure 7 shows the 3D model of the final version
of the transducer, which met the dimensions specified in Table 1. The proposed design
consists of 28 flat coils interconnected in a push-pull pattern with 20 gauge copper wire and
N48 grade NdFeB magnets in Halbach configuration. Figure 9 depicts the final transducer
signals obtained through simulation. The fast Fourier transform (FFT) of the transducer
signal confirms that there is little harmonic interference and that the main frequency is
52.63 Hz. To evaluate the circuit model of the selected transducer, in Figure 10, we compare
the current and voltage signals generated by the circuit simulation of the transducer model
and the simulation by finite element analysis of the 3D model of the transducer. The
resulting mean absolute percentage error between the two models was 3.02%.

4.2. Simulated Results Of the Harvester

The PPU was simulated in OrCAD using the final transducer model obtained from the
electromagnetic simulations. The induced voltage signal in the transducer VG was obtained
from the Ansys model’s simulation result of the open circuit.

The performance of the Boost A converter with a variable duty cycle was examined,
and it was revealed that the control consumed more energy than was gained from the
improvement. As a result, the usable cycle of the converter was set at a constant value of
63%. To determine the harvester’s efficiency and maximum power generated, the load
at the output of the Boost B (see Figure 6d) converter was varied until the lowest load
caused zero average power in the voltage source of the battery model. According to the
aforementioned, the harvester can power a 21.3 Ω load without using battery power. The
voltage signals in different nodes (named in Figure 5) of the PPU are shown in Figure 11.
When rectifying the voltage signal, the efficiency of the diode bridge was compromised
due to the low magnitude of the induced voltage. Furthermore, because the voltage after
the bridge rectifier had a ripple of nearly 1 V, the efficiency of Boost A is affected. The
maximum voltage ripple was 100 mV for the battery model and 264 mV for the harvester
load. Finally, Figure 12 depicts the efficiency of the power chain at various stages of the
PPU, following the notation of Figure 5. The efficiency of the converter between stages was
calculated using the steady-state current and voltage signals via Equation (7).

ηp =
1/T

∫ T
0 Vout(t) · Iout(t) dt

1/T
∫ T

0 Vin(t) · Iin(t) dt
· 100% (7)

The PPU was able to extract 81.1% of the maximum power that the transducer could
produce, according to the efficiency results presented in Figure 12. The rectifier bridge was
the stage that lost the most power, while the integrated Boost B converter was the most
efficient. The PPU’s overall efficiency was 45.6%. The harvester, which was attached to a
bicycle wheel moving at 30 km/h, produced 1172 W for the load. In Figure 13, it can be
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seen that the output voltage is independently regulated if the current is produced by the
transducer and/or provided by the battery.

 Current signal obtained from simulation in ansys 

2.81 I
p

 Voltage signal obtained from simulation in ansys 

3.66 V
p

 FFT(Voltage signal)

 52.63 Hz, 3.598 V

 105.3 Hz, 0.012 V
 157.9 Hz, 0.055 V

Figure 9. Simulation results for the selected transducer.

Ansys Maxwell

Circuit model

Ansys Maxwell

Circuit model

Figure 10. Current voltage signals of the selected transducer with a resistive load RL = 657 mΩ.
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Figure 11. Voltage in the stages of the simulated PPU (see Figure 5).

Figure 12. Power flow. Pa, Pb, Pc, Pd, PL are electric powers that correspond to the notation introduced
in Figure 5.
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4.3. Comparison with the State-of-the-Art

The proposed EM harvester is compared to the state of the art in Table 7. As is
summarized in the table, there exists a research gap for the development of low-cost
EMEH, which could be based on low-cost transceivers (i.e., hub dynamos or two disk
generators). Furthermore, the proposed harvester is a cost-effective solution for low-power
devices. Another, identified research gap is the lack of standard test conditions, especially
in methods related to solving the important question about the mechanical load imposed
by the harvester to the bicycle user.

Table 7. Comparison between the proposed EM harvester and the-state-of-the-art.

Harvester Device Friction Losses Electromag.
Losses

Electrical
Losses

EH Stor-
ageCapacity

This Work Harvester Low Low Medium Y
Copenhagen Wheel [32] Byke-Type N/A∗∗∗ Medium Medium Y

EM Harvester [23] Transducer Low Medium Medium N
Hybrid Harvester All [23] Transducer Low Medium Medium N

EM Harvester [10] Transducer Low Medium Medium N
Hybrid Harvester All [10] Transducer Low Medium Medium N

Bottle dynamo [25] Transducer High Low N/A N
Hub generator [25] Transducer Low Low N/A N

Harvester Results Disk Diameter
[cm] Output Generate Power [mW] Manufacturing

Cost [US]

This Work Sim.∗ 16 1172 @ 225 rpm 83 a–299 b

Copenhagen Wheel [32] Exp.∗∗ N/A N/A 2313 c

EM Harvester [23] Exp. 15 188 @ 3000 rpm N/A
Hybrid Harvester All [23] Exp. 15 800 @ 3000 rpm N/A

EM Harvester [10] Exp. 15 5.52 @ 160 rpm N/A
Hybrid Harvester All [10] Exp. 15 10.07 @ 160 rpm N/A

Bottle dynamo [25] Exp. 700C wheel 1200 @ 30 km/h 47.31 d

Hub generator [25] Exp. 700C wheel 4500–6500 @ 30 km/h 50–210 c

a Components price for one prototype when is manufactured more than a thousand units without a package.
b Components price for one prototype without package when is manufactured only one. c Comercial price. d

Comercial price with lamp. ∗ Simulated (Sim.).∗∗ Experimental (Exp.). ∗∗∗ N/A (Not Available or Not Apply)

5. Conclusions

Mechanical energy harvesting has gained significant attention as a promising approach
for powering various electronic devices in self-sustaining systems. In this paper, we explore

Figure 13. Harvester output voltage and current with different loads.

4.3. Comparison with the State-of-the-Art

The proposed EM harvester is compared to the state of the art in Table 7. As is
summarized in the table, there exists a research gap for the development of low-cost
EMEH, which could be based on low-cost transceivers (i.e., hub dynamos or two disk
generators). Furthermore, the proposed harvester is a cost-effective solution for low-power
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devices. Another, identified research gap is the lack of standard test conditions, especially
in methods related to solving the important question about the mechanical load imposed
by the harvester to the bicycle user.

Table 7. Comparison between the proposed EM harvester and the-state-of-the-art.

Harvester Device Friction Losses Electromag.
Losses

Electrical
Losses

EH Storage
Capacity

This Work Harvester Low Low Medium Y
Copenhagen Wheel [32] Byke-Type N/A∗∗∗ Medium Medium Y

EM Harvester [23] Transducer Low Medium Medium N
Hybrid Harvester All [23] Transducer Low Medium Medium N

EM Harvester [10] Transducer Low Medium Medium N
Hybrid Harvester All [10] Transducer Low Medium Medium N

Bottle dynamo [25] Transducer High Low N/A N
Hub generator [25] Transducer Low Low N/A N

Harvester Results Disk Diameter
[cm] Output Generate Power [mW] Manufacturing

Cost [US]

This Work Sim.∗ 16 1172 @ 225 rpm 83 a–299 b

Copenhagen Wheel [32] Exp.∗∗ N/A N/A 2313 c

EM Harvester [23] Exp. 15 188 @ 3000 rpm N/A
Hybrid Harvester All [23] Exp. 15 800 @ 3000 rpm N/A

EM Harvester [10] Exp. 15 5.52 @ 160 rpm N/A
Hybrid Harvester All [10] Exp. 15 10.07 @ 160 rpm N/A

Bottle dynamo [25] Exp. 700C wheel 1200 @ 30 km/h 47.31 d

Hub generator [25] Exp. 700C wheel 4500–6500 @ 30 km/h 50–210 c

a Components price for one prototype when is manufactured more than a thousand units without a package.
b Components price for one prototype without package when is manufactured only one. c Comercial price.
d Comercial price with lamp. ∗ Simulated (Sim.).∗∗ Experimental (Exp.). ∗∗∗ N/A (Not Available or Not Apply)

5. Conclusions

Mechanical energy harvesting has gained significant attention as a promising approach
for powering various electronic devices in self-sustaining systems. In this paper, we explore
the use of Halbach arrays on EMEH coupled to a standard bicycle wheel. To evaluate the
impact of Halbach arrays on the proposed energy harvester, we conducted simulations
using advanced computational models. The simulations were carried out by considering
various parameters, including the geometry of the Halbach array, the rotational speed of
the bicycle wheel, and the efficiency of electronic converters. The simulated results indicate
a substantial enhancement in the performance of the energy harvester when equipped with
Halbach arrays, which was a 41.38% of the increase in harvested energy over the same
transducer equipped with a standard north-south magnet array. As a result, the proposed
harvester generates a simulated output power of 1.17 W with a power processing unit
efficiency of 45.6% under a constant bicycle velocity of 30km/h.

Future research will focus on transducer experimental validation and PPU optimiza-
tion. We expect to be able to improve performance and lower costs by optimizing the PPU
(e.g., commercial systems on chip ADP509 or BQ25504). However, the current prototype
cost could be competitive with commercial hub dynamos in the near future when it moves
from being a prototype to a commercial product.
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Abstract: Ensuring the uniformity of solar irradiance distribution on photovoltaic cells is a major
challenge in low-concentrating photovoltaic systems based on a small-scale linear Fresnel reflector.
A novel sawtooth V-cavity design method based on an optimization algorithm to achieve uniform
irradiance distribution on photovoltaic cells is presented. The reliability of the design was verified
using the Monte Carlo ray-tracing method and a laser experiment. A prototype was built using 3D
printing technology with a biodegradable green polymer material known as polylactic acid. The new
cavity was compared to the standard V-trough cavity, keeping the cavity aperture, reflective surface
area, and photovoltaic cell width constant. In addition, the focal height, number of mirrors, mirror
width, and mirror spacing were also kept constant; so, the cost of the two configurations was the
same from the point of view of the primary reflector system. The new design ensured the uniform
distribution of solar irradiation and significantly reduced the height of the cavity. The significant
decrease in the height of the proposed cavity has the following advantages: (i) a decrease in the
dimensions of the fixed structure of the small-scale linear Fresnel reflector, thus reducing its cost,
(ii) a significant decrease in the surface area exposed to wind loads, thus reducing the cost of the
fixed structure and secondary system structures, (iii) a reduction in the difficulty of the manufacture,
maintenance, and transportation of the cavity’s reflecting walls, and (iv) an increase in the cooling
surface area, which increases the electrical efficiency of the photovoltaic cells.

Keywords: low-concentration photovoltaic systems; small-scale linear Fresnel reflectors; sawtooth
V-trough cavity; uniform distribution

1. Introduction

Solar energy is one of the renewable energy sources that will replace fossil fuels and
has received increasing attention due to its properties. The energy produced is clean, free,
and unlimited. Moreover, solar photovoltaic (PV) technology is one of the systems that
harnesses solar energy and has the potential to generate electricity worldwide.

Concentrated and non-concentrated solar power are two applications of solar PV
energy that can produce electricity. A concentrated photovoltaic (CPV) system uses optical
devices to concentrate the incident solar irradiance onto a smaller area, thereby increasing
the solar energy flux reaching the PV cells. CPV technology can be classified into three
categories: low-concentration photovoltaics (LCPV), medium-concentration photovoltaics
(MCPV), and high-concentration photovoltaics (HCPV). A concentration from 2 suns to
10 suns is used in LCPV, from 10 suns to 100 suns in MCPV and from 100 suns to 1000 suns
in HCPV [1].
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Some of the characteristics of concentrated and non-concentrated systems are ex-
plained below:

(i) The use of non-concentrated solar energy has significantly increased its presence in
the electricity sector, mainly due to the lower costs. Based on a recent report from the
International Renewable Energy Agency (IRENA) [2], the levelized cost of energy
(LCOE) from non-concentrated photovoltaic (PV) systems is expected to decrease by
0.05 (USD/kWh) by 2050. The lower cost of PV modules is one of the main reasons for
this decrease [3]. In this regard, the International Renewable Energy Agency (IRENA)
presented a report in 2017 predicting a 60% drop in the cost of PV modules over the
following 10 years [4]. The spot price of a PV module is currently USD 0.266/W p [5].
Concentrated PV systems replace the large surface area of photovoltaic cells used in
non-concentrated photovoltaic systems with cheaper optical materials (e.g., lenses or
mirrors), which thus reduces the cost of these systems.

(ii) As with any other technology, non-concentrated solar power ages and degrades
over time. Manufacturers of silicon-based PV modules estimate their lifetime to be
about 20–25 years. After that, the PV module components need to be dismantled
and properly recycled. In 2016, the International Renewable Energy Agency (IRENA)
and the International Energy Agency Photovoltaic Power Systems (IEA-PVPS) [6]
presented the first global projections for future PV module waste volumes up to
2050. Annual PV module waste accounted for 250,000 tons in 2016. However, the
contribution of global waste from PV modules is expected to considerably increase
in the coming years. Waste generation from solar PV modules is estimated to reach
1.7 million tons by 2030 and will continue to increase to around 60 million tons by
2050 [6]. The significant decrease in the large surface area of PV cells used in non-
concentrated systems and thus in the resulting waste is one of the main advantages of
concentrated PV systems.

(iii) The conversion efficiency of PV cells used in non-concentrated systems is relatively
low, typically around 10–20% for commercially available silicon cells [2]. This figure
can be up to 39% for more sophisticated multijunction cells used in CPV systems [2].
Hasan et al. [7] demonstrated that a CPV with p-Si solar cells improved the Pmax by
62.5% more than a non-concentrated p-Si solar panel.

(iv) Concentrated systems only use the direct component of solar irradiance and therefore
require an accurate solar tracking system [8]. The cost of these systems is not very
high when using a small-scale linear Fresnel reflector [9].

(v) The temperature of a cell increases with the increase in solar irradiance concentration,
thus leading to a loss in solar cell efficiency. For this reason, concentrated PV systems
are equipped with a cooling system. In addition to reducing the cell temperature,
cooling systems can also be used to heat water in household applications if a low-
concentration photovoltaic system is used. This dual use increases the energy efficiency
of the system. Kandilli [10] evaluated the overall efficiency of a CPV system at
over 65.1%.

(vi) The available surface area on building roofs is key for the implementation of PV
systems in buildings [11]. Low-concentration PV systems require 60% less surface
area to produce the same thermal and electrical performance compared to separate
PV and thermal modules [12].

(vii) The installation cost of an LCPV system can be more than double (2.3 times) the cost
of a non-concentrated PV system [13]. However, under suitable conditions of high
direct irradiation (>2.5 (MWh/m2 year)) and at utility scale, CPV technologies have
proven to be competitive with non-concentrated photovoltaic systems [14].

Studies have shown that solar concentrators are suitable for LCPV applications [1].
Therefore, LCPV systems can be based on different solar concentrators: parabolic dishes [15],
parabolic concentrators [16], Fresnel lenses [17], and small-scale linear Fresnel reflec-
tors (SSLFRs) [18,19].
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Low-concentration photovoltaic systems based on small-scale linear Fresnel reflectors
are the subject of this study. This solar concentrator uses stretched rows of mirrors to
focus direct solar irradiance incident on PV cells running longitudinally above the rows
of mirrors over a common focal line across the mirrors [18]. The cavities commonly used
in these systems are a standard V-trough cavity [20] and a standard compound parabolic
cavity [21]. The standard compound parabolic cavity is difficult to manufacture [22] and
therefore comes at a high cost. The standard V-trough cavity has the advantage of being
easy to manufacture and low in cost [23]. Ustaoglu et al. [23] presented a comparative
study between the standard V-trough cavity and the standard compound parabolic cavity
with a constant concentration ratio and the PV cell width. The maximum acceptance
angle in the case of the standard V-trough cavity was 32.25% higher. This result was
beneficial when using this cavity in an SSLFR, as it allowed the use of wider mirrors. The
standard V-trough cavity is analyzed to determine whether the cost of LCPV systems may
be lowered. A standard V-trough cavity consists of two flat reflectors inclined at an angle
(τ) to the aperture of the cavity. The critical parameters governing the ray acceptance in
this cavity are the flux concentration ratio (Copt), the trough wall angle (τ), and the height
of the cavity (H).

Several authors have studied these types of cavities. Otanicar et al. [24] presented
the design of a standard V-trough cavity with a PV cell width of 20 mm, an aperture of
229.60 mm, and a cavity height of 87.93 mm. Al-Shohani et al. [25] presented different stan-
dard V-trough cavity designs with varying geometric parameters, geometric concentration
ratios, and reflective materials. A standard V-cavity was used in the design of a daylight-
ing system based on optical fiber bundles and a small-scale linear Fresnel reflector [26].
Concentrated photovoltaic systems based on a small-scale Fresnel reflector have also used
the standard V-trough cavity [27]. All these studies used a standard V-trough cavity. This
paper presents another view of the use of this cavity.

As has already been seen, one of the drawbacks hindering the expansion of LCPV
systems is their cost in comparison to non-concentrated PV systems. This means, a lower
solar concentrator cost would facilitate the use of these systems. In the case of SSLFRs, the
parameter that most influences the cost has been proven to be the number of mirrors [28].
Fewer mirrors brings a lower cost. Decreasing the number of mirrors requires increasing
the width of the mirrors and thus the aperture of the cavity. This requirement implies
that the standard V-trough cavity would need a greater height. Increasing the height of
the cavity increases the overall cost of the SSLFR. Therefore, there is a need for a new
cavity design.

The homogeneous distribution of solar irradiance on the PV cells is the most important
design condition in an LCPV system. If this condition is not met, the fill factor and overall
electrical efficiency decrease [29], a situation that may even damage the cells [30]. The
standard V-trough cavity can fulfill this design condition if the parameters are properly
calculated, which is a significant advantage favoring its use [31]. Therefore, this condition
was taken into account when designing the new cavity.

The objectives of this study are as follows:

(i) The optimal design of a sawtooth V-trough cavity, which ensures uniform illumination
of the photovoltaic cells;

(ii) The verification of the designed sawtooth V-cavity to confirm that the derived equa-
tions are correct;

(iii) The manufacture of the designed sawtooth V-cavity, in order to identify any manufac-
turing difficulties;

(iv) Experimental tests to show that the manufactured sawtooth cavity meets the specifications.

The specific contributions of this study can be summarized in the following proposals:

(i) A methodology for designing a new sawtooth V-cavity;
(ii) A significant reduction in the cavity height of the proposed sawtooth V-trough cavity;
(iii) After (ii), a considerable reduction in the cost of manufacturing an SSLFR;
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(iv) A comparison between the proposed sawtooth V-cavity and the standard V-cavity,
considering that both cavities have the same cavity opening and the same PV cell width;

(v) The presentation of a novel graphical system to design the primary reflector system
for the SSLFR.

The paper is organized as follows: The main parameters of an SSLFR used in a low-
concentration PV system are reviewed in Section 2. Section 3 explains the design idea
for the proposed sawtooth V-trough cavity, the optimization algorithm, the verification
thereof using a Monte Carlo simulation, the manufacture of the cavity, and a laser beam
experiment. Numerical simulations, verifications, and a comparative analysis are described
in Section 4, and finally, Section 5 summarizes the main contributions and conclusions of
the paper.

2. Overview of an SSLFR

The proposed LCPV system is based on an SSLFR. The characteristics of this LCPV
system are described in [18]. The most important features thereof are:

(i) The primary reflector system (see Figure 1).

Figure 1. Diagram of an SSLFR.

This system is installed on a mobile structure and includes parallel mirror rows and a
tracking system [32]. The primary system parameters of interest for this study are shown
in Figure 2 and are defined as follows: WMi is the width of the i-th mirror, f is the height
to the receiver, di is the separation between two consecutive mirrors, Li is the position of
each mirror with respect to the central mirror (in central mirror i = 0 and L0 = 0), N is the
number of mirrors on each side of the central mirror (the same number of mirrors on each
side is assumed; therefore, the total number of mirrors of the SSLFR is: 2N + 1), βi is the
angle that mirror i forms with the horizontal line, and θi is the angle between the vertical
line at the focal point and the line connecting the center point of each mirror to the focal
point. For each side of the SSLFR, θi can be determined as follows [33]:

θi = arctan
Li
f

; 1 ≤ i ≤ N. (1)

The maximum θi on each side (that is, θNr = θNl ) is the acceptance angle of the V-
trough cavity:

θc = θN . (2)

The rows of mirrors synchronously follow the sun’s daily movement. The movement
of the mirrors is defined by their axis of rotation, the north–south axis, and by the transverse
angle θt [33]:
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θt = arctan
(

sin γS
tan αS

)
, (3)

where αS is the solar altitude (°), and γS is the solar azimuth (°), both of which depend on
the declination δ, latitude λ, and hour angle ω [34].

Figure 2. The primary system parameters of interest for this study.

The sun ray is considered to be incident on the midpoint of the mirror i and reflected
towards the focal point of the cavity; therefore, the following is fulfilled [33]:

βi =
−θt ± θi

2
; 1 ≤ i ≤ N, (4)

where ± means: − for mirrors on the left side and + otherwise. By convention, βi > 0
when measured counterclockwise above the horizontal line.

Another parameter needed for the uniform distribution of flux on the PV cells is what
is known as W f i, which is defined as the width of the PV cells illuminated by the i-th
mirror [33]:

W f i = WMi · [cos βi ± sin βi tan θi]; 1 ≤ i ≤ N. (5)

Taking into account that θi and βi depend on WMi, di, N, and f (where the value of
f is usually 1.5 m [18,35,36]), these parameters must be optimized (WMi, di, and N) to
achieve a uniform flux distribution in the PV cells [18]. The width of the SSLFR (W) can
be calculated as [33]:

W = 2 · Ln + WMi. (6)

(ii) The secondary system (see Figure 3).

This system is installed on a fixed structure and includes the V-trough cavity, the
PV system, the active cooling system, the secondary structure, the isolation material,
the protective casing, and the shaft. The PV cells in the PV system are interconnected
and encapsulated. Since a large part of the solar irradiance captured by the PV cells is
transformed into heat, a cooling system is available to increase the system efficiency. The
standard V-trough cavity is symmetrical with respect to the central mirror in the primary
system. The standard V-trough cavity parameters of interest for this study are shown in
Figure 4 and are defined as follows: WPV is the width of the PV cells, b is the absorber
width of the V-trough cavity (b = WPV), B is the aperture of the V-trough cavity, H is the
height of the V-trough cavity, and τ is the trough wall angle.

22



Electronics 2023, 12, 2770

Figure 3. The secondary system.

Figure 4. Standard V-trough cavity parameters.

For this paper, the standard V-trough cavity has been replaced with a new sawtooth V-
trough cavity that was optimized by utilizing the Mathematica™ Computer Algebra System.

3. Methodology

If the design is not correct, a fraction of the incident solar irradiance will reach the
base of the V-trough cavity either directly or through further reflections, and the remaining
fraction will eventually escape to the outside of the V-trough cavity after further reflections,
when a beam of solar irradiance is incident on the V-trough aperture at the angle provided
by one of the mirrors in the primary system. Preventing this fraction of the incident solar
irradiance from escaping to the outside of the V-trough cavity is the aim of this research.
Another, equally important objective of this design is to achieve the uniform illumination of
the photovoltaic cells in order to avoid the detrimental effects of nonuniform illumination.

3.1. The Main Elements of a Concentrator

Shoeibi et al. [37] states that the most common definition of the concentration ratio,
area, or geometric concentration ratio is:

Ca =
aperture area
absorber area

=
Aa

Aabs
. (7)

This ratio has an upper limit. For a two-dimensional (linear) concentrator, such as our
V-trough design, and for a given acceptance half angle θc, this limit is:
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C2D
ideal = sin−1 θc. (8)

Compound parabolic concentrators (CPC) are known to actually reach this limit [38].
There are other indices in the literature that measure the goodness of a concentrator. The
following notation (also used, for instance, in [25,39,40]) is used for this paper:

Copt =
flux at the receiver
flux at the absorber

= Ca · ηray, (9)

where Copt is the optical concentration ratio, Ca is the area concentration ratio, and ηray is the
ray acceptance rate, which provides the fraction of incident light rays reaching the absorber.

Tina and Scandura [39] obtained the following for an ideal concentrator, perfectly
aligned with the sun, and with a single reflection:

Ca = 1 + 2 cos(2Φ), (10)

where Φ is the trough angle or half angle of the V-shaped cone. Shoeibi et al. [37] studied
the use of two angles: the same Φ, and θc, the acceptance angle, and then calculated the
geometric concentration ratio (see also [41]):

Ca =
1

sin(θc + Φ)
. (11)

Oprea et al. [42] defined the ray acceptance rate, ηray, which gives the fraction of inci-
dent rays reaching the absorber surface. A similar study can be found in Tang [43], where
the author considered Φ and Ca as independent parameters determining the geometry of a
V-trough cavity and estimated the collectible radiation on its base.

Oprea et al. [42] indicated that the optical efficiency could be estimated by a function of
two parameters: the ray acceptance rate and the average number of reflections, n. The role
this average n plays when calculating the irradiance losses is briefly recalled: in general [37],
the fraction of the radiation incident on the aperture that is transmitted to the absorber
needs to be multiplied by ρn

m, where ρm is the reflectivity of the mirror. Pardellas et al. [27]
indicated that slight errors in the calculation of n are almost irrelevant to the final value of
ρn

m (this is also verified herein).
Finally, one more parameter is needed to conduct a cost analysis: the reflector-to-

aperture area ratio (where the height clearly plays a role):

Ra =
reflector area
aperture area

=
Ar

Aa
. (12)

The high performance of ideal CPC concentrators, for instance, is widely known to
have a negative tradeoff: their Ra is rather large.

3.2. The Optimal Design of a Sawtooth V-Trough Cavity

The optimal design of the sawtooth V-trough cavity was developed based on analytical
formulas. The sawtooth V-trough cavity presented here was formed by several V-trough
cavities. The V-trough cavity parameters used in the design were: the width of the PV cells
(b), the aperture of the V-trough cavity (B), the height of the cavity (H), the trough wall
angle (τ), and the number of V-trough cavities in the sawtooth (m). The cross section of the
sawtooth V-trough cavity presented in this paper is shown in Figure 5.
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Figure 5. Schematic diagram of a sawtooth V-trough cavity.

A classical V-shaped cavity (V-trough cavity m), as shown in Figure 5, was considered,
and the assumptions made in this study were as follows:

(i) The sawtooth V-trough cavity is symmetrical to the central mirror in the primary system.
(ii) The sidewalls (PQ and P′Q′) are assumed to be perfectly specular.
(iii) The width of the PV cells, b, is standardized by the PV cell manufacturers.
(iv) The V-trough cavity is east–west aligned.
(v) The trough wall angle (τ) is the complement of Φ [39].
(vi) The trough wall angle (τ) is fixed.
(vii) The OR axis is the reference axis for the angles of the sun’s incident rays. θi is

considered positive for the solar rays coming from the mirrors on the left side and
negative for those coming from the mirrors on the right.

(viii) The angle between the solar ray reaching the cavity and OR is denoted as α0 (i.e.,
α0 = θi). In addition, each successive reflection of the sun’s ray inside the cavity is
denoted as αj, for j = 1, 2, . . .

The sidewalls, PQ and P′Q′, concentrate the beam of irradiance incident on the
opening of the V-trough cavity (PP′) onto the base of the V-trough cavity (QQ′). Four
parameters were considered: the inlet beam solar irradiance, the trough wall angle (τ), the
aperture of the V-trough cavity (B), and the height of the cavity (H). The width of the PV
cells, QQ′, is not a free parameter, as it is set by the PV cell manufacturers. As one of the
objectives is for 100% of the solar irradiation beam incident on the V-trough aperture to
reach the PV cells, the ray acceptance rate ηray must be 1; thus,

Copt = Ca; |θi| ≤ |θc|, (13)

where θi (°) is the angle of incidence of each ray coming from the different primary mirrors.
Since ηray = 1, B is maximized to find the maximum Ca under the constraint that all

solar rays reaching the cavity opening, PP′, reach the photovoltaic cells (the width of which
is b and is standardized by the PV cell manufacturers) after a given number of reflections:

max Ca = max B; |θi| ≤ |θc|. (14)

The worst case scenario occurs when the solar ray coming from the mirrors on the
left (right) side is reflected by P′ (P) with θi = θc. Figure 5 shows this scenario. Using the
notation from Figure 5:

θi = α0. (15)
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The following equality is obtained based on the Law of Reflection:

αn = (π − 2τ) + αn−1, (16)

where n is the number of reflections inside the cavity needed to reach the PV cells. Express-
ing Equation (16) as a function of α0:

αn = n(π − 2τ) + α0. (17)

The angle between PP′ and the i-th reflection, ε j, can be calculated as:

εn = (2τ − π/2)− αn−1. (18)

In addition:
εn =

π

2
− αn ⇒ tan αn = cot εn. (19)

The vertical lengths li traveled by the reflected solar ray after each reflection can be
calculated by the following equations:

ln =
B− 2 ∑n−1

i=1 (li) cot τ

cot τ + tan αn
. (20)

The algorithm can be described, and an optimal design can be implemented with the
equations developed above (14).

For the V-trough cavity design, the worst scenario occurs when the vertical component
of each wall reflection (if there are any) is larger and touches the width of the PV cells (b) at
either Q or Q′ [44]. Taking this fact into account, the iterative algorithm can be started by
indicating a sequence of different scenarios Cn, for an increasing number of reflections n.
The worst case condition is taken into account in each of these scenarios, θi = θc. For each
scenario Cn, the cavity height Hn, which is a function of B, can be calculated using (20):

Hn(B) = ∑n
i=1 li. (21)

The value of Hn(B) can be substituted into the equation connecting the cavity parame-
ters b, B, and H to τ:

B = b + 2Hn(B) cot τ, (22)

and solving the above equation for B, after a few simple calculations:

(Cn) Bn(τ) = (−1)nb cos(α0 − (2n + 1)τ) sec(α0 − τ). (23)

One can see that the functions Bn(τ) are expressed in terms of b and α0. The algorithm
concludes with the determination of the maximum value of Bn(τ) used to obtain the
optimal angles τ∗n that maximize B and, hence, Ca.

The algorithm makes it possible to choose the optimal design depending on the
number of reflections n. Therefore, from a qualitative perspective, the use of a high number
of reflections n, produces an increase in Bn, which means Ca also increases. In fact, Ca
asymptotically moves toward the ideal value (8). In each scenario Cn, the number of
reflections is n.

Lastly, to calculate the approximate value of n, one can use the property demonstrated
by Shoeibi et al. [37]. This property indicates that the average number of reflections in a
V-trough cavity is essentially the same as for compound parabolic concentrators (CPCs).
Therefore, a truncated CPC with the same height as the V-trough cavity can be considered,
starting from an integer CPC designed for the specific value of θc. Note that the influence
of n on the factor ρn

m is quite small because ρm is always very close to 1.
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3.3. Uniform Distribution of Flux on PV Cells

A detailed study of the causes of the nonuniform illumination of PV cells was pre-
sented in [18]. The wrong choice of some of the parameters, di, N, and WMi, produces this
undesirable effect:

(i) Parameter di (small di). Shading (one mirror creates a shadow on an adjacent mirror)
and blocking (one mirror blocks the reflected rays of an adjacent mirror) obviously
depend on the distance between consecutive mirrors (di). This distance is not fixed
and depends on the width of each mirror.

(ii) Parameter di (large di). Increasing the value of the parameter di prevents the occurrence
of the shading and blocking phenomena, but an excessive value of di also leads to the
nonuniform illumination of the PV cells [18].

(iii) Parameter N. As each mirror has a different WMi, using a large number of mirrors in
the SSLFR design increases the probability of a nonuniform flux distribution in the
PV cells [18].

(iv) Parameter WMi. The ratio between the width of each mirror and the width of the PV
cells also influences the uniform illumination of the PV cells [18].

As this research focuses on the design for a sawtooth V-trough cavity of an SSLFR, the
algorithm proposed in [18] was used to design the primary reflector system. The optimum
value of B was obtained once WPV (b = WPV) was set by the manufacturer of the PV cells;
then, once the number of sawtooth V-trough cavities (m) was set, the design of the primary
reflector system could begin.

It is not possible for PV cells to be uniformly illuminated throughout the day. However,
it is possible to determine a period of time, called the operation interval (θt0 ), during which
the PV cells are uniformly illuminated, without any shading or blocking:

θt ∈ [−θt0 , θt0 ]. (24)

The following is fulfilled in the operation interval:

W f i = WPV ; 1 ≤ i ≤ N, (25)

where the width of the PV cells, WPV , is a datum set by the manufacturer.
The operation interval can be determined by an iterative optimization algorithm [18].

A simplified method (graphical method) is proposed in this study based on the research
in [18].

As the surface available for the installation of SSLFRs is a key parameter [45], the
width of the SSLFR was a good starting point for the design thereof. The relationship
between the width of the SSLFR and the operation interval was obtained by applying the
iterative optimization algorithm [18] for given values of b and m. Figure 6 shows the curve
relating these parameters for: b = 30 mm and θc = 34 (°) (a plausible value for the typical
dimensions of an SSLFR [18]) (therefore, B = 49.65 mm), m = 4, and various numbers
of mirrors (5, 7, 9, and 11 mirrors). This number of mirrors was chosen so that the size
of the SSLFR would not be too large and the cost of the SSLFR would not be too high
(increasing the number of mirrors increases the cost of the SSLFR [28]). Therefore, the
operation interval was obtained once the width of the SSLFR was fixed.
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Figure 6. The relationship between the width of the SSLFR and θt0 .

The position of the mirrors remained to be determined. A graph relating the position
of the mirrors and the operation interval obtained by the iterative optimization algorithm
proposed in [18] was also obtained. Figure 7 shows the curves relating the operation
interval and the position of the mirrors.
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Figure 7. The relationship between the position of the mirrors and θt0 .
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The graph showing the relationship between the mirror width and the operation
interval was obtained using the iterative optimization algorithm suggested in [18]. Figure 8
shows the curves relating the operation interval to the width of the mirrors.

Figure 8. The relationship between the width of the mirrors and θt0 .

Once θt0 was determined, it was also possible to determine the number of hours with a
guaranteed homogeneous distribution of solar irradiance, without shading or blocking. The
length of the operating interval is INd = [hR(Nd, θt0), hS(Nd, θt0)], where Nd is the day of
the year. For example, Figure 9 represents the duration of the operating interval for several
θt0 in Almeria (Spain) (latitude 36◦50′07′′ N, longitude 02◦24′08′′ W, and elevation 22 m).

Figure 9. Hours of optimum operation.

The power reaching the PV cells was estimated using the equation proposed by [18],
as follows:

Q =
2·N+1

∑
i=1

DNI · ηopt · LPV ·min{W f i, WPV} · Fbs · cos θi · cos θl , (26)
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where DNI is the direct normal irradiance (W/m2), ηopt is the optical efficiency of the
SSLFR (this parameter groups together: the mirror reflectivity (ρ), the mirror cleanliness
(CIm), the glass cleanliness (CIg), and the glass transmissivity (τg)), and the effectively
illuminated length is LPV . In addition, the full width of the PV cell WPV is illuminated
during the optimum operation time INd . A shading and blocking factor Fbs must be
included, the value of which is 1 during the operating interval INd (there is none of either).
The transverse angle θi between the normal to the i-th mirror and the incidence angle of
the sun is:

cos θi = cos(βi ± αi), (27)

with the configuration chosen in the longitudinal study:

θl = θz/2, (28)

where θl is the longitudinal angle (rad), and θz is the zenith angle (rad).
Therefore, the power of the SSLFR was determined for all hours of the operation

interval INd and all days of the year Nd as follows:

365

∑
Nd=1

∫ hS(Nd ,θt0 )

hR(Nd ,θt0 )
Q · dT. (29)

It is pertinent to remember the certainty that in this interval, there is neither shadow
nor blockage, and the illumination is uniform.

3.4. Verification

For this paper, the SolTrace software, developed by the National Renewable Energy Lab-
oratory (NREL), was used to validate the cavity, since it is currently one of the most widely
used and recognized open source programs for the study of solar concentrators [18,46,47].
This software is based on the Monte Carlo ray-tracing methodology. In addition, SolTrace
allows the assignment of parameters related to the reflection and refraction at the surface
of the material. Another advantage of this software is that the user can specify a certain
number of rays to be traced. The rays are generated randomly from the sun to the reflecting
elements comprising the system, where the rays intersect. After optimizing the cavity, the
determined geometrical parameters of both the cavity and the primary reflector system
were entered into SolTrace to establish the geometrical model.

3.5. The Manufacture of the Sawtooth V-Trough Cavity and the Laser Experiment

The designed sawtooth V-trough cavity was manufactured based on 3D printing tech-
nology and additive manufacturing [22,48]. Additive manufacturing integrates computer-
aided design, material processing, and molding technology [49]. The system used built
a solid model of the sawtooth V-trough cavity by stacking special materials, in this case
PLA, layer by layer, using software and a numerical control system on the basis of a digital
model file [49]. The 3D printer used and a sawtooth V-trough cavity are shown in Figure 10.
The cavity walls were covered with reflective mirrors.

A laser experimental platform for the verification of receiver cavities has been widely
used [22,48,50]. Therefore, a laser experimental platform was also used for the study
presented here.

An experimental test platform was constructed for ray-path control (see Figure 11).
This experimental setup was mainly comprised of a level horizontal platform, a laser gen-
erator, a digital angle meter, an angle measuring device, and a metal scale. Similar devices
were used in references [22,48,50]. The sensitive points of the test were as follows [22,48,50]:
(i) to ensure that the equipment used remained perfectly fixed to the level horizontal plat-
form, (ii) to ensure the levelness and stability of the horizontal platform by bubble leveling,
(iii) to ensure that the laser generator was rigidly mounted on the rotating arm of the angle
measuring device in such a way to maintain the laser generator parallel to the rotating arm,
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(iv) to provide a system for sliding the angle-measuring device along the metal scale and
securing it to the scale by means of a locking device, and (v) to ensure the distance from
the metal scale to the sawtooth V-trough cavity could be adjusted to simulate the position
of any mirror in the primary reflector system.

Figure 10. The 3D printer and the sawtooth V-trough cavity under printing.

Figure 11. Laser experimental platform.

In the experiment, the laser generator was adjusted to the position of each mirror
by the angle of incidence and the position of the angle measuring device on the metal
scale. Information on the position of the laser spot that formed when the light hit the
reflecting wall of the cavity was recorded, and the position of the successive light reflections
was checked.
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4. Application of the Methodology and Analysis of the Results

It should be noted that this study is limited to small-scale linear Fresnel reflectors.
Their small-scale characteristic is what allows longitudinal movement in the moving
structure and the secondary reflector system. This ensures the uniform illumination of the
photovoltaic cells from a longitudinal perspective.

The objective of this section is to verify the feasibility of the proposed methodology.
The following parameters were used as a starting point in order to apply this methodology:

(i) Available roof surface area. The available roof area was considered to be able to
accommodate an SSLFR with the following dimensions: width 2244 mm and length
2000 mm.

(ii) Study location. The rooftop was located in Almería (Spain), for which the geographical
data were: latitude 36°50′07′′ N, longitude 02°24′08′′ W, and altitude 22 m.

(iii) Width of the commercial PV cells (WPV = b). A commercial PV cell width of 30 mm
was considered. The assumption of this value does not limit the application of the
methodology.

(iv) Acceptance angle (θc). A θc = 34 (°) was considered. It is a plausible value for the
typical dimensions of an SSLFR [18].

(v) Number of V-trough cavities in the sawtooth (m). This m was equal to 4 to limit the
number of mirrors as well as any increase in the cost of the SSLFR [28]. Any other
value of this parameter can be used.

(vi) Height to the receiver ( f ). Usually, f takes the value of 1500 mm [18,35,36].
(vii) Number of mirrors of the SSLFR. The number of mirrors of the SSLFR was con-

sidered to be equal to seven so that the cost of the SSLFR was not too high [28].
Therefore, N = 3.

(viii) Optical properties. The optical properties of the materials used were as follows [18]:
the mirror reflectivity ρ = 0.94 [34], the mirror cleanliness CIm = 0.96 [51], the glass
cleanliness CIg = 0.96 [51], and the glass transmissivity τg = 0.92 [52]. These optical
properties were grouped into what is known as total optical yield (ηopt).

Mathematica™ Computer Algebra System software was used to implement the op-
timization algorithm. This software has been widely used in similar studies [8,18]. The
amount of direct solar irradiance on the horizontal surface of the site under study must
be determined, i.e., the effect of the particular meteorological conditions must be taken
into account. For this purpose, the method proposed by [53] was used. This method uses
PVGIS [54] data to obtain the monthly average direct solar irradiance.

The new cavity was compared to the standard V-trough cavity, keeping the cavity
aperture, reflective surface area, and photovoltaic cell width constant. In addition, the focal
height, number of mirrors, mirror width, and mirror spacing were also kept constant, so
that the cost of the two configurations was the same from the point of view of the primary
reflector system.

Table 1 summarizes the results of the proposed optimization algorithm for the consid-
ered parameters.

Table 1. Results of the sawtooth V-trough cavity.

Parameters Value

Ca Area concentration ratio 1.655
τ∗ Trough wall angle 87.00°
B Aperture of the V-trough cavity 49.65 mm
H Height of the V-trough cavity 187.47 m

Figure 12a shows the final design of the sawtooth V-trough cavity.
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Figure 12. The final design of the sawtooth V-trough cavity and equivalent V-trough cavity.

Using a single equivalent V-trough cavity and considering the same PV cell surface
and the same θc = 34 (°), the results shown in Table 2 were obtained. Figure 12b shows the
final design of the equivalent V-trough cavity.

Table 2. Results of the equivalent V-trough cavity.

Parameters Value

Ca Area concentration ratio 1.655
τ∗ Trough wall angle 87.00 (°)
B Aperture of the V-trough cavity 198.6 mm
H Height of the V-trough cavity 750.00 (m)

4.1. Comparison between the Proposed Sawtooth V-Cavity and the Standard V-Cavity

A comparison between the two cavities was made from various aspects, e.g., mechani-
cal and thermal.

4.1.1. Mechanical Aspects

Comparing both designs, the height of the equivalent V-trough cavity was four times
greater than the height of the sawtooth V-trough cavity. On the other hand, the refracting
surface was the same in both cavities studied, in this case, 3.00 m2; so, they would have the
same Ra.

The method for calculating the wind load was defined in code CTE DB-SE-AE [55].
According to this code, the wind load is proportional to the exposure surface. The wind-
exposed area of the equivalent V-trough cavity was four times larger than the sawtooth
V-trough cavity. Therefore, the fixed structure and the secondary system of the SSLFR
would need to be reinforced to withstand four times higher wind loads. This considerably
reduces the manufacturing cost of the SSLFR, as shown below:

(i) Reduction in the cost of the fixed structure. As the height of the proposed cavity is
much lower, the fixed structure of the SSLFR is smaller, which lowers the cost thereof.

(ii) Reduction in the cost of the fixed structure and secondary system structures. By
reducing the height of the cavity, the surface area exposed to wind loads is smaller,
which lowers the cost of the fixed structure and the secondary system structures.

4.1.2. Thermal Aspects

In the PV cells, the part of the absorbed solar irradiance that is not converted into
electricity is completely dissipated into heat, which represents an internal heat source that
can be expressed as follows [56]:

Qth = It · APV · (1− ηe), (30)
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where Qth is the internal heat generation in PV cells (W), It is the total absorbed solar
irradiance for PV cells (W/m2), ηe is the electrical efficiency of the PV system (%), and APV
is the total area of the PV cells (m2). For the two cavities, the internal heat generation in
PV cells is the same, because they have the same number of PV cells.

The heat transfer by conduction through the wall of the cooling system is determined
by Fourier’s law of conduction through a hollow rectangular tube resulting from [57]:

Qth =
k · AACS · (TPV − TACS)

δACS
, (31)

where k is the thermal conductivity (W/m °C), AACS is the area of the active cooling system
(m2), TPV is the temperature of the PV cells (°C), TACS is the temperature of the active
cooling system PV cells (°C), and δACS is the wall thickness of the cooling system (m).
As Qth, k, and δ are equal for the two cavities, the area of the cooling system is inversely
proportional to the ∆T. The area of the cooling system in the case of the sawtooth V-cavity
was 0.1789 · LPV (m2), and in the case of the standard V-cavity, it was 0.12 · LPV (m2). So,
the cooling surface in the case of the sawtooth V-cavity was 1.49 times larger. Therefore, the
∆T in the case of the sawtooth V-cavity was 0.67 times the ∆T in the case of the standard
V-cavity. Hence, the temperature of the PV cells with the sawtooth V-cavity is always lower
than that of PV cells with the standard V-cavity.

Figure 13 shows the relationship between the number of V-trough cavities of the
sawtooth (m) and the width of the cooling system (WACS), keeping the width of the PV
cells constant (WPV). One can see that this relationship was not linear. As m increased, the
increase in the WACS dropped.

Figure 13. The relationship between the number of V-trough cavities in the sawtooth and the width
of the cooling system.

According to Evans [58], the electrical efficiency of a photovoltaic cell depends on the
temperature of the PV cell:

ηe = ηre f ·
[
1− βre f ·

(
TPV − Tre f

)]
, (32)

where ηre f is the electrical efficiency of the photovoltaic module at a reference temperature
(dimensionless), βre f is the temperature coefficient (1/°C), TPV is the PV cell temperature
(°C), and Tre f is the reference temperature (°C). Among other technical parameters, the
manufacturer of the PV module provides the value of ηre f and βre f . The ηre f value normally
refers to a temperature of 25 °C and a solar irradiance of 1000 (W/m2). Therefore, lowering
the operating temperature of the PV cells means increasing the electrical efficiency of the
PV cells.

35



Electronics 2023, 12, 2770

4.1.3. Other Beneficial Aspects

Other beneficial aspects of the proposed cavity include:

(i) The same reflective surface for both cavities. The multiple reflective walls of the new
cavity, however, are used in combination to replace the two reflective surfaces of the
V-trough cavity, which could reduce the difficulty of manufacturing, maintaining, and
transporting the large glasses. This would also decrease the total cost of the SSLFR.

(ii) The connection of the PV cells. The connection of the photovoltaic cells is facilitated
due to the separation between the photovoltaic cells in the new cavity.

4.2. The Application of the Graphic System When Designing the Primary Reflector System

Since the length of the SSLFR was 2000 mm, the length of the mirrors was 2000 mm,
and the length of the PV cell system was also 2000 mm. As N = 3, the graph shown in
Figure 6b was used. On the SSLFR width axis of the graph in Figure 6b, the value of
2244 mm was used, resulting in θt0 = 50° on the operation interval axis. Once the operation
interval was known, the width of the mirrors was determined using the graph in Figure 7,
and the position of the mirrors was determined using the graphs in Figure 8. Table 3 shows
the results obtained.

Table 3. Geometric values of the optimal design.

Mirror Li (mm) WMi (mm)

Central mirror 0 220.6
Mirror 1 (right or left) 323.5 228.3
Mirror 2 (right or left) 664.9 228.8
Mirror 3 (right or left) 1010.2 223.1

Using the SSLFR parameters obtained previously, the annual energy of the sawtooth
V-cavity was 2.38266 MWh. The use of the new cavity did not lead to a decrease in the
energy obtained.

4.3. Verification through a Monte Carlo Simulation

A sawtooth V-trough cavity was optically modeled in this study. This design was
verified using the Monte Carlo ray-tracing method. SolTrace™ is practical software that
uses the Monte Carlo ray-tracing method. The application of this software has been used
by several references for the optical analysis of solar concentrated systems [18,46,47].
Based on the results obtained previously, a model was implemented in the SolTrace™
software. Certain assumptions, common in this type of study, were made [18]: (i) all
the reflective surfaces were flat and perfect; (ii) the errors in tracking the apparent
movement of the sun were not considered; and (iii) the SSLFR parameters shown in
Tables 1 and 3 were held constant. In total, 107 rays were used for the simulations as
recommended by other similar studies [18]. The direct normal irradiance for each day
of the year was obtained by using the method presented by [53].

To verify the proposed design, the simulation time was during the summer solstice
(day 172 of the year) at 9:00 (h) and 7:00 (h). The first simulation time chosen, T = 9:00 (h), be-
longed to the operation interval, where the PV cells were uniformly illuminated. There was
also no shading or blocking between adjacent mirrors. In contrast, the second simulation
time chosen, T = 7:00 (h), did not belong to the operation interval.

The direct normal irradiance for the summer solstice at T = 9:00 (h) was 750.19 (W/m2).
Figure 14 shows some simulation results for different surfaces for the simulation time
T = 9:00 (h). Figure 14a shows the absence of shading and blocking between the adjacent
mirrors. This fact can also be seen in Figure 14b–d. Figure 14e–h show the surface of the PV
cells in the sawtooth V-trough cavity, where the flux density was completely homogeneous
on the PV cells.
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Figure 14. Simulation results for different surfaces, Nd = 172, T = 9:00 (h).

The results of the flux density simulation on all the SSLFR surfaces obtained with
SolTrace are provided in Table 4. The SolTrace software output parameter called uniformity
indicates the homogeneity of the flux density over the studied surface. The lower this
parameter, the higher the homogeneity of the flux density. It can be seen that this parameter
reflected very low values in the PV cells. It is also true that the average value of the flux
density over the photovoltaic cells was very similar. It should be noted that the minimum
value of the flux density over the mirrors was different from 0, indicating the absence of
shading and blocking between mirrors.

Table 4. Results of the flux density simulation at T = 9:00 (h).

Surface Max. Irradiance Min. Irradiance Avg. Irradiance Uniformity
(W/m2) (W/m2) (W/m2)

Mirror 3 (right) 846.60 668.60 749.17 0.033
Mirror 2 (right) 829.78 647.35 744.11 0.033
Mirror 1 (right) 804.10 651.78 728.44 0.035
Central mirror 768.67 631.41 701.40 0.035
Mirror 1 (left) 741.22 568.53 664.55 0.036
Mirror 2 (left) 693.40 543.74 622.32 0.036
Mirror 3 (left) 640.26 502.12 581.48 0.038
PV cell (m = 1) 4442.03 3357.50 3914.13 0.042
PV cell (m = 2) 4552.43 3461.41 3957.99 0.041
PV cell (m = 3) 4526.46 3402.96 3965.52 0.042
PV cell (m = 4) 4422.55 3279.57 3911.85 0.040
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The direct normal irradiance for the summer solstice at T = 7:00 (h) was 656.53 W/m2.
Figure 15 shows some simulation results for different surfaces, for the simulation time
T = 7:00 (h). These surfaces were the same as those studied in Figure 15. Figure 15a
shows that mirrors 3 (right), 2 (right), 1 (right), central, and 1 (left) had different degrees of
shading. This effect was more pronounced in mirror 3 (right), as the simulation time was
before midday. Mirrors 2 (left) and 3 (left) had no shading. This fact can also be seen in
Figure 15b–d. Figure 15e shows that the photovoltaic cell surface m = 1 had a high degree
of inhomogeneity. In contrast, the central PV cells, m = 2 and m = 3, had a high degree of
flux density homogeneity. The flux density homogeneity decreased for the m = 4 PV cell.

Figure 15. Simulation results for different surfaces, Nd = 172, T = 7:00 (h).

The results of the flux density simulation on all the SSLFR surfaces obtained with
SolTrace are provided in Table 5. The output parameter from the SolTrace software called
uniformity reflected high values for the shaded mirrors and the PV cell m = 1, which had
low flux density homogeneity. The average value of the flux density over the PV cell m = 1
was very low, indicating a lack of homogeneity in the flux density. In contrast, for the
central PV cells, m = 2 and m = 3, the average value of the flux density was very similar.
The mirrors with a minimum flux density value of 0 had part of their surface shaded by an
adjacent mirror.
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Table 5. Results of the flux density simulation at T = 7:00 (h).

Surface Max. Irradiance Min. Irradiance Avg. Irradiance Uniformity
(W/m2) (W/m2) (W/m2)

Mirror 3 (right) 678.86 0 437.26 0.656
Mirror 2 (right) 681.67 0 440.10 0.615
Mirror 1 (right) 637.91 0 431.45 0.590
Central mirror 597.51 0 427.34 0.520
Mirror 1 (left) 559.36 0 451.93 0.333
Mirror 2 (left) 503.82 407.88 452.41 0.035
Mirror 3 (left) 450.52 362.43 407.87 0.035
PV cell (m = 1) 1859.69 238.63 827.51 0.433
PV cell (m = 2) 3789.32 2933.53 3409.21 0.037
PV cell (m = 3) 3793.43 3044.62 3418.47 0.034
PV cell (m = 4) 3727.6 2517.98 3193.99 0.074

To complete the comparative study between the sawtooth V-trough cavity and the
equivalent V-trough cavity, Figure 16 shows the simulation time during the summer solstice
(day 172 of the year) at 9:00 (h) of the equivalent V-trough cavity. Figure 16a shows the
absence of shading and blocking between the adjacent mirrors. Figure 16b shows that the
photovoltaic cell surface had a high degree of inhomogeneity. In contrast, for the same
hour, the sawtooth V-cavity flux density was completely homogeneous in the PV cells.

Figure 16. Simulation results of equivalent V-trough cavity, Nd = 172, T = 9 : 00 (h).

The results of the flux density simulation on all the SSLFR surfaces obtained with
SolTrace are provided in Table 6 for the equivalent V-trough cavity. Comparing Tables 4 and 6,
we see there were similar values of incident solar irradiance on the mirrors, and a consider-
able reduction in the incident solar irradiance on the PV cells in the case of the equivalent
V-trough cavity. The high value of the uniformity parameter indicated the non-homogeneity
of the photovoltaic cells in the equivalent V-trough cavity. The opposite was the case with
the sawtooth V-trough cavity.

Table 6. Results of the flux density simulation at T = 9:00 (h) in the equivalent V-trough cavity.

Surface Max. Irradiance Min. Irradiance Avg. Irradiance Uniformity
(W/m2) (W/m2) (W/m2)

Mirror 3 (right) 888.06 623.43 749.38 0.048
Mirror 2 (right) 852.34 659.14 742.37 0.044
Mirror 1 (right) 839.35 625.05 728.45 0.048
Central mirror 808.51 597.45 702.83 0.048
Mirror 1 (left) 806.88 564.98 664.39 0.051
Mirror 2 (left) 738.70 513.03 623.30 0.049
Mirror 3 (left) 660.71 480.56 581.40 0.05
PV cell 2102.45 600.71 1184.97 0.38
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4.4. Influence of the Acceptance Angle of the V-Trough Cavity

In the previous sections, a case was presented in which the acceptance angle of the
V-trough cavity θc = 34 (°) was considered. This value corresponded to an SSLFR with a
width of 2244 mm and a number of mirrors equal to seven (N = 3). The value of θc came
from a focal length f = 1500 mm and from the center of the mirror 3 (right or left), whose
center, as we saw, was at a distance of L3 = 1010.2 mm (see Table 3).

In this section, the influence of the V-trough cavity acceptance angle is analyzed. For
this purpose, several simulations were carried out, varying θc ∈ [22, 46] (°), obtaining the
results shown in Figure 17. Figure 17a shows the variation in Ca. Considering the absorber
width b = 30 mm, the variation in B is shown in Figure 17b, and the variation in H is
shown in Figure 17c.

Figure 17. The relationship between the acceptance angle and various cavity parameters.

As shown in Figure 17, as the acceptance angle increased, the geometric concentration
ratio decreased nonlinearly. This variation translated almost linearly (obviously) to the
value of B and almost linearly also to H. The latter result is due to the fact that the optimal
value τ∗ of the trough wall angle also showed a linear variation with θc, with values ranging
from 86.4 to 87.6 (°) for the range of the variation in θc.

As discussed below, the variation in the acceptance angle had an influence on the
design of the SSLFR, as it directly affects the secondary reflector system and, therefore, the
primary reflector system.

From the point of view of the secondary reflector, this variation in Ca led to the
following situation. Once b was set by the manufacturer of the PV cells, the optimum
value of B was obtained. Since the commercial cells used in this work had a fixed value of
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b = 30 mm, in the base case already analyzed, with θc = 34°, and a number of V-trough
cavities of the sawtooth m = 4, we were guaranteed a swept width of the entire secondary
of 4B ' 200 mm. If we then considered a smaller θc value, as Ca grew, there came a point
where, with a smaller number of V-trough cavities of the sawtooth, in this case, m = 3, we
achieved the same sweep of the secondary 3B ' 200 mm. This was achieved for θc = 23°.
Similarly, by increasing θc, and decreasing Ca, it was necessary to take m = 5, in order to
have the same sweep of the secondary 5B ' 200 mm. This situation occurred for θc = 46°.
Table 7 shows the influence of the variation in the acceptance angle with respect to the
parameters of the secondary reflector system.

Table 7. Results of the influence of the acceptance angle on some parameters of the SSLFR.

Secondary Reflector System Primary Reflector System

θc (°) Ca B (mm) m N LN (mm) θto (°)

23 2.22 66.66 3 2 640 49
34 1.66 50 4 3 1010 50
46 1.33 40 5 5 1550 47

The variation in the acceptance angle also influenced the design of the primary reflector
system. Considering f = 1500 mm, the three cases that were analyzed induced changes
in the main parameters of the primary reflector system. Table 7 shows the influence
of the variation in the acceptance angle with respect to the parameters of the primary
reflector system.

When θc = 34 (°), the base case, the optimal design corresponded to θto = 50 (°),
N = 3, and LN = 1010 mm.

When the acceptance angle decreased, e.g., θc = 23°, to achieve that angle and a very
similar operating range of θto = 49°, the mirror field of the primary had the following
parameters: N = 2 and LN = 640 mm. In contrast, when the acceptance angle increased,
for example, θc = 46°and a very similar operating range θto = 47°, the mirror field of the
primary had the following parameters: N = 5 and LN = 1550 mm.

Comparing the three cases, and considering the variation in θto to be negligible, the
case θc = 46° significantly increased the area of the primary field of mirrors; therefore, this
case increased the number of PV cells, the solar irradiation received, and the cost of the
SSLFR. On the other hand, in the case θc = 23°, the situation was the opposite: fewer
PV cells, a lower solar irradiation received, and a lower cost of the SSLFR. Therefore,
several factors must be taken into account in the choice of the acceptance angle, such as
the economic factor, the energy factor, and the surface area available for the installation of
the SSLFR.

4.5. The Manufacture of the Sawtooth V-Trough Cavity and the Laser Experiment

The sawtooth V-trough cavity was constructed using a biodegradable green polymer
material known as polylactic acid (PLA), with the dimensions shown in Figure 12a. The
photograph of the sawtooth V-trough cavity presented in this paper is shown in Figure 18.

As the dimensions of the experimental test platform were smaller than the dimensions
of the SSLFR, the position of the SSLFR mirrors and the height to the receiver were scaled.
The width of the mirrors and the angle of incidence were not affected. Table 8 shows the
optimal parameters scaled to the experimental test platform; in this case, f = 283 mm.
The laser generator was placed in three positions for each mirror tested: an extreme left
position, a central position, and an extreme right position.
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Figure 18. Photograph of the sawtooth V-trough cavity presented in this work.

Table 8. Optimal parameters scaled to the experimental test platform.

Mirror Li (mm) WMi (mm) θi (°)

Central mirror 0 220.6 0
Mirror 1 (right or left) 61.0 228.3 12.17
Mirror 2 (right or left) 125.4 228.8 23.90
Mirror 3 (right or left) 205.2 223.1 33.95

Figure 19a shows the laser beam emitted by the laser generator, starting from the
extreme left position of the mirror 2 (left) with an angle of incidence of 23.90°. As expected,
the beam was incident on the cavity m = 1. Figure 19b shows the laser beam emitted by the
laser generator, starting from the extreme right position of the mirror 2 (left) with an angle
of incidence of 23.90° (the maximum acceptance angle that corresponds to that mirror due
to the geometry of the SSLFR). As expected, the beam was incident on the cavity m = 4.
These results indicate that the ray acceptance rate is 1. The rest of the tests carried out
for the other mirrors also showed that the laser beam hit the PV cell. The experimental
results obtained using the cavity designed showed that the constructed cavity met the
set conditions.

Figure 19. The laser beam emitted by the laser generator located in mirror 2 (left).

The angle measured with the digital angle meter did not match the actual angle of the
laser beam when it reached the reflecting surface of the cavity. There are several reasons for
this: (i) The laser beam emitted by the laser generator has a certain divergence [50], since
the laser is deflected as the optical length increases. (ii) The laser beam emitted by the laser
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generator is not an absolutely parallel beam [50], which causes the beam spot to reach the
surface at a slightly different angle. Therefore, the angle of incidence of the laser beam
is affected. In general, these sources of error are considered to have a cumulative effect
and do not cancel each other out [50]. However, as the distance from the laser generator
to the cavity was 349 mm in the worst case of mirror 3 (left or right), this angle error was
considered to be within a reasonable range [48,50].

Figure 20. The laser beam emitted by the laser generator located in mirror 3 (left).

Figure 20 shows the laser beam emitted by the laser generator, starting from the
extreme left position of the mirror 3 (left) with an angle of incidence of 35.00°. As can be
seen in this image, the laser beam exited the cavity.

5. Conclusions

Guaranteeing the uniformity of the solar irradiance distribution in photovoltaic cells
is a major issue in concentrating photovoltaic systems based on a small-scale linear Fresnel
reflector. For this purpose, a new cavity design for a low-concentration photovoltaic
system based on a small-scale linear Fresnel reflector was proposed to decrease the height
thereof while maintaining a constant aperture. The design of a sawtooth V-cavity that
maintained the ray acceptance rate at 1 and the uniform distribution of the solar irradiance
on the photovoltaic cells was calculated analytically using an optimization algorithm. The
analytical approach presented provides equations for any number of reflections inside
the cavity, which are easily implemented as an iterative algorithm. The proposed design
was verified using the Monte Carlo ray-tracing method. SolTrace™ software was used for
this purpose. In order to verify the correct sawtooth V-trough cavity design, a prototype
was built with a biodegradable green polymer material known as polylactic acid (PLA)
using 3D printing technology. An experimental laser platform was built to fix the trajectory
of the laser beam to confirm that the ray acceptance rate was 1, i.e., that all the beams
entering the cavity reached the photovoltaic cells. The proposed sawtooth V-trough cavity
was compared with the standard V-trough cavity, keeping the cavity aperture, reflective
surface area, and photovoltaic cell width constant. In addition, the focal height, number
of mirrors, mirror width, and mirror spacing were also kept constant, so that the cost
of the two configurations was the same from the point of view of the primary reflector
system. In the example analyzed, the annual energy of the sawtooth V-trough cavity was
2.38266 MWh. The new design ensured the uniform distribution of the solar irradiation
and significantly reduced the height of the cavity. This achievement considerably reduces
the manufacturing cost of the small-scale linear Fresnel reflectors, as shown below:

(i) Since the height of the proposed cavity is much lower, in this case four times lower,
the fixed structure of the small-scale linear Fresnel reflectors are smaller; therefore, the
cost is lower.

(ii) The wind-exposed area of the sawtooth V-trough cavity is four times less than in the
case of the standard V-trough cavity, which reduces the cost of the fixed structure and
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secondary system structures. This is essential considering that the optimal installation
location for small-scale linear Fresnel reflectors is on the roofs of buildings.

(iii) The cooling surface in the case of the sawtooth V-cavity is 1.49 times larger, and
the ∆T in the case of the sawtooth V-cavity is 0.67 times the ∆T in the case of the
standard V-cavity. Hence, the temperature of the PV cells with the sawtooth V-cavity
is always lower than that of PV cells with a standard V-cavity, which increases the
electrical efficiency.

(iv) Although both cavities have the same reflective surface, the multiple reflective walls
of the new cavity are used in combination to replace the two reflective surfaces of
the standard V-trough cavity, which could reduce the difficulty in manufacturing,
maintaining, and transporting the large glasses. Furthermore, the overall cost of the
small-scale linear Fresnel reflector may also decrease.

Other beneficial aspects of the proposed cavity include:

(v) Although the surface area of the photovoltaic cells is the same, the spacing between
the photovoltaic cells that characterizes the designed cavity facilitates cooling between
the photovoltaic cells and the use of cooling systems with a larger surface area, which
improves the efficiency of the cooling system.

(vi) Due to the separation between the photovoltaic cells in the new cavity, the connection
between the photovoltaic cells is easier.

Finally, we also presented an innovative graphic system to design the primary reflector
system for the small-scale linear Fresnel reflector. All of this makes it possible for users to
quickly and easily make the necessary calculations without needing to program formulas.
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Nomenclature

AACS Area of the active cooling system (m2)
APV Total area of the PV cells (m2)
B Aperture of the V-trough cavity (m)
b Absorber width of the V-trough cavity (m)
Ca Area or geometric concentration ratio (dimensionless)
Copt Optical concentration ratio (dimensionless)
CLg Cleanliness factor of the glass (dimensionless)
CLm Cleanliness factor of the mirror (dimensionless)
DNI Direct normal irradiance (W/m2)
di Separation between i-th and i + 1-th mirrors (m)
Fbs Blocking and shading coefficient (dimensionless)
f Height of the receiver (m)
H Height of the V-trough cavity (m)
INd Optimum operation time (h)
k Thermal conductivity (W/m °C)
Li Position of i-th mirror (m)
LPV Effectively illuminated length (m)
li Vertical length (m)
m Number of V-trough cavities of the sawtooth
N Number of mirrors on each side of the SSLFR
Nd Ordinal of the day
n Number of reflections
Qth Internal heat generation in PV cells (W)
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Ra Reflector-to-aperture area ratio (dimensionless)
T Solar time (h)
TACS Temperature of the active cooling system (°C)
TPV Temperature of the PV cells (°C)
Tre f Reference temperature (°C)
W Width of the SSLFR (m)
WACS Width of the active cooling system (m)
WPV Width of the of the PV cells (m)
W f i Width of the PV cells illuminated by the i-th mirror (m)
WMi Width of the i-th mirror (m)
WPV Width of the PV cells (m)
α0 Angle between the solar ray reaching the cavity and OR (°)
αS Solar altitude (°)
βi Angle that mirror i forms with the horizontal (°)
βre f Temperature coefficient (1/°C)
γS Solar azimuth (°)
δ Declination (°)
δACS Wall thickness of the cooling system (m)
ε j Angle between PP′ and the i-th reflection (°)
ηe Electrical efficiency of the PV system (dimensionless)
ηopt Optical efficiency (dimensionless)
ηray Ray acceptance rate (dimensionless)
ηre f Reference electrical efficiency (dimensionless)
θc Acceptance angle of the V-trough cavity (°)
θi Angle between the vertical at the focal point and the line connecting the center point

of each mirror to the focal point (°)
θl Longitudinal angle (°)
θt Transversal incidence angle (°)
θt0 Operation interval (°)
θz Zenith angle (°)
λ Latitude (°)
ρ Reflectivity of the primary mirrors (dimensionless)
ρm Reflectivity of the mirror (dimensionless)
τ Trough wall angle (°)
τg Transmissivity of glass (dimensionless)
ω Hour angle (°)
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Abstract: This work presents a compact batteryless node architecture suitable with the backscattering
communication (BackCom) approach. The key functional blocks are demonstrated at 5.8 GHz,
making use of commercially available components involving a DC/DC step-up converter, a 3.3 V
data generator, and an ASK backscattering modulator based on a single GaAs HEMT in a cold-FET
configuration. The node integrates a patch antenna exhibiting a non-50 Ω optimal port impedance;
the value is defined by means of a source pull-based optimization technique aimed at maximizing
the DC/DC input current supplied by the RF to DC converter. This approach maximizes the node
compactness, as well as the wireless power conversion efficiency. A prototype was optimized for
the −5 dBm power level at the input of the RF to DC converter. Under this measurement condition,
the experimental results showed a 63% increase in the harvesting current, rising from 145 to 237 µA,
compared to an identical configuration that used a microstrip matching network coupled with a
typical 50-Ω patch antenna. In terms of harvested power, the achieved improvement was from
−13.2 dBm to −10.9 dBm. The conversion efficiency in an operative condition improved from 15% to
more than 25%. In this condition, the node is capable of charging a 100 µF to the operative voltage in
about 27 s, and operating the backscattering for 360 ms with a backscattering modulation frequency
of about 10 MHz.

Keywords: Internet of Things; backscattering communications; energy harvesting; microwave
electronics

1. Introduction

In recent years, there has been a growing interest in exploiting the Internet of Things
(IoT) paradigms in many contexts, such as the control of processes in assisted ambient
intelligent [1], industrial environments [2], and environmental quality [3]. A major fac-
tor that has fostered the development of IoT on a large scale is the projected growth in
distributed communications and computing technologies [4,5]. The application of these
technologies has led to IoT technologies fulfilling some key requirements, including low
energy consumption [6–8] and, possibly, the development of hardware nodes that feature
small batteries (or that even operate without batteries). As a consequence, a number of
approaches aimed at overcoming this problem were envisioned in the last few years, in-
cluding technical solutions such as the concepts of energy harvesting (EH) and wireless
power transfer (WPT) [9]. These are complemented by new technical concepts aimed at
sustaining the coexistence of a large number of wireless devices for IoT applications (with
the drawback of reduced battery life). In order to overcome (or at least minimize) these
limitations, one of the most promising solutions is the so-called backscattering communi-
cation (BackCom) technique [10–12]. This approach is based on the controlled reflection
of the electromagnetic wave that incorporates the data to be forwarded to the receiving
node. It can be easily demonstrated that not having any carrier source on board to reflect
the IoT node allows for transmitting forward data while minimizing energy consump-
tion. Furthermore, in the BackCom vision, communication is obtained by avoiding the
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implementation of most of the functional blocks in the transmitting/receiving chain (i.e.,
oscillators, mixers), reducing device complexity, and decreasing production costs [13,14].
Additionally, such node architectures usually involve EH and/or WPT to fully overcome
the energy constraints and extend the battery life, as illustrated in [15–17].

A primitive example of BackCom design principles can be observed in the use of radio-
frequency identification (RFID) technology [18] in vehicular communications. Nonetheless,
the expected performance associated with a batteryless BackCom-based IoT node requires
communication capabilities and ranges that surpass those of a typical RFID device scenario.
Following this, the final step in improving the feasibility of IoT paradigms, with respect to
power limitations, is the development of fully batteryless BackCom nodes that implement
specific solutions supporting both burst and low-rate operations [19].

In this paper, the authors demonstrate the feasibility of a simple yet fully compliant bat-
teryless BackCom node system that is compatible with the implementation of IoT network
architectures. The node has been demonstrated at 5.8 GHz, making use of component-off-
the-shelf (COTS) devices. The latter includes a harvester block that is based on a rectifier
driving a DC/DC boost, as well as a modulator block, which is controlled by a microcon-
troller included in the node’s prototype. Moreover, the proposed BackCom node system
integrates a patch antenna, showing a non-50-Ω optimal port impedance. The proposed
node system architecture, illustrated in Figure 1, was developed by following an approach
that is fully compatible with frequency scalability and with an integrated design based on
the standard IC process.

mCDC/DC
Boost

RF to DC
Conv

BackCom
Modulator

Data

Optimum
Matched
Antenna

CBAT

enabler (batt-ok)LBOOST

Figure 1. Architecture of the considered IoT BackCom batteryless node. The CBAT capacitor and the
inductance LBOOST assume values of 100 µF and 22 nH, respectively.

The paper, in addition to the introduction, is organized into three further sections. The
next section is dedicated to the description of the proposed node architecture, including the
harvester, the modulator, and the antenna. The third section presents a discussion of the
prototype’s system-level architecture, while the fourth section describes the performance;
the final section presents the conclusive discussion.

2. The BackCom Node Key’s Functional Blocks

The batteryless node architecture was designed to be compliant with the operation
principle of the BackCom approach, and consists of the following three functional blocks:
the harvester, the modulator, and the antenna (Figure 1).

The operational sequence of the proposed node can be summarized as follows:

• Firstly, the base station queries the node and supplies it with a continuous wave RF
signal at 5.8 GHz;

• Secondly, the RF to DC converter and the DC/DC boost harvest the received RF energy
and charge the CBAT ;

• Thirdly, when CBAT reaches the desired level, VBAT , the harvester enables the micro-
controller, which controls the backscattering modulator through a GPIO pin;

• Finally, under the control of the microcontroller, the modulator backscatters the RF
continuous signal by transmitting the data.

A key feature of the proposed architecture consists of the antenna, which exhibits an
internal impedance capable of optimizing the RF to DC energy conversion by maximizing
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the current provided to the DC–DC converter; the impedance of the antenna is estimated
using a source pull-based technique. This in turn maximizes the wireless power conversion
efficiency of the harvester block [20,21], and permits the inclusion of commercial DC–
DC converters.

From an operational point of view, the architecture increases the operational time
window suitable for backscattering communication, minimizing the energy harvesting time.

The following subsections illustrate the characteristics of the aforementioned func-
tional blocks.

2.1. RF Energy Harvester

The RF energy harvester block was developed following the approach introduced
in [20], and widely discussed and exploited in [21]. The latter makes use of an RF to DC
converter based on a voltage multiplier, working on a specific input impedance aimed at
maximizing the performance, as well as a commercial nanopower DC/DC boost [22]. Since
the harvesting interval sets a lower limit on the querying time, the harvester has to exhibit
maximum conversion efficiency during this interval. Based on the previously proposed
solution, this objective is obtained by terminating the RF to DC converter with an optimum
input impedance. Following [21], the latter consists of the impedance that maximizes
the ICHG (Figure 1), with respect to the RF input power at the RF to DC converter. To
optimize performance for low impinging power, the RF input reference level at the RF to
DC converter was set to −5 dBm. Taking into account this power level, and due to the
inherently non-linear behavior of the RF to DC converter, a source pull-based optimization
was carried out to identify the optimum impedance that the antenna should exhibit to the RF
to DC converter. This was obtained by varying ZRF, which is the impedance shown by the
equivalent RF source, VRF, at the RF to DC converter, as illustrated in Figure 2. In this work,
the RF to DC converter was implemented by a diode-based voltage tripler configuration.

Figure 2. Conceptualization of the source impedance optimization by the source pull-based technique.

Regarding the DC/DC boost, the input port can be described by a behavioral model
based on an ideal diode with a threshold voltage VTH . On this basis, the charging current is

ICHG =





VRFDC −VTH
RRFDC

when VRFDC > VTH

0 otherwise
(1)

where VTH is 0.34 V, in accordance with the experimental results [20], and on the base of
manufacturer specifications [22]. Parameters VRFDC and RRFDC represent, respectively, the
output voltage and the output impedance shown by the RF to DC rectifier toward the
DC/DC step-up converter.

The value of the optimum impedance ZRFopt is calculated using the previously de-
scribed approach by using a source pull-based procedure on a commercial CAD for the
high-frequency circuit analysis. This technique consists of running a non-linear analysis at
5.8 GHz with a reference input power of−5 dBm, spanning the source impedance across the
entire Smith chart; the target is the impedance ZRF that maximizes ICHG. In this work, we
adopted the zero bias SMS7630-061 Schottky diode in a voltage tripler configuration on sili-
con; as a result of the source pull-based procedure, the value ZRF = ZRFopt = 19.8− j83.7 Ω
represents the optimum source impedance. As a consequence, ZRFopt is the impedance to
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which the harvester input should be terminated during the charging interval; this allows
for maximizing the performance and minimizing the latency time between the start of the
query and the response of the node.

In the present architecture, in order to reduce losses and maximize the compactness of
the node, the impedance matching of the voltage tripler is obtained following the approach
described in [23]. However, in a BackCom node architecture (Figure 1), the presence of the
modulator block cannot be neglected in the harvesting phase (modulator in high impedance
state). As a consequence, the identified optimum matching impedance ZRFopt differs from
the design impedance that is exhibited by the antenna ZRFe f f . The effect of the modulator
can be considered by modeling it as a microstrip line with a characteristic impedance ZT
and a length WT , as illustrated in Figure 3.

RFeff

RFeff

HARV

T

43,22 mm

T

WT

RFeff

RFeff RF

Antenna Harvester

Modulator

TT

Figure 3. The modeling of a high impedance state modulator for evaluating ZRFe f f .

The values of both ZT and WT were calculated, starting from the dimensions of the
modulator interconnection (the proposed modulator based on a cold-FET configuration, as
explained in the specific subsection) between the antenna and the tripler. It is assumed that
the modulator exhibits a high impedance at this junction during the harvesting; thus, the
ZRFe f f can be simply evaluated on the basis of the well-known transmission line equation
and the ZT and WT values.

ZRFe f f =
ZRFopt + jZT tan

(
2π
λRF

WT

)

ZT + jZRFopt tan
(

2π
λRF

WT

) . (2)

2.2. Modulator

The architecture proposed in this paper for implementing the BackCom node utilizes
backscattering modulation, which is a well-known approach for low-power communica-
tion [24]. Basically, the backscatterer reflects the impinging radio signal while superim-
posing a modulation; this feature is obtained by varying the reflection coefficient seen by
the antenna. In some approaches, the BackCom node may differentiate the energy and
communication paths. This technique simplifies the design of the communication chain by
implementing one or two antennas or even two different frequencies. On the contrary, the
batteryless BackCom node proposed in the present paper follows a single-path approach
for both harvesting and communication. As a consequence, the design procedure has to
take into account the use of a single antenna for both harvesting and backscattering.

This approach improves the compactness of the system but it introduces some critical
issues in the design process. In particular, the modulator stage has to fulfill two different
requirements that are not easily achievable simultaneously. Firstly, the modulator has to
satisfy the required modulation parameters; in addition, it has to introduce the minimum
effects on power delivery during the harvesting phase.

The topology of the implemented modulator is illustrated in Figure 4. It consists of
a cold-FET that is driven by the data output of the microcontroller. The microcontroller
was chosen to ensure a significant differentiation between the OFF and ON states of the
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switch at the operative frequency, regardless of other considerations, such as the settling
time of the switch. In addition, because the modulator needs to be carefully designed to
ensure proper impedance (ZMOD in Figure 5), an accurate model of the device is necessary
(which is typically not available at this frequency in other technologies such as CMOS).
The cold-FET is connected to the antenna and the harvester by means of a microstrip line,
whose length l and width w must be chosen to fulfill the conditions described in (3)

|ZMOD| >> max(|ZRF|, |ZHARV |). (3)

RA

RB

LDS

Transmission

Line

Harvester

ZRF

Modulator

ZMOD

ZRfeff

Figure 4. Modulator block for the backscattering mode of the BackCom node.
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Figure 5. Modulator impedance |ZMOD| with respect to the feeding line dimensions.

In our design, |ZRF| = 1700 Ω, while |ZHARV | = 31.27 Ω. Condition (3) ensures that
during the harvesting interval, when the modulator is in a high impedance state, the input
power is transferred to the harvester stage, minimizing any losses [21].

The length l and width w of the microstrip feeding line of the backscattering modulator
were chosen after simulating modulator impedance in a high impedance state; the results
are depicted in Figure 5.
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The dimensions of the modulator feeding line fulfill the conditions of the maximum
power transfer given by (3) and maximum compactness. Specifically, the resulting op-
timal values are l = 4.7 mm and w = 0.7 mm. These values lead to WT = 2.15 mm
and ZT = 75 Ω; thus, according to (2), the value of the optimum antenna impedance is
ZRFe f f = 44.6− j164.9 Ω.

As detailed in [21], the expected ASK modulation depth for a two-symbol modulation
is defined as

mASK =
||A1| − |A0||

max (|A1|, |A0|)
(4)

where each Ai is the simulated reflection coefficient at the antenna port related to the i-th
symbol state of the modulator. Through simulations, using the optimal dimensioning of
the modulator feed line, the reflection coefficient results, respectively, in mag(A0) = 0.352,
phase(A0) = 213 degrees for A0, mag(A1) = 0.968, and phase(A1) = 347 degrees for A1, as
illustrated in Figure 6, where the two symbols are depicted in the Smith chart. Moreover,
from Equation (4), the expected value of the modulation depth is mASK = 0.60.

+j

−j

+j

+j

−j

+j

−j

+j

−j

+j

−j

Figure 6. Representation of the A0 and A1 symbols on the Smith chart.

2.3. Antenna

The antenna was designed to satisfy the impedance requirements in terms of ZRFe f f
and it shows a high level of compactness. The antenna topology is based on a single patch
antenna printed on the same substrate of the cold-FET backscattering modulator and the
three-stage RF–DC converter, namely the Isola FR408 (εr = 3.67, tan δ = 0.012). The antenna
was designed at 5.8 GHz in order to show an input impedance of ZRFe f f = 44.6− j164.9 Ω.
This non-canonical input impedance value was obtained by using a couple of patches
etched on the same plane of the patch itself. Their presence adds an additional degree of
freedom in the antenna design, which allows for achieving the desired input impedance.
The antenna was simulated with a commercial full-wave electromagnetic simulator. The
resulting antenna layout, which is inspired by the one proposed in [25], is shown in Figure 7,
where the main dimensional parameters are also illustrated.

The proposed design shows an antenna gain of about 6 dBi as well as an antenna
efficiency of about 71.4%. The simulated antenna reflection coefficient is illustrated in
Figure 8 in a band of about 1.6 GHz and is centered on 5.8 GHz. The S11 parameter is
evaluated with respect to the usual normalization impedance Z0 = 50 Ω and the opti-
mum impedance Z′0 = 44 − j164.9 Ω. The circle in the graph represents the different
normalization impedance values of S11 @ 5.8 GHz. The Smith chart confirms that the
concept of optimum matching for this application is completely different from the usual
matching approach.
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Figure 7. The main dimensions of the antenna for achieving the optimum impedance.
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Figure 8. The S11 parameter normalized, respectively, to Z0 = 50 Ω (orange) and Z′0 = 44 −
j164.9 Ω (blue).

3. The BackCom Node Prototype

The prototype was implemented by making use of two different boards. The first one
integrates the optimum matched antenna, the modulator, and the RF to DC converter, while
the second board includes the DC–DC boost device, the control electronics, and the data
generator. This approach simplifies the development of prototypes as well as the testing
phase, allowing for full control over all critical blocks and enabling the measurement of
key parameters. The two boards were implemented on the Isola FR408 laminate and the
prototypes are illustrated in Figure 9.

The modulator is based on an ATF58143 pseudomorphic HEMT in a cold-FET configu-
ration; the voltage tripler (RF to DC converter) employs three silicon, zero bias SMS7630-061
Schottky detector diodes; the DC–DC boost is based on the commercial BQ25570 [22].
Furthermore, concerning the critical components of the DC/DC converter illustrated in
Figure 1, LBOOST and CBAT are the values of 22 µH and 100 µF. The data generator is based
on an EEPROM, Atmel AT17LV512A 3.3 V 256 kbit on a PDIP package [26], which emulates
the controller block.
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Figure 9. BackCom node composed of two boards.

4. The BackCom Node Prototype’s Experimental Results

In order to assess the performance of the proposed batteryless BackCom node archi-
tecture as a whole, a specific measurement setup was implemented. In particular, it was
conceived to investigate the backscattering communication behavior and the performance
of the harvester in different conditions.

The measurement setup schematic is illustrated in Figure 10, and consists of a radio
link with the node under test from one side and a TX/RX system from the other side. The
node, being implemented in the split form illustrated in Section 3, simplifies the testing
procedure. Such a configuration allows for accessing the terminal between the RF to DC
converter and the DC/DC boost, enabling the measurement of the ICHG, as well as the data
line monitoring. On the contrary, the TX/RX system makes use of an RF power generator
and a power amplifier in the transmitter path, while the receiver is implemented by means
of a spectrum analyzer. The two paths are connected to a single antenna array through
a circulator.

Data

mC

DC/DC Boost

Multimeter

ICGH

RF Power
Generator

AMP

RF to DC
Conv

+
Modulator

Power
Meter

Spectrum
Analysers

Measurement
Section

Figure 10. Measurement setup block diagram.

The previously described setup includes a reference antenna on the same BackCom
node measurement section. The latter is connected to a power meter in order to evaluate,
at the reference section, the effective impinging power. Based on this setup, the BackCom
node behavior was characterized. The implemented measurement setup is illustrated in
Figure 11
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The distance between the reader TX/RX antenna and the node was fixed at 1.8 m in the
setup; in addition, the main dimension of such an antenna resulted in 0.25 m, with an EIRP
= 37 dB, while the antenna that was integrated in the node showed a gain of about 6 dBi.
Therefore, in accordance with the operative data, the limits for the far-field and the near-

field are d > 2D2

λ = 2.20 m (far-field limit) and d < 0.62
√

D3

λ = 0.45 m (near-field limit).
Consequently, the system was not tested in either far-field or near-field conditions. The
system was characterized in an anechoic setup to take advantage of the absorbing behaviors
of the absorbers. Our objective was to obtain reliable data from the characterization by
isolating the setup as much as possible from unpredictable environmental contributions,
rather than eliminating all of the possible multipath contributions. The data features
confirmed the reliability of the measurement setup.

REFERENCE

ANTENNA

BACKCOM NODE

UNDER TEST

SPECTRUM

ANALIZER
POWER

AMPLIFIER

TX/RX

ANTENNA

POWER

GENERATOR

Figure 11. Measurement setup for the characterization of the BackCom node.

The first set of tests was aimed at verifying the effective improvement of the harvesting
performance of the node. The results are illustrated in Figures 12 and 13. The measurements
confirm that the node was effectively designed to simultaneously follow the approach of
the optimum matched antenna and the minimization of the modulator effect during the
harvesting phase (3).

Figure 12 compares the ICHG of the proposed architecture with respect to the one ex-
hibited by a standard configuration, using a matching network to implement the optimum
impedance. The latter does not include the modulator block. ICHG was evaluated in both
configurations, considering the same RF power at the RF to DC converter input by means of
the power meter connected to the reference antenna, and taking into account the optimum
antenna gain. The architecture proposed in the present paper has demonstrated an overall
improvement in ICHG at every input power level. In particular, at the design reference,
the RF power is about −5 dBm (at the input of the RF to DC converter section), and the
measured current is 237 µA for the node and 145 µA for the standard structure with an
improvement of about 92 µA.

Figure 13 illustrates the efficiency of the same two configurations. The measurements
confirm that the harvesting efficiency of the BackCom node is improved compared to the
standard configuration across the entire range of input power levels. Here, the efficiency is
calculated as the ratio of the power supplied to the DC/DC with respect to the impinging
power at the input of the RF to DC PRFDC converter, as described in

E f f =
ICHGVTH

PRFDC
(5)

Moreover, the above-mentioned figure also shows the incremental efficiency (∆E f f ),
which was calculated as the difference between the two cases at each power level.

With reference to (5), at −5 dBm of the RF input power (the design reference level),
the node shows an efficiency of about 25.5%, while the standard configuration is at about
16%. This leads to an increased harvester efficiency of about 10.5%, which translates to a
reduction of the charging time for a given storage capacitor.
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Figure 13. Efficiency in harvesting the interval for the actual configuration (without a matching
network) and with a matching network.

The same measurement setup was used to evaluate the harvesting performance of the
node during the backscattering condition. Figure 14 illustrates the behavior of the charge
current in querying and backscattering state. This result confirms, as expected, the reduced
harvesting performance during the communication period. At the input power RF reference
level (−5 dBm), ICHG in the backscattering state assumes a value of about 137 µA. This
value is 99 µA lower than the harvesting state, which measures 237 µA. These measures
show how the node maintains a harvesting performance similar to the one shown by the
standard configuration implementing the matching network (during the backscattering
communication). The ability of the node to harvest energy during the backscattering state
is confirmed by Figure 15, which compares the efficiencies of the two functional states and
highlights the delta between them.

Figure 16 confirms that the comparison between ICHG (supplied by the node in the
backscattering state) and the corresponding value in the standard configuration (imple-
menting the matching network in the harvesting state) are very similar across all input
power levels. This behavior contributes significantly to delaying the discharge of CBAT and,
as a consequence, increases the time slot for communication.
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A state-of-the-art analysis was carried out in order to compare the harvesting per-
formance shown by the proposed architecture in comparison with other approaches; the
results are summarized in Table 1. The harvester performances of the architecture proposed
in the present work were evaluated with respect to two solutions proposed by the same
authors, operating at 5.8 GHz, as well as four solutions proposed by different authors, three
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of which work at 5.8 GHz and one at 2.45 GHz. In References [21,27], the performances are
evaluated under operating conditions when the system is connected to the BQ25570. The
first makes use of a matching network that introduces losses and shows (at −5 dBm) an
efficiency of about 16%, while the second adopts a matching network optimized for multi-
sine excitation; it shows performance improvements of up to 27% at −5 dBm. The latter
shows better performances with respect to the present work but it is not fully compatible
with the BackCom approach; it is more oriented to pure harvesting solutions. With respect
to the solutions described in [28–30], they operate at 5.8 GHz, while the solution described
in [31] operates at 2.45 GHz.

The first shows an efficiency of about 22 % at −5 dBm, the second demonstrates an
efficiency of about 15% at −10 dBm, and the third exhibits an efficiency of about 55%
at −5 dBm. The fourth, which works at 2.45 GHz, shows an efficiency of about 35% at
−10 dBm. Some of these solutions show better efficiencies compared to the present work.
The main drawback consists is that they were not evaluated in operational conditions
but rather with optimal loads of high value (k Ω order of magnitude). As a consequence,
considering the system-level operative conditions, the approach proposed in the present
work performed better compared to all other state-of-the-art architectures.

Table 1. Harvesting performance comparison of the system working @ 5.8 GHz.

Reference Reference
Power (dBm) Eff. (%) Freq. (GHz) Load/Condition

[21] −5 16 5.8 BQ25570 operative condition
[28] −5 22 5.8 3 kΩ
[31] −10 35 2.45 5 kΩ
[27] −5 27 5.8 BQ25570 operative condition
[29] −10 15 5.8 10 kΩ
[30] −5 51 5.8 9 kΩ

This work −5 25.5 5.8 BQ25570 operative condition

The system ability of the proposed architecture to implement an ASK backscattering
communication was evaluated by driving the proposed cold-FET modulator by means of a
10 MHz square wave (i.e., a periodic sequence of bit 0 and bit 1), which was generated by
the EEPROM, which emulates the controller block. Such a modulating signal provides a
reference benchmark for testing the harvesting efficiency in the backscattering phase due to
its inherently fixed frequency rate. The setup that was implemented to detect the spectrum
of the backscattered signal modulated by the square wave refers to the block diagram, as
illustrated in Figure 10.

The results are illustrated in Figure 17, showing the spectrum of the backscattered
signal modulated by the square wave. The figure illustrates the signal spectrum across the
carrier, where the fundamental, as well as the third harmonic of the modulating signal,
are recognizable. The EEPROM, emulating the controller block, is active for the CBAT
discharging time interval (i.e., ∆TON , as stated in [21]) for a maximum of 360 ms, which is
independent from the impinging power. On the contrary, the CBAT charge time interval
depends directly on the latter. For a power level of about −5 dBm at the input of the RF to
DC converter, measurements show a charging time of 27 s. However, the CBAT discharge is
a slightly critical phase for the modulation. As a matter of fact, the decrease in VBAT affects
the performance of the EEPROM, which in the final part of ∆TON generates a square wave
with a frequency that is below the canonical 10 MHz. As a consequence, both the spectrum
of the first and third harmonics show a slight widening.

Based on the previously described backscattering experiment with a modulating
square wave signal of 10 MHz, it is possible to argue that this value can be assumed as
the maximum data rate. The conversion gain of the node in the backscattering mode was
estimated to be 2.7 dB; this enables a typical operative range of 1 m, depending on the
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reader’s EIRP and sensitivity. Regarding power consumption, it is not considered a relevant
figure in this context since the component is batteryless.
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Figure 17. Measured spectrum of the backscattered signal modulated by a 10 MHz square wave.

Consequently, the measured results and analysis conducted in the proposed criti-
cal functional block assessment in this paper demonstrate the feasibility of a batteryless
BackCom node, as postulated in [32].

5. Conclusions

In this paper, we demonstrated the feature of the key functional blocks for a BackCom
node, enabling an integrated architecture for a totally batteryless BackCom node. In
particular, the coexistence of a highly efficient harvester configuration, a cold-FET-based
modulator, and an antenna designed to exhibit the optimum impedance for maximum
charging performances was fully demonstrated. The inclusion of such an antenna leads
to an improvement of 63% in the harvesting current, increasing the value from 145 µA
to 237 µA, with respect to the identical configuration involving a microstrip-matching
network coupled with a typical 50-Ω patch antenna. The conversion efficiency in operative
conditions demonstrates an improvement from 15% to 25.5%. Moreover, the effectiveness
of the ASK modulation was demonstrated. In summary, the performance comparison of
the system proposed in this paper, with respect to comparable technologies, shows that
this node system exhibits the best efficiency in operative conditions.
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Abstract: The intermittent nature of the solar resource together with the fluctuating energy demand
of the day-ahead electricity market requires the use of efficient long-term energy storage systems. The
pumped hydroelectric storage (PHS) power plant has demonstrated its technical and commercial
viability as a large-scale energy storage technology. The objective of this paper is to analyse the
parameters that influence the mode of operation in conjunction with a floating photovoltaic (FPV)
power plant under day-ahead electricity market conditions. This work proposes the analysis of
two parameters: the size of the FPV power plant and the total process efficiency of the PHS power
plant. Five FPV plant sizes are analysed: 50% (S1), 100% (S2), 150% (S3), 350% (S4) and 450%
(S5) of the PHS plant. The values of the total process efficiency parameter analysed are as follows:
0.77 for old PHS plants, and 0.85 for more modern plants. The number of daily operating hours
of the PHS plant is 4 h. These 4 h of operation correspond to the highest prices on the electricity
market. The framework of the study is the Iberian electricity market and the Alto Rabagão dam
(Portugal). Different operating scenarios are considered to identify the optimal size of the FPV power
plant. Based on the measured data on climatic conditions, an algorithm is designed to estimate the
energy production for different sizes of FPV plants. If the total process efficiency is 0.85, the joint
operation of both plants with FPV plant sizes S2 and S3 yields a slightly higher economic benefit
than the independent mode of operation. If the total process efficiency is 0.77, there is always a
higher economic benefit in the independent operation mode, irrespective of the size of the FPV plant.
However, the uncertainty of the solar resource estimation can lead to a higher economic benefit in the
joint operation mode. Increasing the number of operating hours of the PHS plant above 4 h per day
decreases the economic benefit of the joint operation mode, regardless of the total process efficiency
parameter and the size of the FPV plant. As the number of operating hours increases, the economic
benefit decreases. The results obtained reveal that the coupling of floating photovoltaic systems with
pumped hydroelectric storage power plants is a cost-effective and reliable alternative to provide
sustainable energy supply security under electricity market conditions. In summary, the purpose
of this work is to facilitate decision making on the mode of operation of both power plants under
electricity market conditions. The case studies allow to find the optimal answer to the following
practical questions: What size does the FPV power plant have to be in order for both plants to be
better adapted to the electricity market? What is the appropriate mode of operation of both plants?
What is the economic benefit of changing the turbine pump of the PHS power plant? Finally, how
does the installation of the FPV power plant affect the water volume of the upper reservoir of the
PHS plant? Knowledge of these questions will facilitate the design of FPV power plants and the
joint operation of both plants.

Keywords: pumped hydroelectric storage power plant; floating photovoltaic power plant; day-ahead
market; economic benefits
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1. Introduction

Limiting global average temperature increases to 1.5 (◦C) above pre-industrial levels
in accordance with the Paris Agreement [1] is a goal for most governments. To achieve
this, CO2 emissions must be reduced to net zero by 2050 as far as possible [2]. In this
sense, the European Union (EU) has set decarbonisation strategies for 2030, which can
be summarised by means of the objectives set out in the Winter Package [3]: (i) a 40%
reduction in greenhouse gas emissions; (ii) 32% renewable energy in the final energy mix;
and (iii) 32.5% energy efficiency improvement. The transport, building and industry sectors
are currently the main sources of greenhouse gas emissions in the EU [4]. The development
of renewable energy technologies to replace fossil fuels in electricity generation has been
a focus of research for several decades now. Some of these studies analysed whether
renewable energies are ready to support the current and future energy demand.

Solar energy has the potential to play a key role in reducing greenhouse gas emissions
because it is abundant, safe, reliable and non-polluting. Solar technologies that can be
used to generate electricity include photovoltaic (PV) and concentrated solar power (CSP).
PV technology is a growing technology for electricity generation [5] and is the subject of
this study. PV power plants have a flexible architecture that allows them to be adapted to
different locations [5]. This technology is subject to intermittency and fluctuations in power
generation. The intermittent nature of the solar resource refers to the fact that the amount
of solar energy that can be captured and converted into electricity using PV systems varies
depending on the time of day, season, and weather conditions [6]. These fluctuations in the
availability of solar energy can make it challenging to integrate solar PV into the electricity
grid and ensure a stable and reliable supply of electricity. To address this issue, several
approaches have been developed, including energy storage systems, such as pumped
hydroelectric storage power plants. This feature puts PV technology at a disadvantage
compared to CSP technology, which allows energy storage. Therefore, overcoming the
possible fluctuating operation of a PV plant due to random weather would put this type
of technology in a privileged position. However, the joint operation of a PV power plant
with a pumped hydroelectric storage power plant can also achieve energy storage. In other
words, to achieve a reliable energy source, one can combine sources with strong temporal
complementarity, such as photovoltaics, and couple them with some kind of energy storage
device, such as a pumped hydroelectric storage power plant.

There are three main types of hydropower plants [7]: impoundment, diversion, and
pumped storage. However, it is important to note that impoundment and diversion
hydropower plants typically use dams to control the flow of water and create a head of
water to drive turbines. Pumped storage hydropower plants also require two reservoirs,
with one located at a higher elevation than the other, which can be created by building
dams. However, there are also run-of-river hydropower plants that do not require a dam
and instead use the natural flow of a river or stream to drive turbines. Tidal and wave
energy converters are also considered types of hydropower facilities that do not require
dams. In this study, we are interested in hydroelectric power plants with reservoirs, in
particular, pumped hydroelectric storage power plant.

A pumped hydroelectric storage (PHS) power plant consists of an upper and a lower
reservoir connected to a penstock, and a reversible pump turbine (See Figure 1). When
electricity is to be generated (generation mode), water flows through the penstock to drive
the hydro turbines. When the hydraulic machine operates as a pump (pumping mode), the
water changes direction and is pumped from the lower tank to the upper tank. In pumping
mode, energy from an external source (e.g., the grid or a PV plant) powers the pumps.
Energy from solar production can be stored under this operating mode.

Some of the operating characteristics of these plants can be summarised as follows:
(i) flexibility in start and stop operations, and (ii) a fast response speed so that it can adapt
to drastic load changes and, therefore, follow load changes. These operating characteristics
enable them to play a balancing role in electrical systems, providing reliability to the system.
This advantage is enhanced by the increasing share of intermittent energy sources in the
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electricity market, such as photovoltaic technologies. Therefore, the flexible characteristics
of this type of plant are expected to be used more extensively. In addition to the advantages
mentioned above, the integration of FPV and PHS systems has the following advantages
for the PHS system:

(i) Water savings. Water savings are due to the reduction in water evaporation due to
the partial coverage of the reservoirs in the PHS systems. This value is estimated to
depend on climate conditions and the percentage of area covered [8].

(ii) Water quality. In terms of water quality, the lack of light produced by partial water
cover creates algae blooms [9].

Over the last three years, the analysis of floating photovoltaic (FPV) systems has been
an emerging topic in scientific literature [10]. 89% of the studies conducted on floating PV
systems focused on reservoirs for hydroelectric generation [10–13]. Therefore, the study
of the joint mode of operation of these power generation systems is an important line
of research. Floating PV plants have PV modules and solar inverters similar to ground-
mounted PV plants. However, the mounting system of the PV modules is very different.
The different components in this type of plant are [8] a main floating body, a connection
floating body, and a mooring system. The profits obtained by an FPV system due to its
integration in a PHS system are as follows:

(i) No land occupancy. The large land area occupied by ground-mounted PV plants com-
petes with agricultural or green zones [14]. With FPV plants, this disadvantage is resolved.

(ii) Cooling of the PV modules. PV modules profit from the cooling provided by water.
This considerably increases the electrical efficiency of the PV modules, resulting in
2.33% [15] to 10% [16] more energy per year.

In the 1990s, the countries of the European Union liberalised their energy systems.
The evolution from heavily regulated to liberalised electricity markets was similar in the
different countries, as it took place within the framework of common European legislation.
The concept of exchange-based zonal markets is the spirit of electricity markets [17]. The
electricity supply structure, the price mechanism, the trading mechanism, and the market
agents are regulated by the electricity market. The electricity market is responsible for
maintaining the balance in the electricity system, as supply (generation) and demand (load)
must be continuously balanced in real time to maintain the reliability of the system.

Therefore, there are two systems—FPV and PHS—which have to be adapted to
the conditions of the electricity market. Several modes of operation are possible: (i) an
independent operation mode, (ii) a joint operation mode, and (iii) an energy storage
operation mode. With the first mode, the two plants operate independently by selling
electricity. With the second mode, the two plants operate jointly selling electricity, but the
energy generated by the FPV plant can be sold as it is generated or it can be used in the
pumping process of the PHS plant so that the PHS plant can then sell electricity at the
most appropriate times. Finally, with the third mode, the two plants operate jointly storing
energy. Choosing the right mode of operation according to electricity market conditions
poses a challenge for such systems. Figure 1 shows a diagram reflecting the interaction
between the three systems studied.
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Figure 1. Representation of the three systems under study [18].

The feasibility and cost effectiveness of integrating FPV systems in PHS power plants
have been extensively studied in the literature [19–22]. Although this type of configuration
was initially used in the electrification of remote areas without access to the public grid, it
has nowadays been extended to large PHS power plants.

Rauf et al. [23] evaluated the integration of a 200 (MW p) FPV power plant into an
existing conventional 1450 (MW) hydropower plant in Pakistan. The results showed
additional energy production of more than 3.5% when the conventional hydropower
plant was combined with an FPV system. Kocaman and Modi [24] investigated the cost
effectiveness of integrating FPV plants into PHS and conventional hydroelectric systems.
The results showed that PHS systems allow a higher solar energy capacity to be installed
in an affordable manner than conventional hydropower systems. Therefore, the integration
of FPV systems into PHS systems is more cost effective than conventional hydropower
systems. These two studies did not take into account electricity market conditions.

Glasnovic and Margeta [25] presented a hybrid system consisting of a PHS plant and
an FPV plant to provide a continuous power supply. The energy supplied by the FPV
power plant was used for the water pumping process of the PHS power plant. The energy
produced by the PHS plant was used to supply electricity to isolated consumers. This
paper only considered one of the possible modes of operation of the proposed system. In
addition, the electricity market conditions are not taken into account.

Due to climate change, decreasing rainfall causes water shortages in some hydroelec-
tric power plant reservoirs. As a result, some hydroelectric power plants remain out of
service for a few months of the year. Bhattacharjee and Nayak [26] analysed the impact
of an FPV power plant on restoring the constant annual output of a PHS power plant.
The results corroborate that this hybrid system is a viable option for restoring the constant
annual yield from a PHS power plant.

In addition to the references provided above, Jurasz et al. [19] presented a detailed
literature review on the joint operation of FPV and PHS systems. These authors stated
that there are a limited number of papers directly dedicated to the joint operation of an
FPV and a PHS plant operating in a day-ahead market. The following are some of the few
papers that address this issue. Jurasz et al. [19] presented an efficient trading strategy for
FPV and PHS systems operating in a day-ahead market. The presented model takes into
account several uncertainties, such as inflow and solar irradiance in a simplified approach.
Study [18] presented analyses of different scenarios of joint operation of FPV and PHS
plants as well as the optimal operating strategy for the day-ahead Iberian electricity market,
depending on the accuracy of the forecasts.

Considering that the inclusion of electricity market conditions has been barely dis-
cussed in the scientific literature, the main objective of this paper is to analyse how certain
parameters of the two electricity generation systems affect their mode of operation in
the Iberian electricity market. For this purpose, we analyse two parameters of a system
consisting of an existing PHS power plant and an FPV power plant to be integrated, taking
into account the conditions of the Iberian electricity market. These parameters are the size
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of the FPV power plant and the efficiency of the pumping process of the PHS power plant.
The indicators used to evaluate the study are the water volume gain and the economic
benefit. This study will be carried out at one of the hydroelectric reservoirs in Portugal, i.e.,
the Alto Rabagão hydroelectric power plant, to assess the influence of the three parameters
on the feasibility of installing a large-scale PV system.

The main contributions of this work are as follows:

(i) Analysing the size of a floating PV power plant under Iberian electricity market con-
ditions. To do so, the available reservoir area, terrain elevations, and existing electrical
infrastructure at the pumped-storage hydroelectric power plant must be estimated.

(ii) Analysing how the efficiency of the pumping process of the hydroelectric power
plant affects the mode of operation of both plants under Iberian electricity market
conditions.

(iii) Analysing the energy storage possibilities of a floating PV power plant when both
plants are operated under Iberian electricity market conditions.

(iv) Analysing the optimal mode of operation of an integrated floating PV-hydroelectric
power plant in order to obtain the maximum economic benefit.

In summary, the purpose of this work is to facilitate decision making in the mode of
operation of both power plants under electricity market conditions. The case studies make
it possible to determinate the optimal answer to the following practical questions: What
size does the FPV power plant have to be in order for both plants to be better adapted to
the electricity market? What is the appropriate mode of operation of both plants? What is
the economic benefit from changing the turbine-pump of the PHS power plant? Finally,
how does the installation of an FPV power plant affect the water volume of the upper
reservoir of a PHS plant? Establishing the answers to these questions would facilitate the
design of FPV power plants and the joint operation of both plants.

This paper is structured as follows: Section 2 provides the context for the case study
location. Section 3 describes the methodological approach to the operation of a floating PV
power plant integrated with a pumped hydro power plant in the day-ahead market. The
results are presented in Section 4. Finally, Section 5 summarises the main contributions and
conclusions of the paper.

2. Context for the Case Study Location

The Iberian Peninsula, comprising Spain and Portugal, is a typical case of an area of
high solar potential and growing energy demand. Renewable energies have been widely
accepted by the population of the Iberian Peninsula; there were 15.4 (GW p) installed photo-
voltaic systems in operation at the end of 2021 [4]. The installed capacity of hydroelectric
power plants was around 23.5 (GW) at the end of 2021 [4].

Most electricity is sold in EU member states through day-ahead markets [27]. In these
markets, the hourly price of electricity depends on supply (amount and sources of energy
available) and demand.

Portugal and Spain operate the same electricity market (Iberian Electricity Market,
MIBEL by its acronym in Spanish). This market was created in 2004. MIBEL includes
two main markets, where most transactions are carried out: the day-ahead market and
the intra-day market. However, energy is mainly traded on the day-ahead market. In
addition, it has the technical restrictions market and the complementary services market,
where the number of transactions is lower. In this type of market, there are two main agents
called the market operator and the system operator. The market operator is the market
manager of the day-ahead and intra-day market. In MIBEL, it is called OMIE, for its
Spanish acronym. The system operator is the market manager of the technical restrictions
market and complementary services market. The system operator in Portugal is called
REN, and in Spain, it is called REE.

OMIE uses the marginalist model for its transactions. In this model, electricity pro-
ducers make their bids based on the marginal cost of production. This model includes
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all costs, such as the cost of emissions, the cost of fuel, the variable cost of operation and
maintenance. It also includes taxes.

2.1. Description of the Day-Ahead Market

The operating principle of the day-ahead market is that of an auction. As in any
auction, there are two types of agents: selling agents and buying agents. The generating
plants and energy importers are the selling agents. The traders who resell their energy on
the retail market or export it and the end consumers who use the wholesale market are the
buying agents.

The mechanism of operation of the day-ahead market is as follows: (i) On day D− 1,
at 12:00, selling agents submit the electricity bid for each hour of day D. (ii) On day D− 1,
at 12:00, buying agents submit the purchase offer for each hour of day D. (iii) On day D− 1,
OMIE builds the supply and demand curves according to the criteria shown in Figure 2.

The intersection of the supply and demand curves determines the market price for
each hour of day D. Therefore, all matched sell (buy) bids are charged (paid) at the same
price. Figure 2 shows an example of this procedure.

Figure 2. Supply and demand curve.

The supply and/or demand for each hour of day D may vary, resulting in an imbalance.
Several reasons can cause such an imbalance: (i) generation failures, (ii) transmission
failures, and (iii) variations in expected weather conditions. An imbalance in the system is
called a deviation. Therefore, the deviation is the difference between the predicted power
and the actual power available. Deviations can be classified according to their direction:
upward deviation and downward deviations.

From a power plant perspective, there is an upward deviation when there is overpro-
duction and a downward deviation when there is underproduction. By contrast, on the
demand side, there is an upward deviation when there is a shortfall in consumption, and a
downward deviation when there is overconsumption. When a deviation occurs, a payment
obligation may occur, depending on the market’s needs.

Market needs in the Iberian Electricity System are determined by the concept known as
the net system balancing need (NNBS, by its acronym in Spanish). This indicator examines
whether the total production is higher or lower than the scheduled production. Therefore,
the NNBS determines whether the production deviation is favourable or detrimental to
the electricity system. Two situations can occur:

(i) If NNBS > 0, the net production of the electricity system is lower than scheduled in
the market and thus more energy is required.

(ii) If NNBS < 0, the net production of the electricity system is greater than scheduled in
the market and thus less energy is required.

According to the NNBS indicator, deviations can be classified according to whether
they are in favour or against the market:

(i) Deviation in favour. This is a deviation that occurs in the same direction as the market
need. For example, the power plant produces less energy than scheduled and the
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NNBS < 0, or when the power plant produces more energy than scheduled and the
NNBS > 0.

(ii) Against deviation. This is a deviation that occurs in the opposite direction to the
market need. For example, the power plant produces less energy than scheduled and
the NNBS > 0, or when the power plant produces more energy than scheduled and
the NNBS < 0.
Deviations have an economic impact, which are either positive or negative. Therefore,
deviations in favour are associated with a price (PUD/PDD) and deviations against
are associated with a cost (CUD/CDD). OMIE sets the PUD and the PDD. The cost
of deviation CUD (CDD) is the difference between the absolute value of the marginal
market price and the PUD (PDD).

2.2. Case under Study

The Alto Rabagão pumped hydroelectric storage power plant is located in the district
of Vila Real in Northern Portugal (latitude 41◦44′16′′ N, longitude 7◦51′14′′ W, and altitude
of 880 (m)) [28]. The project is led by the Portuguese energy company EDP. The upper
reservoir of the Alto Rabagão has already been built. The surface area is 2200 (ha), and it
has a volume of 569 (hm3), and a maximum water level of 185 (m) [28]. The River Rabagão
feeds this reservoir. In order to guarantee the environmental flow of the lower part of the
river, the power plant always discharges a part of the flow without generating electricity.
In this case, the reserved volume is 11 (hm3). Figure 3 shows a Google Earth image of the
Alto Rabagão pumped hydroelectric storage power plant.

Figure 3. Google Earth map of the Alto Rabagão PHS power plant.

This hydroelectric power plant was commissioned with a total output of 67 (MW)
in the year 1964 [28]. This plant uses 2 binary groups (hydro turbine-pump) [28]. The
total power in pumping mode is 62 (MW) [28]. Obviously, the total maximum flow rate is
not the same in generation mode as in pumping mode. These values are 46.5 (m3/s) and
33 (m3/s), respectively [28].

3. Methodology

When the objective of the FPV–PHS system is to maximise economic benefits by
offering energy in the day-ahead market, the aim is to sell the available energy during
the times when market prices are the highest. Under these conditions, the uncertainty
provided by the FPV system is a major drawback. Therefore, analysing the size of the FPV
plant can help make the right decision.

In order to achieve the objectives sought with this study, the following methodology
is proposed:

(i) Deducing possible modes of operation.
(ii) Parametric analysis.
(iii) Meteorological data selection.
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(iv) FPV power plant design.
(v) FPV power plant size

The first step is to define the possible modes of operation of both plants under the
Iberian electricity market conditions. In the second step, the parameters of the power
plants that make up the system will be identified and those that may influence the mode
of operation of both power plants under electricity market conditions will be analysed.
The third step is the selection of meteorological data. The step before calculating the
photovoltaic energy is to select the meteorological data from the location of the pumped-
storage hydroelectric power plant. Obtaining the energy generated by the floating PV plant
per square metre of PV field is the fourth step of this methodology. Finally, step 5 defines
the indicator used to evaluate the operating model for both plants.

3.1. Deducing Possible Modes of Operation

The size of a floating PV plant determines the mode of operation of both plants in
the electricity market. In addition, the efficiency of the pumping process is also a factor
conditioning the mode of operation of both power plants. Therefore, the possible modes of
operation of both plants under electricity market conditions must be determined.

The possible modes of operation, regardless of market conditions, are as follows:

(i) Continuous operation of the hydropower plant, i.e., 24 h a day, is a mode of oper-
ation that would deplete the available water in the upper reservoir, meaning there
would not be a sufficient annual flow to maintain the required average flow at full
power. Therefore, the mode of operation of a hydroelectric power plant is intermittent.
Forecasting the times with the highest energy prices determines the operating times
of the hydropower plants. The water stored in the upper reservoir is conserved for
use during the times that provide the greatest economic benefit. The rest of the time,
it can operate in pumping mode. Due to the mode of operation of these plants, the
transmission lines to the grid also operate intermittently. Therefore, they can be used
by a floating PV plant.

(ii) Selling electricity as it is generated would be the operation mode of a floating PV
power plant without the possibility of storing energy (Mode A). If the floating PV
power plant has a storage system, as in this case, another mode of operation is to
store electricity, in the form of stored water, as it is generated (Mode B). To do this,
water would be pumped from the lower reservoir to the upper reservoir. In this way,
a greater economic benefit could be obtained by turbining this water at times of high
prices. Considering Modes A and B, it is also possible to sell and store electricity
simultaneously as it is generated (Mode C).

The decision to use one mode of operation or another is determined by the electricity
market conditions. Five cases are possible:

(i) Case 1: No deviation. This would be the ideal case (a highly unlikely situation). The
energy bid on day D− 1 coincides with the energy available on day D. This case is
characterised by the absence of a penalty, as there are no deviations. The marginal
market price would be the selling price. The floating PV plant operates in Mode A
(selling electricity as it is generated). The two power plants operate independently.

(ii) Case 2: An upward deviation (energy bid on day D− 1 is less than the energy available
on day D) and NNBS > 0. As the deviation is in favour of the system, there is no
penalty, and a collection right is generated. The marginal market price would be the
selling price. The floating PV plant operates in Mode A (selling electricity as it is
generated). The two plants operate independently of each other.

(iii) Case 3: An upward deviation (energy bid on day D− 1 is less than the energy available
on day D) and NNBS < 0. As the deviation goes against the system, the right to be
charged for the surplus energy will be lower than the marginal market price. Therefore,
the floating PV plant may store the surplus energy in order to sell it on another day
at the marginal market price. The floating PV plant operates in Mode C. The joint
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operation of the two plants may be the best option. In this case, the size of the floating
PV plant will be a determining factor in the choice of its mode of operation. The
efficiency of the pumping process also influences the choice.

(iv) Case 4: An downward deviation (the energy bid on day D − 1 is greater than the
energy available on day D) and NNBS > 0. As the deviation is against the system, a
payment obligation is generated. This price is higher than the market price. Therefore,
it is the worst situation for the floating PV plant as the plant loses money. The floating
PV plant operates in Mode A (selling electricity as it is generated). The mode of
operation will be joint, as the pumped hydroelectric power plant helps to cover the
energy imbalance of the floating PV power plant.

(v) Case 5: An downward deviation (the energy bid on day D − 1 is greater than the
energy available on day D) and NNBS < 0. As the deviation is in favour of the system,
there is no penalty. The marginal market price would be the selling price. The floating
PV plant operates in Mode A (selling electricity as it is generated). The two plants
operate independently of each other.

3.2. Parametric Analysis of a Pumped Hydroelectric Storage Power Plant

A pumped hydroelectric storage power plant has a configuration of two water reser-
voirs (upper and lower reservoirs) at different heights, connected by penstocks. In genera-
tion mode, power is generated as water flows down the penstock from one reservoir to the
other, passing through a turbine that is coupled to an electric generator. Once the water has
been turbined, it is stored in the lower reservoir. Therefore, this system acts similarly to a
battery, as it can store energy and release it when needed. In pumping mode, the system
absorbs electrical energy as it pumps water back to the upper reservoir. In this mode of
operation, the electric generator functions as a motor and the hydraulic turbine as a pump.
This system generally uses a single penstock, which is used in both modes of operation.

The power flow is bidirectional depending on the operation mode. Therefore, each
mode of operation, generation mode and pumping mode, will have certain parameters.

3.2.1. Generation Mode

The parameters involved in the generation mode are the available head (ha), the
turbined flow rate (qt), the density of water (ρ), the acceleration due to gravity (g), the
electric generator efficiency (ηg), and the hydro turbine efficiency (ηt). Therefore, the
hydroelectric power can be calculated using Equation (1) [26]:

Pg = Pt · ηg = ηt · ρ · g · ha · qt · ηg (1)

As the hydroelectric power plant is built, the parameter ha can be considered to remain
constant, as replacing the penstocks or modifying ha would not be a cost that can be
assumed. The replacement of the turbine and the electric generator, although costly, could
be feasible.

Another aspect to be taken into account is the variation of the water level in the upper
reservoir. When the upper reservoir has a large capacity, several studies have considered
this parameter to be constant over the operation interval [26,29].

3.2.2. Pumping Mode

The parameters involved in the pumping mode are the elevating head (he), the pumped
flow rate (qp), the density of water (ρ), the acceleration due to gravity (g), the electric motor
efficiency (ηm), and the pump efficiency (ηp). Therefore, the electrical power absorbed in
the pumping process can be calculated using Equation (2) [26]:

Pa =
ρ · g · he · qp

ηm · ηp
(2)
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Following the same reasoning as above, it can be considered that the parameter he
remains constant, and that the substitution of the pump and the electric motor is admissible.

Next, the two modes of operation are related. For this purpose, the following parame-
ters are defined: the turbine generating coefficient (kt), the water pumping coefficient of the
pumping process (kp), and the total process efficiency (µ). The following are the equations:

kt = ηg · ηt · ρ · g · ha (3)

kp =
ρ · g · he

ηm · ηp
(4)

µ =
kt

kp
= ηg · ηt · ηm · ηp (5)

For water pumped and then used for generation, all efficiency factors are applied in
both pumping and production modes. The following is therefore fulfilled:

Pg = kt · qt (6)

Pa = kp · qp =
kt

µ
· qp (7)

The typical µ of this type of hydroelectric plant ranges from 65% to 80%, depending on
the technical characteristics of the equipment [30]. Obviously, the lower value corresponds
to older plants. Other studies estimate that a maximum of 70% to 85% of the electrical
energy absorbed from the grid can be recovered for the pumping process [29]. Technological
advances over the last 25 years have resulted in modern systems with µ of up to 87% [21].

The Alto Rabagão pumped-storage hydropower plant has a turbine generation co-
efficient (kt) of 1.44086 (MWs/m3), and the total efficiency of the pumping process (µ) is
0.77 [28].

Taking into account the volume of water available, the Alto Rabagão pumped-storage
hydroelectric power station operates at full power for 4 h a day [28]. Therefore, the energy
generated each day is 268 (MWh).

There are several parameters that can be used to evaluate and analyse PHS power
plants, such as (i) capacity, (ii) total process efficiency, (iii) energy yield, (iv) power output,
(v) cost, (vi) environmental impact, (vii) cycle time, (viii) maintenance requirements, and
(ix) lifetime. As the PHS plant is already built and the impact of the implementation of an
FPV plant in its upper reservoir is analysed, parameter (ii) is considered to be appropriate.
The influence of the parameter µ on the joint operation of both plants is analysed in this
paper. The parameter µ is 0.77 in old plants. In contrast, this parameter is usually 0.85 in
modern plants.

3.3. Parametric Analysis of a Floating PV Power Plant

The main component of a floating PV plant is the PV modules; therefore, the parame-
ters of this type of plant are related to this element. These parameters are the technology
used to manufacture of the PV module (solar transmittance of glazing (τ), and solar absorp-
tance of PV layer (α)), the number of PV modules (NPV), the module dimensions (module
width (WPV), module length (LPV) and module surface (APV)), the efficiency electrical of
the PV module (ηe), the available solar resource, the tilt angle of the PV module (β), and
the orientation of the PV module (γ). The last three parameters are included in the incident
solar irradiance parameter (It). Therefore, the power generated by a floating PV power
plant can be calculated using Equation (8) [31]:

PPV = NPV · APV · (τ · α) · It · ηe (8)
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3.3.1. Technology Used to Manufacture of the PV Module

Currently, there are three PV module technologies: monocrystalline, polycrystalline
and thin film (CdTe). These three technologies have different electrical efficiencies. However,
in this section, we are interested in the transmittance–absorption product. The commonly
used value of the transmittance–absorption product (τ · α) is 0.9 [32,33].

3.3.2. Electrical Efficiency

Electrical efficiency is defined as the efficiency of the module to convert incident solar
irradiance into electrical energy. This efficiency depends on the type of manufacturing
technology used for the PV module. The manufacturer of the PV module provides the elec-
trical efficiency (ηre f ) at the reference temperature (Tre f ) of 25 (◦C) and a solar irradiance of
1000 (W/m2). To obtain the electrical efficiency (ηe) under other conditions of temperature
(Tc) and solar irradiance (It), the equation provided by Evans [34] is often used [35,36]. This
equation is as follows [34]:

ηe = ηre f ·
[
1− βre f ·

(
Tc − Tre f

)]
(9)

where βre f is the temperature coefficient; (1/oC) is normally provided by the PV module
manufacturer.

According to the literature, if the operating temperature of the PV modules exceeds
25 (◦C), the electrical efficiency decreases [36,37]. The effects of the ambient temperature,
the incident solar irradiance and the wind speed must be considered. The number of models
for predicting the operating temperature of a PV module is high [38]. Dutra et al. [37] show
20 models in their work. One such model is presented by Mattei et al. [39], which offers
satisfactory results. This model uses the normal operating cell temperature (NOCT). This
parameter is provided by the PV module manufacturer. This model uses the ambient
temperature (Ta), the solar irradiance (It) and the NOCT (determined under the following
conditions: 800 (W/m2) of solar irradiance, 20 (◦C) of ambient temperature and 1 (m/s) of
wind speed at the height of the PV module). The proposed equation is as follows:

Tc = Ta + (NOCT − 20) · It

800
(10)

The electrical efficiency of FPV plants is higher than that of ground-mounted PV
plants. This increase depends on the environmental conditions at the installation site:
(i) For Choi [40], efficiency increases up to 11%. (ii) For Liu et al. [16], the efficiency
increases up to 10%. (iii) For Oliveira-Pinto and Stokkermans [41], the efficiency ranges
from 0.31% to 2.59%. (iv) For El Hammoumi et al. [15], the efficiency increases up to 2.33%.

3.3.3. Incident Solar Irradiance

The equation proposed by Duffie and Beckman [42] is usually used to determine the
total solar irradiance It(n, T, β) on tilted surfaces:

It(n, T, β) = Ibh(n, T) · cos θi
cos θz

+ Idh(n, T) ·
(

1 + cos β

2

)
+

+ (Ibh(n, T) + Idh(n, T)) · ρg ·
(

1− cos β

2

)
(11)

where Ibh is the beam irradiance on the horizontal plane, Idh is the diffuse irradiance on
the horizontal plane, θz is the zenith angle of the sun, θi is the incident angle calculated
using the equation proposed by Duffie and Beckman [42], β is the tilt angle, and ρg is the
ground reflectance.
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According to the above, the energy supply must be hourly. For this purpose, Equation (11)
is integrated from sunrise (TR) to sunset (TS) in one-hour intervals:

Ht(n, β) =
∫ TS(n)

TR(n)
It(n, T, β)dT (12)

where Ht is the total solar irradiation, n is the day of the year, and T is the solar time.

3.3.4. Number and Dimensions of PV Modules

Once the location of the PHS power plant, the tilt angle, the orientation, the PV
module technology, and the model of the PV module used have been defined, the only
parameter that will influence the size of the floating PV power plant is NPV . This value is
determined in the section on the optimisation of the floating PV power plant.

There are several parameters that can be used to evaluate and analyse FPV power
plants: (i) capacity, (ii) efficiency, (iii) energy yield, (iv) cost, (v) environmental impact,
(vi) maintenance requirements, and (vii) durability. Although all parameters are important,
parameters (i), (ii) and (iii) are adapted to the subject matter of this work, as the size of the
FPV power plant encompasses these parameters.

3.4. Meteorological Data Selection

The third step is the selection of meteorological data. The previous step in the calcula-
tion of the photovoltaic energy is to select the meteorological data from the location of the
PHS power plant.

Precise knowledge of the amount of incident solar irradiance on a horizontal surface
is essential to optimising the FPV plant. However, it is unlikely that a weather station
is available at the dam to record global and diffuse solar irradiance over the horizontal
surface. For this reason, using a proven solar model, such as the one proposed in [43],
is necessary. This model has been validated with real data from weather stations [44],
and has been used in similar studies, as it more accurately predicts solar irradiance under
different climate conditions [18,45,46]. In addition, meteorological data must be expressed
in hours, as this is the time interval used in the Iberian electricity market. The method
presented by [43] meets these specifications, as it determines the hourly beam and diffuse
solar irradiance on a horizontal surface under the meteorological conditions of a specific
location and for each day of the year. This method follows three steps: (i) Hottel’s clear-day
model [47] to estimate the solar irradiance transmitted through a clear atmosphere; (ii) Liu
and Jordan’s clear-day model [48] to determine the diffuse solar irradiance for clear skies;
and (iii) Fourier series approximation to adapt the clear-sky models to the meteorological
conditions of the reservoir. Therefore, the Ibh and Idh values of Equation (11) are determined
by the method proposed in [43].

Monthly beam and diffuse solar irradiation on horizontal surfaces are necessary
to apply the method [43]. The data should cover at least 10 years of meteorological
measurements to build a good picture of the local climate, thus reducing the uncertainty
that could be caused by using meteorological data from a specific year. Although there
are several sources of meteorological data available, this method uses the PVGIS tool [49],
an EU project which provides freely accessible solar radiation databases. Specifically, the
PVGIS-SARAH2 database, with data which are satellite based and a time period from
2011 to 2020, was used.

Figure 4 shows the monthly beam and diffuse solar irradiation on horizontal surfaces
at the Alto Rabagão dam obtained using the PVGIS tool [49]. Figure 5 shows the results
obtained using the method proposed in [43] for beam and diffuse solar irradiation on a
horizontal surface under the meteorological conditions at the Alto Rabagão dam.

The monthly mean daytime and nighttime temperatures are presented in Figure 4.
The average monthly maximum daytime temperature is 27.7 (◦C), and the average monthly
maximum night-time temperature is 14.9 (◦C).
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Figure 4. Environmental conditions.

Figure 5. Beam and diffuse solar irradiation on a horizontal surface.

3.5. The FPV Power Plant Design

The design of a ground-mounted photovoltaic plant has been studied by several
authors [31,46]. In contrast, there are few studies on FPV power plants from this point of
view [50].

The following considerations have been taken into account in this study:

(i) The shape of the available area. In ground-mounted PV power plants, the irregular
shape of the ground greatly influences the design [46]. In the case of FPV power
plants, complex irregular shapes are not possible due to the nature of the floating
platform. Therefore, the design of FPV power plants is more similar to designs with
regular shapes [51]. The dimensions of the main floating body component chosen
defines the shape of the FPV power plant. The system chosen for mounting the PV
modules uses two main floating bodies. Each of them has the following dimensions:
1160× 935× 370 (mm) [52]. The usual shape of FPV power plants is rectangular, or
they can be decomposed into this type of shape [53,54].

(ii) The tilt angle. Another aspect is the tilt angle of the PV modules. In ground-mounted
photovoltaic plants, the tilt angle is chosen to maximise the incident solar irradiance
on the PV modules. This tilt angle is related to the latitude at the site. In FPV power
plants, on the other hand, the tilt angle is chosen to ensure the stability of the PV
modules. Therefore, tilt angles are chosen that are not related to the latitude at the
site. With FPV systems, the tilt angle is chosen in accordance with the stability of the
floating platform. The tilt angle of a PV module must avoid the detrimental effects
of wind loads, waves and water currents. Therefore, floating platforms limit the tilt
angle of PV modules. Specifically, there are three standard values for tilt angles:
5 (◦) [52,55], 12 (◦) [56]. In [18], the FPV power plants using each of these tilt angles
are summarised.

Floating platforms with a tilt angle of 5 (◦) [52,55] are chosen. They can withstand
wind loads of 180 (km/h).

(iii) The orientation. As is the case with ground-mounted photovoltaic plants, the use of
an optimal orientation is not a problem. Therefore, the optimum orientation is 0 (◦) in
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the northern hemisphere and 180 (◦) in the southern hemisphere [42]. As the chosen
PHS power plant is in the northern hemisphere, an orientation of 0 (◦) will be used.

(iv) The shading effect between modules. Due to the connecting floating body component,
which connects the main floating bodies to each other, and the low tilt angle of the
modules, the shading between PV modules will be quite low. However, the algorithm
will take this into account.

(v) The albedo. Typical albedo values for different ground surfaces were calculated by [57–59].
Where no information is available, a value of 0.2 is often used [60]. In contrast, the
albedo of water bodies ranges between 0.05 [16,41,50] and 0.07 [16]. Therefore, an
albedo of 0.05 was used.

(vi) Only one commercial PV module model will be used. The model chosen is the
JAM72S30 525-550/MR, which is manufactured by JASolar. The characteristics of the
module are as follows: power, 550 (W p); dimensions, 2279× 1134 (mm); and surface
area, 2.58 (m2). The algorithm works for any PV module.

(vii) FPV power plant configuration. In ground-mounted photovoltaic plants, several
rack configurations can be used [46]: 1V × NPV , 2V × NPV , 3V × NPV , 2H × NPV ,
3H × NPV , etc. In FPV systems, by contrast, the 1H × NPV configuration is typically
used to minimise wind loads on the PV modules.

(viii) The transversal and longitudinal installation distance. The system chosen for mount-
ing the PV modules uses two main floating bodies [52]. Each of them has the following
dimensions: 1160× 935× 370 (mm) [52]. The transverse maintenance distance is
et = 25 (mm), and the longitudinal maintenance distance is el = 378 (mm) [52].

(ix) The number of PV modules. According to the dimensions of the PV modules and
the main floating bodies, the basic configuration will be 10× 20 PV modules. An
almost square shape measuring 23.62× 31.09 (m) (AT = 734.19 (m2)), and a power of
0.11 (MW p) is obtained with these configurations. This basic unit is surrounded by
floating connecting bodies. The connection floating body acts as a foothold during the
construction and maintenance of the FPV system. The dimensions of the connection
floating bodies vary depending on the manufacturer. In this study, they have the
following dimensions: 1097× 575× 240 (mm) [52].

The algorithm used to determine the total energy is based on 3 steps: (i) the determi-
nation of total solar irradiance; (ii) the determination of the total surface area of the PV
modules; and (iii) the determination of the total energy. These steps are explained in more
detail below:

(i) The determination of total solar irradiance (Ht). This can be calculated using Equa-
tion (12) and the restrictions indicated above.

(ii) The determination of the total surface area of the PV modules (AT). The total surface
area of the PV modules (AT) can be found with

AT = ∑NPV
i=1 WPV · LPV (13)

where NPV is the number of PV modules, WPV is the module width, and LPV is
the module length. The shadows that each row casts on the adjacent row in the
longitudinal direction is an aspect taken into account by the algorithm designed.

(iii) The determination of the total energy. The total energy can be determined by the
following equation:

EPV = Ht · AT (14)

3.6. The FPV Power Plant Size

The size of the FPV power plant can be chosen according to several criteria:

(i) The power of the PHS power plant. The power of the PHS power plant is 67 (MW)
and its capacity is 973 (GWh).

(ii) The area available for deployment of FPV plant. The available area is 2200 (ha).
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(iii) The volume of water in the upper reservoir. The size of the FPV power plant to supply
the electrical energy required to raise the water level of the upper reservoir by a certain
level by means of the pumping mode of operation of the PHS plant.

(iv) The pumping mode. The size of the FPV plant to supply the electrical energy required
for the pumping mode of operation of the PHS plant.

(v) The number of operating hours of the PHS plant. The size of the FPV power plant to
supply the electrical energy necessary to increase the number of operating hours of
the PHS plant.

Each of these criteria is discussed in the Results section.

4. Results and Discussion

In this paper, the year 2022 was selected to frame the study presented. The daily
hourly marginal market price (MMP), the price of upward deviations (PUD) and the price
of downward deviations (PDD) can be found in [61]. Figure 6 shows the daily hourly
marginal Iberian market price for the year 2022.

Figure 6. Daily hourly marginal Iberian market price for the year 2022.

Figure 7 shows the annual average hourly marginal Iberian market price for the year
2022. As can be seen in Figures 6 and 7, the four hours with the highest prices are 19:00,
20:00, 21:00 and 22:00. Therefore, these will be the hours of the PHS plant operation. The
FPV plant will obviously not generate power during these hours.

Figure 7. Annual average hourly marginal Iberian market price for the year 2022.

As the power of the PHS power plant is 67 (MW), the following power ratings for the
FPV power plant are chosen as a starting point for the study: 33.55 (MW p) (50% PHS), 67.1
(MW p) (100% PHS), 100.65 (MW p) (150% PHS), 201.30 (MW p) (300% PHS), and 301.95
(MW p) (450% PHS).

Table 1 summarises the parameters of the FPV plant sizes studied based on the
proposed methodology.
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Table 1. Parameters of the FPV plant sizes studied.

Parameter Size

Designation S1 S2 S3 S4 S5
Power (MWp) 33.50 67.10 100.65 201.30 301.95
Occupied area (hm2) 22.39 44.78 67.18 134.35 201.53
Occupied area (%) 1.018 2.04 3.05 6.12 9.16
Number of total PV modules 61,000 122,000 183,000 366,000 549,000
Annual energy (GWh) 49.82 99.65 149.47 298.94 448.41

The capacity of all the plant sizes studied does not exceed the plant capacity of
973 (GWh).

Two values for the parameter µ are analysed in this paper. They are 0.77 for old PHS
plants and 0.85 for modern PHS plants.

4.1. The Area Available for Deployment of an FPV Plant

In this case, an area of 2200 (ha) is available. According to Table 1, the surface area is
not a limiting factor. The size of the plant could be further increased in accordance with the
available area, but other aspects limiting the size of the FPV plant have to be analysed.

4.2. The Volume of Water in the Upper Reservoir

Water scarcity has become a topical issue. Water resources are necessary for human
consumption and agriculture. The shortage of rainfall means that the upper reservoirs of
the PHS power plants are not at their maximum capacity. For example, Figure 8 shows the
water volume of the upper reservoir of the Alto Rabagão during the year 2022 [62]. The
year 2022 was particularly dry. As a result, the upper reservoir level was approximately
20% for almost all the months of the year. The increase in volume in the last few months
of the year is due to the PHS power plant operating in pumping mode, with the resulting
loss in economic benefit.

Figure 8. Volume of water in the upper reservoir in 2022.

Figure 9 shows the estimated water volume of the upper reservoir of the Alto Rabagão
for different sizes of FPV plants if all the energy generated were to be used to pump water.

Figure 9. Volume of water in the upper reservoir.

78



Electronics 2023, 12, 2250

The sizes of the analysed FPV plants occupy a very small water body compared to
the total surface of the upper reservoir and reach remarkable upper reservoir levels. For
example, size S1 occupies 1.018% of the upper reservoir and manages to pump a volume of
water representing 16.85% of the upper reservoir. For size S2, these values would be 2.04%
and 33.71%, respectively. For size S3, these values would be 3.05% and 50.56%, respectively.
For size S4, these values would be 6.12% and 101.13%, respectively. For size S5, these
values would be 9.16% and 151.69%, respectively.

As can be seen in Figure 9, the S5 size of the FPV plant obtains a water volume of
more than 100%, so this power is not suitable. Similarly, larger sized FPV plants are not
suitable.

The S4 sized FPV plant achieves 100% of the capacity of the upper reservoir. This is
the limiting size for an FPV plant. All other sizes of FPV plants studied are suitable.

Therefore, sufficient energy can be stored for load management in the electricity grid
with the FPV plant sizes studied (S1, S2, S3 and S4).

4.3. Usual Operation of the PHS Plant

The number of daily PHS plant operating hours is four. These four hours of operation
correspond to the highest prices on the electricity market. In addition, the PHS plant
operates under the conditions of Case 1: No deviation.

Figure 10 shows the daily energy generated with 4 daily hours of PHS plant operation
during the year 2022. According to Figure 10, the number of PHS plant operating days is
71 days (20% of the days). The purpose of installing an FPV plant in the upper reservoir is
for the PHS plant to operate 365 days a year.

The annual energy generated was 18.60 (GWh). This falls far short of its capacity,
which is 973 (GWh). From an economic point of view, this earned EUR 4956259.88 from the
sale of the energy generated.

Figure 10. Daily energy generated by the PHS plant during the year 2022.

Figure 11 shows the daily energy absorbed during the pumping mode of the PHS
plant in the year 2022. The correspondence between these two figures can be seen when
comparing Figures 8 and 11.

Figure 11. Daily energy absorbed by the PHS plant during the year 2022.
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The annual energy absorbed in pumping mode was 47.09 (GWh). Therefore, in 2022,
this plant absorbed more energy than it generated: specifically, 28.49 (GWh).

From an economic point of view, the cost of this absorbed energy was EUR 5,047,474.74.
It can be concluded that this PHS plant operated under economic losses during the
year 2022.

4.4. Operation of the PHS Plant Together with the FPV Plant

Figure 12 shows the energy generated by the analysed FPV plants. Figure 12a shows
the hourly distribution of the energy generated by the FPV plant size S2 on 21 June
(Summer Solstice). Figure 12b shows the daily distribution of the energy generated by each
FPV plant size.

Figure 12. Energy generated by the sizes of FPV plants analysed.

4.4.1. 4 h of Daily PHS Plant Operation

Figure 13 shows the daily energy generated with 4 h daily PHS plant operation during
the year 2022, using the water pumped with the energy generated by each size of the FPV
plant, i.e., joint operation mode of both plants. With the FPV plant size S1, the PHS plant
is not operational every day of the year. In contrast, the PHS plant is operational every
day of the year with the other sizes. In addition, water storage is achieved in the upper
reservoir, namely 12.28% and 51.21%, respectively, with the FPV plant sizes S3 and S4. The
PHS plant operates under Case 1 conditions: No deviation. In addition, it operates during
the 4 h of highest electricity market prices.

Figure 14 shows the economic benefit from the independent and joint operation modes
of both plants, for the sizes S1 and S2 and pumping process efficiency of 0.77 and 0.85.

The joint operation mode is characterised by 4 h of PHS plant operation per day
during the year 2022, using the water pumped with the energy generated by the FPV plant
sizes S1 and S2.

The independent operation mode is characterised by 4 h of daily PHS plant operation
during the year 2022 depending on the available water and FPV plant sizes selling the
energy as it is generated. The FPV plant operates under Case 1 conditions: No deviation.

For µ = 0.77, the economic benefit is always higher in the independent mode of
operation. This is true even if there are deviations of 10%, in Cases 3 and 4.
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Figure 13. Daily energy generated by the PHS plant during the year 2022.

Figure 14. Economic benefit from the independent and joint operation modes with S1 and S2.
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For µ = 0.85, the economic benefit is slightly higher in the joint operation mode of
FPV plant size S2. If the FPV plant size is S1, the economic benefit is slightly higher in the
independent operation mode. However, if deviations of 10% occur in Cases 3 and 4, the
economic benefit is slightly higher in the joint operation mode.

Figure 15 shows the economic benefit from the independent and joint operation modes
of both plants, for the sizes S3 and S4 and the pumping process efficiency of 0.77 and 0.85.

Figure 15. Economic benefit of the independent and joint operation modes with S3 y S4.

The joint operation mode is characterised by 4 h of daily PHS plant operation during
the year 2022, using the water pumped with the energy generated by the FPV plant sizes
S3 and S4. The surplus energy from the FPV plant is sold as it is generated. The FPV plant
operates under Case 1 conditions: No deviation.

The independent operation mode is characterised by 4 h daily PHS plant operation
during the year 2022 depending on the available water and FPV plant sizes selling the
energy as it is generated. The FPV plant operates under Case 1 conditions: No deviation.

For µ = 0.77, the economic benefit is always higher in the independent mode of
operation. This is true even if there are deviations of 10%, in Cases 3 and 4.

For µ = 0.85, the economic benefit is slightly higher in the joint operation mode of
the FPV plant size S3. If the FPV plant size is S4, the economic benefit is slightly higher
in the independent operation mode. This is true even if there are deviations of 10%, in
Cases 3 and 4.

The more important renewable energies become in the electricity market, the greater
the need for an energy storage system. Therefore, as the results obtained here are very
similar in the joint and independent operation mode of both plants, it can be assumed that
the economic benefit from the joint operation mode of both plants will increase as the need
for energy storage increases. Several studies confirm that the joint operation mode of both
plants can play an important role in balancing systems with a high penetration of variable
renewables [26].

4.4.2. 5 or More Daily Hours of PHS Plant Operation

Figure 16 shows the economic benefit from the independent and joint operation modes
of both plants for the size S4 with the pumping process efficiencies of 0.77 and 0.85, and
5 daily hours of PHS plant operation.

The joint operation mode is characterised by 5 h per day of PHS plant operation
during the year 2022, using the water pumped with the energy generated by the FPV plant
size S4 and when the surplus energy from the FPV plant is sold as it is generated. The
FPV plant operates under Case 1 conditions: No deviation.

The independent operation mode is characterised by 4 h of daily PHS plant operation
during the year 2022 depending on the available water and FPV plant selling the energy as
it is generated. The FPV plant operates under Case 1 conditions: No deviation.

For µ = 0.77 and µ = 0.85, the economic benefit is always higher in the independent
mode of operation. This is true even if there are deviations of 10% in Cases 3 and 4.

For all other plant sizes, the economic benefit is always higher in the independent
mode of operation. This profit increases as the power of the FPV plant decreases.
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Figure 16. Economic benefit from the independent and joint operation modes with S4.

5. Conclusions

This paper examines the sizing of a floating photovoltaic (FPV) power plant for in-
tegration into an existing pumped hydroelectric storage (PHS) power plant in order to
improve the performance thereof. In addition, the parameter known PHS plant total pro-
cess efficiency is also used to evaluate the plant. The Alto Rabagão pumped hydroelectric
storage power plant in Northern Portugal was the subject of the study. The following power
outputs were analysed for the FPV plant: 33.55 (MW p) (50% PHS), 67.1 (MW p) (100%
PHS), 100.65 (MW p) (150% PHS), 201.30 (MW p) (300% PHS), and 301.95 (MW p) (450%
PHS). These FPV plant sizes are referred to as S1, S2, S3, S4 and S5, respectively. The
values of the total process efficiency parameter analysed are 0.77 for old PHS plants, and
0.85 for more modern plants. The results obtained confirm which scenarios earn economic
benefits from a PHS plant and an FPV plant operating together or independently.

The study shows the following conclusions regarding the volume of water in the
upper reservoir:

(i) The actual data showed that the volume of water available in the upper reservoir is a
critical parameter that determines the PHS plant operating days. The PHS plant only
operated 20% of the days in 2022. In addition, more energy is absorbed in the pumping
process than the energy generated by the PHS plant. Therefore, the economic benefit
was negative.

(ii) The sizes of the FPV plants analysed occupy a very small body of water compared to
the total surface area of the upper reservoir, specifically, 1.018% for S1, 2.04% for S2,
3.05% for S3, 6.12% for S4, and 9.16% for S5.

(iii) The FPV plant sizes analysed have the capacity to reach significant higher reservoir
levels (if all the energy generated by the FPV plant sizes was used to pump water),
specifically, 16.85% for S1, 33.71% for S2, 50.56% for S3, 101.13% for S4 and 151.69%
for S5.

(iv) In total, 100% of the water volume of the upper reservoir is obtained with an occupied
water body surface of 6.12%.

From an economic benefit point of view and taking into account 4 h of PHS plant
operation per day during the year 2022 (the 4 h of highest electricity market prices and
the PHS plant always operating under the conditions of Case 1: No deviation), the study
shows the following conclusions:

(i) During joint operation of both plants, the S1 size FPV plant is not able to operate the
PHS plant every day of the year. In addition, the economic benefit is slightly higher
with the independent operation mode (Case 1: No deviations), regardless of the value
of the total process efficiency parameter analysed. However, if deviations of 10% occur
in Cases 3 and 4, the economic benefit is slightly higher in the joint operation mode.

(ii) During the joint operation of both plants, the S2 size of the FPV plant is able to operate
the PHS plant every day of the year. If the total process efficiency is 0.85, this mode of
operation earns a slightly higher economic benefit than the independent operation of
both plants (Case 1: No deviations).
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(iii) During joint operation of both plants, the FPV plant sizes S3 and S4 are able to operate
the PHS plant every day of the year and, in addition, obtain a surplus water volume
of 12.28% and 51.21%, respectively, of the capacity of the upper reservoir.

(iv) During joint operation of both plants, the S3 size of FPV plant is able to operate the
PHS plant every day of the year and sell the surplus energy directly as it is generated
(in this case, no water is stored). If the total process efficiency is 0.85, this mode of
operation earns a slightly higher economic benefit than the independent operation
mode of both plants (Case 1: No deviations).

(v) In the joint operation of both plants, the FPV plant size S4 is able to operate the PHS
plant every day of the year and sell the surplus energy directly as it is generated
(in this case, no water is stored). The economic benefit is slightly higher with the
independent operation mode (Case 1: No deviations), regardless of the value of the
total process efficiency parameter analysed.

In summary, if the total process efficiency is 0.85, the joint operation of both plants with
FPV plant sizes S2 and S3 yields a slightly higher economic benefit than the independent
mode of operation. If the total process efficiency is 0.77, there is always a higher economic
benefit in the independent operation mode, irrespective of the size of the FPV plant.
However, the uncertainty of the solar resource estimation can lead to a higher economic
benefit in the joint operation mode.

Increasing the number of PHS plant operating hours above 4 h per day decreases the
economic benefit from the joint operation mode, regardless of the total process efficiency
parameter and the size of the FPV plant. The economic benefit decreases as the number of
operating hours increases.

Author Contributions: Conceptualization, A.B. and L.B.; methodology, A.B. and L.B.; software,
J.A.-B.; validation, R.G.; writing—original draft preparation, R.G. and J.A.-B.; visualization, R.G.; su-
pervision, A.B. and L.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Acknowledgments: We wish to thank EDP [28] for its contribution to this paper.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature
AT Total surface area of the PV modules (m2)
EPV Total energy (Wh)
g Acceleration due to gravity (m/s2)
Ht Total irradiation on a tilted surface (Wh/m2)
ha Available head (m)
he Elevating head (m)
Ibh Beam irradiance on a horizontal surface (W/m2)
Idh Diffuse irradiance on a horizontal surface (W/m2)
It Total irradiance on a tilted surface (W/m2)
kp Water pumping coefficient (W· s/m3)
kt Turbine generating coefficient (W· s/m3)
LPV Module PV length (m)
NOCT Normal operating cell temperature (◦)
n Ordinal of the day (day)
Pa Power input of the electric motor (W)
Pg Power output of the electric generator (W)
PPV Power output of the PV module (W/m2)
Pt Power output of the hydro turbine (W)
qt Turbined flow rate (m3/s)
qp Pumped flow rate (m3/s)
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T Solar time (h)
Ta Ambient temperature (◦)
Tc PV cell temperature (◦C)
Tre f Reference temperature (◦C)
TR Sunrise solar time (h)
TS Sunset solar time (h)
WPV Module PV width (m)
α Solar absorptance of PV layer (dimensionless)
β Tilt angle of photovoltaic module (◦)
βre f Temperature coefficient (1/◦C)
γ Azimuth angle of photovoltaic module (◦)
δ Solar declination (◦)
ηe PV module efficiency (%)
ηg Electric generator efficiency (%)
ηm Motor generator efficiency (%)
ηp Pump efficiency (%)
ηre f PV module efficiency at the reference temperature (%)
ηt Hydro turbine efficiency (%)
θi Incidence angle (◦)
θz Zenith angle of the Sun (◦)
λ Latitude angle (◦)
µ Total pumping process efficiency (%)
ρ Density of water (kg/m3)
ρg Ground reflectance (dimensionless)
τ Solar transmittance of glazing (dimensionless)
ω Hour angle (◦)
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Abstract: To ensure the survival of society, an enormous amount of energy is required to sustain the
economic and social development of communities. In addition, there is a pressing need to achieve
significant reductions in climate change and the associated costs of implementing systems based on
traditional energy sources, as well as addressing the issue of providing electricity to isolated areas.
In rural environments, there is an alternative energy source with enormous potential, agricultural
biomass, which can produce electrical and thermal energy and can progressively help to reduce
dependence on fossil fuels. The purpose of this work is to present a dynamic simulation model of
a power generation plant that uses the Joule Brayton thermodynamic cycle, based on a gas turbine
which is fueled by residual agricultural biomass; the cycle converts mechanical energy to electrical
energy. The problem is approached through the characterization of the biomass, mathematical
models of the plant components, and simulation of the system behavior in different scenarios. The
simulations are processed in Matlab/Simulink, which allows the model to be verified, validating the
equilibrium relationship between generation and load demand.

Keywords: integrated models; simulation; biomass plant; gas turbine; mechanical to electrical
energy conversion

1. Introduction

Biomass power generation has been identified as an alternative for meeting future
energy demand. As part of promoting the development of biomass technology, it is essential
to understand the advantages and disadvantages of biomass technology, as well as the
technological implementation of biomass plants and their start, operation and shutdown
characteristics [1].

Over the last few decades, there has been a significant growth in biomass research,
conversion technologies, and the end use of the products obtained. Within this growth is
further progress in gasification, given the number of advantages it presents. Simultaneously
to its development, this work has been carried out on different models that allow for better
understanding, optimization, and management of this type of processes [2].

Mathematical modeling of a gasification process has proven to be a relatively fast
and inexpensive solution compared to the direct construction of pilot units. Mathematical
models, based on theoretical, experimental, and practical operational work, aim to analyze
the thermochemical processes involved in biomass gasification and to evaluate the influence
of the main input variables on the properties of the gaseous products (e.g., gas composition
and calorific value). Different types of models have been developed for gasification systems,

Electronics 2023, 12, 1981. https://doi.org/10.3390/electronics12091981 https://www.mdpi.com/journal/electronics88



Electronics 2023, 12, 1981

including Computational Fluid Dynamics (CFD), Artificial Neural Networks (ANN), and
thermodynamic equilibrium and kinetic models [3].

There is a large amount of work in the literature on gas turbine modeling [4]. The
complexity of the model varies according to the intended application [5]. These models de-
scribe the spatially distributed nature of gas flow dynamics by dividing the gas turbine into
several sections [6,7]. Mathematically, the complete description of the partial differential
equation model boils down to a set of ordinary differential equations that facilitate applica-
tion in a computer simulation program [4,8]. The simplest models for simpler applications,
such as microgeneration, divide the gas turbine into only three sections corresponding to
the main components of the turbine, i.e., compressor, combustion, and turbine [8].

Based on the referenced literature review and classification of studies presented, and
focusing on energy generation through biomass plants and gasification processes with gas
turbines, this work aims to develop a comprehensive model of an energy generation plant
based on a gas turbine using agricultural biomass waste as fuel in a methodical manner.
The model is simulated using the specialized software Matlab/Simulink.

The scope of this work is to verify the mathematical model through simulation, which
will allow for continuity in subsequent developments towards the small-scale application of
integrating a hybrid microgrid in a local environment in the department of Cundinamarca,
Colombia. Therefore, the model must be comprehensive enough to represent the primary
steady-state and transient characteristics of the plant, yet simple enough computationally
to avoid complex implementation or long processing times during verification [4].

In this work, we implement models oriented towards the application of gas turbine-
based microgeneration and highlight the relative simplicity of these models, which we
verify mathematically and under simulation. The goals of this paper include: achieving con-
trol to stabilize variables at desired values, ensuring the necessary dynamic behavior when
changing from one operating point to another, controlling fuel flow to achieve a desired
load, controlling fuel/air ratio to provide the correct outlet gas temperature, and controlling
injected water flow to prevent NOx emissions, as well as flow and temperature control.

The article is organized as follows. The materials and methods section presents a
characterization of fuel based on agricultural biomass, references to studies based on
models, a description of the used mathematical models, and a description of the control
system and simulation model in Matlab/Simulink of the whole system.

Likewise, in the results discussion section, an analysis of the simulations carried out
for various system test scenarios with variation in the load and fuel is presented. These
variations are regulated by a classic PID control system, obtaining a satisfactory response for
the biomass plant, generator, and control. The small-scale application of the mathematical
models, plant modules, and control modules are verified, allowing the application to be
oriented towards a projected integration of energy resources in a local microgrid in a
non-interconnected area.

2. Materials and Methods

The following sections are presented in an orderly and consistent manner according
to the development of consultation and application:

A. Characterization of fuel based on agricultural biomass;
B. References to model-based studies: thermodynamic, techno-economic, simulation,

and mathematical;
C. Description of mathematical models;
D. Control system description;
E. Matlab/Simulink simulation model of the whole system.

A. Characterization of Biomass as fuel

Biomass means biological mass and corresponds to the amount of living matter
produced on a given area of the earth’s surface by organisms of a specific type [9]. The
importance of biomass lies in the fact it can be transformed into energy, either electrical
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or as a source of heat, given that organic substances are produced from plant matter,
and when burned they produce energy and some other compounds such as CO2 and
water (H2O). Biomass is classified into several types, depending on how it is constituted
and its production sector. The types found are agricultural biomass, forestry biomass,
livestock biomass, and Organic Urban Solid Waste (OUSW) biomass [10]. The use of
agricultural biomass as fuel in a gas turbine plant has some important advantages, but also
presents significant challenges that must be carefully considered; Table 1 summarizes some
advantages and disadvantages presented by the use of agricultural biomass as fuel.

Table 1. Advantages and disadvantages of the use of agricultural biomass as fuel.

Source Advantages Disadvantages

[11] Renewable energy source May require processing

[12] Reduction of greenhouse gas emissions Combustion generates ash and tar

[13] Waste reduction Limited availability

[14] Contribution to rural development Requires space and resources

[15] Local production Can compete with food production
Source: Own.

Table 1 presents some characteristics of the advantages and disadvantages of the use
of agricultural biomass residues as fuel. It can be seen that the advantages are that it is
greater in terms of mitigating the environmental impact, the contribution of local economic
developments in agricultural regions where there is a large amount of waste that can be
processed and used, and using energy content as a renewable and sustainable resource.

The energy content of biomass is usually measured in terms of the calorific value
of the resource. The calorific value of a fuel refers to the number of calories it is capable
of producing by the combustion of a unit mass of each element. Not only biomass, but
each fuel has an associated value against which it can be compared with others of similar
characteristics [16].

The units are determined based on the state of the fuel, whether it is solid, such
as firewood and agro-industrial waste, liquid, such as diesel, or gaseous [17,18]. The
agricultural sector produces a significant amount of biomass [6]. In this sector, the by-
products generated during the collection process are referred to as agricultural crop residues.
For energy crops, plants that have fast growth and do not require much supervision for
cultivation are usually used. Some crops, such as aquatic plants, soybeans, and peanuts,
are used to produce biodiesel, while others, such as corn, cassava, wheat, and sugar cane,
are used to produce bioethanol.

Table 2 shows the source of biomasses, the type of waste and their energy potential
as a result of a characterization that was carried out in the Department of Cundinamarca
in Colombia.

Table 2. Calorific value according to the crop.

Type of Crop Type of Waste LCV (kcal/kg) Energy Potential (TJ/Year) Energy Potential (GWh/Year)

Oil Palm
Fart 3.988 239.29 66.471
Fibre 4.274 618.24 171.733

Palm rachis 4.021 601.11 166.974

Panelera Cane
Bagasse 4.456 9524.84 2645.791

Leaves—Bud 4.007 2866.22 796.173

Coffee
Pulp 4.259 217.76 60.489
Cisco 4.430 100.73 27.981
Stems 4.384 1165.21 323.67
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Table 2. Cont.

Type of Crop Type of Waste LCV (kcal/kg) Energy Potential (TJ/Year) Energy Potential (GWh/Year)

Corn
Stubble 3.429 318.01 88.336

Tusa 3.390 97.27 27.019
Doormat 3.815 110.88 30.8

Rice
Tamo 3.113 143.98 39.995
Husk 3.603 49.63 13.787

Banana
Banana rachis 1.809 12.05 3.347
Banana stem 2.032 79.15 21.986

Rejected banana 2.488 7.4 2.056

Plantain
Plantain rachis 1.808 10.03 2.786
Plantain stem 2.032 65.88 18.3

Rejected plantain 2.480 6.16 1.711

Source: [18].

Table 2 presents characterized values of the energy potential of crop and residue
types, which depend on the climatic conditions of the agricultural area in which they are
developed. This is an important criterion to consider when determining the availability
of the residue with the highest energy potential that can be used. For example, in the
study area of the department of Cundinamarca, Colombia, the most common crops are
coffee, banana, and plantain. Table 2 shows that coffee stems have the highest energy
potential. These models can be represented as mathematical functions that relate the
different variables involved in the process, as shown in Table 3.

Table 3. The mathematical model for biomass characterization.

Equation Parameter Description Value Unit

PE = Mrs ∗ E

PE Energy Potential [TJ/year]

Mrs Mass of dry residue [t/year]

E Energy of the residue per
unit mass [TJ/t]

Mrs = A ∗ Rc ∗ Mrg ∗ Yrs

A Cultivated area [ha/year]

Rc Crop yield [t main product/ha planted]

Mrg
Mass of residue generated

from the cultivation
[t of waste/t of
main product]

Yrs Dry residue fraction [t dry residue/t wet residue]

MRS =

α ∗ A ∗ RC ∗
n
∑

i=1

m
∑

k=1
Mrgki ∗ Yrski

“k”
“i”

Biomass classification
Types of waste biomass [t/year]

α Unit conversion constant 1 × 10−6

PEBRA = α ∗ A ∗ RC ∗
n
∑

i=1

m
∑

k=1
Mrgki ∗ Yrski ∗ PCIki

PEBRA

The overall energy
potential of agricultural

waste biomass

PCI Lower Caloric Value of
the residue [TJ/t]

Source: Own.

The mathematical models for assessing the energy potential of biomass are based on
the fact that the energy contained in its matter is proportional to its dry mass.

The Lower Calorific Value (LCV) is defined as the amount of energy given off in the
combustion of a unit of mass of a combustible material in which water is released as vapor.
If this water condenses, it gives off heat, and the Higher Calorific Value (HCV) would
then be obtained, adding this given-off heat to the LCV. Therefore, the LCV is lower than
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the HCV, and the higher the moisture content of the fuel, the greater this difference will
be. Therefore, the energy content of biomass is measured by the calorific value of the
resource. It is necessary to clarify that the calorific value of resources, in the case of biomass,
varies according to the level of humidity at which it is found. In particular, the higher
the humidity, the lower the calorific value. In the case of biomass, it is necessary that the
moisture content is less than 30% [19].

In many cases, the waste has a high moisture content, which requires conditioning,
which is why the resources are usually subjected to prior drying processes, either naturally
or induced, to make the raw material as suitable as possible for energy transformation
processes [12].

The most suitable method to realize the energy utilization of agricultural biomass is
through thermochemical processes. In the case of the agricultural sector, it must be taken
into account that biomass residues contain a portion of the main product of the crop, and
this fraction is usually larger than the unit [20].

Taking the LCV for different types of waste from different crops as a reference, the
amount of biomass required to produce a certain amount of electricity can be dimensioned,
for which calculations are presented in Table 4, taking generation as an example:

• Power required: 1 kW
• 1 kW = 860 kcal/h, equivalence
• PCI: 4.384 (kcal/kg). Average value of the PCI of the coffee stem taken from Table 2
• 1 cal = 4.1855 kJ, equivalence

Table 4. Calculation of the biomass required to produce electrical energy.

Equation Parameter Description Value Unit

Biomass
[

kg
h

]
=

Powerrequired[kW]
PCI[kcal/kg]

Biomass Biomass quantity
[

kg
h

]

Power Power required [kW]

PCI Lower Calorific Value
[

kcal
kg

]

PCI
[

kcal
Kg

]
= 4.384

[
kcal
Kg

]
× 4.1855[kJ]

= 18.349232
[

kJ
kg

]

PCI Lower Calorific Value 4.384
[

kcal
kg

]

cal 1 calorie 4.1855 kJ

PCI ∗ cal Product 18.349232
[

kJ
kg

]

= 1[kW]× 860
[

kcal
h

]
× 4.1855[kJ] = 3599.53

[
kJ
h

]
Power required 3599.53

[
kJ
h

]

Biomass
[

kg
h

]
=

[
3599.53[ kJ

h ]
18.3492

[
kJ
kg

]

]
= 0.215

[
kg
h

]
Biomasa Quantity of biomass required

to produce 1 kW 0.215
[

kg
h

]

Source: Own.

With ideal efficiency values of the generation system of 100%, 0.215 kg/h would be
required, but under an estimated lower performance, e.g., 90%, the following is obtained:

Biomass
[

kg
h

]
=




0.215
[

kg
h

]

0.9


 = 0.238

[
kg
h

]

To produce 1 kW of power, 0.238 kg/h of agricultural biomass would be required,
with an estimated efficiency of 90%.

B. References of studies based on different methods

The studies and references consulted based on different models, for a greater under-
standing of this work, are classified as follows: thermodynamic studies, techno-economic
studies, studies based on simulation platforms, and studies of mathematical models. For
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the first three, a brief reference is made, and for the last, which is the mathematical classifi-
cation, a greater depth is presented, since the main objective of this work is to develop a
complete mathematical model of a power generation plant based on a gas turbine whose
fuel is agricultural biomass residue. Some references for each study are presented below.

References from thermodynamic studies. Table 5 presents some references based on the
biomass gasification process, and energy, mass, exergy, chemical, and thermodynamic analyses.

Table 5. References of thermodynamic studies.

Source Description Process Contribution

[2]

The complete evaluation of the
thermodynamic performance of an

integrated biomass-supported combined
plant is investigated. For thermodynamic
investigation, the mass, energy, entropy,
and exergy balance relationships of the

modelled plant and sub-plants are applied.

Biomass gasification

It performs a comprehensive
thermodynamic calculation of the

combined cycle supported by biomass
gasification to produce electric heat, fresh

water, and hydrogen.

[21]
Gasification modelling procedures fall into

two main categories: equilibrium and
kinetic models.

Biomass gasification

Develop a code using MATLAB software to
apply the GA procedure for the purpose of
system optimization from thermodynamic

and economic perspectives.

[22]

It presents the simulation of a real mCHP
plant, based on a biomass gasifier coupled
to an internal combustion engine (ICE), in
the Aspen Plus environment to predict the

system behavior.

Biomass gasification

The model reproduces the operation of the
syngas cleaning unit, the ICE, and the

thermal recovery system. In particular, the
thermal recovery system has been

reproduced by implementing the detailed
geometrical characteristics of the actual

heat exchangers of the mCHP with Aspen
EDR environment.

[23]
They propose computational fluid

dynamics (CFD) simulation validated
against experiments.

Biomass gasification

The results showed that all models can
represent biomass combustion in a

reasonable way. Biomass gasification is
completed at a temperature of 1050 ◦K.

[3]

They develop and implement a
zero-dimensional model for downdraft

biomass gasification in fixed-bed or
slow-bed gasifiers.

Biomass gasification

The proposed model considers the main
gasification sub-processes (drying,

pyrolysis, gasification) and their products.
The model successfully predicts the

conversion behaviors of different types of
biomasses during a gasification process in
terms of yield and product composition.

Source: Own.

References of techno-economic studies. Table 6 presents some references of studies, anal-
yses, and case studies on the technological, economic, and environmental components
aimed at energy sustainability using biomass gasification resources.

References of studies based on simulation platforms. Table 7 lists some references based on
the use of specialized simulation software, and some other case studies oriented toward
the knowledge and implementation of strategies and computational tools for optimization
and modern control in biomass gasification processes are presented.
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Table 6. References techno-economic studies.

Source Description Process Contribution

[24]

The study shows that various
techno-economic parameters have

significant effects on the reduction of the
normalized cost of electricity—LCOE in

different power plant configurations.

CSP-biomass-TES hybrid
power plant.

In the paper, they model and simulate
three power plant configurations to

calculate the cost of electricity for each.

[25]
They propose a novel concept of BECCS

(Bioenergy with carbon capture and
storage) for energy production.

Downdraft gasifier

The innovative energy system presented
is defined based on the integration of a

downdraft gasifier, an external
combustion gas turbine, an MCFC

section, an organic Rankine cycle and a
cryogenic CO2 capture. The proposed

system is modelled and analyzed on the
basis of exergy and

exergy-economic analysis.

[26]

They evaluate the performance of an
advanced biomass-fueled hybrid power
generation system and model a modern
biomass-based electrochemical power

generation system.

Biomass gasifier, SOFC,
Direct Combustion GT

and ORC.

They present a detailed parametric study
of the system to exhibit thermo-economic

and environmental behaviors.

[27]
They present the latest statistical data on

energy generation from bioenergy
resources using available sources.

Biomass gasification

They include descriptions of gasification
conversion routes, with their

sustainability conditions, as well as the
government policies necessary for their
implementation in the Indian context.

[28]

A review of the sustainability aspects of
biomass gasification and the use of

biomass synthesis gas for small-scale
power generation is presented, taking the

UN Sustainable Development Goals
(ODS) as a frame of reference.

Synthesis gas from biomass

The sustainability framework provided
by the ODS, together with the concepts of

energy transition and the energy
trilemma, give bioenergy great

importance in what should be its
participation in an energy matrix geared

towards distributed energy systems.

[29]

It assesses the feasibility of new
renewable energy systems, and analyses

the sustainability impact of these
technologies along the entire supply

chain in the environmental, social, and
economic pillars.

Systems of
Renewable energy

They consider not only the cost of energy
but also the environmental and

socio-economic impacts involved
throughout the life cycle of

the technology.

[30]

They present an analysis to achieve the
EU’s goals of a climate-neutral economy
by 2050, highlighting that an adjustment
of the current economy to one based on
renewable raw materials (bioeconomic)

must take place.

Bioeconomic

They stress that renewable solutions
should be introduced into our existing

production chain and should be
conceived not as immediate solutions,

but as long-term solutions, to be used as
early as possible and improved over time.

[31]

They present an analysis of micro-scale
biomass-fueled applications, with wood,

straw, energy crop plants, and
agricultural products being the most

used fuels.

Applications Microscale

They study various types of boilers for
each type of biomass, resulting from

different fuel properties and investors’
expectations (e.g., in relation to price and

operational parameters such as the
convenience of use).

Source: Own.
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Table 7. References simulation platforms studies.

Source Description Process Contribution

[32]

They point out that there are very few
published studies on the modelling of

biomass gasification based on the ANN
method and even fewer in the field of

fixed-bed downdraft gasifiers.

Biomass gasification based on
the ANN method

They develop an integrated ANN model
with a thermodynamic equilibrium

approach for the downstream biomass
gasification integrated power generation
unit, which aims to predict the net power
output of systems derived from various

types of biomass feedstocks under
atmospheric pressure and various

operating conditions.

[33]

It presents an Artificial Neural Network
(ANN) based model hybridized with a

Particle Swarm Optimization (PSO)
algorithm for a Biomass Gasification

Plant (BGP) to estimate the amount of
biomass needed to produce the syngas
required to satisfy the energy demand.

Biomass gasification plant

The proposed model is compared with
two traditional ANN models: Backward

Feedback Propagation (FF-BP) and
Forward Cascade Propagation (CF-P).

ANNs are trained in MATLAB software
using a real historical data set from a BGP

located in the Distributed Energy
Resources Laboratory of the Universitat

Politècnica de València in Spain.

[34]

They researched about the possibility of
using NARX ANN in a fixed-bed

downdraft gasifier to predict syngas
composition for lower data logging

frequency.

Biomass downdraft fixed-bed
downdraft gasifier

They obtain results from an open-loop
network consisting of input and output
layers connected with a hidden layer of

5 neurons. The application of the
network allows online prediction and

control of the gasification process.

[35]

They present two case studies that
combining PV, biomass gasifier and

batteries; one in Honduras and the other
in Zambia.

Biomass gasification

The simulation resulting from the
research allowed to review the

performance of a gasifier in two HRES
case studies that combine PV, biomass
gasifier and batteries; one in Honduras

and the other in Zambia.

Source: Own.

Mathematical modelling studies. Table 8 presents some references that are oriented
toward mathematical modelling, simulation, and control, where the majority are based on
the same models, but with different scopes of application in biomass gasification.

As has been mentioned, the main objective of this article is to develop the mathematical
models of each component that is part of a gas turbine-based power generation plant.
Although the other models which were consulted and referenced are important, it is
considered that mathematical models are the basis for sizing. Simulating and evidencing
behaviors of the components of the plant, and managing to establish a stable, reliable,
and reproducible plant model, are the basis to determine and apply the other models.
The referenced mathematical models are comprehensive enough to represent the primary
steady-state and transient characteristics of the plant, yet simple enough computationally
to avoid complex implementation or long processing times during verification.

The following section presents a detailed description of the mathematical models of
each subsystem of the biomass-fueled gas turbine power plant.

C. Description of the Mathematical Models

Gas turbines have played an important role in recent decades, due to their low initial
investment cost and operational versatility. They can be used efficiently not only for
emergency services to cover peak daily demand if required, but also as microgrid-based
generation systems, which integrate energy resources into a comprehensive, manageable,
and coordinated hybrid system.
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Plants that use gas turbines to operate mechanical power, which is converted to
electrical power by a generator, can operate either in closed or open loops. Figure 1 shows
a schematic of an open loop gas turbine power plant.

Table 8. References mathematical models.

Source Description Process Contribution

[4]

The book presents comprehensive
information on CC combined cycle and

CHP combined heat and power
cycle systems.

Biomass gasification

It presents in detail the mathematical,
control, and simulation models of gas

turbine, steam turbine, and combined gas
turbine-based power plants. From the

book the following references are
highlighted [8,28,36–40], being the basis
for the development and application of

gas turbines.

[6]

The book presents comprehensive
information on distributed generation
using gas microturbines, apart from
mathematical models, it highlights

control models and
microgrid applications.

Distributed electricity
generation with
gas microturbine

Control models and micro-grid oriented
applications are highlighted.

[7]

In the Thesis, it is applied the dynamic
models described in the book [27] by

generating simulations of gas, steam, and
combined cycle turbine plants, which

validate the models for his
own application.

Modeling and dynamic
simulation of

cogeneration schemes

It presents simulations of gas, steam, and
combined cycle turbine plants, which

validate the models for their
own application.

[41]

It presents an application of
mathematical models oriented to
simulation and control based on

neuro-fuzzy controllers, controlling
several scenarios of variation of power,

torque, active, and reactive load.

Neuro-fuzzy Control
Neuro-fuzzy controller applied to

various scenarios of variation of power,
torque, active, and reactive load.

[42–49] They are based on the same mathematical
and control models Gas turbine

There is no great detail of the
mathematical models, calculations, or
parameters of each subsystem, each

study focuses its development on
specific applications.

Source: Own.
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based on neuro-fuzzy controllers, controlling 
several scenarios of variation of power, torque, 

active, and reactive load. 

Neuro-fuzzy 
Control 

Neuro-fuzzy controller applied to various sce-
narios of variation of power, torque, active, 

and reactive load. 

[42–49] They are based on the same mathematical and 
control models 

Gas turbine 

There is no great detail of the mathematical 
models, calculations, or parameters of each 

subsystem, each study focuses its development 
on specific applications. 

Source: Own. 

As has been mentioned, the main objective of this article is to develop the mathemat-
ical models of each component that is part of a gas turbine-based power generation plant. 
Although the other models which were consulted and referenced are important, it is con-
sidered that mathematical models are the basis for sizing. Simulating and evidencing be-
haviors of the components of the plant, and managing to establish a stable, reliable, and 
reproducible plant model, are the basis to determine and apply the other models. The 
referenced mathematical models are comprehensive enough to represent the primary 
steady-state and transient characteristics of the plant, yet simple enough computationally 
to avoid complex implementation or long processing times during verification. 

The following section presents a detailed description of the mathematical models of 
each subsystem of the biomass-fueled gas turbine power plant. 
C. Description of the Mathematical Models 

Gas turbines have played an important role in recent decades, due to their low initial 
investment cost and operational versatility. They can be used efficiently not only for emer-
gency services to cover peak daily demand if required, but also as microgrid-based gen-
eration systems, which integrate energy resources into a comprehensive, manageable, and 
coordinated hybrid system. 

Plants that use gas turbines to operate mechanical power, which is converted to elec-
trical power by a generator, can operate either in closed or open loops. Figure 1 shows a 
schematic of an open loop gas turbine power plant. 

 
Figure 1. Open circuit gas turbine power plant. Source: [7]. Figure 1. Open circuit gas turbine power plant. Source: [7].
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In this configuration, fuel and air enter the combustion chamber and, after the chemical
reaction is generated, the gas exits to the turbine producing mechanical power; the gases
leaving the turbine are not recycled. This type of “open loop” plant does not constitute a
thermodynamic cycle. However, its performance is often evaluated as if it were operating
as a “closed loop” plant, Figure 2a illustrates this type of plant.
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Figure 2. (a) Closed-loop diagram; (b) Temperature – Entropy (T – S) diagram of the thermal cycle of
mechanical power generation with a gas turbine. Source: [7].

Power plants that utilize gas turbines are based on the constant pressure Joule Brayton
cycle [28]. In this cycle, a constant flow of air or gas is compressed, heated, and expanded
through the turbine, and then cooled in a heat exchanger, in the case of a closed thermal
cycle. The turbine provides mechanical power to both the compressor and the generator.

In Figure 2, it can be seen that the main components of power plants using gas turbines
are: the compressor, the combustion chamber, and the turbine. The way in which these
plants operate is: at point 1, the air is taken from the atmosphere and enters the compressor
to achieve the most favorable conditions for combustion. Then, at point 2, the air is mixed
with fuel in gas form in the combustion chamber for combustion to take place, and then, at
point 3, the hot gases that leave the chamber go to the turbine to produce mechanical power.
In terms of energy conversion, the chemical energy that is released due to combustion is
transferred to the gas flow. This energy, which is measured in terms of the enthalpy of the
gases, is converted into mechanical power by the gas flow that turns the turbine. It must be
considered that, in this process, part of the mechanical power which is handled goes to the
compressor and the rest to the desired application.

In the T-s diagram of Figure 2b, the area under each of the process curves represents
the heat transferred by that process; therefore, the area under the curve joining point
2 to 3 represents the heat transferred by the combustion taking part in the combustion
chamber, as shown in Equation (1):

qent =

s3∫

s2

T(s)2,3ds (1)

Equation (1) is valid for all processes, the limits of integration should be adjusted to
the limits in which the process is carried out, and also the temperature as a function of
entropy for that process. Then, the heat given off in the Joule Brayton thermal cycle is given
by the area under the curve from 1 to 4, as shown in Equation (2):

qsal =

s4∫

s1

T(s)1,4ds (2)
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Finally, by the first law of thermodynamics, the difference between the areas 2 and
3 and from 1 to 4 represents the net work produced in the thermal cycle, as shown in
Equation (3):

Wneto = qent − qsal (3)

It is evident that the higher the temperatures handled in the 2 to 3 process and the
lower the temperatures handled in the 4 to 1 process, the higher the efficiency of the
thermal cycle.

In order to model the various components of gas turbine power plants, the following
considerations are usually made [36,46]:

• Air and the products of combustion are considered ideal gases;
• The specific heats are considered constant for the products of combustion, air, and

injected steam;
• The flow through the nozzles (compressor) is described as a polytropic, one-dimensional,

and uniform adiabatic process;
• The energy storage and transport delay in the compressor, turbine, and combustion

chamber are relatively small, which is why steady state equations are applied;
• The kinetic energy at the inlet of the gas flow in the compressor and turbine is consid-

ered negligible;
• The mass flow of air through the compressor is controllable by means of the blades at

the inlet.

Taking into account the previous equations and considerations, more detailed informa-
tion on the mathematical models resulting from analyzing the gas turbine as a process of
compression and expansion of combustion gases (behavior of a nozzle) is presented below,
for which the system is decomposed into four main subsystems. These are illustrated in
Figure 3, where input, process, and output variables are highlighted.
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For the application and projected environments, a very high load requirement is not
required, and all mathematical, simulation, and control models are dimensioned for the
operation of a 5 kW power plant at a frequency of 60 Hz.

The mathematical models for the four (4) subsystems that make up the gas turbine-
based power generation plant, as well as the electrical generator subsystem as a transducer
of mechanical power to electrical power, are described below:

1. Fuel system (valve with actuator)
2. Compressor
3. Combustion chamber
4. Turbine
5. Electric generator

1. Fuel System
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This system provides the fuel necessary for combustion to take place. In other words,
from a fuel demand signal, this system operates by increasing the flow or decreasing the
flow as required. The fuel flowing from the fuel system is the result of the inertia of the
actuator and valve positioner, which are controlled by the PID controller’s designer for this
purpose. The equations in the Laplace domain, describing the dynamics of the system, are
presented in Table 9, which shows: the equations, parameters, description, value, units,
and procedure, as well as whether the value obtained arises from applying a calculation
process, from a parameter, or from a constant.

Table 9. The mathematical model of the Fuel System.

Equation Parameter Description Value Unit Procedure

w f =
k f f

τf S+1 e1

Wf Fuel mass flow. 2.889 × 10−4 kg/s Calculation
kff System Gain. 1 No Unit Parameter
τf System time constant. 0.01 s Parameter
e1 Valve positioner. dynamic No Unit Calculation

e1 = a
bS+c e2

a, b, c Valve parameters. 10, 1, 0 No Unit Parameter
e2 Internal positioning signal. dynamic No Unit Calculation

e2 = MF + FdωTe−Sτ − w f k f

MF Minimum fuel signal. 0.8 p.u. Calculation
kf Feedback coefficient. 1 No Unit Parameter
Fd Fuel demand signal. 1 p.u. Calculation
ωT Turbine speed. 188.45 rad/s Calculation
τ System time delay. 0.01 s Parameter

Source: Own.

2. Compressor

Compressors are positive displacement machines that maintain a constant volume in
their chamber and a range of pressures at the outlet; the pressures depend proportionally
on the inlet pressure to the compressor and are inversely proportional to the ratio of
inlet-outlet densities. That is, the gas density at the compressor outlet is greater than the
inlet density. The compressor is modelled as an equivalent nozzle in which an isentropic
compression of the air is carried out, and the turbine as an equivalent nozzle in which an
isentropic expansion of the gases leaving the combustion chamber is carried out, because
this simplifies the models and, even with these simplifications, the relevant physics of the
process, such as the change in temperature, pressure, and enthalpy, are still represented.
Table 10 presents the mathematical model of the compressor.

The dynamics of the compressor are developed using the mathematical model outlined
in Table 10. The following aspects can be observed: equations, parameters, descriptions,
values, units, and procedures. The value obtained can arise from a calculation process, a
parameter, or a constant. This model describes stable one-dimensional flow through the
nozzle for uniform polytropic compression.

3. Combustion chamber

In this subsystem, combustion takes place where the hot gases, as a product of combus-
tion, are directed to the gas turbine. The mathematical model of the combustor is presented
in Table 11. The combustion of the gas turbine is modelled using the steady-state energy
balance for combustion at the reference temperature.

4. Turbine

The turbine subsystem is where the gases leaving the combustion chamber expand.
As the gases expand against the turbine blades, the turbine acquires kinetic energy, thus
delivering mechanical power to the electrical generator.

Table 12 presents the mathematical model of the turbine, which is modelled using
standard one-dimensional steady state gas flow equations.
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Table 10. The mathematical model of the Compressor.

Equation Parameter Description Value Unit Procedure

wa =

A0

{
2ma

η∞c(ma−1) (pcinρi)

[
(rc)

2
ma − (rc)

(ma+1)
ma

]}0.5

wa
Air mass flow inside

the compressor.
5.767 ×

10−1 kg/s Calculation

A0
Compressor
outlet area. 1.2 × 10−2 m2 Parameter

η∞c
Polytropic compressor

efficiency. 0.9 No Unit Parameter

ρi Inlet air density. 1.21 kg/m3 Parameter
pcin Inlet air pressure. 15.62 Pa Parameter
ma Polytropic index. 1.417 No Unit Calculation

rc
Pressure ratio

(pout/pin). 10 No Unit Calculation

ma =

{
γa

γa− (γa−1)
η∞c

} γa
(cpa/cva) Specific heat

ratio for air (constant). 1.411 No Unit Calculation

cpa
Specific heat of air at

constant pressure. 1.012 J/(kg ◦K) Parameter

cva
Specific heat of air at

constant volume. 0.717 J/(kg ◦K) Parameter

(
p
p0

)
= rc =

[
2

(ma+1)

] (ma )
(ma−1) rc

Pressure ratio
(pout/pin). 10 No Unit Calculation

pcout = pcinrc pcout Outlet air pressure 156 Pa Calculation

Tcout
Tcin

= (rc)
(γa−1)
γaη∞c

Tcout Outlet air temperature 547 ◦K Calculation
Tcin Inlet air temperature. 288 ◦K Parameter

Pc =
wain∆hI
ηcηtrant

Pc
Compressor power

consumption 1820 W Calculation

∆hI

isoentropic enthalpy
change. Corresponding
to the compression of

Pcin with respect
to Pcout

2.698 × 105 J/kg Calculation

ηc
Total compressor

efficiency. 0.863 No Unit Calculation

ηtrans

Transmission
efficiency from turbine

to compressor.
0.99 No Unit Parameter

ηc =

{
1−(rc)

(γa−1)
γa

1−(rc)
(γa−1)
γaη∞c

}
ηc

Total compressor
efficiency. 0.863 No Unit Calculation

∆hI = cpairTcin

(
(rc)

Rair
cpair − 1

)
cpair

Specific heat of air at
constant pressure. 1005 J/(kg ◦K) Parameter

Rair
Ideal gas constant

for air. 287 J/(kg ◦K) Parameter

Source: Own.

Table 11. Mathematical model of Combustion Chamber.

Equation Parameter Description Value Unit Procedure

wG Outlet gas mass flow. 5.77 × 10−1 kg/s Calculation

wG = wa+w f + wis
wis

Steam mass
flow injection. 2.9 × 10−5 kg/s Calculation

wf
Fuel mass flow to

the turbine. 2.88 × 10−4 kg/s Calculation

wGcpg(TTin − 298) +wacpa(298−Tcout)+w f ∆h25
+wiscps(298−Tis) = 0

Equation for the energy
of combustion at

temperature 25 ◦C, is
cleared for TTin.
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Table 11. Cont.

Equation Parameter Description Value Unit Procedure

wGcpg(TTin − 298) +wacpa(298−Tcout)+w f ∆h25
+wiscps(298−Tis) = 0

cpg Specific heat of flue gases 1144 J/(kg ◦K) Parameter
cps Specific heat of steam. 2005 J/(kg ◦K) Parameter
cpa Specific heat of air. 1005 J/(kg ◦K) Parameter

TTin
Turbine inlet

gas temperature. 1420 ◦K Calculation

∆h25

Specific enthalpy of
reaction at the reference

temperature, (25 ◦C).
(−4.0 × 107) J/(kg) Parameter

Tis Steam temperature. 601 ◦K Parameter

pTin = pcout − ∆p PTin
Loss of combustion
chamber pressure. 159 Pa Calculation

∆p =

[(
k1 + k2

(
TTin
Tcout

− 1
))

R
2

(
wG

Am Pcout

)2
Tcout

]

∆p Loss of pressure in the
combustion chamber. 2.698 Pa Calculation

k1, k2 Pressure loss coefficients 1 No Unit Parameter

R Universal gas constant
for flue gases 287 J/(kg ◦K) Constante

Am

Cross-sectional area
of the

combustion chamber.
1 m2 Parameter

Tref
Reference combustion

temperature. 1000 ◦K Parameter

href
Reference flue
gas enthalpy. 1.2 × 106 J/kg Parameter

hTin
Turbine inlet
gas enthalpy. 1.685 × 106 J/kg Calculation

Source: Own.

Table 12. The mathematical model of the Turbine.

Equation Parameter Description Value Unit Procedure

TTout
TTin

= (r)T
η∞T (

(γcg−1)
γcg )

Ttout
Gas temperature at the

turbine outlet. 763 ◦K Calculation

rT
pTout/pTin Turbine

pressure ratio. 6.29 × 10−2 No Unit Calculation

pTout
Turbine outlet air

pressure. 9.4 Pa Calculation

η∞T
Polytropic turbine

efficiency 0.9 No Unit Parameter

γcg
cpg/cvg, Specific heat
ratio for flue gases. 1.33 No Unit Calculation

wG =

AT0

{
2mcg

η∞T(mcg−1)
(pTinρTi)

[
(rT)

2
mcg −

(
p
p0

) (mcg+1)
mcg

]}0.5

wG Turbine gas mass flow 5.77 × 10−1 kg/s Calculation
ATo Turbine outlet area 0.14 m2 Parameter

η∞T
Polytropic turbine

efficiency 0.9 No Unit Parameter

ρTin Inlet gas density 3.778 × 10−4 kg/m3 Calculation
pTin Turbine inlet air pressure. 159 Pa Calculation
mcg Polytropic flue gas index. 1.384 No Unit Calculation

ρTin = PTin
Rcg TTin

ρTin Inlet gas density 3.778 × 10−4 kg/m3 Calculation

mcg =

{
γcg

γa− (γcg−1)
η∞T

}
mcg Polytropic flue gas index. 1.384 No Unit Calculation

(
p
p0

)
= rT =

[
2

(mcg+1)

] (mcg )
(mcg−1) rT

pTout/pTin Turbine
pressure ratio. 6.29 × 10−2 No Unit Calculation

ηT =





1−(rT )

(γcg−1)
γcg

1−(rT )

(γcg−1)
γcg η∞T





ηT Overall turbine efficiency. 0.931 No Unit Calculation
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Table 12. Cont.

Equation Parameter Description Value Unit Procedure

∆hI = cpgTTin

(
(rT)

Rcg
cpg − 1

) ∆hI
cpg
Rcg

Isentropic enthalpy
change.

Specific heat of flue gas.
Ideal gas constant for gas.

1.27 × 104

1144
287

J/(kg ◦K)
J/(kg ◦K)

J/(kg
◦K)

Calculation
Parameter
Parameter

hTout = hTin − ηT∆hI hTout
Enthalpy of the turbine

exhaust gases. 1.697 × 106 J/kg Calculation

PT = ηTWG∆hI PT
Mechanical power

delivered by the turbine. 6820 W Calculation

Pmech = PT−Pc

Pc
Power required by

the compressor. 1820 W Calculation

Pmech
Net mechanical power
available in the turbine. 5000 W Calculation

Source: Own.

In addition to the description of the four subsystems of the plant, the mathematical
model of the electric generator is presented.

5. Electric Generator

In order to convert the mechanical energy from the PGT into electrical energy, it is
necessary to use an electric generator. Table 13 highlights some comparative advantages and
disadvantages between synchronous and asynchronous generators [50]. This comparison
allows for the establishment of a series of technical criteria in order to select the most
suitable generator for the present application [51].

Table 13. Advantages and disadvantages of synchronous and asynchronous generators.

Advantages Disadvantages

Synchronous Generator

Greater efficiency Greater complexity

Increased stability Requires an excitation source

Lower long-term cost Higher initial cost

Reactive power Increased maintenance

Good power quality Accurate grid synchronization

Low noise Increased inertia

Greater responsiveness to load variations Increased sensitivity to network disturbances

Accuracy in frequency control

Asynchronous generator

Simplicity Lower efficiency

Does not require an excitation source Lower power quality

Lower initial cost Slower response time

No regular maintenance required No regular maintenance required

Increased capacity to withstand
network disturbances

Source: [50,52].

Based on Table 13, and taking into account aspects such as efficiency, stability, power
quality, greater responsiveness to load variations—which allows for greater precision in
frequency control, and the parameter that relates to load requirements and fuel system
control, it has been determined that the generator to be used in the simulation of the PGT
plant is a synchronous generator whose equivalent in Matlab/Simulink is the Simplified
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Synchronous Machine. Table 14 presents the mathematical model of the selected generator.

Table 14. The mathematical model of the Electric Generator.

Equation Parameter Description Value Unit Procedure

∆ω(t) =
1

2H
∫ t

0 (Tm − Te)dt − Kd∆ω(t)

ω(t) = ∆ω(t) + ω0

∆ω(t) Deviation from nominal
operating speed dynamic rad/s Calculation

H Inertia constant 3 s Parameter
Tm Mechanical torque N/m Parameter
Te Electromagnetic torque N/m Parameter
kd Damping factor 64.3 pu Calculation

ω(t) Mechanical rotor speed 188.45 rad/s Parameter

ω0
Nominal operating

rotor speed 188.45 rad/s Calculation

Source: Own.

D. Description of the control system

The gas turbine controller regulates both the gas turbine and the electric generator. One
of the most popular designs is the SpeedTronic MarK IV system [39] developed for General
Electric gas turbines. For the purpose of this article only, the control of the mechanical side
of the gas turbine is the main focus; therefore, the model is significantly simplified.

The simplified model of the gas turbine controller is realized with a classic PID
controller (supervisory), consisting of four inputs and three outputs. The inputs to the
controller, which are outputs of the gas turbine model, are:

• Delivered mechanical power: Pmech, in W;
• Rotational speed (related to electrical frequency): ω in rad/s;
• Exhaust gas temperature: TTout in ◦K;
• Exhaust gas composition (NOx and CO content): gcNOx in p.p.m.

The controller outputs that are inputs to the gas turbine model are:

• Fuel flow: conversion of fuel quantity Fd to p.u.;
• Air flow (inlet guide vane position): wair in kg/s;
• Steam (or water) injection flow into the combustion chamber: wis in kg/s.

Figure 4 shows the blocks of the control system, which consists of: PI controller for
the electrical power signal Pe, PD controller for the rotational speedω, P controller for the
temperature signal TTout, PI controller of NOx gas emissions, and the LVF and MVF blocks
which complement the system.

Each block of the control system is described below, and Table 15 presents the internal
diagrams of each control block, as well as the parameters, description, value, and unit of
each element that is part of each block.

• Power control Pe: this is implemented with the electrical power signal Pe coming from
the generator GTP (Gas Turbine Plant); this in turn receives the mechanical power
signal Pmech coming from all of the dynamics of the GTP. This signal is subtracted
from the reference signal Pe_ref, and the result of the subtraction is integrated in the PI
controller generating the required dynamic power signal according to the requirements
of the load and the dynamic behavior of the other signals;

• Speed control: similar to power control, the rotor speed signalω comes from the GTP
generator and performs a similar procedure; it is subtracted from a reference value
ω_ref, and the result of the subtraction is derived in the PD controller generating
the required dynamic speed signal according to the requirements of the load and
the dynamic behavior of the other signals. This control must be considered in safety
conditions so that the turbine does not lose balance and overspeed;

• Temperature Control TTout: the temperature signal comes from the Turbine block, and
the temperature value is the highest of the compression and expansion process that
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occurs inside the plant; this parameter is important to control so that the temperature
level does not exceed the upper temperature limit that the plant can withstand;

• Control of Outlet gases NOx: although a more robust and complex control of this
block is not carried out, as it requires a deeper and more detailed development, it is
important to take into account what it produces as a result in the outlet gases and
pollutant components, as well as with the working temperatures; the behavior is
reviewed as its process results in the steam flow of gases wis are the steam mass
flow injection;

• LVF Block (Minimum Value Selector): this allows discrimination of the lowest value
signal coming from the power, speed, and temperature controls, with the power signal
predominating, without disregarding the other signals that are considered more for
plant safety procedures, in terms of speed overflow and temperature level overshoot;

• MVF Block (Maximum Value Selector): this also complements the system, as it allows
the higher signal of the two incoming signals to pass, which are the ones coming
from the LVF block and Fd_Mín; this last block is very important as it provides the
minimum flow signal that must be injected to the plant so that it does not shut down
and maintains the flame of the combustion system.

E. Matlab/Simulink simulation model of the whole system.

By interconnecting all the subsystems developed up to this point, we have an equiva-
lent that involves the fuel flow input, which will come from a controller and the mechanical
power as output; this concept is illustrated in Figure 5. All the subsystems obtained can
be part of an equivalent system, in which only the fuel flow is required as input and the
mechanical power and the gas temperature parameters at the turbine outlet as output.
Through the mechanical power, the generator system based on a simplified synchronous
machine is connected.

Table 15. Gas Turbine—Generator PID Control Model.

Control Parameter Description Value Units

Electrical Power: Pe Pe_pu Signal power generator 1 p.u.
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 ω_set_pu 
Reference rotor speed of 

operation 
 p.u. 

PID_ ω 
Proportional—Integral—
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P Proportional   
I Integral   
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Función CR Radiation field   
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P Proportional   
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wis Steam mass flow inyection. 
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kg/s 

wf Fuel mass flow to the turbine. 
2.88 × 
10−4 
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fGT2 
Experimental curve: NOx steam 
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 Dead Zone 
−0.1–

0.1 
 

Pe_set_pu Reference signal
generator power
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Table 15. Cont.

Control Parameter Description Value Units

Gases NOx: gcNOx gcNOx Mass flow of NOx
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Figure 5. Blocks of the whole system: GTP control, GTP Plant, GTP generator and load. Source: Own. 
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Figure 5. Blocks of the whole system: GTP control, GTP Plant, GTP generator and load. Source: Own.

As a result of the procedure described above, in terms of the implementation of all
the models, in the first instance, all the mathematical models were transferred to Excel
for monitoring, verification, and interaction of each equation for each component that is
part of each subsystem. The appropriate dimensioning and parameterization were carried
out on a small scale for the application of a 5 kW full-scale generation plant. From the
monitoring and verification in Excel, all the models were implemented in Matlab/Simulink.
Figure 6 shows the implementation in blocks of each component of the GTP system with
fuel characterized as agricultural biomass residue.
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The sub-systems are listed below:

1. GTP Control (Gas Turbine Plant);
2. Fuel System;
3. Compressor;
4. Combustion Chamber;
5. Gas Turbine;
6. Simple Synchronous Machine (SSM);
7. Simple Synchronous Machine (SSM) output multiplexer: speed in rpm, electrical

power Pe (W);
8. Three-phase outputs;
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9. Three-phase resistive load.

3. Discussion of Results

According to the entire procedure developed for the implementation and verification
of the mathematical models of each of the subsystems described and which constitute the
GTP-based generation plant, two generalized scenarios are presented for the verification
of the results, which are aimed at operating with resistive load for basic consumption in a
rural domestic environment. The scenarios are described below:

1. Checking of nominal values:

In this scenario, there is variation in the load requirement, which leads to fuel variation.
Figure 7 shows the load variations of a 1 kW and 5 kW requirement. For simplification
of the calculations and presentation of the data, the parameterization and conversion of
the SI international average system to parts per unit p.u. is used, corresponding to the
parameterization of 5 kW to 1 p.u., 4 kW to 0.8 p.u., and so on until a value of 1 kW
corresponding to 0.2 p.u. is obtained.

As an example of checking the low nominal value, Figure 7a shows the variation in
the load requirement of 1 kW. The red graph illustrates the mechanical power output of
the GTP, denoted as Pmech, with the conversion of units for a 1 kW variation of 0.2 p.u.
being obtained. Similarly, the blue graph represents the output of the Simple Synchronous
Machine, also demonstrating a variation of 0.2 p.u.
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For the case of variation in the highest nominal value, Figure 7b represents the variation
in the load requirement of 5 kW, the red graph illustrates the mechanical power Pmech being
the output of the GTP, with the conversion of units for a 5 kW variation of 1.0 p.u. being
obtained. Likewise, the graph in blue represents the output of the Simple Synchronous
Machine, also representing a variation of 1.0 p.u.

For the two example cases, when there is variation in the load requirement, there is a
correspondence in output variation in both the GTP and the Simple Synchronous Machine.
The operation of the integration and interaction of the generation plant based on a gas
turbine and electric generator is checked for the nominal values of 1 kW and 5 kW.

From Figure 7, it can be seen that, in general the operation of the GTP can be checked
and verified, given the load requirement. In the plant, a dynamic occurs in the subsystems
and in the control system when there is a load requirement. When the load requirement
occurs, it generates an electrical power requirement and rotor speed variation requirement,
which is detected by the control system of each of these variables, as presented in the
previous section; in the dynamics of the PID controller the amount of fuel flow required for
each case is determined.

2. Dynamic load requirement variation:

The dynamic response of the modelled and implemented system with dynamic be-
havior is tested in the transitions of load variation in an upward and downward manner.
Figure 8 shows the variations every 10 s, from 1 kW to 5 kW upwards and load variation
from 5 kW to 1 kW downwards. Every 10 s there is a load change transition of 1 kW; the
scenario starts at 0 and, after 10 s, the load varies for a consumption of 1 kW, then, after
another 10 s, the load requires a consumption of 2 kW. This variation continues until 50 s,
when it reaches full load with a consumption of 5 kW.
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Likewise, the dynamic response of the system in a downward manner is checked in
the transitions of load variation from 5 kW to 1 kW, where every 10 s a transition of 1 kW
load change is made. The scenario is reversed after 60 s when switching to a load for a
consumption of 4 kW, then, after another 10 s the load requires a consumption of 3 kW, and
this variation continues until 100 s when it is allowed to have no load.

Figure 8 shows the dynamic behavior with the transitions described above for the
variation in electrical power Pe (p.u.) in the red color and speed variation (p.u.) in the blue
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color. When carrying out these variations, the measurements on the y-axis are made in p.u.
and the x-axis is the time variation. Each variation in the load requirements corresponds to
a variation of 0.2 p.u., corresponding 1 p.u. to the load requirement of 5 kW and so on for
the other transitions until 0.2 is obtained, which corresponds to a load requirement of 1 kW.
The integration and interaction of the generation plant based on a gas turbine and electric
generator is tested for the nominal values of 1 kW, 2 kW, 3 kW, 4 kW, and 5 kW.

Table 16 presents information for all nominal test values, where the operation of the
whole system is characterized, taking the values of: load variation (power, W), transition
time between ascending states (seconds, s), transition time between descending states
(seconds, s), fuel flow variation (wf, kg/s), air flow variation (wa, kg/s), and steam mass
flow variation (wis, kg/s), with these flow variables being the ones that provide the dynamic
behavior of the whole system.

Table 16. System characterization with load variation, response times, and flows.

Load (W) Upward Transition Time
(s)

Downward Transition Time
(s)

wf
(kg/s)

Fuel Flow

wa
(kg/s)

Airflow

wis
(kg/s)

Steam Mass Flow

1000 3.5 1.4 5.77938 × 10−5 0.115351848 5.80188 × 10−6

2000 5.2 3.7 0.000115588 0.230703695 1.16038 × 10−5

3000 3 2.5 0.000173381 0.346055543 1.74056 × 10−5

4000 4 3.5 0.000231175 0.46140739 2.32075 × 10−5

5000 3.1 3.5 0.000288969 0.576759238 2.90094 × 10−5

Source: Own.

From the graphs in Figure 8 and the data obtained in the simulations presented in
Table 16, it can be determined that:

• The average settling times for state transitions resulting from variations in the load
requirement of a 1 kW are: 3.76 s for up states and 2.92 s for the down states, with the
times being slightly lower for down states;

• Although the dynamic behavior of the flows referenced in Table 16 shows a certain
regularity and proportionality oriented towards a linear behavior, these behaviors
are not reflected in the establishment times; because a more stable system is not
available for these variations, work continues on the regularization of the control
strategies used;

• There is a logical behavior in the fuel flow consumption, which is reflected in the
variation in the air flow and mass flow, as more fuel flow is required when there is a
higher load requirement, and with the opposite behavior being observed when there
is a lower load requirement, requiring less fuel flow, air flow, and mass flow of steam;

• The rotor speed variation in the simple synchronous machine presents more irregu-
larities due to the behavior of the non-linear parameters of the mathematical model,
which are translated in the simulation into more abrupt changes due to the transitions
in the load requirement states. The control strategies must be able to linearize the
damping factor and the deviation from the nominal operating speed.

3. Contrast variation in consumption profile and plant model

For the presentation of this scenario, indicators of official demand forecasts are taken
as a reference on the website of the company xm [53], and they can be consulted and
downloaded to find the information regarding the monthly balance of the indicators of
the official forecast of the demand of the NES (National Electric System) according to
regulations of the National Council of Operations through Agreement NCO 1303 [54]. The
NES and NCO are governmental organizations of Colombia, and in the consulted files,
information can be found on the consumption provided by the company Codensa S.A.
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ESP (Company of distribution and commercialization of electric energy, provider of public
services especially in the regions of Bogotá and Cundinamarca in Colombia) [55].

To meet the load requirement of the GTP in this scenario, the consumption variation
from the reference file was adjusted to match the plant’s load variation, allowing for a
realistic simulation of the load profile behavior. Simulations were carried out for all seven
days of each week in February 2023. As an example, Figure 9 shows an Excel graph
representing the consumption variation in kW for Wednesdays, while Figure 10 presents
the simulation results using Matlab/Simulink for the same day. The consumption variation
is presented in p.u. and the simulation duration was 240 s.
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Table 17 presents information on the variation in the consumption profile of the file
taken as a reference. The values of load variation in W are presented, as well as the values
of load variation in the simulation. These values are shown in their equivalent in p.u.
and, according to the load variation, the variations of fuel flow (wf, kg/s) are presented
alongside variation in air flow (wa, kg/s) and variation in steam mass flow (wIS, kg/s).
These flow variables are those that provide the dynamic behavior of the entire system.
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After reviewing and monitoring the variation in consumption in the behavior gener-
ated in Figures 9 and 10 and Table 17, the following changes in consumption are observed
from the actual load profile of the simulation taken from the reference file:

• There is a drop in load from hours 1 to 4, which is observed in the simulation between
0 and 40 s;

• From hour 5 to hour 12 in the Excel graph and from 50 to 150 s in the simulation, there
is a higher demand for load;

• From 13 to 18 h, there is a decrease in the demand for load, which is also observed in
the simulation between 130 and 180 s;

• There is an increase in consumption again between 18 and 20 h, which is observed in
the simulation between 180 and 190 s;

• Finally, from hour 21 to 24 and from 190 to 240 s in the simulation, there is a drop in
the demand for load.

Table 17. Example consumption profile variation applied to simulation.

Hour Day
Load Variation in W

Reference File
Figure 9 (W)

Load Variation in p.u.
of the Simulation in

Figure 10 (p.u.)

wf
(kg/s)

Fuel Flow

wa
(kg/s)

Airflow

wis
(kg/s)

Steam Mass Flow

1–4 1486
1360

0.3
0.26

0.0000858815868
0.000078599568

0.1714128455336
0.156878512736

0.00000862159368
0.0000078905568

5–12 1499
2201

0.3
0.55

0.000078599568
0.0001272041538

0.1729124195524
0.2538894165676

0.00000869701812
0.2538894165676

13–18 2194
2034

0.57
0.48

0.0001272041538
0.0001175525892

0.2530819536344
0.2346256580184

0.2530819536344
0.2346256580184

18–20 2034
2202

0.48
0.56

0.0001175525892
0.0001272619476

0.2346256580184
0.2540047684152

0.2346256580184
0.2540047684152

21–24 2127
1587

0.45
0.38

0.0001272619476
0.0000917187606

0.2453533798452
0.1830633821412

0.2453533798452
0.00000920758356

Source: own.

It should be noted that the consumption variations presented in the reference file are
taken and followed by the plant simulation.

Comparing the graphs in Figures 9 and 10, although there are some peak values that
deviate slightly in the simulation, it can be determined that the plant model generally
produces variations in the simulation that correspond with those presented in the reference
Excel file values.

The behavior of the variables is verified according to the plant models in tracking the
variation in consumption per hour on Wednesdays, which are taken as reference values.

Of the results obtained in terms of the verification of the models in the scenarios in the
simulations, the applied methodology is highlighted, of which the following stand out:

1. A classification of the studies consulted is proposed and generated, whether they are
thermodynamic, techno-economic, based on simulation with specialized software,
and mathematical, which is the main object of this work. The proposal is made in this
way because, in all of the reference consultations, no differentiation is made, which
generates confusion and mixture between models, which does not indicate that the
models discard each other;

2. Mathematical verification of each equation implemented in each subsystem of the
plant, initially in Excel and later in Matlab/Simulink in the simulations which were
carried out.

3. Detailed presentation of all mathematical models, with equations, parameters, and
values obtained if they are calculations, constants, and units. In most references which
were consulted, especially articles, no further details of the models can be found;
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4. Results were obtained for a proposal for small-scale generation, facilitating sizing,
where the gas turbine model is the most suitable plant option for these applications,
as it provides fewer complex calculations, dynamics, and control. The mathematical
model was mostly linear with the application of algebraic equations, and the most
dynamic sequences are found in the fuel and control systems;

5. The load requirements determine the fuel flow requirements, which affects the air
and steam mass flows; consequently, it also affects the mechanical power, electrical
power, rotor speed, and transition times both up and down, affecting the stability
and reliability of the system. To improve this behavior, the responses of the control
strategies must be further adjusted and sensitized;

6. For an integration application in a hybrid microgrid where more energy resources are
involved, control strategies more akin to a management system must be considered
and developed.

4. Conclusions

In the GTP modeled and simulated under several test scenarios, the electric power
generation system was able to prioritize the balance relationship between generator and
load, controlling the flow of fuel in all of the situations which were experienced.

It was found that the variation in the fuel flow is determined by the variation of the
load, influencing the variation in rotor speed and variation in electrical power, which are
both variables that were controlled, generating stability, repeatability, and reliability in the
tests and experimental results.

From the results of the simulation, it is obtained that, in the plant, the variation in
rotor speed is constantly corrected; when presenting an increase or decrease in this speed,
the control system that relates the power and demand are balanced, correcting the situation
when the power is above the demand, or otherwise when the power production is not
sufficient for the demand. Consequently, in the results of the simulations, it was possible to
stabilize the speed, with that being one of the main tasks of the plant control system.

As a control strategy, classical P, PI, and PD controllers were implemented. For the
application of this article, they were adopted and adapted through adjustments to the
small-scale requirements that were carried out. In the results which were obtained, these
controllers provided safe and fast operation. However, it is appreciated that, for the
requirements of plants with greater complexity, the performance of other more robust
control techniques can be explored.

The objective of verifying the mathematical models of the plant in their implementation
and testing through the scenarios proposed in the simulations has been achieved, but we
are aware that adjustments must be made in the dynamic response, especially in the
control system.

In order to continue with this work, the focus should be on integrating the plant into
hybrid microgrid applications. This evolution is aimed at generating synergy with other
energy resources such as photovoltaic solar panels and backup batteries. The objective in
the continuation of this work is to carry out the integration in an energy management model.
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Abstract: This paper assessed the small-signal stability performance of a multi-converter-based
direct current microgrid (DCMG). The oscillation and potential interactions between critical modes
are evaluated. First, the complete analytical model of the DCMG is developed with the converter
and associated controllers. Three methodologies, impedance scanning, eigenvalue analysis, and
time-domain simulation, along with the fast Fourier transform (FFT) analysis, have been used to
comprehensively investigate the oscillations and interactions. The simulation results show inherent
weak modes, with a wide range of oscillations in the studied DCMG, which may destabilize the
system under disturbances. Based on the sensitivity analysis, controller gains and DC-link capacitance
are identified as the most critical parameters and substantially influence the weak modes leading to
oscillations, interactions, and resonance. Finally, the performance of the various control synthesis
methods is compared. This examination would help the researchers, planning, and design engineers
to design and stably operate a multi converter-based DC microgrid.

Keywords: direct current microgrid; DC-link capacitance; fast Fourier transform (FFT); oscillations;
resonance; sensitivity analysis; time-domain simulation

1. Introduction

DCMGs or DC distribution systems are emerging as the future electricity delivery
systems that could enable the extensive integration of renewable energy sources (RESs) into
the power grid without multiple conversions. A DCMG consists of several DC–DC convert-
ers (e.g., buck and boost converters), inverters that are usually connected through a cable
to a common DC bus [1–5]. Several key technical challenges associated with DCMGs have
received moderate attention in the literature. For example, the identification of oscillations
and resonance sources in DCMGs and their mitigation are always considered challenging
tasks. Furthermore, these issues so far have limited coverage and understanding and are
yet to be comprehensively investigated [6–10].

Power oscillations in the DCMG can originate from poorly tuned controllers, line
switching, sudden changes in demand or generator outputs, and others [9–11]. In the
DCMG, generated power primarily comes from distributed and intermittent energy re-
sources, e.g., photovoltaic (PV)/wind/energy storage. For example, the sudden change
in power output at the sources may reduce the DC bus voltage, or DC voltage fluctuation
may be observed at the DC bus. Therefore, the scale of disturbances in the DC system may
vary from small to severe. Furthermore, these disturbances may lead to power and voltage
oscillations in the DC bus, with drastic consequences. Therefore, the security of the system
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would be compromised [12,13]. The consequence of security and the nature of instability
depends on the types of the DCMG grid.

Additionally, several power electronic converters are connected through the common
DC bus in industrial DCMGs. This DC bus acts as a resonant or tuned circuit with a finite
inductor and capacitor. In contrast, each DC–DC converter has its capacitor bank. Therefore,
when several PWM DC–DC converters simultaneously act together, converters’ frequencies
could coincide with the DC-link bus frequency [12]. Therefore, the system could face severe
disturbances, such as power oscillations, overshoot, or undershoot in the DC bus voltage.
In the worst case, this may lead to the blackout of the system [10–12]. Therefore, it is
essential to understand the root cause and impact of disturbances in power oscillations in
DC grids and develop innovative solutions to avoid the possibilities of such consequences.

In this respect, a few excellent research works have been conducted to investigate the
small-signal stability in the DC microgrid [1–3]. Furthermore, constant power loads and
disturbances have introduced power oscillations in resonance for the DC bus, as reported
in [4,5]. However, this investigation has been conducted for a small-scale DC microgrid
(only two units of converters). The work in [13] focused on modelling the buck converter
to supply the constant impedance, current, and power load. In addition, the Kharitonov
theory has been applied for a robustness assessment with several controls (i.e., P, PI, and
PID). The large-signal stability of a DC microgrid using the Lyapunov method is proposed
in this work [14]. Furthermore, the load limit under the stability and voltage violation
restriction is presented. However, a simple system is used without any details about the
control. The effect of the cascaded converter on the stability of the DC system is proposed
in [15]. Individual stable converters are used to create the multiple stage cascaded converter
without informing the types of load and controls. The work in [16] compared the droop
control and virtual inertia control of the DC microgrid using the eigenvalue method. The
research work in [17] developed a reduced-order impedance model starting from the DC-
side load converter for stability analysis in a three-terminal DC distribution system. The
local sensitivity index has been used to identify the direction of stability enhancement.

Furthermore, the DC microgrid is expected to experience increasing uncertainty in
parameters due to the distinct stochastic nature of RESs and the proliferation of new types
of loads. However, only some of these uncertainties are critical for system operation and
control. Therefore, estimating the essential parameters under various operating conditions
would enable secure and reliable operation with targeted control action and monitoring
requirements. Several sensitivity analysis (SA) methods are applied in the literature for AC
power system application, i.e., load classification, ranking of the generator, and ranking the
critical load in terms of the voltage and frequency stability [18,19]. However, no reported
work has considered the SA method for critical parameter identification in the DC system.
With the increasing number of uncertain parameters and their coupling, a cost-efficient
technique to identify the most critical parameters of the DC microgrid in terms of low
frequency and resonance is required.

Furthermore, few works have proposed controller design/retuning for DC microgrid
stability enhancement [20]. For example, the LQR-based control is proposed in [21] to
enhance the DC microgrid’s low frequency and resonance performance. However, the
LQR controller needs to be more robust, with a complex and high-order model, which is
challenging to implement. Furthermore, several works have proposed the PI controller
without assessing the limits of the controllers. Therefore, a comprehensive assessment of
various control methods for the DC microgrid and their impact on stability is sought.

The summary of the key review is given in Table 1. It is noticed in Table 1 that work in
the literature has yet to comprehensively assess the key parameters affecting the stability of
the DC grid under various operating conditions. Furthermore, most of the research works
focused on various stability assessment methods with different complexities and less on
mitigation and the control design.
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Table 1. Summary of the critical review.

Reference Detailed Load
Model

Sensitivity
Analysis

Key Parameter
Identification Control Method

[13] X X × X
[14] X X × ×
[15] × X × ×
[16] × X × ×
[17] X X × ×
[20] × X × ×
[21] × × × X

This work X X X X

Therefore, the HF oscillation assessment of the DC system has been conducted in this
study using both the impedance and eigenvalue methods. The numerical studies have
been conducted using MATLAB Simulink, with a detailed state-space model of the DCMG
and considering the dynamics of the power electronic converters. The main contributions
of the paper can be listed as follows:

1. A comprehensive analytical model for investigating high-frequency oscillations and
resonance has been developed. The impedance analysis and eigenvalue-based method
are used simultaneously to identify the source of oscillation/instability in the
DC microgrid.

2. Most of the prior studies have considered a constant power load for the high-frequency
and resonance assessment of DC microgrids. This work has considered the various
types of loads in the DC microgrid and their impact on the overall high-frequency
oscillations and resonance.

3. A semi-global sensitivity analysis technique has been used to rank the most critical
parameters of the DC microgrid, considering the cross-coupling of various parameters
and uncertainties.

4. Three control synthesis methods are described and compared in their suitability to
the conventional PI controller in terms of high-frequency oscillations and resonance.

The rest of the paper is organized as follows. Section 2 provides a brief synopsis of
the state-of-the-art oscillation challenges of DCMGs. Section 3 presents the modelling
of DCMGs for small-signal stability studies. Section 4 illustrates the key results and
discussions, including the sensitivity studies and control comparisons. The conclusions,
contributions, and future directions of this research are highlighted in Section 5.

2. Oscillation Challenges in DCMG

The DCMG facilitates the integration of RESs better and has many advantages com-
pared to an ACMG. However, the DCMG has some technical challenges. Recently, several
studies have focused on the technical challenges of DCMGs and the application of power
electronic devices in the DC network. These can be divided into five general categories,
which are the protection, standardization of voltage, power quality, voltage stability, and
overall security of the system, as described in [6–9]. The challenges associated with the
oscillation phenomena of DCMGs are given next.

Power oscillation is a severe issue in DC or AC microgrids. In the present literature,
the extensive analysis and investigation of power oscillations in AC microgrids are reported.
It is identified that numerous types of power oscillations can be observed in AC power
systems, including intra-plant mode oscillations, local plant mode oscillations, inter-area
mode oscillations, and control mode oscillations [22,23]. On the other hand, in the DC
grid, two types of oscillations are found in the contemporary literature: HF oscillations
and LF oscillations [24,25]. In addition, distributed energy resources such as PV and
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wind sources have significant effects on the damping performance and generation of HF
oscillation, as reported in [24,25]. However, the effect of sub-synchronous oscillations and
the mitigation of power oscillations in the DC system is overlooked and has not been
extensively investigated in the literature.

Another possibility for power oscillations in the sub-synchronous range could be
in the form of resonance. A dynamic system can lose its equilibrium state temporarily
due to disturbances. A sub-synchronous frequency of oscillation could occur when two
dynamic systems are bilaterally coupled. One can affect others and may lead to insta-
bility. The sub-synchronous frequency of oscillation poses a significant threat to system
stability, as reported in [26–28]. It can be significantly amplified with time, causing sys-
tem instability. Furthermore, if the disturbing force frequency is near or equal to one
of the natural frequencies of the system, resonance may potentially occur in the system.
Sub-synchronous resonances could lead to voltage fluctuation and light flickering, and
an abnormal vibration of the control. In the previously mentioned literature, the effect of
sub-synchronous oscillations and the mitigation of power oscillations in the DC bus is yet
to be extensively investigated.

Recently, significant research has been conducted to find a suitable methodology to
investigate the various aspects of stability, particularly the oscillatory type of instability
problems, in DC grids. For instance, the authors in [2] have investigated two methods:
impedance and eigenvalue analyses in the HVDC system. The impedance analysis is useful
for local stability, while the eigenvalue analysis is suitable for global stability [29]. Both
assessment methods were recommended for the accuracy of the analysis in [29]. However,
a comprehensive SSS analysis of HF oscillation and a detailed state-space model of a DC
microgrid with the dynamics of power electronic converters are yet to be covered in the
present literature.

Typically, power system engineers use stabilizers with synchronous machines to
provide damping to obstruct HF and LF oscillations in the AC system. However, the
same approach may not be appropriate for dealing with these types of oscillations in the
DCMG [30]. Some researchers suggested optimal capacitor banks for the DC distribution
networks. The negative aspect known as resonance could be reduced by adding a filter
in the capacitor bank. However, the effects of the DC link and its control were ignored in
this study. The resonance can be generated from either capacitors or impedances or from
both in DC grids, as reported in [9]. If the driving system frequency coincides with the
driven subsystem frequency, then the system could face catastrophic consequences and
a high possibility of a blackout via the resonance path. In addition, the power electronic
converters have EMI filters, which may cause inrush currents and might lead to voltage
oscillations in the DC bus.

Therefore, finding the source of the power oscillation and how to maintain the stability
of a DC distribution network under such oscillatory conditions require further exploration.
Therefore, these are the critical interests of this work. The flowchart of the complete work
is given in Figure 1.
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Figure 1. Flowchart of the study.

3. Methodology and Modelling

A multi-converter-based DC microgrid is composed of highly nonlinear components
and often operated in a constantly changing environment. Hence, the stability of the system
should be ensured for the wide operating ranges to avoid any adverse consequences.
A multi-converter-based DC microgrid of a 1-MW capacity has been designed at the
University of Queensland, Australia, as shown in Figure 2a. The details of the microgrid
parameters are presented in Table 2.
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Table 2. Parameters of the DC microgrid used in this work.

Parameter Symbol Value

Rated power of the simulated system Po 20 kW

Rated power of boost converter 1 Po−boost1 12 kW

Rated power of boost converter 2 P0−boost2 8 kW

Rated power of buck converter 1 Po−bucik1 10 kW

Rated power of buck converter 2 Po−bucik2 5 kW

Rated power of buck converter 3 Po−bucik3 1 kW

Boost converter source voltage Vs1 375 V

Boost converter output voltage Vo1 750 V

DC link voltage Vdc 750 V

Switching frequency of boost converters fsw−boost 20 kHz

Switching frequency of buck converter

fsw−buck1 10 kHz

fsw−buck2 20 kHz

fsw−buck3 20 kHz

Input voltage of buck converter Vin 750 V

Buck converter output voltage V02 400 V

The campus microgrid includes a large-scale solar PV, EV bidirectional DC fast charg-
ing station with a rooftop solar PV system, BESS, and interfaces with the existing con-
ventional AC grid. Additionally, various types of loads, i.e., a DC load and AC load, are
interfaced with the power electronic converters in the DC microgrid. In this investigation,
the main focus is the stability of the DC bus voltage. Two units of the converter on the
generation side and three units of the converter at the load sides are considered. The
topology of the DC microgrid with five converters is given in Figure 2b.
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3.1. State Space Modelling

A detailed small-signal state-space mathematical model is necessary to conduct the
eigenvalue (participation factor assessment) and sensitivity analysis. A proportional and
integral (PI) controller has been used to regulate the output voltage of the boost and buck
converters. The state-space model of a boost converter along with a PI controller can be
expressed, as given in (1).
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In (1), C1, L1, and R1 represent the capacitor, inductor, and resistor of the boost
converter. Additionally, il is the inductor current in the boost converter, V0 and Vg are
the capacitor and input voltages of the boost converter, and d is the duty cycle. In (1), KP
is the proportional gain and Ki is the integral gain of the PI controller. The parameter β
is introduced to represent the state vector of the integrator. The small-signal state-space
model of a buck converter with a PI controller can be expressed as in (2).
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In (2), C2, L2, and R2 are the capacitor, inductor, and resistor in the buck converter,
KP is the proportional gain, and Ki is the integral gain of the given PI controller. The
parameter β is introduced to represent the state vector of the integrator. The overall system
state matrix is essential to conduct a sensitivity analysis on weak modes with respect
to parameter variations. The complete state-space model can be obtained by using the
individual subsystem, given in (1) and (2).

3.2. Analytical Expression for Impedance Scanning

A detailed analytical impedance model is required to conduct impedance scanning.
The closed-loop output impedance of the boost converter can be expressed as in (3).

Zocl(s) =
Zo(s)

1 + T(s)
(3)

where Z0(s) is the open-loop output impedance of the boost converter and T(s) is the loop
gain. Open-loop output impedance and loop gain can be expressed as given in (4) and (5),
respectively.

Z0(s) =
s2 + s

(
C1 × R1

(
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L1 × C1 × R1
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(5)

here, two individual converters with power ratings of 12 kW and 8 kW have been used
at the source side. Since the converters have been connected in parallel, the total output
impedance can be written as (6).

Zts =
Zocl1 × Zocl2
Zocl1 + Zocl2

(6)
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Three individual converters with power ratings of 1 kW, 5 kW, and 10 kW, respectively,
have been used at the load side of the system, and the input impedance of the closed-loop
buck converter can be estimated as in (7).

Zicl(s) =
Zi(s)× R2 × (1 + T(s))
R2 + Zi(s)− D2 × T(s)

(7)

where Zi(s) and T (s) are the open-loop input impedance and loop gain, respectively. These
can be expressed in (8) and (9).

T(s) =
(

Kp +
Ki
s

)
×


(

Vin
L2 × C2

)
× (1 + s × C2)

s2 + s
(

1
C2×R2

+ 1
L2

)
+ 1

L2×C2


 (8)

Zi(s) =
(
s2LC

)
+ R

D2 × (1 + sRC)
(9)

The open-loop input impedance of the individual unit can be expressed as (10)–(12).

Zi3(s) =
(
s2L3C3

)
+ R3

D2 × (1 + sR3C3)
(10)

Zi4(s) =
(
s2L4C4

)
+ R4

D2 × (1 + sR4C4)
(11)

Zi5(s) =
(
s2L5C5

)
+ R5

D2 × (1 + sR5C5)
(12)

where Zi3, Zi4, and Zi5 are the open-loop input impedances of the load side buck converters.
Since all converters have been connected in parallel, the total impedance can be expressed
using (13).

Ztin =
Z1 × Z2 × Z3

(Z1 × Z2) + (Z2 × Z3) + (Z1 × Z3)
(13)

In (13), Ztin is the total input impedance from the load side. Eventually, the DC bus
impedance can be expressed as given in (14).

Zbus =
Zts × Ztin
Zts + Ztin

(14)

3.3. Sensitivity Analysis

The most critical input to the system’s output can be numerically identified using the
sensitivity analysis method. Three methods are available for sensitivity analysis: local, semi-
global, and global. The local method, or the one-at-a-time (OAT) method, considers the
slight variation in the input around its nominal value and ignores the coupled relationship
among different parameters, whilst the global sensitivity method considers the influence of
a given parameter across the full parametric range with cross dependencies. However, it
requires a high simulation and computational time, deemed infeasible for a system with
large variables. Therefore, a semi-global sensitivity analysis, known as the Morris method,
has been used in this work.

The semi-global Morris method generates a multi-dimensional trajectory in search
space [18,19]. To generate the search space, the base value (initial) is randomly selected
for each uncertainty (∆ to 1 − ∆). The step is bounded in such a way that the search space
boundary is not violated. In the Morris method, one variable is changed at a time by the
magnitude of ∆, whilst other variables remain fixed. This process runs until the n steps
are completed for each variable. From this point, the method selects another variable and
changes the value by ∆ in the multi-dimensioned space. This is effectively a random walk
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in the search space where the dimension of work depends on the number of uncertainties
and is limited by the steps. The elementary effect of a ∆ change can be defined as in (15) [19].

Ei
t(x) =

[Y(x1, x2 . . . . . . xi−1, xi + ∆, xi+1 . . . . . . , xt)− Y(x)]
∆

(15)

In this work, the mean (µ) given in (16) would be used as the index of the Morris
method. This mean expresses the sensitivity strength between the tth input and the Y output.

µ =
1
n

n

∑
i=1

∣∣∣EEi
t

∣∣∣ (16)

The higher value of µ indicates the higher contribution of the input to the output
variables. This method requires nt + 1 simulations, where t indicates the variables and n is
the step size (ranges between 4 to 10). In this work, the n value of 5 has been considered.

3.4. Overview of Control Tuning

In this work, the suitability and the performance of three control design methods
are illustrated. At first, the LQR control proposed in [20,21] has been developed in this
work. For the sake of brevity and to avoid repetition, the details about the LQR control
implementation are not illustrated here. It should be worth noting that the structure of the
LQR control is different from the structure of the conventional PI control.

Recently, a PI+clegg integrator has been reported in the literature with the capability
of enhancing the control performance by resetting the part of the controller. This can be
easily implemented in the standard PI control structure without changing the structure.
Therefore, a PI+clegg integrator is considered in this work. The reset-based control has
been reported in [31] to enrich the performance of the integrator. In this control strategy,
the controller state is reset to zero under certain conditions. As a result, the phase lag could
be reduced. The transfer function of the PI+clegg control can be expressed as [31].

G = Kp

(
1 +

1
sTi

+
j4Pr/π

sTi

)
(17)

where Pr is the parameter reset rate, and 0 ≤ Pr ≤ 1 [32]. The control structure forms into
the PI structure when Pr = 0, and with the PI+clegg structure when Pr = 1.

Several works have reported the suitability of the IP control over the PI control. The
IP controller may overcome the inherent lacking in the KP gain of the PI controller. It has
already been implemented in [33] for the tuning of the current controller in VSC-HVDC
under a weak grid condition. In this work, the IP controller has been used in the converter
control of the DC microgrid.

4. Numerical Analysis and Discussion
4.1. Impedance Analysis

This subsection presents an impedance-based assessment to investigate the small-
signal stability of DCMG. Two groups of converters have been considered for this research
work. The boost converter has been considered on the source side, whereas the buck
converter has been placed on the load side. To construct a prototype of the DC microgrid,
the converters are first designed individually in the MATLAB Simulink platform. Then, a
proportional and integral controller is designed based on the PM, step response, and GM
requirements. The values of the proportional (P) and integral (I) gains (i.e., Kp = 0.00005 pu
and Ki = 0.003 pu) are selected, based on the PM = 95 degrees and GM = 15 dB for the
source-side converters. Following the same procedure, a conventional PI controller is
designed for the load-side buck converters. An optimal proportional and integral gain (i.e.,
Kp = 0.9 pu and Ki = 0.005 pu) is considered, with a PM and GM of 90 degrees and 16 dB,
respectively. Lastly, the multiple-converter-based DC microgrid is formed by combining
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these converters with their controllers. The parameters of the individual converters are
given in Tables 3 and 4, respectively.

Then, an impedance analysis has been conducted in the MATLAB Simulink platform
for the given system. Figure 3a presents the output and input impedances, whereas
Figure 3b presents the total impedance seen from the DC link. From Figure 3a, it is evident
that the output impedance is far away from the input impedance except for three resonance
peaks, which are 230 Hz, 2280 Hz, and 2790 Hz, respectively. Figure 3b presents the total
input impedance seen from the DC link, whereas only 230 Hz of the potential oscillatory
mode is observed.

Table 3. Parameters of the DC–DC boost converters.

Boost Converter 1 Boost Converter 2

Vs = 375 V L = 157 µH Vs = 400 V L = 147 µH

V0 = 750 V R = 47 Ω V0 = 750 V R = 70 Ω

D = 0.5 (no unit) C = 1000 µF D = 0.5 (no unit) C = 1000 µF

Kp = 0.005 pu Ki = 0.003 pu Kp = 0.005 pu Ki = 0.003 pu

Table 4. Parameters of the DC–DC buck converters.

Parameters Converter 1 Converter 2 Converter 3

Input voltage (V) 750 750 750

Output voltage (V) 400 400 400

Inductance (H) 0.00428 0.0044 0.0033

Resistance (ohm) 16 145 147

Duty cycle 0.5 0.5 0.5

Proportional gain (pu) 0.9 0.9 0.9

Integral gain (pu) 0.005 0.005 0.005
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Table 4. Parameters of the DC–DC buck converters. 

Parameters Converter 1 Converter 2 Converter 3 

Input voltage (V) 750 750 750 

Output voltage (V) 400 400 400 

Inductance (H) 0.00428 0.0044 0.0033 

Resistance (ohm) 16 145 147 

Duty cycle 0.5 0.5 0.5 

Proportional gain (pu) 0.9 0.9 0.9 

Integral gain (pu) 0.005 0.005 0.005 
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From the impedance analysis, three sensitive modes have been identified, and they
are 230 Hz, 2280 Hz, and 2790 Hz. However, the source of the problem and the critical
mode that contributes to oscillation could not be identified via impedance scanning. For
this reason, the eigenvalue and participation factor analyses are recommended. To find out the
sensitivity of the modes, an eigenvalue analysis has been conducted in the following subsection.
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4.2. Eigenvalue Analysis

This section presents the eigenvalue-based approach to identify the critical modes
and the associated modal characteristics in the DC microgrid. To find out the source of the
problem, interaction among controllers and devices as well as the detailed investigation
produced by the eigenvalue analysis has been conducted with cross participation factor.
Table 5 shows the frequency of oscillations and damping ratios of oscillatory modes in
the DCMG. The HF oscillation of the weakest mode (λ1) was found with 153 Hz and a
damping ratio of 0.09, as shown in Figure 4. Hence, it is assumed that the critical mode
might move further right in the s-plane and reduce the stability margin of the system with
the variation in the system parameters. Subsequently, a participation factor analysis has
been conducted to see the modes and associated devices that contribute to the modes, as
presented in Table 5.

Table 5. Eigenvalue for the complete system.

Critical Mode Damping (%) f (Hz) Associated
Mode Remarks

−0.83 ± j953 0.09 151 Controller Boost converter
−7.91 ± j1443 0.55 230 Controller Boost converter
−7.33 ± j18,080 0.04 2878 Controller Buck converter
−66.48 ± j57,931 0.11 9224 Controller Buck converter
−17.36 ± j14,184 0.12 2258 Controller Buck converter
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Figure 4. Eigenvalue analysis result—stable operation in DC grid.

From the participation factor analysis, it is found that the 152 Hz and 230 Hz modes
are contributed by the two boost converters. The HF modes (e.g., 2878 Hz, 9224 Hz, and
2258 Hz) are contributed by the three buck converters. Consequently, to see the system
sensitivity against small changes in the parameters, a detailed sensitivity analysis has been
conducted in the following subsections.

4.2.1. Case Study 1 (Parameter Variation in 12-kW Boost Converter)

In this case study, a small variation in the control parameters is made to the source-side
boost converters. The trajectories of the sensitive modes are recorded and presented in
Figure 5a–d. Figure 5a,b illustrate the root locus of the critical modes under the variation
in the proportional gain of the 12-kW and 8-kW boost converters, respectively. As the
parameter of the gain decreased, modes 1 and 2 moved to the right half-plane, which
indicates the degradation of the dynamic response of the system stability. Trajectories of
sensitive modes under the variation in the integral controller are presented in Figure 5c,d.
In Figure 5c, mode 1 shifts to the right half-plane with the decrease in the integral gain.
However, in Figure 5d, an interesting phenomenon has been observed. Increasing the value
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of the boost converter integral gain considerably influenced the eigenvalue movements.
The imaginary parts of modes 1 and 2 become equal when boost converters are tuned at
0.003 pu and 0.0012 pu, respectively. The 230-Hz oscillation frequency has been observed
during the interaction point. Hence, the interaction between these modes occurred. The
interaction event might lead to the system being in an unstable situation. It is an indication
of resonance conditions, which may deteriorate the stability margin of the system. From the
results, it is evident that the system is very sensitive to the parameters of the PI controllers.
Furthermore, it is evident that the proportional and integral parameters of the boost
converter should be tuned between 0.00005 to 0.005 pu and 0.003 to 0.03 pu, respectively. It
is also observed that the system stability margin deteriorates with the larger value of the
proportional and integral gains.
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Figure 5. Impact of variation in relation to control parameters (boost converter). (a) Variation in Kp in
12-kW boost converter; (b) variation in Ki in 8-kW boost converter; (c) variation in Kp in 8-kW boost
converter on DC grid; (d) variation in Ki in 8-kW boost converter on DC grid.

4.2.2. Case Study 2 (Parameter Variation in Buck Converter)

This case study investigates the sensitivity of the individual and multiple units of
buck converter gains on the stability of the overall DC microgrid. A small variation in the
PI gain has been considered for this case study. Figure 6a–c present the root loci due to
the variation in the proportional and integral gain separately and concurrently. Under the
variation in the proportional and integral gains of the buck converter, the eigenvalues are
found in the stable region. However, the incremental value of the proportional gain of
multiple units of converters considerably influenced the movements of the eigenvalues,
as given in Figure 6d. The imaginary parts of modes 1 and 3 become equal when the
proportional gain of the buck converter is tuned at 0.0044 pu. An oscillation at a frequency
of 230 Hz has been observed around the interaction point, as marked by the rectangular
box. Hence, the interaction between these modes potentially occurs in the system.

Furthermore, as a result of the arbitrary selection of the control parameters, (Ki2 = 0.0012;
Kp4 = 0.0044; Kp5 = 0.0079), an interesting scenario can be observed, which is depicted in
Figure 6e. Changes in the controller gain notably influenced the eigenvalues movements.
It is also noted that the imaginary parts of modes 1, 2, 4, and 5 become equal when the
converters’ integral gains are tuned at 0.0012 pu, 0.0044 pu, and 0.0079 pu, respectively. A
230-Hz oscillation frequency has been observed during the interaction point, as marked by
a rectangular box plot. Hence, the interaction between these modes occurs in the system.
The interaction event might lead to the system developing into an unstable situation. This
is an indication of resonance, which can lead to the deterioration of the system stability.
As can be observed, with the change in the PI controller parameters, the overall system
becomes very sensitive, and the system becomes unstable as the eigenvalues move to the
right-half plane.
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4.2.3. Case Study 3 (Variation in DC-Link Capacitance)

The DC-link capacitor is a crucial part in connecting the PV/BESS systems as it acts as
an electrostatic energy-storing device to release the energy at the time of the disturbances.
The third case study is dedicated to investigating the sensitivity of the systems with respect
to the variation in the DC-link capacitance. Figure 7 presents the stability margin of the
system with respect to changes in the DC-link capacitance between 400 µF to 2700 µF. As
can be seen, the eigenvalue with the 153-Hz mode slowly moves to the adjacent imaginary
axis with the DC-link capacitance. The eigenvalue of the system moves to the right-
hand side, and the system becomes unstable after 2400 µF. This study shows that in a
converter-connected power system, an appropriate calculation of the DC-link capacitance
by considering the stability analysis is very crucial. This investigation clearly shows the
significance of the stability analysis before adding the converters and capacitor bank. Hence,
it has been strongly proposed for its utility in industry to conduct a comprehensive stability
analysis before adding any capacitor bank and power electronic devices into renewable
energy-integrated DCMGs.
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4.2.4. Case Study 4 (Variation in Load Power)

The fourth case study presents the stability of the overall system with respect to load
changes. The ZIP load has been considered for the analysis. The assessment results are
given in Figure 8. The load is varied with 5-kW steps. From Figure 8, it is observed that the
eigenvalues gradually move to the left half-plane with the gradual decrease in the load.
On the other hand, the eigenvalues slowly move adjacent to the imaginary axis with the
increase in the load, but still stay within the complex of the left half-plane. Therefore, the
system remains stable. Table 6 shows the load compositions and their impact on the overall
stability margin. Based on the results discussed in this section, it can be concluded that
changing the load compositions and parameters has little impact on the system stability.
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Table 6. Damping performance of complete system under different loads.

Load Type Damping of
Mode 1

Damping of
Mode 2

Damping of
Mode 3

Damping of
Mode 4

Damping of
Mode 5

Constant P 0.091 0.56 0.041 0.112 0.121

Constant I 0.092 0.55 0.038 0.111 0.122

Constant Z 0.093 0.55 0.039 0.113 0.122

ZIP 0.091 0.54 0.041 0.114 0.121

4.2.5. Case Study 5 (Variation in Inductance Parameter)

The fifth case study is dedicated to investigate the sensitivity of the systems with the
variation in the converter inductance between 1 mH to 4 mH. The eigenvalue does not
move to the right half-plane with the variation in the inductance (see Figure 9). Overall,
two sensitive modes to inductance change have been identified. One is 230 Hz, and the
other one is 153 Hz. It has been noted that both the eigenvalue and impedance analyses
detect 230 Hz and 2880 Hz of oscillation. However, in the impedance analysis, a high
frequency, such as a reading of 9224 Hz, was not picked up. Some of the key results are
validated in the time-domain simulation in the following section.
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4.3. Time-Domain Simulations and Experimental Studies

The effect of the controller dynamics on a DC microgrid is visualized in a time-domain
simulation, as given in Figure 10a–d. These results corroborated the previous steady-state
analysis obtained using the eigenvalue analysis, as given in Figures 5 and 6. Figure 10a
presents the impact of the integral controller dynamics on the DC bus of the DCMG. It
is observed that at an appropriate gain setting and an oscillation-free and stable DC bus
voltage can be obtained, since, in this gain setting, the two sensitive modes and their
oscillation frequency were far away from the imaginary axis. Hence, an oscillation-free
DC bus voltage is observed. When the integral control gain is tuned at 0.5 pu, a continuous
voltage oscillation has been found in the DC bus. At this gain setting, the eigenvalue moves
towards the right half-plane. Therefore, the significant deterioration of the DC bus voltage is
observed. Furthermore, an FFT analysis is conducted on the DC bus. A 240-Hz oscillation has
been observed, as shown in Figure 10b. Likewise, a very similar scenario has been observed
when the parameters of the buck converters are changed, as depicted in Figure 10c. In
contrast, a different scenario has been observed when the proportional gain of the boost
converter is tuned to 0.5 pu. In this setting, a continuous voltage oscillation is observed
from the beginning of the simulation period, as presented in Figure 10d. Furthermore, to see
the worst-case scenario, simultaneous disturbances have been applied both on the source side
and load side. The recorded results are depicted in Figure 10e,f. Results show that with respect
to the disturbances, a large overshoot along with a power oscillation is observed in the DC bus.
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Figure 10. Impact of the controller and DC link dynamics on DC bus. (a) DC bus voltage influenced
by integral controller dynamics; (b) FFT analysis on DC bus; (c) parameter variations of the controller
(buck converters); (d) DC bus voltage influenced by the proportional controller dynamics; (e) impact
of simultaneous disturbances (50% voltage disturbances in source 1 and 50% load disturbances);
(f) impact of simultaneous disturbances (50% voltage disturbances in source 1 and source 2, and 50%
load disturbances).

From the results given in Figure 10, it is observed that the DC bus voltage at the DC
microgrid is very sensitive and becomes unstable due to small variations in the controller
parameters and DC-link capacitance, which are similar to the eigenvalue results that
are presented in Figures 5–9. The impacts of the various parameters on the stability of
the DC grid are investigated in the prior sections. However, from these analyses, it is
difficult to identify the most critical parameters via cross-coupling various parameters
and uncertainties. Therefore, a comparative ranking of the uncertain parameters has been
investigated in the next section.

To understand the stability behavior in DCMG, a mathematical modelling, time-
domain simulation, and hardware implementation are inevitable. However, capturing
all the dynamics and interactions in a mathematical model is hard. Hence, a real-time
simulation is essential. In the simulation, by looking at the overshoot, mode of oscillation,
and damping ratio, the stability-related problem in the power system can be identified.
However, no industry standard exists in terms of a weak mode related to DCMGs. Hence,
experimental validation is inevitable to understand the stability behavior of DCMGs. To
further verify the theoretical analysis, an experimental setup (a prototype of DCMG) has
been built in the University of Queensland (UQ) power engineering lab. The detailed
system parameters for the experimental study are given in the Appendix. The experiment
platform mainly consisted of a boost converter, a buck converter, a DC link capacitance, and
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a resistor. In this investigation, for the converter, SEMIKRON-SKM75 is used as the IGBT
switch, SKYPER 32 R is used as the IGBT driver, and the dSPACE controller board is used as
an interface between the hardware and MATLAB simulation. In addition, the LEM current
and voltage transducers have been used as measurement units, and current and voltage
probes are used for control and measurement purposes. The experimental setup has been
built in two steps. Firstly, by creating a DC–DC converter separately/individually, then
running a hardware loop and checking the output voltage. Secondly, by connecting them to
form a small/lab-scale DCMG. After running the hardware loop, the output voltage of the
boost and buck converter has been documented separately, which is shown in Figure 11b,c.
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4.4. Critical Parameter Ranking

This section illustrates the critical parameter ranking for low frequencies and resonance.
For the sensitivity study, the probabilistic system variables are considered. There are a
total of ten uncertainties considered with respect to the converters. Three uncertainties
are considered and related to the load and DC link. Furthermore, two uncertainties are
considered in the network parameters. The probabilistic modelling of the input parameters
and sensitivity is conducted in MATLAB. The stability studies for the DCMG are done by
using MATLAB Simulink. Figure 12 shows the heatmap for ranking the critical parameters
affecting the low-frequency oscillation of the DC grid under different loading conditions.
The results in Figure 13 show that the proportional and integral gains of boost converter
1 are the most critical parameters. Figure 11 shows the heatmap for ranking critical
parameters affecting the resonance of the DC grid. From the figure, it is evident that
the DC-link capacitance is the most critical parameter affecting the performance of the
resonance. Table 7 illustrates the performance of different sensitivity methods applied for
the DC microgrid. The one-at-a-time (OAT) method, Morris screening, and Pearson method
are compared. From the table, it is evident that all methods have good agreement in terms
of ranking the most influential parameters, since the top three are the same for all methods
(with position differences). The ranking performance of the Morris screening is between
the OAT and Pearson methods. The OAT, Morris screening, and Pearson simulation times
are 17 s, 120 s, and 19 m, respectively.
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Table 7. Influential parameters identified using the different sensitivity method (oscillation stability).

Ranking OAT Morris Pearson
1 kiboost 1 kpboost 1 kpboost 1

2 kpboost 1 kiboost 1 kiboost 1

3 kpboost 2 kpboost 2 kpboost 2

4 DC-link kiboost 2 kpbuck 2

4.5. Control Performance Assessment

Table 8 shows the effect of different control tunings on the damping performance of the
critical modes. Four different controller tuning methods are compared here. From the given
results in Table 8, it is evident that the PI+clegg provides better damping performance,
followed by IP control tuning. The control parameters are given in the Appendix of
the paper.

Table 8. Damping performance of complete system under different controls.

Mode Damping with
PI

Damping with
PI+clegg

Damping with
IP

Damping with
LQR

1 0.091 0.122 0.105 0.11
2 0.551 0.593 0.573 0.57
3 0.041 0.071 0.055 0.054
4 0.112 0.134 0.123 0.115
5 0.122 0.151 0.134 0.125

5. Conclusions

This paper presents a complete analytical model of DCMGs to analyze the small-signal
stability performance. Then, the semi-global sensitivity analysis is presented to rank the
most critical parameter in terms of high-frequency oscillation and resonance. The ranking
of the critical parameter is different for high-frequency oscillations and resonance. It is
found that control dynamics can significantly contribute to voltage oscillations in DC buses.
In the worst case, it can destabilize the DC bus voltage. It is also observed that the DC link
capacitance is the key contributor to the resonance in the DC bus. Furthermore, this paper
reviews and compares the dynamic characteristics (i.e., high-frequency oscillation and
resonance) of the DC microgrid, considering different controllers such as LQR, PI+clegg,
and IP instead of the conventional PI controller. From the results, it is evident that the
PI+clegg provides a better dynamic performance, followed by the IP, LQR, and conventional
PI with retuning. Due to the worldwide interest in DC microgrids with a high penetration
of renewable resources, it appears more important to pay attention to the modelling
and development of a normalized control method for DC microgrids. Furthermore, a
framework to distinguish between the modelling and solver issues needs to be established
for practitioners dealing with power system modelling as well as for and software and
hardware implementation.
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Nomenclature

Variables
BESS Battery energy storage system
DCMG DC microgrid
EMI Electromagnetic interference
EV Electric vehicle
GM Gain margin
HF High frequency
HVDC High-voltage DC
LF Low frequency
LQR Linear Quadratic Regulator
MVDC Medium voltage DC
PI Proportional integral
PID Proportional integral derivative
PM Phase margin
PV Photovoltaic
PWM Pulse-width modulated
RESs Renewable energy sources
SSS Small-signal stability

Appendix A

Table A1 shows the parameters used for the experimental studies.

Table A1. The parameters used for the experimental studies.

Parameter Symbol Value
Boost converter source voltage Vs 20 V
Boost converter inductor and capacitor L1 C1 147e − 6H & 470e − 6µF
Parasitic inductor resistor rL1 70e − 3 Ω
Boost converter output voltage Vo1 40 V
DC link voltage Vdc 40 V
Switching frequency fsw 20 KHz

Proportional and integral gain of PI
controller in boost converter

Kp1 Ki1
0.0011262
0.05

Input voltage of buck converter Vin 40 V
Buck converter output voltage V02 20 V

Boost converter inductor and capacitor L2 C2
1.5e − 3H
470e − 6µF

Proportional and integral gain of PI
controller in buck converter

Kp2 Ki2
0.9
0.5

Switching frequency fsw 20 KHz
Load R 75 Ω
Rated output power Po 500 W
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Table A2 shows the control parameters used in this work.

Table A2. Controller parameters.

Converter PI LQR IP PI+clegg

1 Proportional: 0.9
Integral: 0.005

Proportional: 0.0011
Integral: 1.73

Proportional: 0.0013
Integral: 0.707

Proportional: 0.0015
Integral: 1.25

2 Proportional: 0.9
Integral: 0.005

Proportional: 0.0011
Integral: 1.73

Proportional: 0.0012
Integral: 0.707

Proportional: 0.0012
Integral: 1.23

3 Proportional: 0.9
Integral: 0.005

Proportional: 0.0011
Integral: 1.73

Proportional: 0.0011
Integral: 0.707

Proportional: 0.0012
Integral: 1.22
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Abstract: This paper proposes a one-dimensional (1D) maximum power point tracking (MPPT) design
which only requires measurement of one parameter (the input voltage of a switched-capacitor charge
pump) for calibrating a power converter including the charge pump and thermoelectric generator.
The frequency of the clock to drive the charge pump is designed to minimize the circuit area of the
entire charge pump circuit for generating a target output current at a specific output voltage. The
ratio of the capacitance value of each boosting capacitor (C) to the size of the switching MOSFET
can be determined to maximize the transferring current at the same time. When a thermoelectric
generator (TEG) is given, its output impedance is determined. Its open-circuit voltage varies with the
temperature difference between two plates of the TEG. MPPT maximizes the output power of the
charge pump even when the temperature difference varies. It was indicated that the number of stages
of charge pump (N) needs to increase when the temperature difference lowers, whereas C needs to
decrease inversely proportional to N, meaning that the C–N product should be kept unchanged for
MPPT. Demonstration of the circuit design was conducted in 65 nm CMOS, and the measured results
validated the concept of the 1D MPPT.

Keywords: one-dimensional; maximum power point tracking; charge pump; thermoelectric generator;
energy harvesting

1. Introduction

More and more Internet of things (IoT) devices are being connected to each other
around the globe for a safer society and highly efficient healthcare, agriculture, and indus-
tries [1,2]. IoT devices to be placed somewhere with no alternating current (AC) main need
to have batteries for powering. Rapid increases in the cost for replacing wasted batteries
and in the amount of waste are becoming problematic. Energy-harvesting technology
is expected to solve such an economic and environmental challenge by powering IoT
devices with environmental energy sources such as lights, vibration, and heat flow [3,4].
Thermoelectric generators (TEGs) generate electric power with heat flow or a tempera-
ture gradient [5–7]. Powering sensors with heat flow from heat pipes to air to monitor
surrounding temperature and other physical properties is used in chemical plants and
fabs [8]. Wearable electronic devices can also work with TEG from body temperature
without batteries [9].

Because the nominal open-circuit voltage of TEG (VOC) is below 1 V, boost converters
are needed to drive sensor integrated circuits (ICs). Switched capacitor charge pumps
(CPs) [10] are used, especially in applications which require a small form factor and low
power. The design challenge is how high power conversion efficiency can be maintained,
namely, maximum power point tracking (MPPT), over wide variations in temperature
difference between the two plates of TEG (∆T) or, in other words, over wide variations in
VOC because VOC is proportional to ∆T. Figure 1 illustrates a general power supply system
composed of TEG and CP for sensor ICs, as shown in [11,12]. The design parameters of CP
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are the stage capacitance C, the number of stages N, the size of charge transfer switches
W, and the clock frequency f. Those parameters are determined by a given condition for
the input voltage VS, output voltage VPP, and current IPP. When VS varies according to
VOC, one or more design parameters need to be varied for the CP to operate at or around
the maximum power point. In previous designs [13–15], multidimensional MPPT was
proposed and evaluated. However, a greater circuit area was needed to have largely flexible
input impedance of CP.
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This paper is aimed at proposing and validating a one-dimensional MPPT to minimize
the area overhead of CP even with MPPT capability by applying reconfigurability for
CP. This paper is organized as follows: Section 2 reviews previous studies on CP with
MPPT and reconfigurable CP in detail. The concept of a reconfigurable charge pump
toward maximum output power density is proposed in Section 3. The circuit design is
demonstrated in Section 4. Section 5 compares the proposed 1D MPPT design with the
previous 2D or 3D ones.

2. Previous Work on TEG-CP System with MPPT and Reconfigurable CP
2.1. 2D (N, f) MPPT [13]

Figure 2 illustrates a 2D MPPT algorism [13]. The steps to determine the optimum N
are as follows:

1. (Step 1) N is set to be the maximum assuming VOC is at the minimum (otherwise,
the output voltage cannot reach the target output voltage VPP_TGT). f is set to be the
minimum for having room to increase the input power to the CP with faster f during
the following searching procedure.

2. (Step 2) CP runs in a predetermined period Tp. The peak output voltage is measured
as VPP_past.

3. (Step 3) CP runs in Tp with a decreased N. The peak output voltage is measured
as VPP_now.

4. (Step 4) VPP_now is compared with VPP_past. If VPP_now > VPP_past, then Step 3 is done.
Otherwise, the procedure moves on to Step 5.

5. (Step 5) N is considered optimum at the current VOC, which makes the CP to output
the maximum IPP.

Then, the steps to determine the optimum f are as follows:

6. (Step 6) CP runs in Tp with an increased f. The peak output voltage is measured
as VPP_now.

7. (Step 7) VPP_now is compared with VPP_past. If VPP_now > VPP_past, then Step 6 is done.
Otherwise, the procedure stops.
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latch or cross-coupled CSTs (c), and ULPD (d).

The value of N right after Step 5 can be optimum as long as VS stays at the value at
Step 5. However, VS decreases as f increases because an increased input current decreases
VS from an IR drop in the output impedance of TEG (RS). Therefore, the optimum N needs
to depend on f. In order for the procedure to run the CP at the MPP regardless of VOC, a
fully 2D MPPT would be needed to scan (N, f ) points on the N–f plane. When the numbers
of possible N and f are NN and Nf, respectively, one needs to run the CP with different
combinations of NN × Nf in the worst case, which can take significant time to determine
the MPP.

2.2. 2D (N, f) MPPT Algorism for CP System with a Supercapacitor and a Linear Regulator [14]

In [14], another 2D MPPT was proposed for the CP system with a supercapacitor and
a linear regulator. MPPT is performed only during ramping up the output voltage of CP
(VPP). While VPP is ramping up, the clock frequency f and the number of stages N are
controlled independently. f is controlled in such a way that the input voltage of CP (VS)
is around a target voltage (VMPPT) for MPPT. For example, when the energy transducer is
TEG, VMPPT is VS/2. As f increases, the input impedance of CP decreases; therefore, VS
decreases, or vice versa. N is controlled in such a way that VPP reaches a target voltage
VPP_TGT. CP can generate VPP_TGT even with a low VS when N is sufficiently large. In other
words, at the beginning of ramping up, N is controlled to be sufficiently large. As VPP is
approaching VPP_TGT, N is decreased to the number of stages, which is barely sufficient
under a given condition of VOC. Thus, MPPT is realized at the interface between TEG and
CP rather than that between CP and the load.

2.3. 3D (C, N, f) MPPT Algorism [15]

In [15], a 3D MPPT was proposed with three design parameters f, C, and N controlled.
In the first MPPT step, f is set at the maximum of 4.25 MHz. N is initially set to be the
minimum value. Under a certain load condition, CP is run. Because the input impedance is
minimum with the smallest N and the largest C, the input voltage of CP (VS) is expected
to be lower than the target voltage of VOC/2 in case of TEG. VS is monitored to see if
VS > VOC/2. Until VS > VOC/2, N is increased and C is decreased. Note that the input
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impedance can vary when a load varies over time; therefore, the CP configuration in terms
of N and C may not depend only on VOC. Once N and C are determined as an MPPT
configuration, f is controlled in such a way that VPP stays at a target voltage VPP_TGT under
the given load condition. As a result, even with 3D MPPT, the final combination of C, N,
and f may not achieve MPPT at the CP output.

2.4. Reconfigurable CP

Various charge transfer switches (CTSs) have been proposed to reduce the effective
threshold voltage (VTH) per CTS. Umezawa et al. proposed effectively zero VTH CTS by
using a four-phase clock [16], as shown in Figure 2a,b. C1 and C2 are the stage capacitors
which mainly determine the circuit area. The other capacitors can be small, which aim
at boosting the gate of CTSs. After the gate node is left floating, the small gate-boosting
capacitors C3, C4 allow the transfer transistors to operate in triode region, resulting in
effectively zero VTH. Gariboldi et al. proposed CTS with a CMOS latch or cross-coupled
CMOS with two-phase clock [17], as shown in Figure 2c. A stage capacitor is halved for
each of the two capacitors C1, C2 to remain the same stage capacitance in total. Charges
can be fully transferred from C1 to C3 with CLK high and /CLK low in the first half period.
Charges can be fully transferred from C2 to C4 with CLK low and /CLK high in the second
half period. As a result, the same amount of charge can be transferred from one stage to the
next in one clock cycle. Levacq et al. proposed an ultralow-power diode (ULPD) [18], as
shown in Figure 2d. In a forward biasing condition, either the NMOSFET or the PMOSFET
with a lower threshold voltage determines the forward bias current. In a reverse biasing
condition, a significant reduction in off-leak current is expected.

To improve the power conversion efficiency of the RF-DC converter for RF energy
harvesting over a wide input power range, a reconfigurable CTS was proposed in [19], as
shown in Figure 3. Selectors can connect the gates of PMOSFETs with those of NMOS to
be configured as a CMOS latch, as shown in Figure 3a, in a relatively low-input-power
condition where the forward bias current is prioritized rather than low reverse leakage.
CTS can be reconfigurable as a hybrid topology, as shown in Figure 3b, in a relatively high
input power condition where low reverse leakage is prioritized rather than the forward
bias current.
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Figure 3. Reconfigurable CP with variable topology of CTSs; CMOS latch CTS in a low input power
range (a) and a hybrid CTS n a high input power range (b).

Figure 4a shows the schematic diagram of two-stage unit based on the structure of
Figure 2a. Control signals ENP1, ENP2, and ENS determine the charge transfer path among
IN-to-OUT_S, IN-to-OUT_P, IN_S-to-OUT_S, and IN_S-to-OUT_P. Figure 4b illustrates a
symbol of the two-stage unit.
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Figure 4. (a) Two-stage unit; (b) symbols of the two-stage unit.

Using this structure, one can configure two two-stage units (see Figure 5a) connected
in series as shown in Figure 5b or in parallel as shown in Figure 5c [20,21]. When two
two-stage units are connected in series, CP has a single array of four stages. When two
two-stage units are connected in parallel, CP has two stages with twofold larger stage
capacitance. As a result, the former configuration has higher maximum attainable output
voltage and higher output resistance than the latter. Thus, the rise time of the output
voltage can be reduced when the latter configuration is set to increase the output current
while the output voltage is low, and the former configuration is set to increase the output
voltage while the output voltage is high [20]. Another use case of this reconfiguration is
that the load is varied such that a high output current at a low output voltage is required
in the first operation and a low output current at a high output voltage is required in the
second operation [21].
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3. Concept of 1D MPPT

In this paper, MPPT at the CP output is the focus. In [22], a circuit model for TEG-
driven CP is developed to determine C and N to maximize the output current IPP at
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VPP with a predetermined f. The model equation is expressed below, while the circuit
parameters are defined in Table 1. A flexible type of TEG [23] is proposed in this work,
which has a relatively high RS.

IPP =
(N + 1)(VOC −VTH)−VPP − δV

(N + 1)2RS +
N
f C + δR

. (1)

Table 1. Definition of circuit parameters.

Parameter Definition Default Value

TEG VOC Open-circuit voltage as a function of temperature gradient 0.5, 0.7, 1.0, 1.5, 2.0 V
RS Output resistance 600 Ω

CP C Stage capacitance TBD
N Number of stage capacitors TBD
f Clock frequency 10 MHz

VPP Target output voltage 3.0 V
VT Effective thermal voltage of charge transfer switches (CTS) 26 mV

ISAT Saturation current of CTS 40 nA
αT Ratio of top plate capacitance to C 0.05
αB Ratio of bottom plate capacitance to C 0.1

An effective threshold voltage of charge transfer switches (CTS) VTH, a loss in the
voltage gain due to the parasitic capacitance δV, and an additional output resistance due to
the parasitic capacitance δR are given by Equations (2)–(4), respectively.

VTH = VT ln
(

4
1

N+1
(1 + αT) f CVT

ISAT

)
. (2)

δV = (VPP + (N + 1)VTH){N f CRS(αT + αB + αTαB) + αT} − αTVOC. (3)

δR = (αT + αBN2)RS. (4)

Determination of the optimum combination of C and N for a given VOC was demon-
strated in [22]. f is set at the predetermined value which maximizes IPP at VPP_TGT [24].
In other words, the predetermined value of f can minimize the CP area to output a tar-
get IPP at VPP_TGT. To determine f, IPP at VPP_TGT of 3.0 V was measured as a function of f
with SPICE. Four CP configurations, as discussed below in detail, were tested in the case of
(N, C) of (2, 160 pF), (4, 80 pF), (8, 40 pF), and (16, 20 pF), namely, 8-2, 4-4, 2-8, and 1-16 modes
at VOC of 2.0 V, 1.5 V, 1.0 V, and 0.5 V, respectively, as shown in Figure 6a. Figure 6b shows
IPP normalized by the maximum value in each configuration. Regardless of configuration,
f of 8–10 MHz gave the maximum output current. Thus, f of 10 MHz was selected in this work.
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Unlike a given VOC in [22], how the optimum combinations of C and N vary with
VOC was the concern in this paper. Figure 7 shows the contour plots of the output power
POUT over the C–N plane in the case of VOC = 0.5 V (a), 0.7 V (b), 1.0 V (c), 1.5 V (d), and
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2.0 V (e) [25]. Points in red indicates the optimum combinations of C and N, namely, COPT
and NOPT, respectively, which enable CP to generate the largest POUT.
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Figure 8 shows how COPT and NOPT vary with VOC. The slope of the approximate line
is −1, which suggests that their product, i.e., the CP area, should be constant. Intuitively,
as VOC decreases, N needs to increase to remain the voltage gain from the input to the
output. If C is unchanged, the input current should increase with larger N. This means that
the input impedance would decrease. To keep the impedance matching at the interface
between TEG and CP, C needs to decrease as N increases. Conversely, as VOC increases, N
must decrease whereas C must increase to keep the voltage gain and the input impedance
at the same time. To operate CP in MPPT at the CP output, one needs to design CP so that
N can vary while C can vary inversely proportional to N when VOC varies. As a result,
the following functionalities are needed: (1) periodical detection of VOC, (2) determination
of C–N combination for the present value of VOC, and (3) reconfiguration of CP to have
COPT and NOPT for the present value of VOC. In Section 4, the design is demonstrated. This
procedure can be called a one-dimensional MPPT because one only needs to determine the
combination of COPT and NOPT for the present value of VOC.
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4. Circuit Design
4.1. Reconfigurable CP

In [15], a reconfigurable CP with fine-tuning capability to allow N of 1, 2, 3, 4, or 5 was
proposed. As a result, 12 capacitors and 88 switches are needed for the five-stage CP. Many
switches increase parasitic capacitance to the stage capacitors, which can affect voltage
gain and power efficiency. Instead, another reconfiguration approach [21,22] was used
to minimize the area overhead in this paper. Sixteen switches are added to the original
16-stage CP to allow CP to have two, four, eight, and 16 stages depending on the measured
value of VOC, as shown in Figure 8. Figure 9 shows a reconfigurable CP with eight two-stage
units. With the signals in red are high and those in black are low, it can be reconfigured
as a single-array 16-stage mode (1-16 mode), two-array eight-stage mode (2-8 mode), four
array four-stage mode (4-4 mode), or eight-array two-stage mode (8-2 mode), as shown in
Figure 9b–e. The lines in red show the conduction paths.
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Figure 10a–e show POUT, VS, PS, ηCP, and ηCP_MPPT as a function of VOC, respectively,
in different modes. The aim of this work was to achieve MPPT at the CP output. According
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to Figure 10a, the boundaries in VOC between 1-16 and 2-8 modes, between 2-8 and
4-4 modes, and between 4-4 and 8-2 modes are 0.55 V, 1.05 V, and 1.80 V, respectively. When
the CP operates with 1-16, 2-8, 4-4, and 8-2 modes in VOC < 0.55 V, 0.55 V < VOC < 1.05 V,
1.05 V < VOC < 1.80 V, and 1.80 V < VOC, respectively, one can maximize POUT regardless of
VOC. Figure 10b shows VS under the CP operation in MPPT. As suggested in [22], VS in
cases where CP operates in MPPT for the output (VMPPT_OUT) is basically larger than that
in cases where CP operates in MPPT for the input (VMPPT_IN), even though there are tiny
ranges in VOC where VMPPT_OUT < VMPPT_IN. Figure 10c indicates that the input power
to the CP converses as VOC increases. As a result, power efficiency ηCP or ηCP_MPPT is
maximized, as shown in Figure 10d or Figure 10e, where ηCP and ηCP_MPPT are defined by
Equations (5) and (6), respectively [15].

ηCP =
POUT

PS
. (5)

ηCP_MPPT =
POUT
PAV

. (6)
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PAV is the maximum attainable power of TEG when the impedance at the interface
between TEG and CP is matched, as defined by Equation (7).

PAV =
V2

OC
4RS

. (7)

Figure 11a–d show POUT, ηCP, ηTEG, and ηCP_MPPT as a function of VOC, respectively,
in MPPT and fixed 1-16 modes. ηTEG is defined by Equation (8) showing how much power
is actually input to the CP normalized by PAV.

ηTEG =
PS

PAV
. (8)
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Figure 11. POUT (a), ηCP (b), ηTEG (c), and ηCP_MPPT (d) as a function of VOC in MPPT and a fixed
1-16 modes.

The monotonic increase in ηCP_MPPT with MPPT indicates that this simple circuit
structure with binary steps in N can be sufficient with respect to system power efficiency.
As a result, the average CP output power increases by a factor of 2.3 with the proposed
MPPT when VOC varies in a rage of 0.5 V and 2.0 V randomly.

4.2. System Design

Figure 12a,b show the CP system and VPP waveform in ramping up, calibration, and
user modes, respectively [26]. VOC can be measured when VPP stays high. Because the
A/D converter (ADC) and bandgap reference (BGR) are powered by VPP, one cannot know
a value of VOC until VPP goes high. As a result, CP is set to the 1-16 mode initially, which
can be boosted up to a target VPP of 3 V even with low VOC. In the above demonstration,
N0 and C0 are 16 and 20 pF, respectively. Once VPP reaches a target of 3 V, a calibration
mode starts. The oscillator to drive CP is disabled to increase the input impedance of CP
sufficiently high. After the input voltage VS is saturated to be close to VOC, ADC measures
the VOC value for C/N selector to determine the logic values for the CP control signals such
as ES1 and EP1. CP is reconfigured to the optimum one for the current value of VOC. Even
without no CP operation in calibration mode, a voltage droop in VPP can be sufficiently
small with low power ADC and BGR and large COUT. In the following user mode, CP
operates in the current configuration. For a given application, the temperature gradient of
TEG drifts in a specific time. The next calibration should start earlier than that specific time,
but it is often not necessary.
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Figure 12. CP system (a), VPP waveform in ramping-up, calibration, and user modes (b).

To validate the design, VOC shown in Figure 13a was input. VOC was varied from
0.5 V to 0.7 V and to 1.2 V. To save the simulation time, a step response in VOC was used.
VPP was regulated at 3 V in 1-16 mode. After CP entered in steady state, a calibration
signal was input with high in 100 ns. CP was reconfigured to 2-8 mode. Figure 13c shows
16 capacitor voltages in TM1. Only eight signals are visible because the same stage voltages
of two arrays of the eight-stage CP were overlaid. Similarly, Figure 13d shows 16 capacitor
voltages in 4-4 modes. Only four signals are visible because the same stage voltages of four
arrays of the four-stage CP were overlaid. The ripple in VPP increased from TST to TM2
with IPP, which means that output power increased with VOC.
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and 16 capacitor voltages in TM2 (d).

In the CP system shown in Figure 8, another feedback loop to disable CP when the
input voltage VS lowers below a critical point where the output current becomes zero,
as proposed in [11,12], was omitted for simplicity. Such a feedback loop is needed in a
practical design.
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5. Experiment

A part of the CP system was implemented in 65 nm CMOS to validate the design, as
shown in Figure 14. Eight two-stage units were placed in order horizontally. CTS and small
gate boosting capacitors were placed in the center. Clock and control signals were routed
over the CTS region. Thus, additional circuit elements for CP to run with MPPT were
minimal. The on-chip oscillator generated four clocks at 10 MHz. In this design, two-bit
signals were input to select one among four configuration modes externally, instead of
using ADC.
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Figure 15 shows the measured VOUT–IOUT at VS of 0.6V. CIN and COUT of 1 nF were
connected to the circuit. The slope in each mode was proportional to fC/N. The expected
ratios between 1-16 and 2-8 modes, between 2-8 and 4-4 modes, and between 4-4 and
8-2 modes were as large as a theoretical value of 4 (a factor of 2 from C and another factor
of 2 from N). According to the measured maximum attainable output voltage, the effective
threshold voltage was estimated to be 50 mV. Thus, VOUT–IOUT curves in different modes
were verified. Unfortunately, further measurement was not possible because all three
fabricated dies were broken by accident.
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6. Comparison with Previous Work

Table 2 compares this study with previous work [13–15]. In these previous studies,
f was used as a control circuit parameter to adjust the CP operation to MPPT. When one has
room to decrease f, such a design needs larger C than that of the CP, which is designed with
an optimum f for the minimum circuit area. As a result, the CP needs to prepare more area
than the minimum. In this work, f was fixed at 10 MHz regardless of VOC. Therefore, the
ratio of the size of CTS to C, whose optimum value was a function of f [18], was designed
to be a single value. Thus, the two-stage unit can be commonly used for any configuration
mode. Additional switches to change the connection state from serial to parallel or vice
versa can be simple and implemented in the CTS region with a small area overhead. As a
result, the output power density could be reduced in this study.

Table 2. Comparison with previous work.

Liu, 2015 [13] Bautista, 2016 [14] Yoon, 2018 [15] This Work

Technology [nm] 180 180 130 65
Energy transducer TEG/PV (*1) TEG/PV/MFC (*1) TEG TEG

Operation range of VS [V] 1.28~3.0 0.25~1.1 0.27~1.0 0.34~1.2
(VOC = 0.5~2.0 V)

Target output voltage
VPP_TGT [V] 3.3 1.8 1.0 3.0

MPPT

Procedure Two steps in
order Two steps in parallel Two steps in

order Single step

Parameters to be
measured ∆VPP, i.e., IPP VS~VMPPT VPP~VPP_TGT

(1) VS~VMPPT,
(2) VPP~VPP_TGT

VOC

Parameters to be
updated (1) N, (2) f f N

(1) Combination
of C, N,

(2) f

Combination of C,
N

Parameter to be
maximized POUT PIN PIN POUT

Area [mm2] 1.03 2.82 0.835 0.302 (*2)
Maximum power efficiency of CP

ηCP_MAX[%]
79 (TEG)
89 (PV) 57 64 67

Maximum output power POUT_MAX
[mW] 0.04 1.62 0.40 1.11

POUT_MAX/Area [mW/mm2] 0.04 0.57 0.48 3.66 (*2)

(*1) PV: photovoltaic, MFC: microbial fuel cell; (*2) ADC to measure VOC is not included.

7. Summary

One-dimensional maximum power tracking was proposed to achieve both increased
extracted power to the load and squeezed circuit area at the same time. A key finding in
this paper is that MPPT at the output of CP was realized with the C–N product, i.e., CP area,
constant even at different open-circuit voltages of TEG. In calibration mode, VOC was
measured with ADC while CP was disabled to determine an optimum CP configuration at
the current VOC. In the following user mode, CP was run with the updated reconfigured
mode. By repeating this procedure periodically, CP can always stay under the MPPT
condition. In the future, it will be verified whether the proposed MPPT method is applicable
to other DC energy transducers such as photovoltaic and microbial fuel cells.
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Abstract: Two-dimensional (2D) materials, an electrifying family of innovative materials, have re-
cently attracted wide attention due to their remarkable characteristics, primarily their high optical
transparency, exceptional metallic conductivity, high mechanical strength, carrier mobility, tunable
band gap values, and optimum work function. Interestingly, 2D-nanosheets/nanolayers (2D-NLs)
might be synthesized into single/multi-layers using simple processes such as chemical vapor deposi-
tion (CVD), chemical bath deposition (CBD), and mechanical and liquid-phase exfoliation processes
that simply enhance optoelectronic properties. However, the stability of 2D-NLs is one of the most
significant challenges that limits their commercialization. Researchers have been focusing on the
stability of 2D-NLs with the aim of developing next-generation solar cells. Easily tunable distinctive
2D-NLs that are based on the synthesis process, surface functional groups, and modification with
other materials/hybrid materials thereby improve the stability of the 2D-NLs and their applicability
to the hole transport layer (HTL) and the electron transport layer (ETL) in solar cells. Moreover,
metal/non-metal-based dopants significantly enhance band gap ability and subsequently improve
the efficacy of dye-sensitized solar cells (DSSCs). In this context, research has focused on 2D-NL-based
photoanodes and working electrodes that improve the photoconversion efficiency (PCE) and stability
of DSSCs. Herein, we mainly focus on synthesizing 2D-NLs, challenges during synthesis, stability,
and high-performing DSSCs.

Keywords: two-dimensional materials; nanosheets; solar cells; optoelectronic devices; energy harvesting

1. Introduction

Presently, energy demand has been increasing with the growing population; globally,
that inevitably decreases the amount of fossil fuels (oil, coal, and gases) and affects the envi-
ronment. It is estimated that around 15 terawatts (TW) is consumed every year, which will
increase to 30 TW by 2050. Approximately 80% of daily energy requirements are fulfilled
by fossil fuels, whereas ~20% are fulfilled by renewable energy sources. The unremitting
decrease in fossil fuels alongside increased energy consumption and environmental pollu-
tion as they burn increases the cost of raw materials/manufacturing. Usually, fossil fuel
use, or the burning of fossil fuels, is a contributing factor to the production of greenhouse
gases and, subsequently, global warming. Moreover, these fossil fuels are inadequate for
the long term in terms of consumption rate [1–4]. Therefore, there is a need for renewable
sources of energy that fulfil the energy demand without affecting the environment.
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Researchers have continuously focused on fulfilling energy requirements by using
renewable energy resources, especially sunlight, to produce electricity without impacting
the environment. Solar power is an eco-friendly, simple, cost-effective route that converts
photon energy into electricity. However, low solar conversion efficiency, non-ecofriendly
materials/devices, complex fabrication processes, and the photovoltaic device’s stability
remain a concern [5–8]. In this aspect, researchers have continued to devote their efforts
toward the design of semiconductor materials/photovoltaic devices with higher solar
conversion efficiency, a simple fabrication process, and cost-effectiveness to resolve issues
related to energy industries.

Several materials have been used so far for solar cell applications, including both
metals (Zn, Fe, Ni, Ce, Cu, Cd, Pb, and TiO2) and non-metals (fullerenes, carbon nanotubes
(CNTs), carbon nanofibers (CNFs), graphene, graphene oxide (GO), and graphite). However,
the relatively low conversion efficiency, toxicity, and stability of these metal/nonmetal-based
solar cells is ongoing challenges nowadays [9–14]. Therefore, the requirement for newer
materials/modifying existing semiconductor materials is to improve conversion efficiency,
reduce toxicity, and enhance the stability of solar cells. In this aspect, two-dimensional
nanolayers (2D-NLs) can improve solar conversion efficiency with high stability.

Recently, 2D-NLs have aroused widespread interest in their potential application in
batteries, supercapacitors, environmental remediation, photocatalytic solar cells, antibiotic
materials, wound dressing materials, and sensors. The 2D-NLs are in demand because of
their incomparable characteristics, such as their charge carrying ability, tunable band gaps,
high mechanical strength, high surface-to-volume ratios, and exceptional conductivity.
Several 2D-NLs have been discovered (e.g., graphene, GO, TMDs (WS2, MoS2, TeS2, etc.),
black phosphorous, blue phosphorous, C3N4, MXene, boron nitride, and borophene)
and effectively applied in numerous applications, such as agriculture, photocatalysis,
the development of antibiotic materials, and the production of solar cells, mainly due to
their nano-size thickness [15–28]. However, maintaining efficiency with such nano-metric
thicknesses is one of the major concerns when fabricating solar cells. The thickness of
2D-NLs in a photovoltaic device is related to the stability of solar cells and can be controlled
by changing their synthesis processes through methods such as liquid-phase exfoliation,
chemical vapor deposition (CVD), chemical bath deposition (CBD), and hydrothermal
synthesis, etc. Moreover, some methods are specific to synthesized single-layered structures
with a thickness of 1 to 10 nm. CVD is one of the most popular methods for controlling
thickness. The synthesized 2D-NLs can be used to design high-performance photovoltaic
devices/solar cells.

Numerous types of solar cells/devices can be designed using 2D-NLs (either electron-
transport layers (ETLs) or hole-transport layers (HTLs)), such as dye-sensitized solar cells
(DSSCs), organic–inorganic solar cells, and perovskite solar cells (PSCs), etc. However,
achieving high photo conversion efficiency (PCE) and stability is still a concern, as the
stability of 2D-NLs is one of the greatest challenges when designing solar cells. Therefore,
research is still required to enhance the stability of 2D-NLs for solar cell application. In
this aspect, several methods have been adopted to alter the electronic structure of 2D-NLs,
including metal or non-metal doping and surface functionalization using organic and
inorganic moieties. Tuning the electronic properties might impact the band gap structure,
and lowering the conduction band up to the desired value directly impacts the efficiency
of solar cells as photoelectrons might be easily captured by photoactive material and thus
take part in the final reaction. Another important property that needs to be considered is
the solar cell’s flexibility. Polymeric, paper, and fabric-based substrates have recently been
used to achieve portability and flexibility in 2D-NLs. As these substrates can perform a
dual role, (1) these substrates can provide mechanical strength to the 2D-NLs and (2) they
can help enhance their surface area. This review focuses mainly on the current status of
solar cells, different 2D-NL-based DSSCs, and their conversion efficiency. We also discuss
the stability and performance prospects of the 2D-NL–hybrid material-based DSSCs, such
as how to improve the stability of the 2D-NL hybrid materials used in high-performance
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DSSCs. This review might provide newer insight into the generation of next-generation
solar cell devices.

2. Solar Cells and Their Current Status

The incessant growth of the market for solar cells/panels since 1980 is due to their
ability to operate as multi-megawatt power plants. The current scenario of the solar
cells/panels market is growth of around 30–40%; this became possible mainly due to
reduced costs, better reliability, and the economic development of solar cell supply. DSSCs
are feasible and appropriate replacements for conventional energy sources such as solar
power. They have emerged as one of the substitutes for extensively used silicon-based
photovoltaic devices that convert solar energy to electrical energy.

In contrast, modern solar cells are primarily based on the creation of electron holes
composed mainly of two layers (p- and n-type semiconductor materials). Usually, in
solar irradiation imposed on the p- and n-type materials, it is the electron that has been
ejected that moves from one layer to another layer. It creates an electron and a hole, thus
producing energy [6,8,29–31]. Solar cells can be categorized based on semiconductor ma-
terials, including the following: (1) Crystalline silicon (c-Si) solar cells. c-Si solar cells
utilize crystalline silicon and mainly single or multi-crystalline junction types. They are
normally brittle and rigid. However, they still preferred due to their cost effectiveness.
(2) Thin film-based solar cells. These second-generation solar cells are fabricated using
thin films to decrease the cost of manufacture, with the trade-off being lower effective-
ness compared to single crystal cells (except expensive gallium arsenide (GaAs) cells).
(3) Hybrid solar cells. The third-generation of solar cell technologies which mainly consists
of multi-junction cells, organic photovoltaic (OPV) cells, and hybrid solar cells. Hybrid
solar cells employ inorganic and organic semiconductor material combinations, which can
be seen DSSCs and perovskite solar cells. Moreover, hybrid solar cells are yet to make a
noteworthy entry into large-scale commercial applications [32–38]. Usually, materials with
high power generation efficiency enable the development of smaller and more cost-effective
solar cells. The highest PCE, ~25.6%, was achieved for single junction-based solar cells
(monocrystalline solar cells). Moreover, monocrystalline solar cells are one of the pillars
of the market. However, high production cost, a sophisticated fabrication process, and
energy payback time (EPBT) remain a concern. In this aspect, researchers have focused on
decreasing production costs, simplifying the fabrication process, and tuning EPBT. With
the help of relatively inexpensive vapor deposition processes/equipment, researchers have
successfully reduced the cost of solar cells and simplified fabrication by reducing the uti-
lization of semiconductor materials. Vapor deposition techniques contribute considerably
to the simplified fabrication of thin film-based solar cells. The highest associated PCE of
~21.5% was achieved with CdTe-solar cells, which was lower than single junction-based
solar cells [39,40]. In recent years, organic and hybrid material-based solar cells have
shown great potential in terms of accomplishing solar conversion efficiency and stability
improvements, especially for flexible solar cell devices.

3. 2D-NL-Based Solar Active Materials

2D-NL-based materials (graphene, graphene oxide, WS2, MOS2, MXene, TiO2, and
ZnO) are a newer class of materials with different characteristics, such as surface phenom-
ena and interface chemistry with their bulk materials. Furthermore, symmetrical lowering
at the interface prevents newer environments from being manageable in the bulk equivalent.
Consequently, the physicochemical characteristics, such as photon involvement in redox
reactions, an acid base, and catalytic reactivity, are different and maybe dissuade the design
of newer materials. Therefore, 2D-NLs are considered revolutionary due to their potential
to fulfil the demand for next-generation solar cells with high power conversion efficiency
(PCE). In this aspect, researchers have continued to focus on developing 2D-NL-based
solar cells. Usually, incorporating 2D-NLs within the solar cells might enhance charge
transport and the absorption of light while suppressing the carrier recombination that
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leads to an enhancement in PCE with the increased fill factor (FF) and short-circuit current
density (Jsc) of OSCs. Moreover, appropriate 2D-NLs might be replaced with an unstable
layer of solar cells, which is one of the possible strategies for improving next-generation
highly stable solar cells. With this approach, the PCE of DSSCs, organic solar cells, and
organic perovskite solar cells significantly improved by more than ~12%, 18%, and 25%,
respectively [41–46]. Researchers are currently focusing on newer semiconductor materials,
the combination of two or three materials, or hybrid material-based solar cells that might
improve PCE and stability.

4. Strategies to Improve Stability

Global energy demand and rapid population growth necessitate the high performance
and stability of next-generation DSSCs. The high PCE and stability of DSSCs supports their
increased share in the market. However, the stability and PCE of the DSSCs remains a
concern for commercialization. Moreover, long-term uses in real-time operation remain a
concern for commercialization. Numerous strategies have been applied to augment the
stability and PCE of DSSCs, such as the incorporation of metals, the use of polymers or
carbon, surface functionalization, the design of heterojunctions, the application of 2D-NLs,
and control of the thickness of 2D-NLs. Incorporating these materials might improve dye
adsorption ability and mesoporosity, help tune the band gap, and increase conductivity,
thereby improving the PCE and stability of DSSCs [47–51].

Usually, a dopant is an impurity that is incorporated into a bulk matrix to tune/adjust
semiconductor properties. With the help of dopant materials, structural and electronic
properties can be easily tuned, which might be advantageous for crystallinity, band gap
value, and the relocation of electrons to the conduction band. Usually, two types of dopant
materials can tune the band gap value: (1) organic dopants and (2) inorganic dopants.
Organic dopants such as metals can change the electronic structure of the materials and
subsequently, their band gap value. Band gap tuning facilitates the movement of electrons
to the next energy level so that photon energy can be easily captured. The captivated energy
helps the electron eject from the valence band. Numerous studies have suggested that the
metals and their oxides that efficiently decrease/increase band gap values subsequently
improve the performance of the semiconductor materials [52–57]. Inorganic dopants are
a class of dopants that includes carbon-based nanomaterials (CB-NMs) such as carbon
nanotubes (CNTs), carbon nanofibers (CNFs), graphene, GO, and rGO. CB-NMs exhibit
high tensile strength, a large surface area, and large pore size distribution and can therefore
be effectively used in numerous applications, including DSSCs. Interestingly, carbon-based
2D-NLs such as graphene, GO, and rGO have gained considerable attention, particularly
in terms of application in electronics and solar cells. This is largely due to their unique
characteristics, such as high surface area, high conductivity, and flexibility. The conductivity
of the graphene, GO, and rGO mainly depends on the number of layers that directly affect
electronic properties, thus affecting the PCE of solar cells [58–64].

Usually, 2D-NL-based doping within the other 2D-NL materials attracts interest due
to their excellent electronic, optical, and mechanical characteristics. The single/multi-
layer of these dopant (2D-NLs) materials provides exceptional surface area, large pore
volume, and beneficial charge transport ability, making them a favorable candidate for
solar cell application as an absorbing layer, HTL, or ETL with the aim of amplifying the
performance and stability of solar cells, including DSSCs. Moreover, achieving high PCE
and stability with DSSCs is one of the greatest challenges for commercialization. With the
incorporation of 2D-NLs, we can easily enhance the PCE and stability of the solar cells,
including DSSCs. It is important to mention here that excess incorporation of dopants
might decrease PCE; therefore, the optimum amount of dopants should be determined for
high PCE-based DSSCs.
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5. 2D-NL-Based DSSCs

DSSCs, a type of third-generation solar cell, have advanced significantly since their in-
vention in 1991 by Brian O’Regan and Michael Grätzel. Numerous advantages make these
cells exceptional solar devices, mainly recyclability, environmental friendliness, chemical
stability, high energy conversion efficiency, and high artificial light performance. Moreover,
roll-to-roll production and high energy efficiency are not the only advantages of using
DSSCs. Since their productivity does not decline with increasing temperatures, this ex-
tends the efficiency of harvesting energy from sunlight [65–70]. DSSCs have five essential
components: (1) transparent conducting oxide (TCO), i.e., glass substrate, (2) a photoan-
ode (a coating of direct bandgap semiconductor materials on TCO), (3) a photosensitizer,
(4) a cathode (carbon–platinum layer on TCO), and (5) an electrolyte [71–73]. When solar ir-
radiation strikes the photoanode surface, the adsorbed dye molecules are photo-stimulated,
producing excited electrons. The excited electrons move through the TCO and jump into
the conduction band, producing an electric current. It is important to mention that degra-
dation of DSSC preformation is one of the greatest challenges nowadays at multiple levels,
including the molecular, module or panel, cell, and system levels. Usually, a DSSC’s com-
plex system, either the photoanode, dye, or electrolyte on their own, does not generate
electricity, but when these elements come together with an accurate balance in all aspects
(mainly diffusion that effectively controls the components of solar cells) they produce solar
cells with high stability [74–77]. Figure 1 shows a schematic illustration of the different
components of DSSCs. In general, the PCE and stability of the DSSCs depends on each
component; therefore, it is necessary to improve each component to enhance the PCE and
stability of these cells. In this regard, researchers have continued looking towards newer
materials with high stability and PCE for the production of next-generation solar cells.
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5.1. Graphene and Its Derivative-Based DSSCs

Graphene, the first synthesized 2D-NL, has gained a remarkable amount of attention
from researchers due to its unique characteristics, mainly its exceptional carrier mobility.
Another class of graphene-like oxygen-containing derivatives of graphene or graphene
oxide (GO) and reduced graphene oxide (rGO) has also been comprehensively applied
in numerous applications (including environmental remediation, photocatalysis, energy,
the dressing of materials, and solar cells) because of their high carrier mobility, great con-
ductivity, high dispersion ability, and high biocompatibility [78–80]. Numerous methods
and precursors have been used to synthesize graphene in order to increase the PCE of
solar cells. Organic and inorganic functional groups have been incorporated within the
graphene skeleton through simple covalent interaction between the GO and other func-
tional groups, thus providing stability and PCE. Incorporating these functional moieties
facilitated unceasing diffusion paths between the donor and acceptor interfaces that led
to the conquest/suppression of exciton recombination and the promotion of charge trans-
port. Graphene can be decorated with metal nanoparticles that tune intrinsic properties
for photovoltaic applications. Moreover, a derivative of graphene (rGO) has good con-
ductivity compared to GO. Furthermore, stacking interaction and poor dispersion ability
make individual rGO sheets inaccessible in terms of modification or functionalization.
However, research into preventing aggregation and achieving high PCE with rGO and
other graphene-based composites continues. Several studies have reported about the ap-
plication of graphene and graphene-based derivatives in high-performance DSSCs. For
instance, Ju et al. synthesized N-doped graphene (N-graphene) using a two-step reaction
sequence, which was further deposited over fluorine-doped SnO2 (FTO)/glass substrates
using an electrospray technique. The synthesized N-graphene showed a PCE of 9.05%
with a fill factor of 74.2% [81]. Using hydrothermal synthesis, Yu et al. synthesized dual
atom (nitrogen and sulfur)-doped graphene (N-S-graphene). Nitrogen and sulfur co-doped
graphene was used as a metal-free counter electrode (CE) in DSSCs. Due to the synergistic
effect of dual atoms in graphene, it shows high catalytic activity towards I3

− reduction.
The large surface area and interconnectivity of pores facilitate mass transfer, which exhibits
a PCE of 9.40% [82]. Paranthaman et al. synthesized rGO through the thermal reduction of
GO and applied it as a CE in DSSCs. The surface area and pore size distribution of synthe-
sized rGO were 110.16 m2 g−1 and 0.5182 cm3 g−1, respectively, thus supporting electrolyte
migration and a higher PCE of 5.8% [83]. Casaluci et al. synthesized graphene using a
liquid-phase exfoliation process and applied it as a CE for DSSCs. The data suggested that
graphene-based CEs could be used effectively in DSSCs (PCE of 3.5%) [84]. Zhang et al.
synthesized graphene using an exfoliation process and dispersed it onto FTO glass. The
prepared graphene-based CE was annealed to create a 3D structure that improved PCE
(6.81%) [85]. Prasad et al. synthesized rGO-Cu2S-based composite materials and deposited
them on onto FTO glass using an electrochemical method to fabricate quantum dot-based
DSSCs. Figure 2 includes SEM images of the Cu2S and rGO-Cu2S at lower and higher
magnification levels. The images indicate the uniform wrapping of rGO within the Cu2S.
The synthesized rGO-Cu2S nanocomposites demonstrated a PCE of 4.26% using organic
electrolytes, with short-circuit current density (Jsc), open circuit voltage (Voc), and fill factor
of 17.2 mA cm−2, 0.57 V, and 44%, respectively [86].

Jiang et al. synthesized Co3S4-NS-rGO-based composites using a hydrothermal pro-
cess and applied them as CEs for DSSCs. The synthesized Co3S4-NS-rGO-based nanocom-
posite showed a PCE of 8.08%. Interestingly, Co3S4-NS shows excellent reduction skills for
I3− compared to the bulk and more active sites for the catalytic reaction [87]. Ngidi et al.
synthesized dual atom (pyridinic and pyrrolic N)-doped rGO (N-N-rGO) using the hy-
drothermal method. Synthesized dual atom-doped rGO exhibited a large surface area of
161.51 m2 g−1 and enhanced electrical conductivity of 22.07 S cm−1. The presence of dual
atoms enhanced iodide reduction and subsequently led to higher PCE (4.13%) compared
to pristine rGO [88]. Salleh et al. synthesized nickel sulfide-doped rGO (Ni-S-rGO) to
fabricate DSSCs. The prepared Ni-S-rGO-based DSSCs showed PCE of 1.42% due to the
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incorporation of thiourea that improved the reduction current [89]. Khoa et al. thermally
synthesized rGO and synthesized a platinum (rGO-Pt)-based nanocomposite using a spray
technique to apply them as CEs in DSSCs. The data suggested that rGO-Pt improved
electron transport in the photoanode, thereby leading to high PCE (5.78%). The hybrid
rGO-Pt composite reduced recombination by providing electrons to the I−/I3

− electrolyte,
which significantly increased the PCE of DSSCs [90]. Khan et al. synthesized polypyrrole–
graphene (P-graphene)-based Pt-free DSSCs. The data suggested that the P-graphene could
be used effectively in DSSCs with PCE of 3.06% with 4% graphene content within the
composite [91]. Oh et al. synthesized graphene-Cu2ZnNiSe4-WO3 (GCZNSW) using a
hydrothermal process and applied it as a CE for DSSCs. The data indicate that the prepared
GCZNSW-based hybrid composite achieved 12.16% PCE, which is greater than the Pt elec-
trode and suggests that the prepared GCZNSW-based hybrid composite has the potential
ability to replace it [92]. The aforementioned studies and Table 1 (a summary of graphene
and composite DSSCs) suggests that graphene and graphene composite materials can be
used efficiently as photoanode and CE materials in DSSCs due to superior performance
stemming from their exceptional surface area, wide-range absorption spectrum, high con-
ductivity, improved photon absorption, and excellent electron transport. The doping of
metals/polymers within the graphene significantly affects the PCE of the DSSCs. Moreover,
the environmental friendliness and high stability of graphene and its composite materials
make them promising candidates for future DSSCs.
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Table 1. Graphene and graphene composite-based DSSCs.

S. No. Graphene and
Graphene Composites Synthesis Process PCE (%) Remarks References

1. N-graphene E-spray deposition 9.05 A thin film of N-graphene-based CEs shows
high PCE. [81]

2. N-S-graphene Hummer’s method 9.40 The dual atom (N-S) doping of graphene
improved PCE. [82]

3. rGO Thermal process 5.8 rGO facilitates electrolyte migration and,
subsequently, higher PCE. [83]

4. Graphene Liquid-phase
exfoliation 3.5 Large surface area and high transparency

might replace Pt. [84]

5. Graphene Liquid-phase
exfoliation 6.81 Graphene-based CE annealing creates a 3D

network that improves PCE. [85]

6. rGO-Cu2S Electrochemical
deposition 4.26 The uniform wrapping of rGO within Cu2S

improved PCE. [86]

7. Co3S4-NS-rGO Hydrothermal 8.08

Co3S4-NS improved reduction ability for I3
−

more than bulk and created more active sites
for catalytic reaction, thereby leading to

higher PCE.

[87]

8. N-N-rGO Hydrothermal 4.13
The dual atom-doped rGO improved the

tri-iodic reduction reaction, thereby leading to
higher PCE.

[88]

9. Ni-S-rGO Hummer’s method
and spin coating 1.42 The sulfur content improved PCE while also

exhibiting a high reduction current. [89]

10. rGO-Pt
Hummer’s method

and a thermal
process

5.78 rGO-Pt improved electron transport in
the photoanode. [90]

11. P-graphene Polymerization 3.06 Graphene content affected PCE. [91]

12. GCZNSW Hydrothermal 12.16 The graphene-based hybrid electrode showed
higher PCE than Pt. [92]

5.2. TiO2-Based DSSCs

TiO2 is the most chosen semiconductor material due to its inexpensive cost, high
adsorption ability, and non-toxicity. Moreover, TiO2 is a frequently utilized semiconductor
due to its excellent dispersion and degree of crystallinity. The 2D-NLs, especially those
with mesoporous structure, play a crucial role in DSSCs because of their high surface area,
larger pore volume, and tunable nanostructure, which results in high adsorption ability
toward dye molecules and a high ability to receive electrons from an excited dye. The
dye injects an electron into the conduction band of the 2D-NLs during photoexcitation,
which is then followed by transmission to the reference/CE (counter) that completes the
cycle. Several studies have suggested the effective use of TiO2 in DSSCs. For example,
Yu et al. synthesized TiO2 nanosheets (TiO2-NS) using a hydrothermal process and HF
acid was used as a shape-controlling agent for the fabrication of DSSCs. Figure 3 shows
the SEM, TEM, and HR-TEM images of TiO2-NS that confirm the formation of 2D-NL-
based TiO2. The high crystallinity, pore volume, and exceptional light scattering ability
of TiO2-NS enable higher PCE (4.56%) compared to other types of TiO2, such as TiO2
nanoparticles (4.24%) and commercial grade T25 TiO2 nanoparticles (3.64%). The data
suggest that 2D-NLs might improve the PCE of DSSCs [93]. Wu et al. synthesized TiO2-NS
using a simple hydrothermal process and fabricated DSSCs where TiO2-NS was used as a
scattering layer. TiO2-NS improves PCE (7.54%) compared to the use of TiO2 nanoparticles.
Exceptional light scattering offers rapid charge transfer, the least resistance, and high charge
collection [94]. Peng et al. synthesized TiO2-NS with a highly exposed facet (001) using a
hydrothermal process and fabricated DSSCs. TiO2-NS achieved PCE of 8.77%, which was
higher than commercial grade T25 TiO2 nanoparticles (6.92%) due to higher photocurrent
density [95]. Laskova et al. synthesized crystal faces of (001) and (101) with TiO2-NS and
tested them against DSSCs. The data indicate that the different crystal face of TiO2-NS
shows different PCE, and the highest PCE (4.7%) was ultimately observed with TiO2-NS
(101) [96].
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Numerous modifications have been made to semiconductors with the aim of im-
proving the photovoltaic effects of DSSCs, including the doping of transition metals and
polymers. For example, Miles et al. synthesized TiO2-NS onto ZnO nanowires (TiO2-NS-
ZNW) and fabricated DSSCs. Figure 4 shows the SEM and TEM images of ZnO nanowires
and TiO2-NS-ZNW. The images show a uniform coating of TiO2-NS on the ZnO nanowires.
The prepared TiO2-NS-ZNW-based DSSCs show 7.5% PCE, which is around 30% more than
that of TiO2. The significant improvement in PCE is mainly due to the improved surface
area, electron transport, and light scattering ability. Moreover, bare ZnO nanowire-based
DSSCs decrease PCE and stability, whereas the smaller quantity of TiO2-NS drastically
improves the performance of DSSCs [97]. Jiang et al. synthesized Niobium-doped TiO2-NS
(Nb-TiO2-NS) and used it as a photoelectrode for DSSCs. The theoretical study suggested
that Nb-TiO2-NS might achieve 10% PCE, which is around 22% higher than without the use
of doped TiO2-based DSSCs [98]. Xu et al. synthesized g-C3N4-incorporated TiO2-NS using
a simple heating process and applied it in DSSCs. The data suggested that g-C3N4-TiO2-NS
is effectively used in DSSCs with a PCE of 7.34%, largely due to the additional electron
in the photoanode. Moreover, incorporating urea and g-C3N4 within g-C3N4-TiO2-NS
increases PCE [99]. Lin et al. synthesized ZnO-NS using the chemical bath deposition
(CBD) technique and incorporated it with TiO2 (ZnO-NS/TiO2). The data indicate that
the ZnO-NS-based DSSCs show PCE of 6.6%, whereas incorporating TiO2 significantly
improved PCE to 7.07%, which was attributed to TiO2 increasing dye loading ability [100].
Kim et al. synthesized ZnO-NS using an electrochemical process and incorporated it with
CdSe and TiO2 to produce CdSe-ZnO-NS and TiO2-ZnO-NS and applied it for the fabrica-
tion of DSSCs. The data suggested that, upon the incorporation of CdSe and TiO2 within
ZnO-NS, PCE increased compared to the use of bare ZnO-NS. Moreover, CdSe-ZnO-NS-
based DSSCs show the highest PCE (1.30%), whereas TiO2-ZnO-NS shows PCE of around
0.70%. The improvement in PCE is due to the inhibited recombination of electron hole
pairs at the interface of CdSe and TiO2 [101]. The aforementioned studies and Table 2
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suggest that TiO2-NS is the most commonly used 2D-NL in DSSCs due to its high adsorp-
tion ability, cost-effectiveness, mesoporous texture, ability to receive electrons from dye,
and high crystallinity. Moreover, TiO2-NS shows higher PCE than other forms of TiO2,
such as nanoparticles and commercially available TiO2, because the 2D-NL form of TiO2
increases surface area and thereby leads to higher adsorption ability toward dye molecules.
Interestingly, the doping of transition metals and polymers within TiO2-NS considerably
improved the PCE of DSSCs. Therefore, TiO2-NS-based hybrid materials might become
next-generation materials for DSSCs with high PCE and stability.
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Table 2. TiO2-NS and TiO2-NS composite materials for DSSCs.

S. No. TiO2-NS and
TiO2-NS Composites Synthesis Process PCE (%) Remarks References

1. TiO2-NS Hydrothermal 4.56 TiO2-NS shows high PCE compared to
TiO2 nanoparticles. [93]

2. TiO2-NS Hydrothermal 7.54 TiO2-NS improves charge transfer and has
the least resistance. [94]

3. TiO2-NS Hydrothermal 8.77 TiO2-NS shows higher photocurrent
density than TiO2 nanoparticles. [95]

4. TiO2-NS Hydrothermal 4.7 Different crystal faces of TiO2-NS show
different PCE. [96]

5. TiO2-NS-ZNW Hydrothermal 7.5 The incorporation of TiO2-NS significantly
improved the performance of solar cells. [97]

6. Nb-TiO2-NS – 10 Incorporation of Nb within Nb-TiO2-NS
significantly improves PCE. [98]

7. g-C3N4-TiO2-NS Heating process 7.34 The incorporation of g-C3N4 within
TiO2-NS significantly improves PCE. [99]

8. ZnO-NS/TiO2 CBD 7.07
The incorporation of TiO2 within ZnO-NS

significantly improved dye loading
and PCE.

[100]

9. CdSe-ZnO-NS and TiO2-
ZnO-NS

Electrochemical
deposition 1.30 and 0.70

The incorporation of CdSe and TiO2
within ZnO-NS significantly

improved PCE.
[101]
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5.3. MXene-Based DSSCs

MXenes are a newer class of transition metal carbides and/or nitrides that were dis-
covered by Gogotsi and W. Barsoum in 2011. MXene, a newer class of ceramic material, has
been attracting attention due to its high conductivity (105 S cm−1) that stems from high
mechanical strength and flexibility. This high conductivity is applied in the hole transport
layer, electron transport layer, and protective layer of advanced solar cells. However, syn-
thesis complications limit their application. In particular, acid-based exfoliation requires
modification in terms of synthesis, as green synthesis is preferred over the use of acids. The
excessive use of strong acid (especially HF acid) for the exfoliation of MXene layers from
the MAX phase requires further consideration in terms of large-scale applications. How-
ever, high tensile strength, high conductivity, and a tunable band gap prove applicability
to photovoltaics.

MXene-based materials have very low band gaps, which promote recombination. The
higher the recombination rate, the lower the electric properties of the NLs. To use these
materials for solar cell devices, there must be a minimal band gap so that the flow of
electrons from the valence band to the conduction band can be maintained. Doping and
functionalization can tune the band gap of MXene-based materials [102–104]. MXene has
gained continuous interest and is extensively used in numerous applications, including
environmental remediation, photocatalysis, energy storage, solar cell, biocidal agent, and
biomedical applications [20,105–109]. Recently, a few studies have suggested that MXene
and its hybrid materials can be used effectively for the development of high-performance
DSSCs. For example, Dall’Agnese et al. synthesized MXene and TiO2 (MXene-TiO2)-based
photoanodes and oxidized them at a different temperature to improve the performance
of DSSCs. The data suggested that upon increasing the oxidizing temperature, PCE con-
tinuously increased up to 450 ◦C (2.66%). However, a temperature of more than 450 ◦C
decreased the DSSC performance, mainly due to the smaller surface area [110]. Chen et al.
synthesized MXene-CoS using an etching process and a hydrothermal process. Initially,
MXene was synthesized by a simple etching process that involved HF acid. Next, the
heterostructure composite was synthesized using a hydrothermal process. Figure 5 shows
the SEM and TEM images and elemental mapping of MXene and the MXene-CoS-based
composite. The SEM images indicate that the separated MXene sheets and CoS nanopar-
ticles attached to MXene sheets. Moreover, no changes in the layer were observed after
incorporating the CoS nanoparticles into the MXene, which makes it a suitable candi-
date for DSSCs. The data suggest that the prepared MXene-CoS-based composite shows
high electrochemical performance (8.09% PCE). The high PCE of the MXene-CoS-based
composite, mainly due to MXene-NS and the incorporation of CoS nanoparticles, creates
more catalytic sites that improve permeability and charge transfer; therefore, MXene might
become a next-generation material that could be used in the production of solar cells [111].

Another study focused on the use of Poly (3,4-ethylene dioxythiophene) (PEDOT)-
decorated MXene (PEDOT-MXene) in DSSCs. Figure 6 shows a schematic representation of
the PEDOT-MXene. The PEDOT-MXene-based DSSCs showed high electrochemical activity
and mass transport ability, with PCE of 7.12%. Moreover, the prepared PEDOT-MXene-
based DSSCs were stable for up to 15 days and an increase in PCE of around 40% was
observed, which suggests that PEDOT-MXene-based DSSCs having the potential ability to
replace Pt-based DSSCs [112]. Wen et al. synthesized a MXene-reduced graphene oxide
(rGO)-polyethylene oxide/poly(vinylidene fluoride-co-hexafluoropropylene) (MXene-rGO-
P)-based composite for use as a printable electrolyte. The data suggested that rGO and
polymer incorporation within the MXene improves PCE. The maximum PCE observed
was 8.255% [113]. Ahmad et al. synthesized MXene to replace the Pt and transparent
conducting oxide (TCO) layer used in DSSCs. The data suggested that TCO- and Pt-free
MXene were effective when used in DSSCs, as shown by 8.68% PCE. Moreover, PCE mainly
depends on the thickness of MXene. PCE increased with the increasing thickness of MXene
(up to 8 µm thickness) [114]. The literature suggests that MXene can potentially be applied
to the development of solar cells, especially DSSCs with high PCE, thus replacing TCO
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and Pt within DSSCs. Moreover, incorporating other 2D-NLs, polymers, and nanoparticles
within the MXene significantly improved PCE due to enhanced surface area, conductivity,
adsorption of dye/loading of dye, and permeability. Moreover, the thickness of the MXene
layer is an important factor that directly affects the PCE of DSSCs.
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5.4. Black Phosphorus (BP)-Based DSSCs

BP is a novel class of 2D-NL that is highly reactive under normal conditions and
therefore unstable. BP was synthesized using a liquid-phase exfoliation process and demon-
strated exceptional performance, mainly in terms of energy, biomedical, electronic, sensor,
and solar cell applications. The high applicability of BP is mainly due to the tunable band
gap value and high carrier mobility, which makes BP a promising candidate for solar cell
applications. However, poor stability and high-density charge transfer limit the applica-
bility of BP in solar cells [115–119]. So far, few studies have been conducted concerning
the fabrication of high-performance solar cells, especially DSSCs with high stability. For
instance, Xu et al. synthesized a BP-TiO2-based photoanode that was used in DSSCs. The
prepared BP-TiO2-based DSSCs showed 9.73% PCE, which is higher than TiO2-based DSSCs
(6.98%). Moreover, the high PCE of the BP-TiO2-based DSSCs is due to charge separation
and transfer [120]. Song et al. synthesized BP-TiO2-based electrodes for the fabrication
of DSSCs. The photon adsorption ability of BP-TiO2 depends on the number of layers.
The BP-TiO2-based DSSCs showed high PCE that represented an improvement of ~38%
compared to TiO2 [121]. For future research, surface-modified BP incorporating metals,
polymers, and other 2D-NLs might provide better PCE and easily replace Pt electrodes.

5.5. Other 2D-NL-Based DSSCs

Another interesting group of 2D-NLs that has been efficiently used for solar cell
applications is TMDs (MoS2, MoSe2, WS2, WSe2, TiS2, TiSe2, TeS2, VSe2, NbSe2, etc.).
Usually, TMDs are mainly composed of MX2 (M (transition metal) and X (chalcogen)),
where M is a sandwich between two X layers using covalent bonds and Vander Waal forces.
MoS2- and WS2-NLs have been effectively used in various types of applications (including
the areas of antibiotic materials, energy, the environment, and solar cells) due to their
extraordinary characteristics, such as high surface area, transparency, high conductivity,
a tunable band gap, and high biocompatibility [22,122–125]. The tunable band gap’s
ability to change its thickness is one of the fascinating characteristics of TMDs that might
be beneficial for solar cell applications [126]. Numerous TMD-based 2D-NLs have been
effectively used to fabricate solar cells such as DSSCs. For instance, Gurulakshmi et al.
synthesized MoS2-based CEs for DSSCs using an electrodeposition process. The data
suggested that the MoS2-based CEs were effective when used in DSSCs, as shown by
4.21% PCE [127]. Vijaya et al. synthesized MoS2 and graphene-MoS2 using a hydrothermal
process and fabricated CEs for DSSCs. The data suggested that graphene-MoS2 shows
higher PCE (8.1%) than MoS2 (6.6%) [128]. Krishnamoorthy et al. synthesized MoS2
and a graphene-MoS2-based photoanode for DSSCs. Interestingly, the incorporation of
graphene within MoS2 reduced the band gap value and reduced the recombination of
electron photogeneration, thus subsequently improving PCE to 8.92%, which is higher than
bare MoS2 (3.36% PCE) [129]. Menon et al. synthesized TiO2-incorporated MoS2 (TiO2-
MoS2)-based photoanodes for DSSCs. The data indicate that the TiO2-MoS2-based DSSCs
show a high PCE of 6.0% compared to the bare TiO2-based DSSCs (4.7% PCE), mainly
due to high photoadsorption. Moreover, more than 0.1% MoS2 decreases the PCE of the
DSSCs [130]. Xu et al. synthesized PEDOT-MoS2-based CEs for DSSCs. The data suggested
that incorporating MoS2 within PEDOT effectively improved PCE to 7.0% [131]. Li et al.
synthesized WS2-based CEs for DSSCs using the doctor blade method. Incorporation of
TiO2 and carbon particles within the WS2 film improved conductivity and adhesion, thus
significantly improving the PCE of the DSSCs. The fabricated DSSCs with the prepared
TiO2/carbon particles/WS2-based counter showed 4.56% PCE [132]. Krishnamoorthy
et al. synthesized graphene-incorporated WS2 (graphene-WS2)-based photoanodes for
the fabrication of DSSCs. Incorporating graphene within WS2 improved the adsorption
ability of the dye, which significantly improved PCE. The prepared graphene-WS2-based
DSSCs showed 9.6% PCE. The high PCE is mainly due to the large surface area and
mesoporous property of graphene-WS2-based photoanodes [133]. Huang et al. synthesized
CoS2-N-C-Co-WS2-based CEs for the fabrication of DSSCs. The prepared CoS2-N-C-Co-

167



Electronics 2023, 12, 570

WS2-based composite had a large surface area and yolk–shell structure that improved
PCE. The prepared CoS2-N-C-Co-WS2-based DSSCs showed a high PCE of 9.21%, which is
comparatively higher than Pt [134]. Hussain et al. synthesized CuS-WS2- and CuS-MoS2-
based CEs to fabricate DSSCs. The sulfur-based heterostructure improved electrocatalytic
activity and decreased charge transfer resistance, thus improving PCE. The prepared CuS-
WS2- and CuS-MoS2-based DSSCs showed 8.21% and 7.12% PCE, which is comparable
to Pt-based electrodes [135]. The aforementioned studies and Table 3 summarize the
different 2D-NLs, including TMDs that are effectively used as photoanodes and CEs in the
fabrication of DSSCs. Moreover, incorporating metal, carbon, and polymers significantly
improved the PCE of DSSCs. Additionally, TMDs, mainly WS2 and MoS2, showed high
or comparable PCE compared to the Pt-based DSSCs, suggesting that expensive Pt can be
easily replaced with TMDs.

Table 3. Different 2D-NLs, their hybrid material-based DSSCs, and PCE.

S. No. 2D-NLs Synthesis Process PCE (%) Remarks References

1. MXene-TiO2 Deposition 2.66 Increasing the oxidizing temperature improved PCE. [110]

2. MXene-CoS Etching and
hydrothermal 8.09 The incorporation of CoS nanoparticles within MXene

improves permeability and PCE. [111]

3. PEDOT-MXene Deposition 7.12 Incorporation of PEDOT within MXene improves PCE. [112]

4. MXene-rGO-P Printing 8.255 The incorporation of rGO and co-polymer
improves PCE. [113]

5. MXene Etching 8.68 TCO- and Pt-free DSSCs show high PCE. [114]

6. MoS2 Electrodeposition 4.21 Surface modification of the electrode improves current
density and PCE. [127]

7. MoS2 and graphene-MoS2 Hydrothermal 6.6 and 8.1 Graphene-incorporated MoS2 shows high PCE. [128]

8. Graphene-MoS2 Hydrothermal 8.92 Incorporation of graphene effectively reduces the band
gap value and lowers photoelectron recombination. [129]

9. TiO2-MoS2 Deposition 6.0 The incorporation of MoS2 within TiO2 increases PCE. [130]

10. PEDOT-MoS2 Hydrothermal 7.0 Incorporation of MoS2 within PEDOT significantly
improves PCE. [131]

11. TiO2/carbon particles/WS2 Deposition 4.56 TiO2 and carbon particles incorporated within WS2
improve the film’s bonding and conductivity. [132]

12. Graphene-WS2 Hydrothermal 9.6 The incorporation of graphene within WS2 improves
adsorption ability, thereby leading to higher PCE. [133]

13. CoS2-N-C-Co-WS2 Sol–gel 9.21 The yolk–shell structure and high surface area
improve PCE. [134]

14. CuS-WS2 and CuS-MoS2 CVD 8.21 and 7.12 High electrocatalytic activity and low charge transfer
resistance improve PCE. [135]

6. Conclusions

Researchers have continued to focus on the fabrication of DSSCs with different 2D-NLs
(photoanode and CE) with the aim of enhancing the performance and stability of DSSCs
in order to achieve higher or comparable PCE compared to commercially available solar
cells. Moreover, researchers are also looking towards replacing the Pt-based electrode
to reduce the cost of solar cells. Researchers and scientists in the solar cell industry are
unremittingly working to develop a newer class of materials, including 2D-NL-based
photoanodes and CEs that can considerably improve the PCE and stability of DSSCs.
This review article focused on how 2D-NLs and their hybrid materials have been used as
photoanode and CE materials in the fabrication of DSSCs. Previous studies have clearly
shown that 2D-NLs significantly improve crystallinity, surface area, tuned band gap values,
the adsorption of dye molecules, the migration of electrons, mass transfer, mesoporous
properties, conductivity, flexibility, and electron transport while also facilitating light
scattering, thereby improving the PCE of DSSCs. Moreover, incorporating dopants (metal,
polymers, carbon particles, and other 2D-NLs) improved the PCE and stability of the
DSSCs. It is important to mention here that the commercialization of DSSCs requires a
simple process, cost-effectiveness, high PCE, and longer stability. With the help of 2D-NLs
and their hybrid materials, we can easily resolve such issues and fulfil the requirements
associated with the commercialization of DSSCs. Graphene-, MXene-, MoS2-, and WS2-
based 2D-NLs have more active sites that facilitate the adsorption of dye molecules, thereby
easily achieving high PCE and stability while also demonstrating the potential to replace
Pt-based electrode materials in DSSCs. Moreover, further research on developing newer
2D-NLs and hybrid materials is still required to improve the PCE and stability of DSSCs.
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Abstract: The source of energy extracted in renewable form has turned out to be a primary mainstream
energy source, especially in the telecom sectors. Rapid growth of renewable sources has led to
telecom operators concentrating more on designing the system with appropriate energy storage
elements, providing control facilities, improving system efficiency and verifying uninterrupted
power supplies. Therefore, this paper gives a novel approach of utilizing embedded control in energy
generation consisting of a solar-wind hybrid energy system placed in isolated areas. For the purpose
of integration of wind, together with the solar energy sources, into an increasingly efficient system,
a single Cuk-Luo integrated DC-DC converter has been put forward. The proposed system has
been modeled using MATLAB/Simulink and verified under various combinations of solar-wind
energy sources without compromising the required power. In order to verify the proposed Cuk-
Luo integrated converter with the energy management controller system, a prototype hardware is
implemented and tested.

Keywords: embedded controller; energy management system; Cuk-Luo integrated DC-DC
converter; telecom

1. Introduction

Mobile networks have gained more interest in modern communications [1,2]. Ac-
cording to Bhattacharya et al. [3] and Kumar et al., [4], the use of mobile networks raises
a crucial concern regarding their energy consumption, environmental protection and car-
bon footprint. The nature-friendly energy sources, coupled with suitable energy storage
elements, could turn out to be the major source in the reduction of discharge through
greenhouse gases. However, renewable energy relies on wind speed or solar radiation
to a large extent. In order to offer a continuous supply by taking the advantages of the
complementary nature of both of the energy sources, the solution is to hybridize the two
types of sources in the form of the microgrid. A study performed by Bhattacharya et al. [5],
Joga Rao et al. [6] and Pandiyan et al. [7] demonstrated that a hybrid solar-wind power
system can offer a cost effective and environmentally protected solution. On the other
hand, the intermittent nature of Renewable Energy Sources (RES) means proper energy
management is required in order to improve the performance and increase the lifespan
of the microgrid components to a large extent [8]. Therefore, sufficient management of
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the energy flow through the hybrid RES and the establishment of a supervisory system
are highly in demand. Energy storage systems are required to balance transient stability
during the rapid change of solar and wind systems and load variations.

The literature reveals that new energy management techniques for PV/wind/grid
RES have been carried out and several energy management systems have been evaluated
to find the most effective one. In addition, there are works showing a dynamic energy
management model and the development of a coordinated control strategy for a hybrid
system maintaining around 75% battery state and DG power above 40% of its nominal
value [9].

From their analysis, it has been proved that a continuous and constant power is
provided at two points, namely the load, together with the Point of Intersection with
Common Coupling (PCC) [10]. Numerous variations of DC-DC-based converter topologies
have been explored and compared in this paper. Initially, the authors Rashid [11] and
Mengi et al. [12] discussed different DC-DC converters which are placed across each source
of energy in parallel. Various independent converters are attached at an intersection point
with common coupling, which ultimately is joined with a controller, purely independently.
Major drawbacks of having such a type of system may arise due to problems such as
being bulky, less efficient, having a large cumulative count of components, higher fare
and complexity because of several stages involved in the converter [13,14]. Additionally,
a requirement for individual controllers with a DC bus, common to all the controllers in
every stage of conversion, leads to a system being disordered and having an increased
cumulative weight. Shrivastava et al. [15] and Ayang et al. [16] have preferred mainly
multi-input DC-DC converters to interface the number of storage devices and additional
input sources of energy with the use of a primary power conversion arena with minimal
part count and easier control.

A Non-isolated Three-Port DC–DC Converter with continuous input and output
currents is based on Cuk topology, accommodating a PV cell and Fuel Cell [17]. A wind-
electric system with a permanent magnet alternator, DC-DC buck-Boost or Cuk converter,
diode rectifier, and a three-phase five-level inverter has appeared for a combined harmonic
reduction and DC voltage regulation [18]. A substitute for the energy source that has
made a lot of progress is the fuel cell. A proton exchange membrane fuel cell needs a DC-
DC boost converter as an interface between the fuel cell and the load to give large-gain
regulated voltage [19]. A new hybrid flyback-Cuk converter with a single switch, a single
isolated input and dual output based on flyback and Cuk topologies has been discussed
in [20] for reduced switching losses. An isolated power-factor-corrected Cuk converter for
brushless DC ceiling fan applications is proposed in [21]. The Cuk converter operates in
continuous conduction mode, wherein the current multiplier control loop ensures a near-
unity power factor and a low total harmonic distortion in the current. The current loop also
provides over-current protection, enhancing the reliability of the system [21]. Neeraj et al.
have evaluated the performance of solar-PV-based switched-capacitor high-step-up and
non-isolated switched-inductor Cuk converters. [22]. The topologies implemented in this
work have improved boosting ability compared to conventional Cuk and boost converters
with lower voltage stress of the main switch. High conversion gain is needed for the grid
integration of RES, like PV, fuel cells and wind. The combination of Cuk converters and
voltage-multiplier units is provided and the converter utilizes a boost converter to give
input to the Cuk converter, resulting in a rise in the gain value [23].

The whale optimization algorithm is applied for the tuned Interleaved Luo Converter
for the PV-array-fed BLDC motor driving centrifugal pumps. This is carried out when
retrieving the generated power from the PV array using a positive interleaved Luo converter
that boosts the output with low switching losses. [24]. The algorithm tunes the parameters
of the PI controller to maintain the steady-state voltage at the output of the Luo converter.
Chincholkar et al. have designed and analyzed a voltage mode non-linear control of
a non-minimum-phase positive output elementary Luo converter. [25]. Gholizadeh et al.
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implemented single-switch step-up DC-DC converters based on cascaded boost and Luo
converters [26].

As per the report of the author [27], a brief estimation of different components involved
between conventional separate SEPIC, Cuk and Cuk-SEPIC fused converter has been
presented. The efficiency obtained of conventional and proposed converters were 80%
and 96%, respectively. The efficiency obtained of improved Cuk-buck and Cuk-buck
converters [28] were 92.69% and 83.38%, respectively. However, buck and SEPIC converters
have a pulsating output current which needs a current handling capability. To reduce ripple
voltage and current, Luo-type converters are usually employed [29,30].

In this paper, a primary dual input Cuk-Luo integrated-type converter employing
an efficient solar-wind-battery system has been proposed, with the aim of addressing the
performance gap faced in the Cuk converter and Luo converter individually. The converter
presented here makes it feasible to employ dual-input solar-wind sources for sending power
towards the load simultaneously or individually for making the conversion of energy with
an increased performance.

For any renewable type of energy system with a hybrid mode, it is recommended to
employ a sharp power management controller for the integration of cumulative elements
of storage and sources of energy [31]. This literature focuses on a dedicated controller in
order to manage the various inputs for consumption and investigate the power flow in the
direction towards the load from the source [32,33].

The remaining portions of the paper are culminated as follows. Firstly, the primary
structure of the converter system is presented, followed by descriptions of each block,
namely, the various sources, operating modes and the controller in itself for energy man-
agement in the proposed system. These details are put forward in the second and third
parts. The next section discusses the various results obtained from the simulation of the
designed topology. The brief descriptions of the hardware are presented in fifth section,
following which, the observations and findings of the investigations will be highlighted in
the conclusion section.

2. Block Diagram

As described in the previous section, we begin with the proposition of a block diagram
for the proposed solar-wind energy sources powered primarily by a Cuk-Luo integrated
DC-DC converter having an inbuilt embedded controller used for applications such as
powering telecom load, as presented in Figure 1.

Figure 1. Overview and Block diagram of the proposed system.

The above-stated system is physically composed with solar-wind hybrid energy
sources [34], Cuk-Luo integrated type converters and energy management and storage
systems for controlling the duty cycle, as seen from the various input sources. These
solar-wind-type energy sources are attached together in a parallel configuration by means
of Cuk-Luo integrated into a converter for multiple purposes, namely, to power the battery
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in case of excess energy being generated and to power the load. Luo and Cuk converters
are joined together in order to produce an efficient integrated converter.

The common components of Luo- and Cuk-based converters are joined among them.
In case of any viability of wind and solar energy sources being available, energy is given
to the load individually or altogether. Once the inability to meet the power expectation
is found on the sources, the battery makes up for it as a compensation. Moreover, the
selection of the battery is involved if it is able power the load by itself, lasting at least a day.
Energy management using an embedded-based controller is achieved through regulating
current together with the voltage, with the help of sources back to the load [35,36].

3. System Blueprint
3.1. Wind and Solar System

The sizes of Cuk-Luo segregated converters together with the solar-wind energy
system have to determined based on mean day-to-day energy utilization by the BTS load.
For the present situation, a solar panel comprising of a 53 V /22 A /1125 W rating is used.

Table 1 comprises various electrical parameters whose considerations are necessary for
developing the solar storage source having an insolation of 1000 W/m2 and a temperature
around 29 ◦C. The cumulative equation describing the I-V characteristics comprising of
a single solar cell is shown below:

I = Ipv − Io

[
exp

(
q.V

n.k.T

)
− 1
]

, (1)

where
q—Charge of the electron (1.602 × 10−19 C)
k—Boltzman constant (1.3806 × 10−23 J/K)
T—Temperature present in p-n junction
n—Constant for Diode ideality
IPV—Incident sunlight current
Io—Shockley diode equation.

Table 1. Major electrical constraints of the solar system.

S.No Solar Constraints Gain

1 Voltage present at highest power 53 V

2 Current present at highest power 22 A

3 Reference temperature 60 ◦C

4 Voc, open circuit voltage 52.8 V

5 Isc, short circuit current 21 A

Among the different systems, wind-type storage has values of 323 V /3 A /1260 W.
Table 2 corresponds to the electrical constraints that make up a wind system with the speed
of 12 m/s. A primitive system comprises of a permanent magnet synchronous generator
(PMSG), which is coupled to a wind turbine of a suitable head, together with a rectification
staged circuit. Cumulative wind power (Pm), which is derived from the head of the turbine,
can be obtained from the formula [2],

Pm =
1
2

.Cp.(λ, β).ρ.A.w3, (2)

where
Cp—Turbine’s coefficient of performance
P—Density of air(kg/m3)
A—Coverage of turbine blades (m3)
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w—Velocity of the wind (m/s)
λ—Ratio of tip speed on the rotor blade tip
β—Blade pitch angle (deg).

Table 2. Electrical parameters of the wind system.

S.No Solar Parameters Values

1 Wind speed 12 m/s

2 Voltage present at highest power 323 V

3 Current present at highest power 3 A

4 Type of DC Machine PMSM

5 Maximum power 1260 W

Based on Equations (1) and (2), Simulink modelling of solar cell and wind system was
carried out and Figure 2a,b show the solar power, voltage and current, and the wind power,
voltage, and current, respectively [37,38].

Figure 2. (a) Solar power, voltage and current. (b) Wind power, voltage and current.

3.2. Cuk-Luo Integrated Converter

The Cuk-Luo integrated converter circuit used in the application of telecom-load
powering with the help of the solar-wind system is presented in Figure 3. As shown, it
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utilizes both Luo and Cuk converters. The Cuk converter has a regulation method for
stepping down, making it feasible in minimal-voltage-rating systems such as BTS.

Figure 3. Circuit topology with the Cuk-Luo integrated converter.

The current, together with voltage, of different functional modes of given Cuk-Luo
converters is presented in Figure 4. The relationship existing among voltages, the output
and the input for the proposed Cuk-Luo-integrated-based converter can be obtained with
the notion of utilizing volt-second balance on the coils L1, L2 and L3. Coil L1 shows that

V1 − (1 − d1).
(
VC1

)
= 0, (3)

when applied to coil L3,

− d1.(1 − d2).VC1 + (1 − d2).
(
VC1

)
+ d2.V2 = 0, (4)

Figure 4. Various functional modes.
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On inductor L2,
− VC2 + VC1 = 0. (5)

By shuffling the various Formulas (3)–(5), the equation is obtained for the output voltage,

V0 = VC1 =

((
d1

(1 − d1)

)
.V1

)
−
((

d2

(1 − d2

)
.V2

)
, (6)

where
V1—Solar system voltage
V2—Wind system voltage
d1—Duty cycle 1 (switch S1)
d2—Duty cycle 2 (switch S2).
Figures 5a,b and 6a,b and Table 3 show real-time working demonstrations of different

Cuk-Luo converter modes with energy sources of solar-wind systems [39,40].

Figure 5. (a) S1, S2-ON; (b) S1-ON, S2- OFF.

Figure 6. (a) S1-OFF, S2- ON; (b) S1, S2- OFF.

Table 3. Demonstration of different modes.

Modes
Switch

VL1 VL2 VL3
Sw1 Sw2

1 ON ON V1 VC3-Vo V2

2 ON OFF V1 VC3-Vo V2-VC3

3 OFF ON V1-VC1 VC3-Vo V2

4 OFF OFF V1-VC1 VC3-Vo -VC3

Figure 5a shows the equivalent circuit of (Sw1-ON, Sw2-ON). In this mode, solar power
(V1) generates the necessary charge on coil L1, together with the wind voltage (V2), which
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in turn charges coil L3. As soon as both the switches reach conduction mode, rectifiers D1,
D2 should be in reverse conduction mode. Stored charge in the coil L3 is brought back to
the load by the battery and charge capacitor C2.

Figure 5b corresponds to the cumulative circuit with Sw1- ON, Sw2-OFF. By the
medium of the above image, it can be comprehended that the rectifier D2 is in forward
conduction, whereas D1 is in reverse conduction. Primary solar source (V1) powers the coil
L1 and the stored energy at capacitor C1; coils L3 and L2 are transferred to the battery and
charge capacitor C2, which in turn feeds the telecom load.

Figure 6a corresponds to the cumulative circuit with Sw1- OFF, and Sw2-ON. By the
medium of the above image, it can be comprehended that the rectifier D1 is in forward
conduction, whereas D2 is in reverse conduction. In addition to this, the energy in coil L1
powers the capacitor C1. The other system, namely the wind, powers coil L3. The energy
stored in L2 in turn powers the charge capacitor C2, thereby feeding the load by means of
a battery.

The equivalent circuit of Sw1, Sw2-OFF is represented in Figure 6b. As both the
switches are in the OFF position, the diodes D1, and D2 are in forward conduction mode.
For this mode, the energy stored in coil L1 can be utilized for charging C1. Energy stored
in coils L3 and L2 in turn power the battery and the charge capacitor C2 directed to feed
the load.

The power dissipation of the proposed Cuk-Luo converter is 1164 watts and the power
obtained is 1200 watts. Therefore, the efficiency is calculated as 97%. The efficiency of
conventional Cuk and SEPIC separate converters and the proposed Cuk-SEPIC fused
converter are 80% and 96%, respectively [16]. The efficiency of Cuk-buck and improved
Cuk-buck converters [17] are 83.38% and 92.69%, respectively. Thus, it can be concluded
that the Cuk-Luo fused converter is more efficient.

3.3. Embedded Controller Design Procedure for the Cuk-Luo Integrated Converter

The detailed logic flow chart is shown in Figure 7.

Figure 7. Detailed logic of proposed embedded-based controller.
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For the present system, the smart controller with power management gathers the
instantaneous current (battery current IB, state of charge SOC, IS, IW), together with the
voltage (VW, battery voltage VB, VS) of numerous sources of inputs. According to the gath-
ered data, controller signals choose the duty cycle width gate pulses (dS, dW), discharging
and charging battery duty cycles (dbc, dbd). It is utilized for developing intersections with
voltages at a common coupling VPCC = −48V, as per Equations (7) and (8) for wind and
solar energy sources,

dSref =
VPCC − VS

VPCC
(7)

and
dWref =

VPCC − VW

VPCC
(8)

where
VPCC—Common coupling voltage
VS—Cuk converter input voltage when connected to the solar system
VW—Luo converter input voltage when connected to the wind system.
For any deviation in the Vpcc from −48 V, the input sources connected to the converter

are aligned through the correction of duty cycles. As soon as Vpcc is assigned with −48 V,
the controller estimates the load current with the directed wind and solar input currents.
If the input current is lower than the load current, the Ibcref becomes congruent with the
excess power available at Vpcc and it is estimated as follows.

(ISref + Iwref) − IL = IBcref, (9)

where
ISref—Reference solar current
IWref—Reference wind current
IL—Load voltage
IBCref—Reference battery charging current.
Once we reach the BC phase, the energy needed for the load becomes lesser than the

extracted energy, which in turn leads to power delivery at the receiving end of VO up to
VH. Post reaching VH, excess extracted residual energy can be used to power the battery
by means of an integral-based charging method, which powers the battery until the current
in the coil is exhausted.

As soon as the generated power becomes insufficient enough to direct it to the receiving
end, the battery drains with its duty cycle of dbd. The design of the controller makes its
discharge possible only if the SOC (state of charge) is found to be above 40%. The calculation
for the discharging reference current is

IL − (ISref + IWref) = IBdref, (10)

where:
IBcref—Reference battery discharging current.
Even after this demand at the receiving end is large, the load should be taken off from

the supply.

3.3.1. Battery Specifications

The SOC (state of charge) with a 24 V charging and discharging battery method is
found from the battery current and voltage (battery hand book).

Table 4a,b show the voltage present at the end of different discharging and charging
currents for a lead acid battery with a terminal voltage of 24 V. The SOC is estimated using
the formula

SOC =

(
(B − A).(V − V1)

(V2 − V1)
+ C

)
, (11)
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where
V—Voltage of the battery
C—Capacity of the battery
V1—Values of voltage being lesser than the terminal or end voltage for each column

with a current value
V2—Values of voltage being higher than the terminal or end voltage for each column

with a current value
A—V1 row SOC reference
B—V2 row SOC reference.
In addition, the determination of the state of charge while discharging can be estimated

from the discharge data using the above-mentioned procedure.

Table 4. (a) Battery charging currents; (b) battery discharging currents.

(a)

SOC
At Charging

Voltage at (C/15) Voltage at (C/30) Voltage at (C/50) Voltage at (C/75)

10 22.5 22 21.4 21

20 22.32 22.21 22.1 22

30 22.63 22.4 22.3 22.2

40 22.92 22.5 22.45 22.42

50 23.98 23.25 23.2 23.1

60 23.52 23.5 23.4 23.3

70 23.74 23.63 23.61 23.5

80 24 23.9 23.7 23.6

90 24.24 24.13 24.12 24.24

100 24.46 24.2 24.15 24.1

(b)

SOC

At discharging

Voltage at (C/15) Voltage at (C/30) Voltage at (C/50) Voltage at
(C/75)

Voltage at
(C/150)

10 24 22.6 21.23 21.22 21.2

20 23.2 22.82 22.8 22.7 22

30 23.3 23.2 23 22.9 22.4

40 23.6 23.4 23.3 23.2 22.6

50 23.7 23.5 23.4 23.3 22.8

60 24.2 23.9 23.6 23.5 22.9

70 24.4 24.4 24.2 23.9 23

80 24.8 24.45 24.3 24.2 23.2

90 25 24.6 24.4 24.3 23.3

100 25.2 24.8 24.5 23.4 23.6

3.3.2. Battery Operation

The modes of operation for any devices utilized as a storage medium (battery) is
discussed as follows. The net energy of the proposed system is the difference among load
demand in any instant of time and the net output energy.

Enet(t) = Eg(t) − EL(t), (12)
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where
Enet(t)—Net energy generated
Eg(t)—Energy generated through renewable energy sources
EL(t)—Estimated load demand.

Mode 1

In this mode, the energy level of the battery bank is equal to its previous hour energy
level as the net energy developed from wind-solar hybrid medium can be estimated to
be zero.

The estimated load can be supplied by the previous hour energy stored in the battery.

Esupplied Load (t) = Edisch(t), (13)

where
ELoad supplied (t)—Load supplied
Edisch(t)—Battery discharging energy.

Mode 2

For this mode, the cumulative input energy extracted from the wind-solar hybrid
system can be found to be greater than the total power demand. The excess energy Ech(t)
generated to power the battery through buck converter (Figure 1) is.

Ech(t) = Eg(t) − EL(t), (14)

where
Ech (t)—Battery charging energy.

Mode 3

If the energy generated by the wind-solar hybrid medium exceeds the load demand
and the largest battery storage, this leads to a greater energy being disposed through the
dump load.

Mode 4

In this mode, the output energy extracted from solar-wind hybrid medium can be
insufficient in order to feed the required demand of load; then the battery power is com-
pensated for supplying power through the boost converter (Figure 1). It is written as

E ch(t) = EL(t) − Eg(t). (15)

Mode 5

For this mode, the output energy extracted from hybrid solar-wind systems is lesser
than the battery energy level and the load demand is at the lowest level; then the load
is disconnected.

4. Simulation Results and Discussion

Analysis for the designated integrated Cuk-Luo-based converter is analyzed using
simulation from MATLAB.

MATLAB simulation for the proposed circuit is carried out using the constraints L1 of
158 µH, L2 of 1808 µH, L3 of 158 µH, C1 of 1389 µF, C2 of 1545 µF, C3 of 407 µF, R=1.32 Ω
and a switching frequency of 20 kHz to analyze the system. The generated power was
obtained from the regulation parameters of 48 V/23 A/1.2 kW. Figure 8 shows the output
current and voltage from the waveforms of the Cuk-Luo DC-DC converter powering the
telecom load.
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Figure 8. Final output voltage and current.

Figure 9 depicts the highest current and voltage from the S1 and S2 switching device.
Conduction losses and switching losses from switches Sw1 and Sw2 are estimated from
100 W and 1.48 W, and 30 W and 0.007 W, respectively. The copper losses of the coils L1, L2
and L3 and storage capacitors C1, C2 and C3 are found as 5.52 W, 4.69 W, 0.24 W and 123 W,
26.8 W, 26.85 W, respectively.

Figure 9. Final switch voltages and currents of S1 and S2.

Figure 10a,b give the voltage across the capacitors C1 and C3 and coils L1, L2 and
L3. The performance of the Cuk-Luo-based converter can be estimated to be 91%. Thus,
the integrated converter implemented from wind-solar mediums have a higher level of
performance. The SOC estimation, battery current and voltage can be measured from the
embedded-based controller.

Figure 11a depicts the estimated waveforms obtained from the designed controller.
Using the current from the battery, the excess power obtained can be reverted back to the
battery from the opposite direction. For duty cycles dS, dW, dbc and dbd, the controller
performances are shown in Figure 11b.
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Figure 10. (a) Voltage across inductors L1, L2 and L3; (b) voltage across capacitors C1 and C3.

Figure 11. (a) Battery voltage, final SOC and battery current; (b) final duty cycles.
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5. Prototype Implementation

The prototype model for the given integrated Cuk-Luo-based converter has been
designed utilizing a FPGA controller with a couple of DC sources. Table 5 depicts the
numerical values utilized for the implementation process for Cuk-Luo topology. The
low-key pulses manifested through the FPGA controller can be utilized as a trigger for
MOSFET-type switches. Figure 12 depicts the prototype design for the Cuk-Luo integrated
strategy utilizing a FPGA controller.

Table 5. Hardware component values.

Elements Involved in Hardware

Coil (Inductor)

L1 140 µH

L2 420 µH

L3 480 µH

Charging Capacitors

C1 300 µf

C2 330 µf

C3 330 µf

Load DC 100 watts

Input DC sources
V1 54 V

V2 55 V

Frequency 20 kHz

Figure 12. Demonstration of the hardware setup of the Cuk-Luo converter having variable DC
input sources.

Field Programmable Gate Arrays (FPGA) and Cyclone-IV EEP4CE0F484 were known
to be reprogrammable logic devices and majorly flexible. As demonstrations of peripherals
and processors, Xilinx FPGAs suggests they are completely user-programmable.

The proposed embedded controller for the Cuk-Luo converter is implemented utilizing
a ML605 controller board along with a XC6VLX240T-1FFG1156 array. It gives the gate
arrays with an option of being linked with the Simulink mode. Hardware demonstration is
developed to approve the overall structure on the ML605 controller with the XC6VLX240T-
1FFG1156 array. Running the board onto the PC will close the loop. The Xilinx ISE
application gives the file in bit format which can be loaded to the required array by means
of connection using JTAG.

In the present literature, pulses from the gate are obtained from the FPGA-based
controller array. It has an undue advantage of a higher efficiency at a reasonable rate of
economy. The input voltages are maintained at V1 = 54 V and V2 = 55 V. Figure 13a depicts
the hardware results of the output voltage and current. The measured voltage and current
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from the hardware are 48 V and 2.18 A, respectively. Figure 13b presents the switching
pulses of Sw1 and Sw2. Figure 14 depicts the battery current and voltage. It can be noted
that the obtained battery voltage and current is 22.9 V and 4.68 A, respectively.

Figure 13. (a) Output voltage and output current; (b) switching pulses.

Figure 14. Battery current and voltage.

From Figure 15, it is clear that the input currents are 2.65 A and 4.17 A and the
output current is 4.17 A. Therefore, the cumulative remaining current can be employed for
powering the battery, which gives a current of 2.07 A.
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Figure 15. Battery charging current.

6. Conclusions

An integrated Cuk-Luo DC-DC-based converter network having hybrid solar-wind
energy system for applications of telecom network powering is verified and proposed in
the present literature. It should be able to supply the load independently or simultaneously,
based on the presence of any input energy sources. Resulting circuits offer a comparatively
lower cost since it gives increased performance at reduced component parts. The manage-
ment of energy has been programmed using the algorithm in order to consistently make
the power at equal levels from the PCC point, which in turn leads to making the reference
currents regulate, depending upon the instantaneous power which can be supplied by load
and source requirements. Any storage device such as a battery can be used as a backup
for the present work. Instantaneous determination of the state of charge, discharging and
charging of batteries directed to a known sink or source of the power input, which can be
based on the load demand, is presented.
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Abstract: The full-duplex technique can improve the transmission capacity of the communication
systems, and energy harvesting (EH) is a promising operation to prolong the lifespan of a wireless
node by utilizing the radio-frequency signals. In this paper, the throughput performance of a
full-duplex two-way energy EH capable relay system is investigated. In particular, a practical EH
protocol, named the time-switching-based relaying (TSR) protocol, is used for EH and the decode-and-
forward (DF) policy for information transmission. The outage probability is successfully obtained,
and the corresponding system throughput for TSR protocol can be derived by it. The derived
throughput is a function of different system parameters, including the time-switching (TS) ratio,
power allocation ratio, and the length of the communication time slot. Meanwhile, the throughput
is used to characterize a joint time and power allocation scheme for the system, and we aim to find
the optimal time and power allocation to achieve the optimal throughput. Due to the existence of
three variables and the integral form of throughput expression, an optimization for the throughput
is difficult. However, a modified simulated annealing-based search (SABS) algorithm can be used
to optimize the throughput. The modified SABS algorithm overcomes being highly impacted by
the initial point, and derives the optimal solution fast. Simulation results show that the analytical
throughput expression is related with the TS ratio, power allocation ratio, and the length of the
communication time slot. The analytical curve of the throughput matches with the simulated one
well, which shows that the obtained analytical system throughput for the TSR protocol is valid.
Meanwhile, the proposed modified SABS algorithm could be used to derive accurate throughput
when SNR is higher than 10 dB.

Keywords: full-duplex; energy harvesting; throughput; SABS algorithm

1. Introduction

Energy harvesting (EH), which enables network nodes to obtain energy from the
controllable radio-frequency (RF) signal, is a promising technology that could significantly
extend the lifespans of wireless networks [1]. Considering EH, although it has been shown
that simultaneous energy and information transmission is optimal for using the RF energy
in wireless systems [2], it is difficult to be implemented due to the limitation of current
circuits. Therefore, a practical receiver protocol, named the time switching-based relaying
(TSR) protocol is introduced [3–6]. The TSR protocol allows the relay node to switch either
the information processing or the EH for the received RF signals at a time, which can be
implemented easier [4].

On the other hand, the full-duplex technique could improve the throughput of com-
munication systems by simultaneously transmitting and receiving signals in the same
frequency band [7]. In the two-way relay system, the relay node is key to receive and
forward the signal to the destination. If the relay node operates with a full-duplex, the
system throughput will be enhanced [8,9]. Therefore, it is of great significance to investigate
the full-duplex two-way relay system, where the relay node can perform both EH and
full-duplex transmissions.

Electronics 2023, 12, 16. https://doi.org/10.3390/electronics12010016 https://www.mdpi.com/journal/electronics192
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In this paper, we are interested in the throughput performance of the full-duplex
(FD) two-way relay system, where the relay node can use RF signals to harvest energy.
The relay node needs to simultaneously perform both full-duplex operation and energy
harvesting, and it adopts the TSR protocol and the decode-and-forward (DF) policy for EH
and full-duplex transmissions, respectively [10].

2. Related Works

There are a number of works that have considered the relay system and its perfor-
mance analysis. In [11], though the relay node worked with a half-duplex, the authors
presented a generalized approach to the performance analysis of relay-aided communi-
cation systems, and an expression of the outage probability that is valid for all fading
scenarios. In fact, the outage probability is key to derive the system throughput [3,4,12].
Furthermore, a number of works have considered the full-duplex relay system design
without energy harvesting [13,14]. In [13], the outage performance of the full-duplex relay
system was investigated. In [14], the full-duplex cooperative cognitive radio network with
multiple full-duplex secondary users was analyzed, and the optimal system throughput
was derived. Since the EH technique was not used in these works, the system does not
need to consider time or power allocation.

With energy harvesting, Refs. [15–17] further investigated the full-duplex relay
system with the TSR protocol (TS-FDR-I protocol). In these papers, the system adopted the
TSR protocol (TS-FDR-I protocol) so that it could optimize the time allocation to improve
its own performance [15–17], and the system also optimized the power allocation for
improving system performance [15,17]. In particular, with the TS-FDR-I protocol, the
authors in [15] derived the optimal ergodic outage probability by considering different TS
ratio, and the authors in [16] derived the optimal system throughput by optimizing the TS
ratio. On the other hand, Refs. [15,17] considered the effect of power allocation, and the
optimal ergodic outage probability was derived by optimizing the power allocation ratio.

2.1. Motivation

The aforementioned literature focused on the one-way relaying system, and only
considered time allocation or power allocation. Compared with the FD one-way relay
system, the outage probability and throughput calculation of the FD two-way relay system
is more complicated, as we need to consider both destination nodes simultaneously [18,19].
In [18], the authors showed that the outage probability of FD two-way relay system consists
of two complicated integral analytic expressions. Furthermore, a joint optimal transmis-
sion and power allocation scheme was proposed to improve the throughput of the relay
networks [20], but it is difficult to be applied to the FD two-way relay system. Similarly,
the authors in [21] used an alternating optimization method to optimize the outage and
throughput performance of the full-duplex cooperative relaying system with EH. Its joint
time and power allocation scheme is also difficult to be applied to our system. To the best of
our knowledge, for the FD two-way relay system, Ref. [22] considered the system average
rate analysis with power allocation, and Ref. [23] considered a joint transmit power and
relay two-way beamforming optimization method to derive the system sum rate. Therefore,
the throughput performance of the FD two-way EH capable relay system with joint time
allocation and power allocation scheme is still to be solved, and we aim to propose a useful
method to optimize the system throughput.

2.2. Contributions

In this paper, we give a comprehensive study on the throughput performance of
the two-way energy harvesting relay system with full-duplex operation. In particular, we
consider the joint time allocation and power allocation to maximize the network throughput
of the two-way energy harvesting relay system. A new analytical method to obtain the
outage probability is adopted, then the corresponding achievable system throughput is
derived to characterize the joint time and power allocation scheme for the system. Based on
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the analytical expression, it is difficult to determine the optimal power allocation ratio and
time allocation ratio because the complicated analytical expression contains three variables
(TS ratio, power allocation ratio, and the length of communication time slot) and is in the
integral form. For multiple variables optimization, the traditional exhaustive search method
has high time complexity. To optimize the system throughput more efficiently, we further
propose a simulated annealing based search (SABS) algorithm, and show that the close-to-
optimal time and power allocation ratio that controls the trade-off between the energy and
the information transmission can be efficiently obtained. The main contributions of this
paper are summarized as follows:

• Using the DF policy, the signal-to-interference-plus-noise ratio (SINR) of the two-
way system is derived. Therefore, the non-outage probability of the system can be
calculated by these SINRs with a new analytical method.

• Using the derived non-outage probability, the system throughput expression is de-
rived, which is further formulated as an optimization problem with three variables.

• A modified SABS algorithm is used to solve the throughput optimization problem.
The algorithm is not dependent on the selection of the initial point.

• Simulation results show that the analytical throughput matches well with the simu-
lated throughput, and the biggest gap between the analytical throughput with the
simulated throughput is 0.8%. Furthermore, the results derived by the modified SABS
algorithm is accurate when the SNR varies from 10 dB to 40 dB.

The remainder of this paper is organized as follows: Section 2 introduces the full-
duplex system model. Section 3 presents the system throughput and proposes the modified
simulated annealing based search algorithm. In Section 4, we present the simulation results.
Finally, Section 5 concludes the paper.

3. System Model

A full-duplex two-way EH relaying system is considered, which consists of two
terminal nodes S and D, and one relay node R, as shown in Figure 1. The direct path
between S and D is ignored. Thus, S and D exchange information with the help of the relay
node, which is energy-constrained. The relay node R adopts decode and forward (DF) in
the full-duplex transmission. With the energy harvesting technique, node R can harvest
energy by the RF signals transmitted from S and D for forwarding information. We assume
that the information processing energy consumed by R is negligible, compared with the
transmit energy. With the FD technique, the information exchange between S and D can be
completed in two time slots.

Let h1, h2, g1, g2 denote the channel gains of the links in the FD two-way relay system,
and f1, f2 denote the channel gains of the self-interference link. A reasonable assumption is
that all the channel gains do not change during the transmission block time T, which are in-
dependent and identically distributed from one block to the next. Furthermore, we assume
that h1, h2, g1, g2 follow Rayleigh distribution and f1, f2 follow Gaussian distribution.

In this paper, we focus on the TS-FDR-I protocol [17], which can be implemented
easily in practice. In the TS-FDR-I protocol, the information exchange is completed with
two phases. In the first phase, S and D transmit to R for energy harvesting. In the second
phase, it is further divided into two slots for information transmission of S-D and D-S,
respectively. Let α and θ denote the time allocation factor for energy harvesting and the
time allocation factor between the two link information transmission, respectively. Thus,
the time allocation of TS-FDR-I protocol is given as follows:

T





αT EH from D and S.

(1− α)T
{

θ(1− α)T, S→ R→ D,
(1− θ)(1− α)T, D→ R→ S,
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where S→ R→ D and D→ R→ S denote the two full-duplex information transmission
processes. For finding notations of this paper more conveniently, the key notations are
listed in Table 1.

Phase 1 (EH)

Phase 2 

Figure 1. Full-duplex two-way relay system.

Table 1. Notation setting.

Notation Physical Meaning

h1, h2, g1, g2 channel gains of the two-way links (Rayleigh distribution)

f1, f2 channel gains of the self-interference channel (Gaussian distribution)

f̂1, f̂2 the residual loop-back interference channel coefficient

α time-switching ratio

β power allocation ratio

θ deciding the length of communication time slot for per phase

T the total communication time

x1(t), x2(t) normalized signals transmitted by S and D

P1, P2 transmission power of S and D

η the energy conversion efficiency

r1(t), r2(t) signals transmitted by R

Pr21 , Pr22 transmission power of R in phase 1 and phase 2

n• noise symbol

σ2• noise power

γ• the derived SINR

γ0 the required SINR threshold

U signal transmission rate

p(·) the non-outage probability

pout the outage probability of the system

τ the achievable system throughput

λh1
, λh2 , λg1 , λg2 mean values of the exponential random variables
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3.1. Phase 1 (Energy Harvesting)

In the first phase, S and D transmit normalized signals x1(t) and x2(t) to R with
powers P1 and P2, respectively. Without loss of generality, suppose that E{|x1(t)|2} =

E{|x2(t)|2} = 1. The received signal at R is

yr(t) =
√

P1h1x1(t) +
√

P2g2x2(t) + ñr1,a(t), (1)

where ñr1,a(t) is the additive Gaussian noise at the relay node. In Phase 1, the time duration
for EH is αT. Thus, the harvested energy at node R is given by

Eh = η
(

P1|h1|2 + P2|g2|2
)

αT, (2)

where η is the energy conversion efficiency, which depends on the EH technology. Figure 2
shows a intuitive energy-harvesting process.

Phase 1: EH
S and D transmit signal 

to R
R harvests energy from 

the received signal

The harvested energy 

of R is given in Eq. (2)

Figure 2. The flow chart of EH.

3.2. Phase 2 (Information Processing)

In this phase, S and D exchange their own information by R. Therefore, relay node R
allocates a part of its harvested energy (in phase 1) to help S transmit the signal to D, and
the remaining harvested energy of R is used to finish transmitting the signal from D to S.
The intuitive information process is showed in Figure 3.

Phase 2: Information 

processing

S transmits signal to D D transmits signal to S

R uses the power given 

in Eq. (4) to help 

forward

R uses the power given 

in Eq. (7) to help 

forward

Derive the SINR of R 

and D, given in (10) 

and (11)

Derive the SINR of R 

and S, given in (12) 

and (13)

Figure 3. The flow chart of information processing.

3.2.1. S Transmits Signal to D

In the second phase, S first continues to transmit signal x1(t), and R transmits to D
with the harvested energy in the previous phase. Notice that the received signal at R not
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only includes the signal from S, but also includes the self-interference by R. Thus, the
received signal at R is given by

yr21(t) =
√

P1h1x1(t) + f1r1(t) + ñr21,a(t), (3)

where ñr12,a(t) is the additive Gaussian noise, and r1(t) is the relay transmit signal satisfying
E{|r1(t)|2} = Pr21 . Since the time duration for information transmission from R to D is
(1− α)θT, if part of the harvested energy is allocated to this link (the allocated factor is β),
the transmission power of R can be computed as follows [15]:

Pr21 =
βEh

(1− α)θT
=

βαη
(

P1|h1|2 + P2|g2|2
)

(1− α)θ
. (4)

In the full-duplex relaying system, the relay node usually applies the self-interference
cancellation technology to reduce the loop-back interference [24,25]. Therefore, after the
interference cancellation and sampling, the post-cancellation sampled signal yr21(k) is
given by

yr21(k) =
√

P1h1x1(k) + f̂1r1(k) + nr21,a(k) + nr21,c(k)

=
√

P1h1x1(k) + f̂1x1(k− µ) + nr21,a(k) + nr21,c(k),
(5)

where f̂1 is the residual loop-back interference channel coefficient caused by imperfect
cancellation. Because the relay node uses the DF policy for information transmission, it
will first decode the original source signal and then regenerate the signal. Hence, the relay
transmit signal can be expressed as r1(k) = x1(k− µ), where µ is the processing delay
at the relay [26]. Furthermore, let nr21(k) denote nr21,a(k) + nr21,c(k) with a noise power
of σ2

nr21 (k)
.

The final received signal at D is

yd(k) =
√

Pr21 h2x1(k− µ) + nd(k), (6)

where nd(k) , nd,a(k) + nd,c(k) is the noise introduced at D. The power of noise nd(k) is
denoted by σ2

nd(k)
.

3.2.2. D Transmits Signal to S

Since the time duration for D to S link is (1 − θ)(1 − α)T and all the remaining
harvested energy is used by R, the transmission power of R is given by

Pr22 =
(1− β)Eh

(1− α)(1− θ)T
=

(1− β)αη
(

P1|h1|2 + P2|g2|2
)

(1− α)(1− θ)
. (7)

Following a similar analysis of x1(t), we can show that the received signal at R is
given by

yr22(k) =
√

P2g2x2(k) + f̂2r2(k) + nr22,a(k) + nr22,c(k)

=
√

P2g2x2(k) + f̂2x2(k− µ) + nr22,a(k) + nr22,c(k),
(8)

where f̂2 is the residual loop-back interference channel coefficient, and r2(k) = x2(k− µ)
(E{|r2(k)|2} = Pr22) is the relay transmit signal. In particular, nr22(k) , nr22,a(k) + nr22,c(k)
with a noise power of σ2

nr22 (k)
.

After information processing, R forwards the signal to S and the final received signal
at S is

ys(k) =
√

Pr22 g1x2(k− µ) + ns(k), (9)

where ns(k) , ns,a(k) + ns,c(k) is the noise introduced at S. The power of noise ns(k) is
denoted by σ2

ns(k)
.
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We assume that σ2
nr21 (k)

= σ2
nr22 (k)

= σ2
ns(k)

= σ2
nd(k)

= σ2. Therefore, the signal-to-

interference-plus-noise ratio (SINR) at S, R and D is given by

γr21 =
P1|h1|2∣∣ f̂1
∣∣2Pr21 + σ2

, (10)

γd =
Pr21 |h2|2

σ2 =
βαη

(
P1|h1|2 + P2|g2|2

)
|h2|2

(1− α)θσ2 , (11)

γr22 =
P2|g2|2∣∣ f̂2
∣∣2Pr22 + σ2

, (12)

γs =
Pr22 |g1|2

σ2 =
βαη

(
P1|h1|2 + P2|g2|2

)
|g1|2

(1− α)(1− θ)σ2 . (13)

4. Throughput Analysis

In this section, we derive the analytical achievable throughput of the FD two-way
system with EH. For the full-duplex system with the DF policy, we first need to derive the
expression of outage probability, and then compute the achievable throughput.

4.1. Achievable Throughput

Let γ0 denote the required SINR threshold for correct reception with transmission rate
U, i.e., γ0 = 2U − 1. Since the relay uses the DF relaying policy, the outage probability is
given by

pout = 1− p(γr21 ≥ γ0)p(γs ≥ γ0)p(γr22 ≥ γ0)p(γd ≥ γ0). (14)

The above equation shows that the outage probability of the full-duplex system in the
DF relaying scheme consists of four components. Next, we will show how to compute each
component in (14).

The non-outage probability p(γr21 ≥ γ0) is given by

p(γr21 ≥ γ0) = p

(
P1|h1|2∣∣ f̂1
∣∣2Pr21 + σ2

≥ γ0

)
= p


 P1|h1|2
∣∣ f̂1
∣∣2( βαη(P1|h1|2+P2|h2|2)

(1−α)θ

)
+ σ2

≥ γ0




= p


 (1− α)θP1|h1|2∣∣ f̂1

∣∣2βαη
(

P1|h1|2 + P2|g2|2
)
+ (1− α)θσ2

≥ γ0




= p

(
|h1|2 ≥

γ0
∣∣ f̂1
∣∣2βαηP2|g2|2 + γ0(1− α)θσ2

(1− α)θP1 − γ0
∣∣ f̂1
∣∣2βαηP1

)
.

(15)

Since h1 and g2 follow Rayleigh distribution, |h1|2 and |g2|2 are exponential random
variables with mean values of λh1 and λg2 , respectively. Thus, we have

p(γr21 ≥ γ0)

= p

(
|h1|2 ≥

γ0
∣∣ f̂1
∣∣2βαηP2|g2|2 + γ0(1− α)θσ2

(1− α)θP1 − γ0
∣∣ f̂1
∣∣2βαηP1

)

=
∫ ∞

z=0
f|g2|2(z)p

(
|h1|2 ≥

γ0
∣∣ f̂1
∣∣2βαηP2z + γ0(1− α)θσ2

(1− α)θP1 − γ0
∣∣ f̂1
∣∣2βαηP1

)
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=
1

λg2

exp
(
− γ0(1− α)θσ2

λh1(1− α)θP1 − γ0
∣∣ f̂1
∣∣2βαηP1λh1

)
∗

( λg2

(
λh1(1− α)θP1 − γ0

∣∣ f̂1
∣∣2βαηP1λh1

)

λh1(1− α)θP1 − γ0
∣∣ f̂1
∣∣2βαηP1λh1 + λg2 γ0

∣∣ f̂1
∣∣2βαηP2

)
.

(16)

Furthermore, the non-outage probability p(γr21 ≥ γ0) can also derive some insights
form the work [4,12].

Similarly, the non-outage probability p(γr22 ≥ γ0) is given by

p(γr22 ≥ γ0)

= p

(
P2|g2|2∣∣ f̂2
∣∣2Pr22 + σ2

≥ γ0

)

= p


 P2|g2|2
∣∣ f̂2
∣∣2( (1−β)αη(P1|h1|2+P2|g2|2)

(1−α)(1−θ)

)
+ σ2

≥ γ0




= p

(
|g2|2 ≥

γ0
∣∣ f̂2
∣∣2(1− β)αηP1|h1|2 + γ0(1− α)(1− θ)σ2

(1− α)(1− θ)P2 − γ0
∣∣ f̂2
∣∣2(1− β)αηP2

)

=
1

λh1

exp
(
− γ0(1− α)(1− θ)σ2

λg2(1− α)(1− θ)P2 − γ0
∣∣ f̂2
∣∣2(1− β)αηP1λg2

)
∗

( λh1

(
λg2(1− α)(1− θ)P2 − γ0

∣∣ f̂2
∣∣2(1− β)αηP2λg2

)

λg2(1− α)(1− θ)P2 − γ0
∣∣ f̂2
∣∣2(1− β)αηP2λg2 + λh1 γ0

∣∣ f̂2
∣∣2(1− β)αηP2

)
.

(17)

When R forwards signal to D, the non-outage probability at D is given by

p(γd ≥ γ0) = p




βαη
(

P1|h1|2 + P2|g2|2
)
|h2|2

(1− α)θσ2 ≥ γ0


, (18)

and its analytical expression could be derived by the following proposition.

Proposition 1. (1) If P1λh1 6= P2λg2 , the non-outage probability p(γd ≥ γ0), defined in (18), is
given by

p(γd ≥ γ0) =

1
P1λh1 − P2λg2

√
4γ0(1− α)θσ2P1λh1

λh2 βαη
K1

(√
4γ0(1− α)θσ2

λh2 βαηP1λh1

)

− 1
P1λh1 − P2λg2

√
4γ0(1− α)θσ2P2λg2

λh2 βαη
K1

(√
4γ0(1− α)θσ2

λh2 βαηP2λg2

)
,

(19)

where the notation Kn(x) denotes the nth order modified Bessel function of the second kind.
(2) If P1λh1 = P2λg2 , the non-outage probability at D is given by

p(γd ≥ γ0) =
2γ0(1− α)θσ2

λh2βαηP1λh1

K2

(
2

√
γ0(1− α)θσ2

λh2βαηP1λh1

)
. (20)

Proof. See Appendix A.
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Similarly, the expression of the non-outage probability at S is shown as follows: (1) If
P1λh1 6= P2λg2 ,

p(γs ≥ γ0) = p



(1− β)αη

(
P1|h1|2 + P2|h2|2

)
|g1|2

(1− α)(1− θ)σ2 ≥ γ0




=
1

P1λh1 − P2λg2

(√
4γ0(1− α)(1− θ)σ2P1λh1

λg1(1− β)αη
K1(

√
4γ0(1− α)(1− θ)σ2

λg1(1− β)αηP1λh1

)

−
√

4γ0(1− α)(1− θ)σ2P2λg2

λg1(1− β)αη
K1(

√
4γ0(1− α)(1− θ)σ2

λg1(1− β)αηP2λg2

)

)
.

(21)

(2) If P1λh1 = P2λg2 ,

p(γd ≥ γ0) =
2γ0(1− α)(1− θ)σ2

λg1(1− β)αηP1λh1

K2

(
2

√
γ0(1− α)(1− θ)σ2

λg1(1− β)αηP1λh1

)
. (22)

Finally, the achievable system throughput is given by

τ = (1− pout)2U × (1− α)min(θ, 1− θ). (23)

4.2. System Throughput Optimization

In the energy harvesting FD two-way relay system, we aim to optimize the time and
power allocation to maximize the system throughput. In particular, it can be formulated as
the following optimization problem:

max τ(α, β, θ) = (1− pout)2U × (1− α)min(θ, 1− θ).

s.t. 0 ≤ α ≤ 1, 0 ≤ β ≤ 1, 0 ≤ θ ≤ 1.
(24)

However, problem (24) contains three variables and pout is in the integral form which
make problem (24) difficult to solve. The exhaustive search method for all three variables
has high time complexity, and this motivates us to propose a simulated annealing based
search (SABS) algorithm to obtain the optimal system configuration parameters that maxi-
mize system throughput. Note that the SABS algorithm is very dependent on the selection
of the initial point. To overcome this problem, we improve its performance using the
principle of alternating optimization, i.e, deriving α and (β, θ) by exhaustive search and
SABS, respectively.

Solving problem (24) by the modified SABS algorithm, we first set initial value of β
and θ randomly, and obtain the optimal value of α(j) by exhaustive search (see the step 1 of
Algorithm 1). Then we construct the vector solution x = (α(j), β, θ) ∈ Ω, where Ω is the
solution space consisting of α(j), β and θ. In step 3 of Algorithm 1, we design an accept
probability which could help select the alternative point z(k) as the next iteration point. The
accepted probability is given by

p(k, τ(z(k)), τ(x(k))) = min{1, exp
(−(τ(z(k))− τ(x(k))

Tk

)
}, (25)

where Tk is a sequence of positive numbers, i.e., Tk is cooling schedule [27]. From the accepted
probability, we could observe that if τ(z(k)) ≤ τ(x(k)), the value of p(k, τ(z(k)), τ(x(k))) is
equal to 1, which means x(k+1) = z(k). Furthermore, although τ(z(k)) > τ(x(k)), the probabil-

ity that x(k+1) = z(k) is exp
(−(τ(z(k))− τ(x(k))

Tk

)
. Generally, cooling schedule Tk monotonically

decreases to 0, and this denotes the cooling process. In Algorithm 1, Tk is given by

Tk = 0.95kT0 (T0 = 100), (26)
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where T0 denotes the initial temperature.

Algorithm 1 The modified simulated annealing based search algorithm
Input: β, θ, j = 0, k = 0, δ, J and K
Output: the optimal α∗, β∗, θ∗

1 Derive the value of α(j) by exhaustive search with β and θ;
2 Initialize value x = x(0) (x(0) ∈ Ω);
3 Select an alternative point z(k) at random from Ω;
4 Design a random event, and the probability of the event happening is p(k, τ(z(k)), τ(x(k)));
5 Perform the event. If the event occurred, let x(k+1) = z(k); Otherwise, let x(k+1) = x(k);
6 If τ(x(k+1)) − τ(x(k)) < δ and k ≥ K, j = j + 1;
7 Let k = k + 1 and return to step 3;
8 If j ≤ J, return to step 1; otherwise, the algorithm terminates;

In Algorithm 1, it is worth noting that the larger the gap between τ(z(k)) and τ(x(k)),
the more impossible z(k) is selected as the next iteration point. Similarly, the smaller Tk
is, the less likely z(k) is to be selected as an iteration point. In other words, Algorithm 1
first searches the optimal solution from the overall solution space Ω. As k increases, the
search scope will concentrate to the vicinity of the global optimal point. Meanwhile, the
computational complexity of the Algorithm 1 in terms of the number of variables and the
loops is O(N). Deriving the β and θ, Algorithm 1 returns to step 1 and repeats the above
process. Compared with the exhaustive search and the classical SABS algorithm, Algorithm 1
not only improves the search efficiency significantly, but also no longer depends on the
selection of the initial point.

5. Numerical Results and Simulation

In this section, the throughput of this system is investigated. Furthermore, we compare the
analytical results with simulated results for proving the analytical framework. Unless otherwise
specified, the parameters in the simulation are set as follows: P1 = P2 = 1 W, U = 3 bits/s/Hz,
η = 1, λh1 = λh2 = λg1 = λg2 = 1 [12],

∣∣ f̂1
∣∣2 =

∣∣ f̂2
∣∣2 = 0.001, σ2 = 0.001 W.

5.1. Model Validation

Figure 4 shows the analytical throughput and the simulated throughput of the full-
duplex system. We find that the analytical throughput matches well with the simulated
throughput. Furthermore, we can find that the system throughput varies with different
parameters, including α, β and θ.

5.1.1. The Effect of α

Figure 4a shows the system throughput as a function of α when the other two param-
eters are set as β = 0.5 and θ = 0.5. For the analytical results of P1λh1 6= P2λg2 , we set
P1 = 1 W, P2 = 2 W. We can observe that the biggest gap between the analytical through-
put and the simulated throughput is 0.5% when α = 0.08. For the analytical results of
P1λh1 = P2λg2 , we set P1 = P2 = 1 W. The biggest gap between the analytical throughput
and the simulated throughput is 0.8% when α = 0.1. These results show that the analytical
throughput reflects the practical throughput well. On the other hand, the system through-
put first increases and then decreases as α increases. This is because that when α is too
small, the harvested energy at R is not enough, so the transmitted energy for R is also not
enough. When α is close to 1, the harvested energy at R is large. However, the time for
information transmission is reduced, which leads to a decrease in the system throughput,
too.

5.1.2. The Effect of β

Figure 4b shows the system throughput as a function of β when the other two param-
eters are set as α = 0.5 and θ = 0.5. The analytical results are also close to the simulated
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throughput. When β is very small, the energy for the link S-D is small, and this will make
the transmission from S to D fail, and thus, the throughput will become small; otherwise,
when β is very large, the energy for the link D-S is small, and this will make the transmission
from D to S fail. Thus, the throughput will also become small.
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Figure 4. The system throughput as a function of α, β, and θ. Other parameter σ2 = 0.001 W.
(a) Throughput as a function of α. (b) Throughput as a function of β. (c) Throughput as a function of θ.
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5.1.3. The Effect of θ

Figure 4c shows the system throughput as a function of θ when the other two pa-
rameters are set as α = 0.5 and β = 0.5. We could observe that the system throughput
first increases with θ rapidly, and then decreases with θ rapidly. This is because from (23),
θ mainly works in min(θ, 1− θ), which makes the curve very steep.

5.2. The Non-Outage Probability

In fact, the non-outage probability is the key to obtain the system throughput. Figure 5
shows that the non-outage probability is related with SNR, and its value ranges from 0 to 1.
The effect of noise power variation is equivalent to the effect of the transmission power
variation, and it could be observed that the non-outage probability increases with the
increases in SNR, i.e., the larger transmission power brings a larger non-outage probability.
Meanwhile, Figure 5 shows that there is little gap between optimal non-outage probability
and non-outage probability with fixed system parameters. Thus, we cannot optimize
the non-outage probability alone, but should further consider optimizing the system
throughput.
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Figure 5. The non-outage probability as a function of noise power.

5.3. The Optimal Throughput

We further investigate the optimal throughput of the full-duplex system. From Figure 6a,
we find that the system throughput of fixed parameters is smaller than the practical optimal
throughput. In Figure 6b, we give the comparison of practical throughput with the throughput
derived by different methods, and we set the search step length ε = 0.02 for the exhaustive
search method. We can observe that the throughput of these two methods is relatively accurate
when SNR varies from 10 dB to 40 dB. The throughput derived by the exhaustive search
method or Algorithm 1 has the biggest gap between the practical throughput when SNR is
10 dB.
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Figure 6. Optimal throughput as a function of noise power. (a) Optimal throughput vs. throughput
with fixed system parameters. (b) The throughput obtained by different methods.

6. Conclusions

In this paper, a joint time and power allocation scheme for the FD two-way EH-capable
relay system from the perspective of system throughput is investigated. Considering
the system using DF policy to transmit information, the SINRs at S, R and D are first
derived. Thus, the non-outage probability of the system can be obtained by these SINRs.
Furthermore, a new analytical method is used to obtain the non-outage probability so that
the corresponding system throughput can be derived. We find that the system throughput
contained three variables, i.e., time switching ratio, power allocation ratio, and the length
of communication time slot, and is in the integral form. To achieve the optimal system
throughput, these three variables need to be optimized simultaneously. Since the traditional
exhaustive search method has high time complexity for solving the problem with multiple
variables, we propose a modified SABS algorithm that could efficiently find the close-to-
optimal time and power allocation to maximize throughput. Numerical results are provided
to demonstrate the accuracy and the effectiveness of our new analytical framework, and
they show that the SABS algorithm can derive accurate throughput results.
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Appendix A

Proof of Proposition 1. (1) P1λh1 6= P2λg2 . Let Z = P1|h1|2 + P2|g2|2, and we can derive
the probability distribution function (PDF) of Z:

fZ(z) =





( 1
P1λh1

−P2λg2

)(
e
− z

P1λh1 − e
− z

P2λg2
)
, z ≥ 0,

0, otherwise.

Thus, the non-outage probability at D is given by

p(γd ≥ γ0) = p
( βαη

(
P1|h1|2 + P2|g2|2

)
|h2|2

(1− α)θσ2 ≥ γ0

)

= p

(
βαη|h2|2Z
(1− α)θσ2 ≥ γ0

)
= p

(
|h2|2 ≥

γ0(1− α)θσ2

βαηZ

)

=
∫ ∞

z=0
fZ (z)p

(
|h2|2 ≥

γ0(1− α)θσ2

βαηz

)
dz

=
∫ ∞

z=0

1
P1λh1 − P2λg2

(
e
− z

P1λh1 − e
− z

P2λg2
)

exp(−γ0(1− α)θσ2

λh2 βαηz
)dz

=
1

P1λh1 − P2λg2

∫ ∞

z=0
exp(− z

P1λh1

) exp(−γ0(1− α)θσ2

λh2 βαηz
)dz

− 1
P1λh1 − P2λg2

∫ ∞

z=0
exp(− z

P2λg2

) exp(−γ0(1− α)θσ2

λh2 βαηz
)dz

=
1

P1λh1 − P2λg2

√
4γ0(1− α)θσ2P1λh1

λh2 βαη
K1

(√
4γ0(1− α)θσ2

λh2 βαηP1λh1

)

− 1
P1λh1 − P2λg2

√
4γ0(1− α)θσ2P2λg2

λh2 βαη
K1

(√
4γ0(1− α)θσ2

λh2 βαηP2λg2

)
,

(A1)

where Kn(x) denotes the nth order modified Bessel function of the second kind. Meanwhile,

equation
∫ ∞

x=0 exp(− β
4x − γx)dx =

√
β
γ K1(

√
βγ) is used.

(2) P1λh1 = P2λh2 . Let Z = P1|h1|2 + P2|g2|2, and the PDF of Z could be given by

fZ(z) =





1
(P1λh1

)2 ze
− z

P1λh1 , z ≥ 0,

0 , otherwise.

Thus, the non-outage probability at node D is given by

p(γd ≥ γ0) = p
( βαη

(
P1|h1|2 + P2|h2|2

)
|h2|2

(1− α)θσ2 ≥ γ0

)

= p

(
βαη|h2|2Z
(1− α)θσ2 ≥ γ0

)
= p

(
|h2|2 ≥

γ0(1− α)θσ2

βαηZ

)

=
∫ ∞

z=0
fZ (z)p

(
|h2|2 ≥

γ0(1− α)θσ2

βαηz

)
dz
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=
∫ ∞

z=0

1
(P1λh1)

2 ze
− z

P1λh1 p
(
|h2|2 ≥

γ0(1− α)θσ2

βαηz

)
dz

=
∫ ∞

z=0

1
(P1λh1)

2 ze
− z

P1λh1 exp(−γ0(1− α)θσ2

λh2 βαηz
)dz

=
1

(P1λh1)
2

∫ ∞

z=0
z exp

(
− z

P1λh1

− γ0(1− α)θσ2

λh2 βαηz

)
dz

=
2γ0(1− α)θσ2

λh2βαηP1λh1

K2

(
2

√
γ0(1− α)θσ2

λh2βαηP1λh1

)
,

(A2)

where the equation
∫ ∞

x=0 x exp(−βx− γ
x )dx = 2γ

β K2(2
√

βγ) is used.
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Abstract: This paper discusses a relationship between thermoelectric generator (TEG) electrical
parameters, power efficiency of converters, and power consumption of loads in autonomous sensor
modules. Based on the method discussed, one can determine the total number of TEG units together
with the number of TEG arrays and the number of TEG units connected in series per array when the
characteristics of TEG unit, the minimum temperature difference in operation, the power conversion
efficiency of the converter and the load condition are given. A practical design flow to minimize
TEG cost is proposed and demonstrated, taking the maximum open circuit voltage of TEG and the
dependence of the power conversion efficiency of the converter on the input voltage of the converter
into consideration. The entire system including TEG and a Dickson charge pump converter, which
were designed through the proposed flow, was validated with SPICE.

Keywords: thermoelectric generator; converter; load; equivalent circuit model; maximum power
point; sensor

1. Introduction

A thermoelectric generator (TEG) is a device generating electric power based on
temperature differences, which is known as the Seebeck effect [1–3]. A TEG is a key
device for energy harvesting among many alternatives such as photovoltaic generators
and electrostatic, electromagnetic, magnetostrictive or piezoelectric vibration devices [4].
Given that a nominal TEG can only generate an output voltage on an order of 10–100 mV
with a few K temperature difference, a power converter is needed to operate integrated
circuits (ICs) including sensor and RF at a higher voltages such as 3 V in autonomous
sensor modules [5–9], as shown in Figure 1, where VOC (RTEG) is the open circuit voltage
(output resistance) of TEG, η is the power conversion efficiency of the converter, and VPP
(IPP, POUT) is the output voltage (average output current, average output power) of the
converter to drive sensor and RF blocks.

Figure 1. Block diagram of an energy harvesting system with TEG, converter, sensor and RF.

Characteristics of the output current (IOP) and voltage (VOP) of TEGs are described in
Figure 2a with an equivalent circuit with VOC and RTEG as shown in Figure 2b, where ISC is
the short circuit current of the TEG and PIN is the output power of the TEG or the input
power of the converter.

Electronics 2022, 11, 3441. https://doi.org/10.3390/electronics11213441 https://www.mdpi.com/journal/electronics208
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Figure 2. (a) IOP and PIN of TEG as a function of VOP and (b) equivalent circuit under a maximum-
output-power condition with impedance matching.

As a result, PIN is described by a parabola where the peak power is given at the
interface voltage VOP = VOC/2. Based on the equivalent circuit of a TEG system as shown
in Figure 2b, the converter is designed to operate TEG at the maximum power point with a
given IOP-VOP characteristic of TEG [10,11]. When TEG cannot operate at the maximum
power point due to low input voltage, the converter needs to control the input voltage as
well as the output voltage [12]. Once the application is determined, the required output
current of the converter (IPP) can be estimated by using (1),

IPP = (IPPA TA + IPPS TS)/TC (1)

where IPPA, TA, IPPS, TS, and TC are an average current in operation, an operation period per
sense and data transmission, an average stand-by current, a stand-by period, and a cycle
time per operation, respectively, as shown in Figure 1. Note that a rechargeable battery or a
large capacitor is usually connected at the input terminal of the loading device to stabilize
the input voltage of the sensor/RF IC against large IPPA. Figure 3 shows the average power
as a function of TC in case of VPP of 3 V, IPPS of 1 µA, IPPA of 10 mA, a bit rate of 1 Mbps,
and 1 k-bytes/packet with Bluetooth low energy [13]. At a duty of 10−4 or lower, IPP can be
as low as 10 µW. Thus, the requirement for the output power of the converter is determined.
From a system viewpoint, one may want to design a TEG structure in such a way that the
output power of the converter is maximized under a given load condition.

Figure 3. Average power of a sensor module as a function of the cycle time.

Table 1 illustrates a TEG composed of multiple pairs of n- and p-type thermocouples
(TC). NS (NP) is the number of TCs connected in series (parallel). In this example, 8 TCs
are connected in series (a) or arranged with two arrays of 4 TCs serially connected (b). The
former configuration has higher VOC and larger RTEG than the latter does, as shown by (a)
and (b) of Figure 4.
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Table 1. Electrical parameters depending on TEG array structure.

NS × NP TEG Array Structure VOC RTEG ISC

(a) 8 × 1
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Figure 4. VOP − IOP curves of the TEGs (a) and (b) shown in Table 1 and those of the converters
whose slope are smaller (c) or larger (d) than −1.

Thus, even though the area is given, one has a degree of freedom in a combination of
NS and NP while the multiple of them is constant. In [14], a design technique was proposed
to extract the maximum power over a wide VOC range in case of a lack of converter by
varying a combination of NS and NP. However, to the author’s knowledge, there have
been no design considerations for TEG with converters under given load conditions in
the literature to answer the question of how one can determine NS and NP under given
system conditions. For example, as shown in Figure 4, the operating point given by the
cross point of the VOP − IOP curves for the TEG and the converter depends on the slope
of the VOP − IOP curve for the converter of smaller (c) or larger (d) than −1. Since TEG is
one of the most significant devices in terms of sensor module cost, its size or area must be
minimized to enable massively distributed sensor modules.

This paper discusses a relationship between TEG electrical parameters, power effi-
ciency of the converter, and power of the load toward minimizing TEG cost. How VOC or
RTEG should be determined is shown. In addition, a design flow is proposed to minimize
TEG area when the load condition is given, a Dickson charge pump (CP) [15] as converter
is used to be integrated in the sensor, with an RF chip as a cost-effective solution.

2. Equations between TEG, Converter, and Load

By definition, as described in Figure 1,

POUT = η PIN (2)

To extract power from TEG as much as possible, the converter needs to be operated
to match the input impedance of the converter with the output impedance of TEG for
impedance matching, as illustrated in Figure 2b. Under the maximum-output-power
condition, PIN is given by (3).

PIN = (VOC/2)2/RTEG (3)

From (2) and (3), TEG device parameters and circuit parameters are related by (4).

VOC
2/RTEG = 4 VPP IPP/η (4)
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VOC is proportional to ∆T [2]. VOC and RTEG can be varied proportionally by changing
TEG structure as described in Table 1. As a result, when specific TCs are characterized, VOC
and RTEG are related as in (5).

VOC = NS VTC, RTEG = NS/NP RTC (5)

where VTC and RTC are an open circuit voltage and an output impedance of a TC, respec-
tively. The area of TEG can be estimated by the area of TC (ATC) from (5),

ATEG = NS NP ATC = (VOC
2/RTEG)/(VTC

2/RTC) ATC (6)

VOC can be also shown with RTEG, instead of NS from (5), as below.

VOC = (VTC/RTC) NP RTEG (7)

Finally, TEG with minimum area and the maximum operating point are determined
by the filled circle rather than the blank one on the curve (c) or (d) in Figure 4, depending
on the converter characteristic with a slope of <−1 or >−1. A trajectory of the maximum
power point of TEG with a given area on log(IOP) − log(VOP) plane has a slope of −1. The
trajectory of smaller TEG becomes closer to the origin. When the converter has a slope of
<−1 as described by the curve (c) in Figure 4, the maximum power point is located at a
relatively higher VOP and a relatively lower IOP than the case of using a converter whose
slope is greater than −1.

Several conditions for TEG design are studied as follows. When the TEG area and
structure are given, VOC can be varied only by increasing ∆T. The minimum ∆T is deter-
mined by (4). VOC depends on the square root of VPP, IPP, RTEG, and η. Among them, VPP
and η are expected to not change significantly, at least in a short term. Figure 5 shows VOC
vs. η with IPP = 30 µA or 3 µA and RTEG = 300 Ω or 1 kΩ at VPP = 3 V based on (4). When
η is nominally 50%, an improvement in η by 10% only gives 10% reduction in VOC. Similar
goes to VPP. As a result, it is considered that VPP and η are not effective design parameters
to mitigate the requirement for reducing VOC.

Figure 5. VOC vs. η with IPP = 30 µA or 3 µA and RTEG = 300 Ω or 1 kΩ at VPP = 3 V.

On the other hand, when applications allow 10X longer cycle time as shown in Figure 3,
the required VOC can be significantly reduced, resulting in reduction in TEG cost with
reduced NS. Next, let’s look at the relationship between VOC and RTEG when η and the load
condition are assumed. Figure 6 shows VOC vs. RTEG with different IPP, η = 0.5, VPP = 3 V,
based on (4). If RTEG needs to increase for small form factor by a factor of 10, VOC has to
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increase by a factor of 3.2. Alternately, if TC can be relaxed by a factor of 10 by reducing the
frequency of sense and data transmission to 1/10 in a certain application, IPP can decrease
by a factor of 10, which allows the system to work with VOC unchanged.

Figure 6. VOC vs. RTEG with different IPP, η = 0.5, VPP = 3 V.

How can one determine RTEG when VOC is limited by the minimum operation voltage
of the converter VDD

MIN? Figure 7 shows RTEG vs. IPP with VOC = 0.4 V or 0.8 V, η = 0.5,
VPP = 3 V. Even if VDD

MIN of the converter can be reduced from VOP = VOC/2 = 0.4 V in
case of VOC = 0.8 V to VOP = 0.2 V with converter designers’ effort, RTEG also has to be
reduced by a factor of 4 with the same ∆T and IPP, or IPP also has to be reduced by a factor
of 4 with the same ∆T and RTEG, instead. Thus, the effort of improving the converter with
respect to reduction in VDD

MIN requires more effort of reducing RTEG for TEG designers or
of reducing IPP for system designers.

Figure 7. RTEG vs. IPP with VOC = 0.4 V, 0.8 V, η = 0.5, VPP = 3 V.

Figure 8 shows a relationship between (4) and (7). The cross points of them express the
values of RTEG and VOC for a given condition of VTC/RTC = 0.45 mA, IPP =30 µA, η = 0.5,
VPP = 3 V. Given that η is assumed to be constant over VOP for simplicity in this section,
one cannot determine NS and NP to minimize TEG area. Therefore, in order to design TEG
with minimum cost, a converter needs to be optimally designed by VOP precisely.
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Figure 8. VOC-RTEG curves for TEG/converter power condition (4) and TEG characteristics (7) when
VTC/RTC = 0.45 mA, IPP =30 µA, η = 0.5, VPP = 3 V.

3. Design Flow of TEG with Minimum Area

In the above section II, η was assumed to be constant to overview the relationship
between TEG electrical characteristics, converter power efficiency, and the load condition
of the sensor module. In this section, a more practical design flow is proposed to determine
both NS and NP of TEG and the design parameters of CP whose η can vary as VOP at the
same time.

(Assumption) The following parameters are given: VTC, RTC, and the target IPP_TGT
at VPP.

(Parameters to be determined) NS, NP, in such a way that TEG area, i.e., the product
NS NP, is minimum, as well as the number of stage NCP, capacitance per stage CCP and
clock frequency fCP to design CP.

(Step 1) Design CP with the maximum power conversion efficiency for each VOP when
the target IPP is given at a specific VPP, based on [16] as below.

It is assumed that (1) CP to be designed is a Dickson type [15], (2) it operates in slow
switching limit (SSL) where the clock frequency is low enough to transfer the charges
from one stage to the next one through a switching MOSFET in the subthreshold region or
namely a switching diode, a unit of the diode has a voltage(VD)–current(ID) relationship
specified by (8), and the oscillator cell consumes much lower power than the CP. Design
flow in fast switching limit is open for the future work.

ID = ISeVD/VT (8)

The output voltage(VOUT)–current(IOUT) relationship of the CP is given by (9) where
the output impedance RPMP and the maximum attainable voltage VMAX are given by (10)
and (11), respectively. The top plate parasitic capacitance αT is assumed to be given by (12),
where ND, AD, and CJ are the number of unit diodes, the junction area of a unit diode, and
the junction capacitance of a unit diode. VTH

EFF is an effective threshold voltage given by
(13) [17], which is defined by the voltage difference between the adjacent capacitors at the
negative clock edge, indicating the voltage loss per stage.

IOUT = (VMAX −VOUT)/RPMP (9)

RPMP =
NCP

fCPCCP(1 + αT)
(10)

VMAX =

(
NCP

1 + αT
+ 1
)

VOP − (NCP + 1)VTH
EFF (11)
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αT = ND ADCJ/CCP (12)

VTH
EFF = VT ln(4

1
NCP+1 (1 + αT) fCPCCPVT

ND AD IS
) +

NDAD IS

2 fCPCCP(1 + αT)
(13)

The input current IOP of the CP is given by (14) as a function of the output cur-
rent IPP and the input voltage VOP. The last term comes from the reverse leakage of
switching diodes.

IOP =

(
NCP

1 + αT
+ 1
)

IPP +

(
αT

1 + αT
+ αB

)
NCP fCPCCPVOP +

NCPNDAD IS

2
(14)

The power conversion efficiency is defined by (15).

η =
VPP IPP
VOP IOP

(15)

The optimum number of stages NOPT to maximize the power efficiency is estimated
by (16) using the minimum number of stages to output VPP with zero output current given
by (17) [18,19], where [X] indicates a rounded integer number of X.

NOPT = [1.4NMIN ] (16)

NMIN =
VPP −VOP + VTH

EFF

VOP/(1 + αT)−VTH EFF (17)

CP design flow starts with an initial condition on the target IPP_TGT at VPP, VOP, CP
area ACP

INIT. IPP and VPP are specified by the loading devices such as sensor and RF ICs.
The goal is determining the TEG configuration and the circuit parameters of the CP such
that TEG and CP areas are minimized.

Consequently, ND and VTH
EFF are treated as variables. One can calculate the flowing

parameters step by step: NMIN by (17), NOPT by (16), CCP by (18), and αT by (12). It is
assumed in (18) that the CP area is occupied by the capacitors and switching diodes, where
COX is the capacitance density of each capacitor.

CCP =
(

ACP
INIT/NOPT − (1 + 1/NOPT)ND AD

)
COX (18)

One can numerically solve (13) for fCP because the remaining parameters are de-
termined. From (10) and (11), RPMP and VMAX are calculated. Then, IPP is determined
by (19).

IPP = (VMAX −VPP)/RPMP (19)

When IPP is not equal to IPP_TGT, CCP and ND need to be scaled up or down by the
scaling factor SF given by (20). When both CCP and ND are scaled proportionally, the
optimum fCP can stay the same value because (13) has CCP and ND only as their ratio. Thus,
the required CP area to output IPP_TGT at VPP is determined by (21).

SF = IPP_TGT/IPP (20)

ACP = SF ACP
INIT (21)

This flow can be done with various combinations of VTH
EFF and ND. One can deter-

mine the best combination of all the CP parameters such as VTH
EFF, ND, NCP, CCP, and fCP

to have the maximum η for a given VOP. One then needs to repeat the above procedure for
various VOP. The resultant VOP − IOP and VOP − ACP curves will be used together with
those for TEG to determine the target configurations of TEG and CP with minimum areas
as presented below.
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(Step 2)
2-1: When VOP < VOC_MAX/2 where VOC_MAX is VOC with NP = 1, find the operating

point (VOP, IOP) in such a way that VOC = 2 VOP and RTEG = VOP/(2 IOP) which meets the
maximum power condition (3), as shown by the line (a) in Figure 9.

Figure 9. Operating point of TEG/Conv. vs. VOC depending on VOC_MAX.

Hence, one can determine

NS = 2 VOP/VTC, NP = 4 RTCIOP/VTC (22)

Then, ATEG is estimated by (23), based on (6).

ATEG = (8 VOPIOP)/(VTC
2/RTC) ATC (23)

2-2: When VOP > VOC_MAX/2, one cannot design TEG to run at the maximum operating
point even with NP = 1, as shown by the line (b) in Figure 9. Instead, TEG needs to have
the following parameters:

VOC = VOC_MAX = NS VTC, RTEG = (VOC_MAX − VOP)/IOP (24)

Then, ATEG is estimated by (25), based on (6).

ATEG = (VOC_MAX/VTC) ATC (25)

where NS and NP are given by (26).

NS = 2 VOP/VTC, NP = 1 (26)

(Step 3) Find VOP to minimize ATEG among the values found in Step 2 in the VOP
range. One can also determine the design parameters of CP such as NCP, CCP, and fCP at
the same time.

Let’s see how the above flow works using the parameters in Table 2, which were
presented in [16], for demonstration.

Figure 10a–e show η vs. CP area when VTH
EFF is varied between 0.02 V and 0.15 V

and ND is varied among 10, 30, 100, 300, 1000 at VOP of 1.25 V in (a) through 0.25 V in (e),
respectively. In this work, η is the highest priority, but a very strict constraint could need
too large a CP area. Considering a trade-off between η and CP area, the best combination
of the CP design parameters is determined, in order to have 2% lower η than its peak value,
which is shown by an arrow in each figure. There were two groups in Figure 10b. One has
η > 0.55 and the other has η < 0.5. The former has NCP of three whereas the latter has NCP
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of four. As VOP decreases, the number of groups with different numbers of NCP increases.
Smooth variations on η—CP area curves come from variations in VTH

EFF or ND while NCP
is unchanged.

Table 2. Design and device parameters for demonstration.

Parameter Symbol Value

Output voltage of CP VPP [V] 3.0

Output target current of CP IPP_TGT [µA] 30

Thermal voltage of switching diodes VT [mV] 25

Saturation current density of the diodes IS [nA/µm2] 0.1

Junction capacitance density of the diodes CJ [fF/µm2] 3.5

Capacitance density of CP capacitors COX [fF/µm2] 10

Junction area of a unit diode AD [µm2] 10

Bottom plate parasitic cap ratio to the CP cap αB [a.u.] 0.1

Figure 10. η vs. CP area at VOP at 1.25 V (a), 1.0 V (b), 0.75 V (c), 0.5 V (d), and 0.25 V (e). VTH
EFF is

varied between 0.02 V and 0.15 V and ND is varied among 10, 30, 100, 300, 1000.

Figure 11 show how smooth the functions of η, fCP, CP area over ND and VTH
EFF are

when VOP is 0.25 V. VTH
EFF is 0.03 V in Figure 11a–c. ND is 30 in Figure 11d–f. The arrows

in Figure 11a,c indicate the optimum design plotted in Figure 10e. As ND increases, CP can
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run faster to keep VTH
EFF, as shown in Figure 11b. To obtain a target output current at a

target output voltage, capacitors can be scaled with fCP in SSL, resulting in scaled CP area
with larger ND, as shown in Figure 11c. Faster operation increases the current for top and
bottom parasitic capacitances, resulting in less power efficiency, as shown in Figure 11a.
Similar tendencies are valid for the sensitivities of η, fCP, CP area on VTH

EFF. To reduce
the voltage difference between the next neighbor stages at the falling edge, fCP needs to be
lower, as shown in Figure 11e. As a result, η and CP area decreases as VTH

EFF increases, as
shown in Figure 11d,f, respectively.

Figure 11. (a) η, (b) fCP, (c) CP area vs. ND and (d) η, (e) fCP, (f) CP area vs. VTH
EFF.

Figure 12a shows the relative design parameter values normalized by the values
at Vop = 0.75 V, which are ND = 300, NCP = 5, CCP = 1.1 nF, fCP = 113 kHz, αT = 2.9 %,
VTH

EFF = 40 mV, ACP = 0.62 mm2, IOP = 240 µA, η = 0.50. Capacitance per stage and CP area
have strong Vop dependence except for the glitches at Vop = 1.0 V, as explained above on
Figure 10b. Higher Vop is generally required to have small CP for cost reduction. Figure 12b
shows the input current of CP, IOP, when the CP is designed to run at the input voltage of
VOP to output IPP at VPP with the high η. The slope was about −1.16 like the curve (c) of
Figure 4, which indicates that a higher VOP basically allows a smaller TEG.
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Figure 12. Trend of optimum design parameters (a) and IOP (b) across Vop.

Figure 13a shows η of CP vs. VOP. CP1′s were the optimized designs as shown by the
bold arrows in Figure 10a–e. CP2 indicates another design with 6% lower η and 90% smaller
area at VOP = 1 V shown by the broken arrow in Figure 10b. η tends to increase as VOP.
Figure 13b shows TEG area as a function of VOP by using (9) or (11) for the CPs depending
on whether a variable VOC range is unlimited or limited. Equation (9) is valid across the
entire VOP range in case of VOC_MAX ≥ 3 V whereas (11) is used when VOP ≥ 0.8 V in case
of VOC_MAX = 1.6 V. TEG can be minimized at a higher VOP when VOC_MAX ≥ 3 V because
CP nominally has a higher η at a higher VOP. On the other hand, when VOC_MAX is limited,
VOP around VOC_MAX/2 provides the minimum area for TEG. In this demonstration, VOP
to have TEG area as small as minimum is 1.0 V with CP1 or between 0.5 V and 0.75 V with
CP1 or 1.0 V with CP2. Figure 13c shows CP area as a function of VOP. Basically, CP area
exponentially increases as VOP decreases. When VOC_MAX is limited at 1.6 V, the minimum
TEG cost is realized with CP1 operated at 1.0 V. CP1 area is about 1.0 mm2. If 10% larger
TEG cost is acceptable, CP2 with 0.1 mm2 would be another option. Thus, once the actual
operating point VOP and IOP are determined based on such graphs as Figure 13b,c, one can
design TEG based on (22) or (26) under the condition that RTC and the minimum VTC of a
unit TEG are given, depending on the VOC_MAX condition as discussed above.

Figure 13. η of CP (a), ATEG (b) and CP area (c) vs. VOP.

In summary, CP design flow is as follows:

(1) The minimum required output current IPP_TGT at the target output voltage VPP are
specified by the load.

(2) The optimum CP is designed to have the minimum input power as a function of the
input voltage VOP based on equations (9) through (21).

(3) The results provide the required TEG output current IOP at every VOP.

TEG design flow is then as follows:
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(4) The minimum temperature difference in operation is specified, which determines the
output impedance RTC and open circuit voltage VTC of a TEG unit.

(5) The number of TEG arrays NP and the number of TEG units connected in series
per array NS are determined to minimize the TEG area, i.e., the TEG cost, based on
equations (22) through (26).

To see if the CP design flow using Table I is sufficiently valid, the gate-level CP2 circuit
to operate at VOP of 1.0 V was designed in 65 nm CMOS. Ultra-low-power diodes [20]
were used for switching diodes. The CP was simulated together with TEG whose VOC and
RTEG were 1.6 V and 2.5 kΩ, respectively. The VPP–IPP curve of the model was in good
agreement with SPICE simulation as shown in Figure 14.

Figure 14. VPP–IPP of CP2 operating with TEG whose VOC and RTEG are 1.6 V and 2.5 kΩ.

When the parasitic resistance of the interconnection to connect multiple TEG units is
not negligibly small or the oscillator cell consumes substantial power, proper corrections
would need to be done to accurately design the TEG–CP system with minimum cost.

4. Conclusions

A practical design flow for minimizing TEG energy harvester was proposed and
demonstrated taking interaction between the TEG electrical parameters such as the open
circuit voltage and output resistance of TEG and the load conditions such as the input
voltage and current of sensor/RF chip and the power conversion efficiency of the Dickson
charge pump converter in autonomous sensor modules into consideration. By using the
proposed design flow, one can determine the total number of TEG units together with
the number of TEG arrays and the number of TEG units connected in series per array for
minimum TEG cost.
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Abstract: The need for more precise frequency measurements in electric power systems is increasing
because of the growing penetration of renewable energy and the subsequent reduction in inertia,
which gives rise to more intense frequency fluctuations. Phase-locked loops (PLLs) are now more
accurate and present faster dynamic responses, helping to implement primary frequency controllers
for renewable generators connected to the grid through power electronics. However, there are differ-
ences among PLL implementations that affect their behavior when estimating frequency, depending
on factors as location, voltage level, or penetration of renewable energy, among other things. How
this affects the ability of PLL-based frequency controllers to adequately estimate the instantaneous
mismatch between generation and demand, especially in low-inertia power systems, is still unclear,
and constitutes an open research topic. This paper contributes to this research effort by presenting a
comparative study of different PLL configurations in order to gain insight into their performance in
different scenarios in a low-inertia power system with a high share of wind energy. Constant and
variable wind speed scenarios are considered, and PLL behavior is assessed in terms of the absolute
mean value and the root-mean-square value of the frequency error, and the absolute value of the
frequency derivative error. The results show that the PLL behavior depends on the voltage level
and the location, and it was found that the further away the PLL is from the source that controls the
frequency, the more noise is produced, which impacts the quality of the frequency measurement.

Keywords: frequency; wind generator; synchronous machine; phase-locked loop; low-inertia
power grid

1. Introduction

The current trend in electric power systems of displacing conventional power plants
by renewable energy ones has unquestionable environmental and economic benefits, but
it also poses new challenges. Apart from the evident intermittent character of renewable
resources, photovoltaic solar and wind energies also cause some stability, power quality,
and reliability issues [1,2]. In contrast to conventional synchronous generators, which
are directly connected to the grid, renewable generators are mainly connected through
electronic converters [3]. This decoupling reduces the synchronous equivalent inertia of the
power system [4] and impacts its dynamic behavior in the case of disturbances of different
natures [5].

In alternating current power systems, the rotational speed of online synchronous
generators determines the frequency of current and voltage waveforms. Under steady-state
conditions, all synchronous generators in the power system rotate at the same electrical
speed, which is proportional to the unique system frequency. The frequency deviation
from its rated value (50 or 60 Hz) is closely related to the transient differences between the
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mechanical power input to synchronous generators and the electrical power demand. These
mismatches are assumed by the kinetic energy stored in rotating masses, impacting the
rotational speed of the generators and, consequently, the system’s frequency. This natural
inertial response of conventional generators to mismatches in the demand–generation
balance is not present in renewable generators connected to the grid through electronic
converters. To include the power response of these generators to frequency variations, their
controllers must include accurate frequency measurements at the connection point.

A phase-locked loop (PLL) is the most common technology for performing frequency
measurements in a power system, helping to synchronize the power converters with the
grid. In addition, it is now widely used because its indirect measurement system detects
deviations quickly, contributing to the frequency, voltage, and power control of the network,
which are required to maintain power system stability.

There are various PLL technologies applied in power converters, some of them used
for different applications and studies, including the synchronous reference frame PLL (SRF–
PLL) [6], Lag PLL (LAG-PLL) [7], Low-Pass Filter PLL (LPF-PLL) [8], Enhanced PLL (E-
PLL) [9], Moving Average Filter PLL (MAF-PLL) [10], second-order generalized integrator–
frequency-locked loop (SOGI-FLL) [11], second-order generalized integrator PLL (SOGI-
PLL) [12], and double second-order generalized integrator PLL (DSOGI-PLL) [13]. As the
commercial PLLs consider a wide variety of devices that comply with the measurement
function using different methods, it is interesting to evaluate the behavior of each one
under different signal variations, for example, due to wind speed variations.

Some authors have compared the use of PLLs for power system applications. For
example, the authors of [14] performed experimental tests of PLLs implemented on a digital
signal processor (DSP), comparing the filtering capacities of SRF-PLL, E-PLL, QPLL, and
DSOGI-PLL. They considered internal and external filtering harmonics in the voltage to
identify the behaviors and solutions provided by each PLL implementation. However,
other PLLs were not included, and the frequency response on different locations in a power
system was not considered. In [15], the authors performed simulations and experiments to
compare SRF-PLL algorithms under distorted utility conditions to perform a performance
evaluation. However, not all PLLs were evaluated in this research.

In [8], the authors evaluated different PLLs to develop improved noise filtering and
reduce numerical spikes after sudden variations of the voltage at the AC bus of the converter.
The paper compared the dynamic behavior of SRF-PLL, Lag-PLL, LPF-PLL, E-PLL, and
SOGI-FLL, considering both contingencies and noise [8]. However, these PLLs were not
tested to evaluate the frequency behavior in different buses and consider wind speed
variations. In [16], the authors compared SRF-PLL, LAG-PLL, LPF-PLL, E-PLL, and SOGI-
FLL to estimate frequency deviations. They used the IEEE nine-bus test power system, and
the evaluation focuses on accuracy and sensitivity to noise. However, they evaluated the
system at one bus, and no wind speed scenarios were considered. In [17], a comparison of
the performance of SRF-PLL, DSRF-PLL, and DSOGI-PLL was presented in response to
the grid voltage magnitude changes with symmetrical and asymmetrical changes similar
to those found in rural networks with renewable energies. In this last paper, the authors
used a general power system model and focused on balanced and unbalanced grid voltage
scenarios. In [18], a comparison of the SOGI-FLL and the SOGI-PLL for single-phase
grid-connected inverters was presented. The authors considered frequency and voltage
magnitude changes of a single-phase power input.

In [19], the authors conducted a comparison of SFR-PLL, DSOGI-PLL, enhanced syn-
chronous reference frame PLL (ESRF-PLL), and Decoupled Double Synchronous Reference
Frame PLL (DDSRF-PLL) to estimate the system frequency under unbalances, harmonics,
and frequency variations. However, they evaluated the performance of PLLs in a numerical
case study and did not consider a system with renewable energy sources. In [20], the
authors compared the PLL and SRF controllers for six-pulse D-STATCOM to compensate
voltage flicker due to electric arc furnace load in the IEEE 13 distribution bus test system.
They only considered the main energy source and a medium-sized industrial plant, and
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did not compare other PLLs. In [21], the authors validated the performance of different
PLLs under voltage-sag, varying grid frequency, phase jump, and dc-offset disturbances on
the basis of simulation and experimental results. They modeled the SOGI-PLL, cascaded
SOGI-PLL (CSOGI-PLL), second-order SOGI-PLL (SO-SOGI-PLL), modified SOGI-PLL
(MSOGI-PLL), and mixed second- and third-order generalized integrator PLL (MSTOGI-
PLL). They performed simulation and experimental tests to evaluate power quality by
changing the parameters of the source and without considering other types of sources.

In [22], the authors evaluated the SRF-PLL, MAF-PLL, and cascaded delayed signal
cancellation PLL (CDSC-PLL) for grid voltages contaminated with interharmonics in
the presence of different grid disturbances, such as frequency jump, phase angle jump,
and dc offset. They performed the test by changing the grid parameters to evaluate the
performance of the PLLs, but they did not use a power system with different voltages and
renewable sources. In [23], the authors compared the behavior of abc reference frame PLL
(abc-PLL), stationary reference frame PLL (αβ-PLL), synchronous reference frame PLL
(dq-PLL), voltage reforming synchronous reference frame PLL (VRSR-PLL), and decoupled
double synchronous reference frame PLL (DDSRF-LL) under balanced and unbalanced
voltages. They changed the grid voltage parameters to perform the test, and no detailed
power system models were included to represent wind energies.

To the best of our knowledge, the literature review shows that PLLs are widely used,
and have been compared for different applications in order to evaluate their measurement
capacities. However, some authors compare few PLLs [17], do not perform an evaluation
on different voltage levels in the power network [18], or do not consider wind speed scenar-
ios [8]. In addition, other papers have compared PLLs in other applications [22,24–26]. In
summary, there are differences among PLL implementations that affect their behavior when
estimating frequency, depending on factors such as location, voltage level or penetration
of renewable energy, among others. How this affects the ability of PLL-based frequency
controllers to adequately estimate the instantaneous mismatch between generation and
demand, especially in low-inertia power systems, is still unclear and constitutes an open
research topic.

The aim of the work presented in this paper is to contribute towards this research
effort by presenting a comparative study of different PLL configurations to gain insight on
their performance in different scenarios of a low-inertia power system with high share of
wind energy. This study is conducted on the basis of simulations on a test power system
with a synchronous generator, a wind farm, and a constant impedance load, and it is
structured as follows: (1) Different PLLs (SRF-PLL, LAG-PLL, SOGI-PLL, DSOGI-PLL,
and MAF-PLL) are located at different buses in the power system and their performance
on dynamic frequency measurement is compared. (2) The simulations are carried out in
two operation scenarios for the wind generators: with constant wind speed (steady-state
operation) and with variable wind speed (small signal disturbances). (3) The work analyzes
the measurement error of the PLLs with typical deviation indexes compared to the rotation
speed of the synchronous generator, used as reference. (4) The research concludes by
identifying the configurations that best suit the needs at different operation points of the
power system.

In summary, constant and variable wind speed scenarios are considered, and the PLL
behavior is assessed in terms of the absolute mean value and the root-mean-square value
of the frequency error, and the absolute value of the frequency derivative error. The results
show that the PLL behavior depends on the voltage level and the location, indicating that
the further away the PLL is from the source that controls the frequency, the more noise is
produced, which impacts the quality of the frequency measurement.

The remainder of the paper is structured as three more sections. Section 2 outlines the
materials and methods, where the general concepts, diagrams, and mathematical models
of the PLLs are presented. In addition, this section includes the power system models and
parameters and defines the scenarios chosen to perform the tests. Section 3 presents the
frequency measurement results and the errors from each PLL implementation at different
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buses in the test power system, including a summary of the advantages and drawbacks
of the different alternatives. Finally, Section 4 summarizes the conclusions and suggests
future work.

2. Materials and Methods

This section introduces the theoretical foundation of PLLs, the general description of
each PLL, the scenarios used to perform the comparison, and the power system used to
evaluate the methods.

2.1. Phase-Locked Loop

A PLL is a power electronic application that indirectly measures frequency, voltage
magnitude, and voltage angle. These variables are essential to identifying the operating
state of a power system. All signals are monitored to guarantee the power system stability
according to the applicable standards.

Figure 1 presents a basic diagram of a PLL, comprising a phase detector (PD), a loop
filter (LF), and a voltage-controlled oscillator (VCO).
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Figure 1. Basic diagram of a phase-locked loop (PLL).

The PLL works by receiving a single-phase or three-phase voltage signal and returning
signals through algorithms with fast and precise detection, such as the network frequency.

2.1.1. Phase Detector (PD)

The PD uses a three-phase voltage vector at the desired measurement point, νabc(t), as
shown in Figure 2a. This voltage is converted using spatial vectors from an abc representa-
tion (see Figure 2a) to an αβ representation (see Figure 2b).
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The three-phase voltages of a balanced network are given by Equation (1):

Vabc =




va
vb
vc


 = Vm




cos(wt + θa)
cos(wt + θa − 2π/3)
cos(wt + θa + 2π/3)


, (1)

where va, vb, and vc, are the instantaneous phase voltages, Vm is the voltage amplitude, θa
is the va initial phase angle, and w is the angular frequency.

The Clarke transformation is given by Equation (2):

[
Vα

Vβ

]
=

2
3

[
1 −1/2 −1/2
0
√

3/2 −
√

3/2

]


va
vb
vc


. (2)
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This can be written in a more compact way as Equation (3):

Vαβ =
[
Tαβ

]
Vabc. (3)

The αβ representation can be simplified as shown in Equation (4), where θ is the
instantaneous angle of the angular frequency w (θ = wt + θa):

[
Vα

Vβ

]
= Vm

[
cos θ
sin θ

]
. (4)

The phase angle θ can be tracked by synchronizing the voltage vector along the direct
axis (d). The αβ stationary reference frame is transformed into a rotating reference frame
(dq) using the Park transform, as shown in Figure 3.
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Equation (5) presents the Park transform, where θ′ is the instantaneous angle of the
rotating reference frame. Equation (5) can be written in a more compact way as Equation (6).

[
Vd
Vq

]
=

[
cos(θ′) sin(θ′)
− sin(θ′) cos(θ′)

][
Vα

Vβ

]
(5)

Vdq =
[

Tdq

]
Vαβ (6)

Equation (7) displays the dq transform, as a combination of Park and Clarke transfor-
mations. [

Vd
Vq

]
=
[

Tdq

] [
Tαβ

]
Vabc = Vm

[
cos(θ − θ′)
sin(θ − θ′)

]
. (7)

2.1.2. Loop Filter (LF)

After transforming the voltage signal from abc to dq, the loop filter (LF) compares
the error εq(t) between the voltage measurement on the q axis and the value estimated by
the PLL. Several methods are used in PLLs to perform filtering, including stages such as
attenuation, low-pass filtering, or high-pass filtering.

2.1.3. Voltage-Controlled Oscillator (VCO)

After the signal is filtered, it enters the voltage-controlled oscillator (VCO), which
takes the frequency deviation and provides the estimation of the q-axis component to
obtain the error εq(t). The VCO generally consists of a pure integrator to avoid steady-state
signal noise.
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2.2. Phase-Locked Loop Configurations

Different PLLs on the market can measure frequency. Some of these configurations are
reviewed to identify their characteristics and compare their functioning.

2.2.1. Synchronous Reference Frame PLL (SRF-PLL)

Synchronous reference frame PLL (SRF-PLL) is one of the most used types today, and
is one of the simplest to implement. This PLL considers a PD modeled as a pure delay, the
LF is implemented with a PI controller, and the VCO is an integrator [14,29], as displayed
in Figure 4.
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2.2.2. Lag-PLL

Lag-PLL is an SRF-PLL with a low-pass filter before the PI on the LF, as indicated
in Figure 5. A low-pass filter after the Tdq transform reduces the sensitivity of the PLL to
harmonics (or noise), preventing numerical errors in the frequency measurement [15].
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2.2.3. Second-Order Generalized Integrator PLL (SOGI PLL)

This PLL is typically used in single-phase systems and works under the concept of
the second-order generalized integrator (SOGI) for sinusoidal signals [30], as presented
in Figure 6. As stated in [31], this integrator is derived from the principle whereby the
time domain convolution product of a sinusoidal function gives the original function
multiplied by the time variable. Therefore, a processing block, whose transfer function
matches the Laplace transform of a sinusoidal function, will act as an amplitude integrator
for a sinusoidal signal applied to its input. Furthermore, the quadrature combination of the
sine and cosine transfer functions gives rise to an ideal integrator independent of the phase
angle of the sinusoidal input signal.
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2.2.4. Dual Second-Order Generalized Integrator PLL (DSOGI-PLL)

For three-phase systems, it is common to use two SOGIs in parallel, as specified in
Figure 8. The signal then enters an SRF-PLL to take advantage of its filtering characteris-
tics. This provides excellent protection against voltage unbalances in the network. This
technique has demonstrated fast, accurate, and adaptive frequency response to grid fault
conditions [32].
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2.2.5. Moving Average Filter PLL (MAF-PLL)

This configuration, presented in Figure 9, is like the Lag-PLL, which adds a filter
before the PI (MAF) to reject harmonics in the frequency measurement. The representation
of the signal x(t) is defined as follows [33]:

x(t) =
1

Tω

∫ t

t−Tω

x(τ)dτ. (8)
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Finally, Figure 10 shows the MAF-PLL configuration, which considers the transforma-
tion from ∆ω to frequency (Hz).
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2.3. Test Power System

Figure 11 shows the power system test case used to compare the PLLs. This system
considers a 50 MVA synchronous machine, a 10 MVA wind farm, and a three-phase
parallel load with 40 MW and 2 MVAr (constant impedance load). The system inertia is
provided by a steam turbine with a synchronous machine of 13.8 kV, and 3600 rpm. This
turbine is controlled by a primary steam engine composed in complete tandem, including
a speed control system, turbine steam with four stages, and a simple mass axis. The time
constants and regulation parameters are obtained by considering the elements used in the
research [34,35] and summarized in Table 1. A power system stabilizer (PSS) provides
frequency and voltage stability control, which adds damping to the oscillations of the
synchronous machine rotor by controlling its excitation, thus maintaining the system
stability [36].

Five wind turbines of 2 MW are represented in the power system, considering the
model proposed in [37]. Each type 4 wind turbine consists of a synchronous generator
connected to a rectifier, a PWM boost converter based on a DC/DC IGBT, and a PWM
converter based on a DC/AC IGBT with voltage sources. This type 4 technology achieves
maximum wind energy for low wind speeds by optimizing turbine speed while minimizing
mechanical stresses during wind gusts [37].
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Table 1. Time constants and reactance parameters of the synchronous machine used in the study.

Parameter Symbol Value

d-axis subtransient short-circuit time constant Td
′′ 0.023 s

d-axis transient short-circuit time constant Td
′ 1.32 s

d-axis transient open-circuit time constant Tdo
′ 4.5 s

Armature time constant Ta 0.15 s
Subtransient d-axis reactance Xd

′′ 20%
Transient d-axis reactance Xd

′ 25%
d-axis reactance Xd 165%

Transmission lines are represented by a π model, following the recommendations
of [38]. Two winding three-phase transformers are used to step up the voltage of the
synchronous machine from 13.8 kV to 230 kV, and the wind turbine from 575 V to 25 kV and
from 25 kV to 230 kV. The connections of the power transformers are carried out following
the recommendations of [39].

2.4. Case Study

The different PLL configurations were evaluated on the basis of simulations of the
test power system with MATLAB/Simulink. Just as an example of the implementation of
the models in Simulink, Figure 12 shows a screenshot of the Simulink model 7 of the wind
turbine used.

Simulations consider two different wind scenarios in the test power system un-
der study:

• Scenario 1: Frequency measurement with a constant wind speed (15 m/s), constant
load, and reactive power reference at 0 var.

• Scenario 2: Frequency measurement with variable wind speed data taken from [40]
(day 055 of 1992), as presented in Figure 13. The speed data are expressed in m/s,
sampled at 25 Hz (samples every 40 ms). A period of 430 s is considered for this study,
with the wind speed kept constant for the first 130 s.

The frequency was measured with the PLLs located at the following buses presented
in Figure 11:

(1) 230 kV bus in the synchronous generator zone (230 kV SynGen bus);
(2) 230 kV bus in the load zone (230 kV Load bus);
(3) 230 kV bus in the wind generator zone (230 kV WinGen bus);
(4) 25 kV bus in the wind generator zone (25 kV WinGen bus); and
(5) 575 V bus in the wind generator zone (575 V WinGen bus).
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2.5. Measurement Deviation

The way to compare data is by calculating the measurement deviation. This value is
compared to the reference speed of the synchronous machine. For this calculation, some
comparison methodologies are used, related to indirect measurement, as described below.
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2.5.1. Mean Absolute Error

The mean absolute error (MAE) is commonly used to compare predicted versus
measured values. It can be used to compare different measurement techniques with an
observable reference in several events. The mean absolute error (MAE) is the average value
of the error ei as presented in Equation (9), where n is the number of samples, yi is the
measured value, and xi is the reference value [41].

MAE =
∑n

i=1|ei|
n

=
∑n

i=1|yi − xi|
n

. (9)

It can be expressed as a percentage of the reference values as:

MAE% =
∑n

i=1|yi/xi − 1|
n

100. (10)

2.5.2. Root-Mean-Square Error

The root-mean-square error (RMSE) is a statistical metric commonly used for electrical
magnitudes because of its usefulness in studying periodic waveforms. It gives the square
root of the mean value of the squared function of the instantaneous deviations, as shown in
Equation (11):

RMSE =

√
∑n

i=1(yi − xi)
2

n
. (11)

Or, as a percentage of the reference, as follows:

RMSE% =

√
∑n

i=1(yi/xi − 1)2

n
100. (12)

2.5.3. Error of the Frequency Derivative

The analysis of the derivative of the frequency, also known as rate of change of
frequency (RoCoF), is interesting for assessing the effectiveness of frequency control in
power systems. For a given sample yi at time ti, it can be computed as in Equation (13):

RoCoFi =
yi − yi−1

ti − ti−1
. (13)

To assess the behavior of different PLLs in relation to their ability to track the RoCoF,
in this work we use the absolute error of the frequency derivative (AEFD). For a given
sample, it can be computed in terms of the reference signal x as:

AEFDi =

∣∣∣∣RoCoFi −
xi − xi−1

ti − ti−1

∣∣∣∣. (14)

As global metrics for a given period with n samples, in this work we use the cumula-
tive relative AEFD (CAEFD%) and the cumulative relative root-mean-square error of the
frequency derivative (CRMSEFD%), defined as:

CAEFD% = ∑n
i=1

∣∣∣∣∣∣
RoCoFi
xi−xi−1
ti−ti−1

− 1

∣∣∣∣∣∣
100. (15)

CRMSEFD% =

√√√√√∑n
i=1


RoCoFi

xi−xi−1
ti−ti−1

− 1




2

100. (16)
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3. Results and Analysis

This section compares different PLLs in two scenarios (Scenario 1: constant wind speed
and Scenario 2: variable wind speed). The error metrics (MAE%, RMSE% and AEFD%) are
quantified and compared to identify the advantages and disadvantages of each PLL.

3.1. Scenario 1: Constant Wind Speed

This scenario is characterized by a constant wind speed of 15 m/s in the wind farm
and an almost constant load, only disturbed by 1% step variations every 10 s. Figure 14
shows the frequency measurements with the PLLs located at the 230 kV WinGen bus during
quasi-steady-state operation of the power system. Figure 14a presents the system frequency
measured with the PLLs from seconds 15 to 35. This figure illustrates that all PLLs measure
the frequency similarly in the 230 kV network, with values close to the reference. This
frequency reference is computed as the product of the per unit rotational speed of the
synchronous generator and the rated frequency (60 Hz). There are slight differences in the
PLLs that are not easily perceived in this first figure because of the scale.

To better appreciate the differences, Figure 14b presents a zoomed-in image of the
interval from seconds 22 to 22.2. As can be seen, different PLL implementations give rise
to slight differences in comparison with the frequency reference, but most are close to
representing the same behavior. In addition, the MAF averages the frequency signal more
linearly than the other PLLs. The SRF-PLL, the simpler implementation, presents the most
significant differences from the reference in the 230 kV network.

Figure 15 shows analogous frequency measurements but with the PLLs located at the
25 kV WinGen bus. Figure 15a presents the system frequency measured with the PLLs from
seconds 15 to 35. As Figure 14a, it shows that all PLLs measured a frequency similar to
that of the reference. However, compared to the slight differences presented in the 230 kV
WinGen bus, the values obtained in the 25 kV WinGen bus present larger differences from
the reference.

To appreciate the differences, Figure 15b shows a zoomed-in image of the interval
from seconds 22 to 22.2. Again, the SRF-PLL presents significant measurement errors.
Other PLLs present deviations from the reference, but they are relatively close. In this
case, MAF-PLL and SOGI-PLL are closer to the reference during the different oscillations
presented. However, the MAF-PLL cannot track the reference oscillations.

Finally, Figure 16 displays frequency measurements with the PLLs located at the low
voltage level, 575 V WinGen bus. Figure 16a presents the system frequency measured with
the PLLs from seconds 15 to 35, showing that all PLLs obtain a frequency measurement
similar to the reference. However, compared to the measurements performed at the higher
voltage levels, these measurements show representative and observable differences from the
reference values. For a closer look, Figure 16b shows a zoomed-in image of the interval from
seconds 22 to 22.2. The magnitude of the errors of SRF-PLL and LAG-PLL increase greatly.

Regarding the metrics of the measurement errors, as defined in Section 2.5, Table 2
shows the relative mean absolute error (MAE%) in quasi-steady-state operation for the
PLLs located at the different system buses. The results show that the MAE% is low when
measuring the frequency with the PLLs in the 230 kV buses, and those values increase at
lower voltage levels. SOGI-PLL presents lower MAE than the other PLLs measuring in
the 25 kV and 575 V buses. MAF-PLL is the best method to measure the frequency in the
230 kV buses. The MAE values for the SRF-PLL and LAG-PLL are similar for all cases
except for the 575 V bus, where a slight difference can be observed.
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Table 2. Relative mean absolute error for the PLLs located at the different buses in the constant wind
speed scenario.

PLL

MAE% (Constant Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 0.0385% 0.0385% 0.0380% 0.0628% 0.1728%
LAG-PLL 0.0377% 0.0377% 0.0371% 0.0667% 0.1437%
SOGI-PLL 0.0361% 0.0361% 0.0360% 0.0447% 0.1064%

DSOGI-PLL 0.0333% 0.0333% 0.0329% 0.0551% 0.1205%
MAF-PLL 0.0317% 0.0317% 0.0316% 0.0566% 0.1191%

Regarding the root-mean-square error (RMSE), all the PLLs give acceptable values
for their measurements. In this case, the relative error (RMSE%) is close to 0.001%, which
can be considered negligible in steady-state operation, and therefore inconclusive. Table 3
shows the RMSE% values obtained with the different PLLs located at the system buses in
a constant wind speed scenario. All PLLs provide similar results, but lower values were
obtained for the MAF-PLL at the different buses. In addition, the RMSE values for the
SRF-PLL and the LAG-PLL were the same for all buses.

Table 3. Relative RMSE values for the PLLs located at the different buses in the constant wind
speed scenario.

PLL

RMSE% (Constant Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 0.000172% 0.000172% 0.000179% 0.000256% 0.000396%
LAG-PLL 0.000172% 0.000172% 0.000179% 0.000256% 0.000396%
SOGI-PLL 0.000542% 0.000542% 0.000548% 0.000369% 0.000403%

DSOGI-PLL 0.000333% 0.000333% 0.000326% 0.000301% 0.000319%
MAF-PLL 0.000020% 0.000020% 0.000020% 0.000102% 0.000267%

The AEFD also provides essential information for determining the performance of the
PLLs. The cumulative relative AEFD (CAEFD%) was computed in all cases in the manner
defined in Equation (15), and the results are compiled in Table 4. The results show that the
SRF-PLL is the most affected at all voltage buses. The SRF-PLL, LAG-PLL, SOGI-PLL, and
DSOGI-PLL produce a significant deviation in the 25 kV and 575 V buses; however, the
MAF-PLL behaves better at these voltage levels compared to the other PLLs. In addition,
MAF-PLL has a similar percentage at the 230 kV and 575 V buses, except for the 25 kV
bus, where the percentage increases. DSOGI-PLL presents the best behavior of the PLLs in
this indicator.

Table 4. Cumulative relative AEFD values for the PLLs located at the different buses in the constant
wind speed scenario.

PLL

CAEFD% (Constant Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 190.54% 190.54% 249.63% 1770.19% 9277.65%
LAG-PLL 25.50% 25.50% 12.97% 341.27% 1981.73%
SOGI-PLL 13.65% 13.65% 15.76% 115.26% 716.09%

DSOGI-PLL 9.38% 9.38% 3.90% 168.94% 1152.07%
MAF-PLL 43.10% 43.10% 42.91% 18.24% 48.21%

Similar results are obtained by using the cumulative relative RMSEFD, as shown in
Table 5.
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Table 5. Cumulative RMSEFD values for the PLLs located at the different buses in the constant wind
speed scenario.

PLL

CRMSEFD% (Constant Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 174.12% 174.12% 226.00% 1621.03% 8536.99%
LAG-PLL 30.63% 30.63% 18.89% 327.67% 1847.97%
SOGI-PLL 73.38% 73.38% 71.07% 193.20% 797.12%

DSOGI-PLL 93.39% 93.39% 88.71% 227.48% 1085.21%
MAF-PLL 28.52% 28.52% 28.35% 1.48% 79.38%

3.2. Scenario 2: Variable Wind Speed

Figure 17 displays the frequency measurement with the PLLs located at the 230 kV
WinGen bus in the variable wind speed scenario. Figure 17a presents the frequency in a
wide period from seconds 100 to 450. All PLLs present frequency measurements similar to
the reference. However, as in previous figures, there are slight differences in the PLLs that
are not easily perceived because of the scale.

To better appreciate the differences, Figure 17b,c show some details with different
zoom levels. This shows that all PLLs introduce some differences from the reference,
but most are close to representing the same behavior. In addition, the MAF averages
the frequency signal more linearly than the other PLLs. The SRF-PLL shows the worst
performance in the 230 kV network.

Figure 18 displays the frequency measurement with the PLLs located at the 25 kV
WinGen bus in the variable wind speed scenario. Figure 18a presents the frequency in
a wide period from 100 to 450 s. This result reveals that all PLLs present frequency
measurements similar to the reference, and no difference is appreciable in this range. To
better appreciate the differences, Figure 18b,c show some details with different zoom levels.
Both figures show that all PLLs show significant differences regarding the reference, but
some represent the form of the reference signal better. In addition, they are not in phase
with the reference, and MAF-PLL has fewer variations in the frequency measurement. The
noise of the frequency signal generated by the SRF-PLL and LAG-PLL increases slightly.

Figure 18 shows analogous frequency measurements, but with the PLLs located at
the 25 kV WinGen bus. Figure 18a presents the system frequency measured with the PLLs
from seconds 100 to 450; Figure 18b, from seconds 173.8 to 174.1; and Figure 18c, from 173.8
to 173.9. The last figures show that all of the PLLs show significant differences from the
reference, but some represent the form of the reference signal. In addition, they are not
in phase with the reference, and MAF-PLL has fewer variations. SRF-PLL and LAG-PLL
behave the worst.

Finally, Figure 19 displays frequency measurements with the PLLs located at the low
voltage level, the 575 V WinGen bus, with three different zoom levels. Compared to the
measurements performed at the higher voltage levels, these measurements show greater
differences from the reference values. SFT-PLL introduces a wider variation with respect
to the frequency measurement. The frequency measurements performed with LAG-PLL,
SOGI-PLL, DSOGI-PLL, and MAF-PLL are close to each other.

The metrics of measurement errors, as defined in Section 2.5, are compiled in Tables 6–9
for the variable wind speed scenario in the interval from second 130 to second 430. Table 6
shows the relative mean absolute error (MAE%). The results show that LAG-PLL presents
the highest measurement error in the 230 kV network, followed by DSOGI-PLL. In addition,
MAF-PLL produces a lower error. SOGI-PLL, DSOGIPLL, and MAF-PLL give lower
measurement errors in the 25 kV and 575 V networks. Furthermore, SOGI-PLL gives the
lowest error values in the 25 kV WinGen bus.
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Figure 17. Frequency measurement with the PLLs located at the 230 kV WinGen bus in the variable
wind speed scenario. The measurements are shown with different zoom levels: (a) from seconds 100
to 450, (b) from seconds 173.6 to 174.2, and (c) from seconds 173.8 to 173.9.
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Figure 18. Frequency measurement with the PLLs located at the 25 kV WinGen bus in the variable
wind speed scenario. The measurements are shown with different zoom levels: (a) from seconds 100
to 450, (b) from seconds 173.6 to 174.2, and (c) from seconds 173.8 to 173.9.
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Table 6. Relative mean absolute error for the PLLs located at different buses in the variable wind
speed scenario.

PLL

MAE% (Variable Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 0.0221% 0.0221% 0.0222% 0.0477% 0.1614%
LAG-PLL 0.0259% 0.0259% 0.0258% 0.0506% 0.1187%
SOGI-PLL 0.0218% 0.0218% 0.0217% 0.0341% 0.0771%

DSOGI-PLL 0.0245% 0.0245% 0.0244% 0.0405% 0.0898%
MAF-PLL 0.0200% 0.0200% 0.0200% 0.0395% 0.0866%

Table 7. Relative RMSE values for the PLLs located at different buses in the variable wind speed scenario.

PLL

RMSE% (Variable Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 0.000025% 0.000025% 0.000025% 0.000032% 0.000064%
LAG-PLL 0.000025% 0.000025% 0.000025% 0.000032% 0.000064%
SOGI-PLL 0.000043% 0.000043% 0.000043% 0.000050% 0.000075%

DSOGI-PLL 0.000043% 0.000043% 0.000043% 0.000050% 0.000064%
MAF-PLL 0.000018% 0.000018% 0.000018% 0.000032% 0.000057%

Table 8. Cumulative relative AEFD values for the PLLs located at different buses in the variable wind
speed scenario.

PLL

CAEFD% (Variable Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 658.37% 658.37% 823.96% 4807.51% 24742.68%
LAG-PLL 141.30% 141.30% 165.67% 1040.80% 5488.64%
SOGI-PLL 68.84% 68.84% 73.67% 419.08% 1993.61%

DSOGI-PLL 139.75% 139.75% 145.96% 583.90% 3263.35%
MAF-PLL 12.99% 12.99% 13.50% 86.07% 262.25%

Table 9. Cumulative RMSEFD values for the PLLs located at different buses in the variable wind
speed scenario.

PLL

CRMSEFD% (Variable Wind Speed Scenario)

230 kV
SynGen

230 kV
WinGen

230 kV
Load

25 kV
WinGen

575 V
WinGen

SRF-PLL 455.37% 455.37% 574.22% 3469.70% 17951.74%
LAG-PLL 103.61% 103.61% 118.63% 757.63% 4003.72%
SOGI-PLL 198.87% 198.87% 203.23% 461.29% 1731.32%

DSOGI-PLL 255.17% 255.17% 259.94% 544.70% 2390.31%
MAF-PLL 13.86% 13.86% 14.29% 83.03% 262.22%

Table 7 shows the RMSE% values obtained with the different PLLs located at the
system buses. Although the RMS values were not conclusive in the 25 kV network, the
results show that SRF-PLL, LAG-PLL, and MAF-PLL were able to obtain the values closest
to the reference (i.e., low errors). However, after analyzing all errors, they were not very
sensitive to small disturbances such as wind speed change, but were very sensitive to noise.

Table 8 shows the cumulative relative AEFD (CAEFD). In this case, SRF-PLL presented
the highest differences of all PLLs, and the lowest was obtained with MAF-PLL. The
errors increase at lower system voltages for all PLLs, and MAF-PLL presents the lowest
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values. Therefore, MAF-PLL gives a clear advantage with respect to the AEFD for all of the
evaluated cases.

Similar results were obtained when using the cumulative relative RMSEFD, as shown
in Table 9.

3.3. Summary of Results

After testing the PLLs located at different buses in a power system with generators
and considering two scenarios, the following summary was extracted from the results:

• SRF-PLL: It is more sensitive to small frequency changes produced by wind speed
variations. Therefore, the method is more suitable for frequency measurements in
a constant wind speed scenario than in a variable wind speed scenario. However,
it is more sensitive to voltage harmonics, generating more significant noise than
other PLLs.

• LAG-PLL: In the constant wind speed scenario, the LAG-PLL behaves better than the
SRF-PLL, making it suitable for applications where it is unnecessary to consider the
dynamic behavior of the frequency. A filter of the voltage signal before the PI makes it
unreliable for dynamic behavior, as demonstrated with the frequency measurement in
the variable wind speed scenario.

• SOGI-PLL: Frequency measurements in the lower voltage levels are accurate in the
two simulated scenarios. It provides low error and follows the sinusoidal behavior of
the reference, showing a better filtering capacity for the voltage signal facing noise. It
is sensitive to the changes produced by small wind speed variations. This PLL is used
for single-phase systems and can give errors in the case of unbalanced systems.

• DSOGI-PLL: As the three-phase version of the SOGI-PLL, it offers a sensitivity similar
to that of the single-phase version. Although the frequency measurement error is in-
creased, this cannot be considered representative, knowing that this type may become
more accurate in unbalanced networks. Because of the sensitivity, it generates noise
in the frequency measurement, affecting the RMS value of the frequency derivative.
However, the single-phase model and the MAF-PLL are the only ones better.

• MAF-PLL: It is a PLL that responds adequately to the constant wind speed scenario.
Although it averages the signal and tries to flatten sine waves, it generates the lowest
measurement errors in the constant and variable wind speed scenarios at the higher
voltage levels. It can filter the signal to make it less sensitive to slight changes in
the measurement or an increase in the noise level of the input signal. This latter
behavior was also observed at the lower voltage levels in the constant and variable
wind speed scenarios.

4. Conclusions

No particular PLL implementation can be recommended as the optimal solution for
frequency measurement in a low-inertia power system. The best PLL version depends
on the particular characteristics of the system and on the voltage level and location of the
generator that is going to make use of the measurements. The optimal PLL for a given
application should be selected according to a complete frequency measurement analysis.
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Abstract: In this paper, we show that an additional inductor–capacitor–inductor filter can increase
the oscillation amplitude of the enhanced swing Colpitts oscillator (ESCO), and call this topology the
more enhanced swing Colpitts oscillator (mESCO). When it is connected with a rectifier, the DC–DC
boost conversion ratio can be increased, especially for low-voltage sensor ICs or energy harvesting.
This paper focuses on the electrical characteristics of mESCO. The oscillation frequency was modeled
as a function of the circuit parameters of mESCO. The common gate voltage gain (ACG), defined by
the ratio of the drain voltage amplitude to the source voltage amplitude of the switching MOSFET of
mESCO, was also modeled under the assumption that all the circuit elements are ideal. The model
was validated with a SPICE simulation. For ACG < 1.5, the model was in good agreement with the
SPICE results within 10%. In addition, the drain voltage amplitude vda was modeled by assuming
that the average transconductance of the MOSFET in a half cycle is null when the long-channel
Shockley model is used. vda needs to be sufficiently high to have a large DC–DC boost conversion
ratio. The model can predict the tendency that vda increases as ACG approaches unity. We found that
the voltage difference of the drain voltage amplitude to the source voltage amplitude is a constant
even when the circuit parameters, and thereby ACG are varied.

Keywords: enhanced swing Colpitts oscillator; circuit analysis; circuit model

1. Introduction

Battery-free IoT sensor modules are required to eliminate battery replacement to
reduce costs. Wireless power transfer (WPT) charges the modules with electromagnetic
waves [1–4]. An energy transducer (ET) transforms environmental energy such as lights,
heat flow, and vibration into electric power [5,6]. Those techniques can remove the batteries
out of the modules. Circuit designs have improved the power efficiency of power converters
even with low power received via WPT and ET. Multisine WPT can increase the peak
power with the same average transmitter power, resulting in improvement in power
efficiency [7–9]. Figure 1 graphically explains how it works. Each of the N multisine
waves has power of 1/N to attain the same power as the conventional continuous wave.
At the receiving antenna, the peak voltage amplitude can be theoretically increased by a
factor of √N with beating multisine waves when the input impedance is common for N
multisine waves with different frequencies. Due to the nonlinearity of the rectifying diode,
the multisine waves can output more averaged current than the continuous wave.

The Colpitts oscillator is one of the oscillator circuit topologies that provides a carrier
frequency for wireless communication [10–13]. The phase noise of the oscillator is a critical
factor limiting the sensitivity of wireless communication. It is important to increase the
output voltage amplitude of the oscillator to reduce the phase noise. In order to increase
the voltage amplitude, an enhanced swing Colpitts oscillator (ESCO) was proposed [14–18].
What about adding beating to the ESCO to further increase the output voltage amplitude
in DC–DC boost converter applications for low-voltage sensor ICs or energy harvesting?
In this paper, we show that an additional inductor–capacitor–inductor filter can increase
the oscillation amplitude of the ESCO, and call this topology the more enhanced swing
Colpitts oscillator (mESCO). Rectifiers were connected with the output terminals of ESCO
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and mESCO to output boosted voltages, called ER (ESCO followed by rectifier) and mER
(mESCO followed by rectifier), respectively. A SPICE simulation was run to compare the
performance of ER and mER. The result showed that mER output a higher open circuit
voltage and higher output current at a certain voltage than ER.
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The rest of the paper discusses a circuit analysis of the mESCO. The oscillation fre-
quency is shown as a function of the circuit parameters of mESCO. The common gate
voltage gain ACG, defined by the ratio of the drain voltage amplitude to the source voltage
amplitude of the switching MOSFET of mESCO, was modeled under the assumption that
all the circuit elements are ideal. The drain voltage amplitude vda was also modeled by
assuming that an averaged transconductance of the MOSFET in a half cycle is null when
the long-channel Shockley model is used. vda needs to be sufficiently high to have a large
DC–DC boost conversion ratio. The model can predict the tendency that vda increases as
ACG approaches unity. We also found that the voltage difference of the drain voltage ampli-
tude to the source voltage amplitude is a constant even when the circuit parameters, and
thereby ACG, are varied. The paper is organized as follows: Section 2 proposes the mESCO
and mER. The performance of mER is compared with that of ER. Section 3 analyzes the
oscillation frequency, common gate voltage gain, and drain voltage amplitude of mESCO.
The models are validated with SPICE simulation. The conclusion is given in Section 4.

2. More Enhanced Swing Colpitts Oscillator (mESCO), and DC–DC Converter with
mESCO and Rectifier (mER)

Let us consider on-chip DC–DC boost converters composed of an oscillator whose
peak output voltage is higher than the input DC voltage VIN and a rectifier to supply power
to building blocks in sensor/RF IC, as shown in Figure 2. When the decoupling capacitor
CDEC is too large to stabilize the input power rails, the oscillator runs with the DC supply
voltage, as shown in Figure 2a. On the other hand, if CDEC is set to a relatively small value,
the AC component adds to the DC supply voltage to create beat tones into the oscillator, as
shown in Figure 2b.
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Figure 3a illustrates a boost converter (ER) with an enhanced swing Colpitts oscillator
(ESCO) followed by a rectifier to drive the load RL. The drain voltage of M1 exceeds VIN.
M2 transfers the current when the peak drain voltage of M1 is higher than the target voltage
VOUT. To increase the VSS of the ESCO, a small decoupling capacitor is connected between
the VIN and VSS through the parasitic inductance of bonding wires, as shown in Figure 3b.
Additional oscillation at VSS increases the drain voltage of M1, resulting in a higher output
current at the same VOUT as ER.

Electronics 2022, 11, x FOR PEER REVIEW 3 of 13 
 

 

 

Figure 2. (a) Relatively large decoupling capacitor to filter out the AC component; (b) relatively 

small decoupling capacitor to create beat tones into the oscillator. 

Figure 3a illustrates a boost converter (ER) with an enhanced swing Colpitts oscilla-

tor (ESCO) followed by a rectifier to drive the load RL. The drain voltage of M1 exceeds 

VIN. M2 transfers the current when the peak drain voltage of M1 is higher than the target 

voltage VOUT. To increase the VSS of the ESCO, a small decoupling capacitor is connected 

between the VIN and VSS through the parasitic inductance of bonding wires, as shown in 

Figure 3b. Additional oscillation at VSS increases the drain voltage of M1, resulting in a 

higher output current at the same VOUT as ER.  

 

Figure 3. (a) Enhanced swing Colpitts oscillator (ESCO) followed by rectifier (ER); (b) ER with LC 

filter (more enhanced swing Colpitts oscillator followed by rectifier (mER). 

A SPICE simulation was run with VIN = 0.3 V, LBW = 2 nH, CDEC = 25 pF, L1 = 0.239 nH, 

L2 = 2.93 nH, C1 = 4 pF, and C2 = 1.5 pF. The parameters L1, L2, C1, and C2 are common to 

both circuits. The SPICE model in 65 nm CMOS was used in this study. Figure 4a shows 

the waveform of VD and VS of ER and mER when the outputs are open. The highest peak 

voltages of VD were 1.08 V with ER and 2.01 V with mER. In mER, the peak voltages were 

alternately high and low. Figure 4b shows the VOUT vs. IOUT of ER and mER. In addition to 

an increase in the maximum attainable output voltage, mER can have a larger output cur-

rent at any operating output voltage than ER. In Section 3, a circuit analysis for mESCO is 

conducted.  

Figure 3. (a) Enhanced swing Colpitts oscillator (ESCO) followed by rectifier (ER); (b) ER with LC
filter (more enhanced swing Colpitts oscillator followed by rectifier (mER).

A SPICE simulation was run with VIN = 0.3 V, LBW = 2 nH, CDEC = 25 pF, L1 = 0.239 nH,
L2 = 2.93 nH, C1 = 4 pF, and C2 = 1.5 pF. The parameters L1, L2, C1, and C2 are common to
both circuits. The SPICE model in 65 nm CMOS was used in this study. Figure 4a shows
the waveform of VD and VS of ER and mER when the outputs are open. The highest peak
voltages of VD were 1.08 V with ER and 2.01 V with mER. In mER, the peak voltages were
alternately high and low. Figure 4b shows the VOUT vs. IOUT of ER and mER. In addition
to an increase in the maximum attainable output voltage, mER can have a larger output
current at any operating output voltage than ER. In Section 3, a circuit analysis for mESCO
is conducted.
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3. Circuit Analysis of mESCO

Let us define the notation of voltages in this work, as shown in Figure 5. The DC offset
and voltage amplitude are described by VX and vxa, respectively. The voltage differences
from the ground and DC offset are described by Vx and vx as a function of phase θ,
respectively.
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3.1. Oscillation Frequency

The oscillation frequency of ESCO was modeled in [16] by ignoring any real part
of impedance and conductance, assuming the ESCO operates in steady state. We can
similarly formulate the oscillation frequency of mESCO. Figure 6 shows the circuit reduc-
tion of mESCO from Figure 6a through Figure 6g. A small-signal equivalent circuit of
Figure 6a is reduced to Figure 6b. Introducing Ltb for the series connection of Lt and Lb with
Ltb = Lt + Lb, and eliminating M1 results in Figure 6c under the assumption that any real
part of impedance and conductance is omitted for a simple model. When the impedances of
the parallel connections of Ltb and CIN and of L2 and C2 are capacitive, they can be replaced
with single capacitors Ceq1 and Ceq2, respectively, by using the formula shown in Figure 6d,
where ω is the angular velocity of a signal of interest. Likewise, when the impedance of the
series connection of L1 and C1 is inductive, we can replace it with a single inductor Leq, by
using the formula shown in Figure 6e. Thus, the circuit shown in Figure 6c is reduced to
Figure 6f using Leq, Ceq1 and Ceq2. Finally, we can obtain an LC circuit as shown in Figure 6g,
where Ceq = Ceq1 + Ceq2. Thus, (1)–(4) hold for mESCO.
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and (g) circuit reduced from (f).

Ceq1 = Cin −
1

ω2Ltb
(1)
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Ceq2 = C2 −
1

ω2L2
(2)

Leq = L1 −
1

ω2C1
(3)

Ceq =
Ceq1Ceq2

Ceq1 + Ceq2
(4)

f = ω/2π = 1/2π
√LeqCeq (5)

A fundamental frequency is given by the solution in cubic Equation (5) in terms of f2,
and thereby can be resolved with three different values. To validate the models proposed
in Section 3 with SPICE simulation, the nominal condition shown in Table 1 was used. The
values of the inductors and capacitors were much larger than the ones fabricated in a single
chip because the SPICE model in 180 nm CMOS was used for M1. For parameter response
on electrical characteristics, the remaining ones except for the sweeping parameter were set
as shown in Table 1.

Table 1. Nominal condition to validate the models proposed in Section 3 with SPICE simulation.

Parameter Default Value

L1 5 µH
L2 16 µH

Lt (=Lb) 5 µH
C1 3 nF
C2 8 nF

CIN 1 nF
VIN 0.8 V

The numerical solutions under wide ranges of circuit parameters were in good agree-
ment with the SPICE results within 10% at most, as shown in Figure 7. Among the three
solutions, the highest one was selected because the other two frequencies are too low to
have Leq and Ceq positive values.

Electronics 2022, 11, x FOR PEER REVIEW 6 of 13 
 

 

Table 1. Nominal condition to validate the models proposed in Section 3 with SPICE simulation. 

Parameter Default Value 

L1 5 μH 

L2 16 μH 

Lt (=Lb) 5 μH 

C1 3 nF 

C2 8 nF 

CIN 1 nF 

VIN 0.8 V 

The numerical solutions under wide ranges of circuit parameters were in good agree-

ment with the SPICE results within 10% at most, as shown in Figure 7. Among the three 

solutions, the highest one was selected because the other two frequencies are too low to 

have Leq and Ceq positive values. 

 

Figure 7. Operation frequency as a function of each circuit parameter. (a) L1 vs fo, (b) C1 vs fo, (c) 

CIN vs fo, (d) Lt(=Lb) vs fo. 

3.2. Common-Gate Voltage Gain  

For DC–DC boost converters to have large boost ratios, a large voltage amplitude at 

the drain of M1 is required. Let us determine a common gate voltage gain ACG as a function 

of the circuit parameters first. As performed for modeling the operation frequency of 

mESCO, a circuit transformation was produced from an original circuit diagram of 

mESCO as shown in Figure 8a to its small-signal equivalent circuit as shown in Figure 8b, 

and then a circuit model of mESCO as shown in Figure 8c. 

Figure 7. Operation frequency as a function of each circuit parameter. (a) L1 vs. fo, (b) C1 vs. fo,
(c) CIN vs. fo, (d) Lt(=Lb) vs. fo.

249



Electronics 2022, 11, 2808

3.2. Common-Gate Voltage Gain

For DC–DC boost converters to have large boost ratios, a large voltage amplitude at
the drain of M1 is required. Let us determine a common gate voltage gain ACG as a function
of the circuit parameters first. As performed for modeling the operation frequency of
mESCO, a circuit transformation was produced from an original circuit diagram of mESCO
as shown in Figure 8a to its small-signal equivalent circuit as shown in Figure 8b, and then
a circuit model of mESCO as shown in Figure 8c.
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When vd is forced, what voltage appears at vs? Seven variables (four voltages and
three currents) among six equations were applied, as shown by (6)–(11).

vssi = jωLb(i1 + i2 − i3) (6)

vs − vssi = i1/jωCeq2 (7)

vd − vddi = jωL1i2 (8)

vddi − vssi = (i2 − i3)/jωCIN (9)

vddi = jωLti3 (10)

vd − vs = i1/jωC1 (11)

Therefore, an equation can relate any two variables. After some calculations, (12) was
derived for the common gate voltage gain ACG. With (13)–(18), (12) provides a value for
ACG when the circuit parameters are given.

ACG = vd/vs = TSQ1/TSQ2 (12)

TSQ1 = (1 + β)(TSQ3−LXCX) + LXCeq2 (13)

TSQ2 = β(TSQ3−LXCX) + LtCIN (14)

TSQ3 = ω 2C 2
IN L1Lt (15)

β = C1/Ceq2 (16)

LX = ω 2CIN L1Lt − L1 − Lt (17)

CX = Ceq2 + CIN−1/
(

ω 2Lb

)
(18)

where Ceq2 is given by (2). β, LX, and CX, defined by (16), (17), and (18), respectively, were
used to calculate TSQ1-3. Figure 9 shows ACG as a function of each design parameter. The
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tendencies of ACG vs. L1 (a) and C1 (b) are matched with those for ESCO [16]. As expected,
the smaller the CIN, the closer to unity for ACG in (c). (This tendency validated increasing
the drain voltage amplitude with a smaller CIN in the following sub-section, as expected
in Section 1). There were substantial discrepancies in ACG between the model and SPICE
results for CIN > 2 nF. A physical background is required here, but its investigation will be
conducted in future work. Figure 9d suggests that Lt and Lb can be minor contributors to
ACG, resulting in no significant impact on the drain voltage amplitude, as discussed in the
following subsection. In summary, the model calculation results were in good agreement
with the SPICE results, except for CIN > 2 nF.
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Figure 9. ACG as a function of each design parameter. (a) L1 vs. ACG, (b) C1 vs. ACG, (c) CIN vs. ACG,
(d) Lt(=Lb) vs. ACG.

3.3. Drain Voltage Amplitude vda

In this subsection, the drain voltage amplitude vda is modeled. In reality, there was a
distortion in Vd and Vs due to the nonlinear behavior of the transconductance and drain
conductance of M1, but it was assumed for simplicity in this study that the AC components
of Vd and Vs are modeled with sinusoidal waveforms whose amplitudes are vda and vsa,
respectively, as shown in Figure 10.
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Vd has an offset voltage of VIN. Thus, Vd and Vs can be written as (19) and (20), respectively.

Vd = VIN + vda cos θ (19)
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Vs = vsa cos θ =
vda

ACG
cos θ (20)

When vsa is large enough, M1 operates in three different modes, i.e., in cut-off, sat-
uration, and linear operation modes. θ1 is the boundary between cut-off and saturation,
resulting in (21), where VTH is the threshold voltage of M1. θ2 is the boundary between
saturation and linear, resulting in (22).

θ1= cos−1 VIN −VTH
vsa

(21)

θ2= cos−1−VTH
vda

(22)

Let us assume a simple Shockley model for M1, as described in (23) and (24), where
Ids_sat and Ids_lin are the drain current in saturation and liner modes, respectively, and k is
a proportional coefficient of the drain current.

Ids_sat =
1
2

k
(
Vgs −Vth

)2 (23)

Ids_lin = k
{(

Vgs −Vth
)
Vds −

1
2

Vds
2
}

(24)

The transconductance is expressed by (25) and (26) in saturation and liner modes,
respectively.

gmsat =
∂Idssat

∂Vgs
= k

(
Vgs −Vth

)
(25)

gm_lin =
∂Ids_lin

∂Vgs
= kVds (26)

Let us assume (27) holds when mESCO runs in steady state, where the peak drain
voltage does not change by cycle, because when the left side value of (27) is positive, the
amplitude increases by a cycle; whereas when it is negative, the amplitude decreases by
a cycle.

π∫

0

gm(θ)dθ = 0 (27)

Using (21), (22), (25) and (26), (27) resulted in (28).

∫ π
0 gm(θ)dθ =

∫ θ2
θ1

gm_sat(θ)dθ +
∫ π

θ2
gm_lin(θ)dθ

= VIN(π − θ1)−Vth(θ2 − θ1) + vsa sin θ1 − vda sin θ2 = 0
(28)

Equation (28) shows that vda is a function of ACG, VIN and VTH. Therefore, the model
was compared with the SPICE results in terms of vda vs. ACG, as shown in Figure 11a.
Dots in colors show the SPICE results where the circuit parameters are varied as much as
the ones in Figure 9. Because the SPICE model for NMOSFET used in this study has no
breakdown at high drain voltages, all the simulated data were plotted. However, because
there is a strict specification for the maximum voltages in reality, it can limit the design
space for the circuit parameters. Even though the model result has an offset from the trend
curve of the SPICE results, the model well-represents the tendency that vda is determined
by ACG rather than individual circuit parameters. It is interesting to note that the data
points of vda and vsa are plotted on a linear line with a slope of 1.00 for both the SPICE
results and model calculated results with a slightly different offset of 1.05 and 1.25 V for
the SPICE results and model calculated results, respectively, as shown in Figure 11b.
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Figure 11. (a) ACG vs. vda and (b) vsa vs. vda.

Figure 12a,b show the waveforms for voltage, current, and gm in cases of ACG = 1.2 and
1.8, respectively. The waveform for gm in Figure 12a suggests that gm in a linear operation
can partially contribute to surplus for a very large voltage amplitude. For a relatively low
voltage swing in Figure 12b, positive and negative gm appear in the saturation and linear
regions, respectively.
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Figure 12. Waveform in cases of ACG = 1.2 (a) and 1.8 (b).

To compare the vda of mESCO with that of ESCO, SPICE simulations and model
calculations based on [16] were made with the same parameter conditions for L1, C1, and
VIN as mESCO. Figure 13 shows the comparison results. Even though the model accuracy of
(28) for mESCO is not as sufficient as that of [16] for ESCO, the trend over circuit parameters
represents the SPICE results. With the same values for L1, L2, C1, and C2 as those of ESCO,
mESCO has a 2× or larger vda than ESCO.
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The data in Figure 13 are placed in a single vda−ACG graph as shown in Figure 14.
mESCO, as well as ESCO, has a unified characteristic curve. It is essential to design mESCO
and ESCO with ACG as close to unity as possible to have a large vda.
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4. Conclusions

We found that an additional L–C–L filter for ESCO, called mESCO, increased the peak
drain voltage, which will contribute to increasing the boost ratio when it is used in DC–DC
boost converter applications. In this study, the operation frequency, common gate voltage
gain, and drain voltage amplitude were analyzed with simple proposed models for mESCO.
Even though the frequency model potentially has three different frequencies as a solution,
the lower two components were not allowed because an equivalent inductor and capacitor
would have had negative inductance and capacitance, respectively. The highest frequency
was matched with the SPICE results in wide circuit parameter ranges. The common gate
voltage gain was also modeled with a simple circuit transformation. The model calculation
results are in good agreement with the SPICE results within a 10% error, except for large
CIN. In addition, the drain voltage amplitude was modeled with an assumption that the
average transconductance of the switching transistor over a half cycle is null. Even with a
simple Shockley model, the drain voltage amplitude was successfully modeled so that it
is a function of the common gate voltage gain rather than individual circuit parameters.
This fact is valid for ESCO as well as mESCO. In wide ranges of L1, C1, and VIN, the drain
voltage amplitude of mESCO was 2× or larger than that of ESCO. ESCO and mESCO had
the same trend in the drain voltage amplitude over the common gate voltage gain.

Further experiments to validate the model and SPICE results and an application of
mESCO to DC–DC boost converters will be conducted in the future. When a rectifier is
added to mESCO for the DC–DC boost converter, it would have another impedance at the
drain of the switching transistor, potentially yielding a loss in the drain voltage amplitude
and thereby a degradation of the output power of the DC–DC converter. One would need
to analyze its impact to design a DC–DC converter with sufficient output power.
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Nomenclature

ACG Common gate voltage gain
CDEC Decoupling capacitor
ER ESCO followed by rectifier
ESCO Enhanced swing Colpitts oscillator
ET Energy transducer
IoT Internet of Things
LBW Inductance of bonding wires
mER mESCO followed by Rectifier
mESCO more Enhanced Swing Colpitts Oscillator
SPICE Simulation Program with Integrated Circuit Emphasis
vda Drain voltage amplitude
VIN Input DC voltage
VOUT Output DC voltage
VX DC offset
Vx Voltage difference from ground
vx Voltage difference from the DC offset
Vxa Voltage amplitude
WPT Wireless power transfer
θ Phase
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Abstract: Electrostatic vibration energy transducers have a relatively high output impedance (RET)
and open-circuit voltage (VIN), so that voltage-down conversion is required for sensor/RF ICs.
Switched-capacitor converters are the best candidate to create small-form-factor technology and
are a low-cost solution because of their capability to fully integrate into sensor/RF ICs. To design
switched-capacitor voltage-down converters (SC-VDCs) with a minimum circuit area for electrostatic
vibration energy transducers, two steps are required. The first step requires an optimum design of
DC-DC SC-VDCs driven by high RET with a minimum circuit area, and the second step requires
an optimum design of AC-DC SC-VDCs based on the first step, to minimize the converter circuit
area. This paper discusses circuit analysis and design optimization aimed at the first step. Switching
frequency, the number of stages and the capacitance per stage were determined as a function of
RET, VIN and the output voltage (Vo) and current (Io) to the load, to achieve a minimum circuit
area. The relationship between Io and the power conversion efficiency was studied as well. The
performance was validated by SPICE simulation in 250 nm BCD technology. An optimum design flow
was proposed to design DC-DC SC-VDCs driven by high RET with a minimum circuit area under
conditions where RET, VIN, Vo and Io were given. The second design step remains as future work.

Keywords: switched-capacitor converter; voltage-down converter; energy transducer; optimum
design; electrostatic vibration energy harvesting; fully integrated; IoT

1. Introduction

Energy harvesting (EH) is technology for harvesting power for IoT edge devices from
environmental energy using energy transducers (ETs) [1]. Electrostatic energy transducers
(ES-ETs) can convert vibration energy into electronic power [2,3]. Due to high output
impedance (RET), open-circuit voltages (VIN) have to go beyond 10 V to generate power of
10 µW or larger. Switching regulators were proposed in [4,5] with a high-voltage full-bridge
rectifier. An HV rectifier is composed of four diodes for converting the AC power of ES-ETs
into DC power in the converter. As the DC voltage is much higher than the maximum
voltage acceptable in sensor CMOS ICs, power management circuits in DC-DC converters
need to be fabricated using a BCD process, which provides an HV CMOS operating even
at high voltages of 10 V or higher. Buck converters require external components, such as
inductors, capacitors and resistors (LCRs), to convert the DC-input voltage of an order
of 10 V into an output voltage of an order of 1 V. DC-DC buck converters are used in
applications of very high-power conversion. In [6], monolithic integrated high frequency
GaN DC-DC buck converters were proposed to output 15 V at a power density of 1 W/mm2.
Another type of switching converter is a boost converter. In [7], a boost converter with a
piezoelectric energy harvester could generate 1 V from a low-input voltage of 0.12 V with
an output power of 4.2 mW for wearable biomedical applications.

An alternative design for ES-ETs is a shunt regulator, which enables the elimination
of inductors [8]. The circuit can sufficiently reduce overstress, even with a standard 1 V
CMOS, resulting in full integration, apart from the decoupling caps, and provides a low-
cost solution. A drawback of the shunt regulator is low power efficiency. As the peak
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open-circuit voltage increases, the power conversion efficiency decreases. A third option is
switched-capacitor converters, which can be fully integrated as well, and have moderate
power efficiency [9]. In [10], the design of switched-capacitor voltage-up converters for a
DC-energy transducer was discussed, where the operating clock frequency was assumed
to be constant, regardless of the number of capacitors and the capacitance of each capacitor.
To the best knowledge of the authors, there has been no formulation to design switched-
capacitor voltage-down converters for highly resistive energy transducers. To optimally
design switched-capacitor voltage-down converters (SC-VDCs) for ES-ETs, the first step
requires an optimum design of DC-DC SC-VDCs driven by high RET, and the second step
requires an optimum design of AC-DC SC-VDCs based on the first step.

This paper discusses circuit analysis and design optimization aimed at the first step.
Switching frequency, the number of stages and the capacitance per stage were determined
as a function of RET, VIN and the output voltage (Vo) and current (Io) to the load, to achieve
a minimum circuit area. The relationship between Io and the power conversion efficiency
was studied as well. The performance was validated by SPICE simulation in 250 nm BCD
technology. The second design step remains as future work. This paper is organized
as follows: Section 2 develops circuit models with no RET case as ideal and a high RET
condition. The sensitivity of Io on the design parameters are discussed. Optimum clock
cycle time and the optimum number of capacitors are determined to maximize Io at Vo.
Optimization design flow is proposed in Section 3. The results are also shown.

2. Circuit Model
2.1. Ideal Case with No RET

Figure 1 illustrates a block diagram of an energy transducer (ET) and a switched-
capacitor voltage-down converter (SC-VDC). The electrical characteristics can be expressed
by an open-circuit voltage VIN and output resistance RET. In this paper, VIN is assumed to
be DC to propose design optimization of SC-VDC driven by a highly resistive ET, which
will be able to apply to AC-DC SC-VDCs for electrostatic vibration energy transducers
in future work. An SC-VDC is composed of multiple capacitors and switches to vary the
configuration of capacitors between input and output terminals in two states per cycle of
an input clock CLK.
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Figure 1. Block diagram of energy transducer (ET) and switched-capacitor voltage-down converter
(SC-VDC).

Figure 2 shows those two configurations of DC-DC SC-VDC with CLK = H and L in
(a) and (b), respectively, namely in a serial state and in a parallel state. An SC-VDC has
N capacitors, each of which has the same capacitance C. The input current IIN flows in
the serial state. The output currents IOP and IOS flow in the serial and the parallel states,
respectively. Figure 2c shows the waveform of VP at the interface between ET and SC-VDC.
The serial state required a longer period (Ts) than the parallel one required (TP) because the
capacitors were charged via a large resistor RET in Ts, whereas they were discharged via a
small on-resistance of switches in TP. Thus, the clock frequency was limited by TS. When
TS increased, the amount of charge stored in the capacitors increased, and the cycle time
also increased. Overly long TS could reduce the average output current (IO) because the
amount of charge saturated for long TS. On the other hand, when Ts decreased too much,
the charge transferred into the capacitors decreased as well. TS that was too short could
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also reduce IO. As a result, there should be an optimum TS to maximize Io between two
extreme conditions. Firstly, we will look at the circuit behavior in the case where RET is
sufficiently small, and then, we will investigate the case where RET is significantly large.
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An ideal circuit model of SC voltage-up converters was discussed in [11,12] and the
optimum number of capacitors to minimize the circuit area under the condition that the
circuit outputs a target current at a given output voltage was also discussed. In this section,
we will start with a similar set of equations to represent the circuit performance. All of
the parasitic resistance of the power supply and switches was assumed to be adequately
small. Therefore, the clock cycle T was considered to be long enough for the charge to be
transferred to the capacitors or to the output. Under such conditions, the output charge
in the serial state (QOS) and the average current over T (IOS) were given by (1) and (2),
respectively, as follows:

QOS =
C
N
(VIN − (N + 1)Vo (1)

IOS =
QOS

T
=

1
N
× CVIN

T

(
1− (N + 1)Vo

VIN

)
(2)

Similarly, the output charge in the parallel state (QOP) and the average current over
T (IOP) were given by (3) and (4), respectively. The total average output current (IO) was
therefore given by (5).

QOP = N ×QOS = C(VIN − (N + 1)Vo) (3)

IOP =
QOP

T
=

CVIN
T

(
1− (N + 1)Vo

VIN

)
(4)

IO = IOS + IOP =
N + 1

N
·CVIN

T

(
1− (N + 1)Vo

VIN

)
(5)

The average input current (IIN) was equal to IOP (6). Thus, the input and output power
were expressed by (7) and (8), respectively. The power conversion efficiency (η) defined by
Po/PIN was calculated as (9).

IIN = IOS (6)

PIN = VIN IIN =
CVIN2

NT

(
1− (N + 1)Vo

VIN

)
(7)

PO = VO IO =
(N + 1)CVINVO

NT

(
1− (N + 1)Vo

VIN

)
(8)

η =
PO
PIN

=
(N + 1) VO

VIN
(9)

N needed to meet (10) to have finite IO based on (5). From the point of view of high
power-conversion efficiency, a larger N was recommended. The largest number of N to
meet the equation of N < VIN/VO − 1 had the highest η. On the other hand, from the point
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of view of high Io, a smaller N was recommended because IO was a monotonic function of
N, as shown by (11).

N <
VIN
VO
− 1 (10)

∂IO
∂N

∝ −N
(

VIN
VO

+ 2
)
− 2
(

VIN
VO
− 1
)

(11)

2.2. Practical Case with Large RET

Like the previous model, where the switch resistance was low enough under the
slow-switching limit, it was assumed that the parallel state did not require a long period to
transfer all of the charges via the switches with low on-resistance. On the other hand, it
was assumed that the charges transferred during the serial state were limited by Ts. The
voltage at the top plate of the top capacitor (VP) in the case where the bottom plate of the
bottom capacitor was connected to the output terminal was determined by a differential
Equation (12).

VIN −Vp(t)
RET

=
C
N

d
dt
(Vp(t)−Vo) (12)

With the initial condition as shown in (13), (12) was solved to be (14), where the time
constant τ was given by (15).

Vp(0) = (N + 1) VO (13)

Vp(t) = VIN

(
1−

(
1− (N + 1)Vo

VIN

)
· e− t

τ

)
(14)

τ =
CRET

N
(15)

The average output current during the serial state over one period of T = TP + TS (IOS),
which was equivalent to the average input current, could be estimated using (16).

IOS = IIN =
C(VP(TS)−VP(0))

NT
=

CVIN
NT

(
1− (N + 1)Vo

VIN

) (
1− e−

TS
τ

)
(16)

Because the total transferred charges from the energy transducer in the serial state
appeared to be all N capacitors, the charges to the output terminal in the parallel state were
given by (17).

IOP = NIOS (17)

Therefore, an average output current in a period could be estimated by (18). The input
and output power were simply given by (19) and (20), respectively.

IO = IOS + IOP =
N + 1

N
·CVIN

T

(
1− (N + 1)Vo

VIN

)(
1− e−

TS
τ

)
(18)

PIN = VIN IIN=
CVIN2

NT

(
1− (N + 1)Vo

VIN

)(
1− e−

TS
τ

)
(19)

PO = VO IO=
(N + 1)CVINVO

NT

(
1− (N + 1)Vo

VIN

)(
1− e−

TS
τ

)
(20)

As a result, when all of the parasitic capacitance, such as bottom and top plate capac-
itance and junction capacitance of switches was negligibly small, the power conversion
efficiency (η) became (21), which was equal to (9). Equations (16), (18)–(20) became identical
to (2), (5), (7) and (8) when RET approached zero.

η =
PO
PIN

=
(N + 1) VO

VIN
(21)
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One can find an optimum Ts to maximize Io based on (18). With ∂IO
∂TS

= 0, (22a) held

in the case that √τTP >> TP. Similarly, with ∂IO
∂N = 0 and (22a), (22b) held. As a result, IO

approached the maximum attainable current IO_ATT given by (22c), which was IO under
impedance matching.

TS_OPT =
√

τTP (22a)

NOPT =
VIN
2VO

− 1 (22b)

IO_ATT =
V2

IN
4RETVO

(22c)

2.3. Characteristics of SC-VDC for Highly Resistive ET

To see how Io varied as a function of N, C and Ts, a demonstration was performed
with the default parameters shown in Table 1.

Table 1. Design parameters used as a demonstration.

Parameters Default Value

VIN 10 V

RET
100 kΩ

(10 Ω for reference)
VO 1.0 V
C 1.0 nF
N 4
TS 10 µs
TP 100 ns

When N, C or Ts was varied, the remaining parameters were set at the default values.
RET of 100 kΩ and 10 Ω were used to verify the significance of a large RET value. In
Figure 3a, the number of capacitors (N) was varied. As predicted, Io was maximized with
N of one when RET was sufficiently small. Conversely, Io was maximized to three or four
when RET was quite large, as predicted by (22b). NOPT was estimated to be four when
VIN = 10 V and Vo = 1 V by (22b). Figure 3b shows that the response of C to Io was scaled
by RET. The ratio of 100 kΩ to 10 Ω was 104. When one drew the curve of IO − C for
RET = 10 Ω by shifting four orders in the horizontal and the vertical axes, the two curves
were matched well. Figure 3c shows that there was an optimum Ts depending on the value
of RET. Ts that was too short did not allow charges to be transferred from ET, whereas Ts
that was too long simply decreased Io~Qo/Ts, wherein Qo was saturated for long Ts. The
estimate equation (22a) gave us TS_OPT of 15 µs and 1.5 µs for RET of 100 kΩ and 10 Ω,
respectively, which were in agreement with Figure 3c.
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How can circuit designers maximize Io when the total capacitance is given? IO vs.
TS plots for various N can tell them the answer. Figure 4 is a demonstration assuming
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CTOT = CN = 100 pF and the other parameters are given by Table 1. The optimum Ts to
maximize Io depended on N because τ varied as N−2 when CN was constant (τ = RET
C/N = RET CTOT /N2). One can find the maximum Io (IO_MAX) for each N at TS_OPT from
Figure 4a. Figure 4b shows IO_MAX vs. N when CN = 100 pF. In this demonstration, one
can extract 160 µA at 1 V with N = 3 and Ts= 500 ns. The above procedure to determine the
optimum N and Ts will be used in Section 3.
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Figure 5 shows η vs. N based on (9) and (21). The two lines were identical. As N
increased, the voltage ripple of each capacitor decreased, which contributed to a reduction
in conduction loss, i.e., an increase in η [13]. Note that (9) and (21) did not take any parasitic
capacitance into account for simplicity. When the parasitic capacitance, such as the top
and bottom plate capacitance to the ground, and the junction capacitance of switches
was considered, η was degraded especially for converters with many capacitors [14].
Improvement of the models discussed in this paper will be needed for more accurate
initial design.
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The above procedure could be performed for various CTOT as shown in Figure 6a. The
maximum attainable power from a given ET specified with VIN and RET (PATT) was given
by (22c) under a power match, when the input impedance of the converter was matched
with RET. In case of the conditions given in Table 1, PATT was 250µW (10 V2/4 × 100 kΩ).
As shown in Figure 6a, by increasing CTOT, IO_MAX approached PATT/Vo. The value of
NOPT that provided the largest IO_MAX was the one with a small CTOT, whereas the value
given by (22b) was one with a sufficiently large CTOT.

One can draw Figure 6b by combining Figure 6a with Figure 5, which suggests that
there was no chance to design an SC-VDC for highly resistive ET to maximize both IO and
η. Which one should be prioritized for circuit designers? If a set of ET and SC-VDC was
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considered as a power source, which was a viewpoint from the load, Io must be a higher
priority than η.
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Let us analyze Figure 6a in more detail. Figure 7a–c is NOPT (a), TS_OPT (b) and
IO_MAX (c) as a function of CTOT based on Figure 6a. With CTOT of 10 pF, NOPT was one and
TS_OPT was 400 ns. This condition was close to a “no RET case”, which had NOPT of one.
IO_MAX was 100 µA at the most. Circuit designers may want to have a higher Io because
the attainable output current was 250 µA. There was no other way to increase Io without a
sacrifice of circuit area. Even though one could increase Io by increasing CTOT, the rate of
increase in Io was noticeably lower than the rate of increase in CTOT. This was because Ts
must also be increased for an increased τ, and NOPT must be increased as well. The larger
the value of N, the smaller the series capacitance C/N, and therefore the lower Io. For
instance, one can have Io of 200 µA with CTOT of 1 nF. With 100× CTOT, Io barely increased
by a factor of two.
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2.4. Validation of the Model

To validate the model expressed by (18), a two-stage SC-VDC was designed in 250 nm
BCD technology, as shown in Figure 8a. First, 12 V CMOS transistors were used to manage
VIN of 10 V in SPICE simulation. Transistors need to operate in a safe-operating region, i.e.,
the drain (source) voltage of N(P)MOSFETs must be equal to or greater than the source
(drain) voltage. As a result, some switches were realized with two series transistors whose
gates are driven by “ser1” and “ser2”. The timings were slightly different, as shown in
Figure 8b.

SPICE simulations were run with various Ts, resulting in Figure 9. The model still
had a mismatch against SPICE, but if the model was requested to determine the optimum
conditions for Ts (500 ns in this example), the model was considered to be in agreement
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with the SPICE result. To design SC-VDCs precisely, one could run SPICE multiple times,
starting at the conditions which the model predicts.
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3. Optimum Design Flow

In this section, a design flow is proposed to design an SC-VDC for highly resistive
ET so that the circuit area is minimized under the condition that a target Io (IO_TARGET) is
provided at a target Vo. The key idea is (1) one can design an SC-VDC to maximize Io when
its circuit area or the total capacitance is given; (2) if the maximized Io provided in (1) is
lower (higher) than IO_TARGET, one can increase or decrease the circuit area gradually; and
(3) finally one reaches SC-VDC with a minimum circuit area to barely output IO_TARGET.

Figure 10 shows the design flow. The following are performed step by step.
(S1) VIN and RET are assumed from the ET side, and Vo and IO_TARGET are required

from the load side. At this point, one can check whether there is any solution for SC-VDC
based on (22c). If the estimated PATT is lower than Vo × IO_TARGET, the circuit designers
must request to increase the input power to the ET side, or to decrease the output power to
the load side.

(S2) An initial value of the total capacitance CN is assumed, which is called Ao in
this flow. One can start at any value for Ao because the feedback loop will reach the final
solution as long as there is a value for Ao.

(S3) One can draw Io vs. Ts for each SC-VDC with a different N by using (18), as
shown in Figure 4a.

(S4) One can find a maximum IO_MAX at an optimum TS_OPT among all of the possible
designs, as shown in Figure 4b.

(S5) Then, a parameter α is calculated with Io/IO_TARGET, which indicates how much
Io deviates from the target.
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(S6), (S8) If 1 < α < 1.1, the design determined in (S4) is the optimum design, which
has a minimum circuit area with a design margin of 10% or less in Io. Therefore, the design
flow is closed. If α < 1, it is considered that Ao is not sufficient to output IO_TARGET at Vo.

(S7) Then, Ao is increased by a factor of 1/α. The second trial starts at (S3) with Ao/α.
(S8) If α > 1.1, Ao is more than enough to output the IO_TARGET at Vo. Then, Ao is

decreased by a factor of Ao/α at (S7) to feedback to (S3) for the next loop.
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Figure 10. Optimum design flow to have a minimum circuit area.

A demonstration is made for IO_TARGET of 100 µA at Vo of 1 V and AO of 100 pF. By
running the design flow as shown in Figure 10, CTOT, TS_OPT, NOPT and thereby IO_MAX
were determined in each loop as shown in Figure 11. NOPT varied from three in the first
loop to one in the final tenth loop in this demonstration. TS_OPT increased at the moment
when NOPT decreased, because τ decreased. In total, Ao gradually decreased from an initial
condition of 100 pF to the final value of 7.5 pF where IO_MAX reached 110 µA.
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Figure 11. IO_MAX, TS_OPT, NOPT and CTOT vs. loop cycles under the condition of IO_TARGET = 100 µA
and Ao = 100 pF.

4. Conclusions

This paper developed a circuit model of DC-DC SC-VDC for highly resistive ET.
Dependence on TS_OPT and NOPT to maximize IO on RET, VIN and VO was demonstrated
under the condition that a circuit area was given. Then, the optimum design flow was
proposed to minimize the circuit area to meet the constraints of RET, VIN, VO and IO. Its
demonstration was presented. The results in this paper will be used to design AC-DC
SC-VDC for highly resistive ET effectively.
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Abstract: In this paper, an improved artificial bee colony (I-ABC) algorithm for the maximum power
point tracking (MPPT) of a photovoltaic module array (PVMA) is presented. Even though the P-V
output characteristic curve with multi-peak was generated due to any damages or shading discovered
on the PVMA, the I-ABC algorithm could get rid of stuck on tracking the local maximum power point
(LMPP), but quickly and stably track the global maximum power point (GMPP), thereby improving
the power generation efficiency. This proposed I-ABC algorithm could search for the higher power
point of a PVMA by a small bee colony, determine the next tracking direction through the perturb
and observe (P&O) method, and keep tracking until the GMPP is obtained. This method could
prevent tracking the GMPP for too long due to applying a small bee colony. First, in this study,
the photovoltaic modules produced by Sunworld Co., Ltd. were used and were configured as a
PVMA with four series and three parallel connections under different numbers of shaded modules
and different shading ratios, so that corresponding P-V output characteristic curves with multi-peak
values were generated. Then, the GMPP was tracked by the proposed MPPT method. The simulation
and experimental results showed that the proposed method performed better both in dynamic
response and steady-state performance than the traditional artificial bee colony (ABC) algorithm.
According to the experimental results, it showed that the tracking accuracy for the GMPP based on
the proposed MPPT with 100 iterations under 5 different shading ratios was about 100%; on the other
hand, that of the traditional ABC algorithm was 70%, and that of the P&O method was lower at
about 30%.

Keywords: improved artificial bee colony (I-ABC); maximum power point tracking (MPPT); photovoltaic
module array; local maximum power point (LMPP); global maximum power point (GMPP)

1. Introduction

When the photovoltaic module array is shaded or failed, multi-peak values will be
observed in the P-V output characteristic curve with different conditions. In order to
maximize the output power of the photovoltaic module array, it shall be controlled by the
maximum power point tracker of the power conditioner [1]. Due to the consideration of
development costs, most current commercial power conditioners use traditional methods
for MPPT, such as incremental conductance (INC) [2], perturb and observe (P&O) [3], power
feedback, and the constant voltage method, etc. However, as the P-V output characteristic
curve with multi-peak values is generated due to any shading or failures discovered on the
module array, those above-mentioned traditional methods for MPPT will fail to track the
GMPP, thereby reducing the output power.

In recent years, many scholars have focused on those methods for the MPPT in
response to such a P-V output characteristic curve with multi-peak values, caused by some
modules shaded in the photovoltaic module array. To solve the problem of being stuck
on the local maximum power point tracking (LMPPT) based on traditional algorithms for
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MPPT, these studies mainly apply algorithms for artificial MPPT. Most popular algorithms
for artificial MPPT are ant colony optimization (ACO) [4], differential evolution (DE) [5],
artificial bee colony (ABC) [6], and particle swarm optimization (PSO) [7], etc. The ACO
algorithm is a probabilistic algorithm for optimizing routes, and its update formula is
exponential as stated in reference [8], thereby making its path length and pheromone
concentration as random values. Such random path length and pheromone concentration
might get rid of stuck on tracking the LMPP, but it would make the tracking time too
long. In addition, the differential evolution is similar to the genetic algorithm (GA), which
applies real number coding for specific races and accomplishes searching for the global
best value through differencing variance and one-to-one competitive survival strategy.
However, it makes tracking time increased due to the multiple formulas that are required
for operating while individuals carry out mutation. On the other hand, the ABC algorithm
optimizes the group foraging process by sending employed bees to find food sources,
wherein those employed bees will transfer information about the location and direction of
the food sources to other bees by dancing. However, those employed bees search for food
sources randomly, so as to make their search abilities less stable; moreover, the number of
employed bees dispatched is proportional to the searching time during the food source
search, so it takes much longer if more employed bees are dispatched for searching [8]. In
addition, the PSO algorithm, proposed in 1995 by two scholars, Kennedy and Eberhart,
who were inspired by the predation behavior of birds, is an artificial algorithm [9]. This
algorithm has the advantages of fewer parameters and a simple iterative formula, but if the
particle moving is too large, it may not be capable of tracking the GMPP but rather oscillate
back and forth in its vicinity; on the contrary, if the particle moving is too small, it is easily
stuck on tracking the LMPP, resulting in the tracking speed being slow.

Therefore, in this paper, an I-ABC algorithm for the MPPT of a photovoltaic module
array with some modules shaded or failed is developed. It is characterized by less employed
bees and a shorter searching time because it can combine with the P&O method to determine
the moving direction of the bee colony according to the amount of food source; therefore, it
can reduce the number of employed bees and shorten the search time. Compared with the
traditional ABC algorithm, this method can quickly find the best food source through less
employed bees. Therefore, it could get rid of stuck on tracking the LMPP, and address such
time-consuming issues found in traditional artificial algorithms for the global maximum
power point tracking (GMPPT), thereby improving the output power of a photovoltaic
module array.

2. Traditional Artificial Bee Colony Algorithm

The traditional ABC algorithm is a swarm artificial algorithm, proposed by Karaboga
in 2005 [10,11], based on the artificial foraging behavior of bee colonies. In order to find
the best nectar during foraging, the bees are divided into employed bees, onlookers, and
scouts, wherein the employed bees are responsible for collecting nectar and transferring
information, the scouts are responsible for finding food sources, and the onlookers are
responsible for optimizing the best flight routes. A scout will search for food sources either
based on previous experience or just randomly and become an employed bee to collect
nectar and memorize certain information about the food sources found. Later, when it
brings the nectar back to the hive, it will pass that information about the food source to
the onlooker. As such information has been passed, this employed bee may go back to the
mentioned food source to continue nectar collection or return to be a scout to continue a new
food source search again based on previous experience or randomly. On the other hand, the
onlooker will determine the best route for nectar collection based on the information about
food sources taken early or abandon those food sources with less nectar stock. Figure 1 is
a schematic diagram of collecting the nectar of a bee colony. According to reference [12],
in the traditional ABC algorithm, the tracking speed and steady-state performance will
be affected by the number of scouts and there may be some errors of information about
food sources memorized by the employed bees; therefore, there may be some errors of the
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best routes optimized by onlookers if the wrong information is received, which will slow
down the tracking speed in the later stage. Therefore, it really needs to introduce other
algorithms for improving the tracking speed.

Figure 1. Schematic diagram of collecting nectar of bee colony.

Please refer to the steps of the traditional ABC algorithm as follows:
Step 1. Set initial parameters, including the maximum number of iterations (ME),

the number of employed bees (SN), the initial number of food sources searched by each
employed bee x0

i , and the initial number of the best and worst food sources searched by all
employed bees v0

best and v0
worst, and the initial number of iterations j = 0.

Step 2. Substitute the food sources xj
i randomly searched after the j-th iteration by

each employed bee into the random search Equation (1) for searching new food sources.

xj+1
i = xj

i + rand[0, 1](vj
best − vj

worst) i = 1, 2, . . . , SN; j = 0, 1, . . . , ME (1)

wherein, xj+1
i is the value of the (j+1)-th iteration obtained by the i-th employed bee; xj

i is

the value of the j-th iteration obtained by the i-th employed bee; vj
best is the best value of j-th

iteration obtained by the SN employed bees; vj
worst is the worst value of the j-th iteration

obtained by SN employed bees; and rand [0, 1] is a random number between 0 and 1.
Step 3. Each employed bee moves according to Equation (2) to search for new

food sources.

vj+1
i = xj+1

i + rand[−1, 1](xj+1
i − xj+1

k ) i = 1, 2, . . . , SN; j = 0, 1, . . . , ME (2)

wherein, vj+1
i is the new food sources searched after the (j+1)-th iteration by the movement

of the i-th employed bee; xj+1
i is the value of the iteration of Equation (1); and xj+1

k is the
value of the (j+1)-th iteration obtained by employed bee k which is rounded to closest
to xj+1

i ; and rand[−1, 1] is a random number between −1 and 1. Figure 2 is a schematic
diagram of the movement of employed bees at two iterations of Equations (1) and (2).

Step 4. Calculate the fitness Pi of food sources searched after the (j + 1)-th iteration by
the SN employed bees through the Equation (3) with the roulette wheel method. Wherein,
the maximum fitness Pi of the food source is expressed as vj+1

best, and the minimum one is

expressed as vj+1
worst.

Pi =
vj+1

i

∑SN
i=1 vj+1

i

, i = 1, 2, . . . , SN (3)

Step 5. Stop to generate iterations until the maximum number of iterations (i.e., j = ME)
is reached. Otherwise, set the maximum fitness Pi of food sources vj

best = vj+1
best, the

minimum one vj
worst = vj+1

worst, and xj
i = xj+1

i , and let j = j + 1, then skip to step 2 for the
next iteration.
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Figure 2. Two-dimensional schematic diagram of the movement of employed bees.

Figure 3 is the flowchart of the traditional ABC algorithm. If there are more bees,
tracking accuracy will be higher accordingly. However, the searching time is proportional
to the number of bees during the algorithm implemented with a microcontroller, i.e., the
operation time is longer for a larger population; on the contrary, the operation time of the
algorithm can be reduced if the number of bees is reduced, but it will be more difficult
to obtain the optimal solution. Therefore, in order to address the issue that the optimal
solution cannot be obtained within a limited number of iterations due to the reduction of
the number of bees, an I-ABC algorithm with fewer bees combined with the P&O method is
presented and applied for the MPPT of photovoltaic module array to fast track the GMPP.

Figure 3. Flowchart of the traditional ABC algorithm.
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3. Proposed Maximum Power Point Tracker for Photovoltaic Module Array

Figure 4 is the architecture of the maximum power point tracker for photovoltaic
module array based on the I-ABC algorithm proposed in this paper, which includes the
photovoltaic module arrays, the DC/DC boost converter [13], and the digital signal proces-
sor (DSP) [14] for implementing the I-ABC algorithm.

Figure 4. Architecture of the maximum power point tracker for photovoltaic module array based on
the I-ABC algorithm.

3.1. Composition of Photovoltaic Module Array

In this paper, the SWM-20W modules produced by Sunworld [15] were used to be
configured as an array with four series and three parallel connections, and some of those
modules were set with different shading ratios and failures. Later, the EKO MP-170 I-V
tracker [16] was used to measure output, which was input into the Matlab software to
simulate corresponding P-V output characteristic curves. The simulation results of MPPT
could be comparable with the test results of the actual photovoltaic module array later. For
specifications of electrical parameters of photovoltaic modules SWM-20W under standard
test conditions (STC) (i.e., air mass (AM) as 1.5, the intensity of insolation as 1000 W/m2,
and temperature of the photovoltaic module as 25◦C), refer to Table 1.

Table 1. Specifications of electrical parameters of photovoltaic modules SWM-20W produced by
Sunworld [15].

Parameters Value

Rated maximum output power (Pmp) 20 W
Current of maximum power point (Imp) 1.10 A
Voltage of maximum power point (Vmp) 18.18 V

Short circuit current (Isc) 1.15 A
Open circuit voltage (Voc) 22.32 V

Length and width of module 395 mm × 345 mm

3.2. DC/DC Boost Converter

The designed parameter settings of components of the DC/DC boost converter used
in this paper are listed in Table 2 [17].
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Table 2. Parameter settings of components of the DC/DC boost converter [17].

Component Name Models and Specifications

Inductor (Lm) 1.152 mH
Input capacitor (Cin) 390 µF/450 V

Output capacitor (Cout) 390 µF/450 V
Switching frequency (fs) 25 kHz

Power switching transistor (S) MOSFET IRF460 (500 V/20 A)
Diode (D) IQBD60E60A1 (600 V/60 A)

3.3. Improved Artificial Bee Colony Algorithm

In this paper, the digital signal processor TMS320F2809 produced by Texas Instruments
was used to implement the I-ABC algorithm with the boost converter for the GMPPT of
a photovoltaic module array while the photovoltaic module shaded or failed partially.
The I-ABC algorithm used was obtained from improving the traditional ABC algorithm
described in step 4, Section 2, and applied for the MPPT of a photovoltaic module array,
wherein vj+1

best was the duty cycle of the boost converter at the optimal output power of the
photovoltaic module array. The specific practice was as follows:

The practice substituted the optimal solution vj+1
best (which was obtained in step 4,

Section 2 about the traditional ABC algorithm) into the P&O method [3] to increase or
decrease the terminal voltage of the photovoltaic module array with a fixed disturbance, and
to determine the direction where the output power increased, thereby keeping perturbing in
this direction for the optimal solution vj+1

best of the next iteration. This method addressed such
time-consuming issues of searching the local maximum values found in the traditional ABC
algorithm, which only searched values randomly in the vicinity, so the I-ABC algorithm
could determine the correct searching direction only through the P&O to quickly get rid of
stuck on tracking the LMPP, thereby quickly tracking to the GMPP.

Therefore, in this paper, an algorithm that could quickly track the GMPP was proposed
by combining with the P&O method and the ABC algorithm. First, the GMPP was tracked
by the ABC algorithm. Then, the global peak value was tracked quickly by the P&O
method. This method could address the time-consuming issue of searching the global
maximum values when there is a small bee colony, and the failure to track the GMPP issue
due to multi-peak values presented by the P&O method. For its detailed flowchart, refer to
Figure 5.

In order to shorten the operation time of the I-ABC algorithm, small bee colonies were
applied in this paper. For its parameter settings, refer to Table 3. In addition, in order to
confirm its tracking performance, tests of the MPPT were performed on the photovoltaic
module array with four series and three parallel connections under five different working
conditions, as shown in Table 4.

Table 3. Parameter settings of the I-ABC algorithm.

Parameter Name Settings

Number of bees (SN) 8
Number of iterations (ME) 50

Disturbance (∆d) 0.5% (duty cycle)
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Table 4. Five different shading and failure conditions selected for testing.

Case Parallel Series Configuration and Shading Ratio The Number of Peaks in the P-V Curve

1 4 series and 3 parallel (shaded 0%) Single-peak
2 4 series and 3 parallel (one module with shaded 30%) Double-peak

3 4 series and 3 parallel (two modules with shaded 30% and
50%, respectively) Triple-peak

4 4 series and 3 parallel (three modules with shaded 30%, 50%, and
70%, respectively) Quadruple-peak

5 4 series and 3 parallel (one module with snail trails) Double-peak

Figure 5. Flowchart of the I-ABC algorithm.
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4. Simulation Results

In this paper, Matlab software was used to read the data measured by the MP-170
I-V checker under five different test conditions (as shown in Table 4), and to simulate
MPPT based on the I-ABC algorithm, traditional ABC algorithm, and the P&O method,
respectively, as well as to compare the tracking performance among different methods.

The initial voltage of the MPPT during simulation in this paper was set to 0.8 times
of the voltage (about 58.176 V) of the maximum output power point (Vmp) of modules
with four series connections under the standard test condition (STC), because according to
reference [18], the voltage of the maximum power point of a photovoltaic module array
under any conditions was about 0.8~1.1 times of Vmp under STC. Figure 6 shows the P-V
characteristic curve of the photovoltaic module array under normal operating conditions
and the intensity of insolation as 742 W/m2 in Case 1, wherein the single-peak value
was presented (Pmp = 183.29 W). According to the simulation results of the three tracking
methods shown in Figure 7, it was observed that as the single-peak value presented, the
GMPP could be tracked quickly either based on the I-ABC algorithm or the P&O method,
but it could be tracked slowly based on the traditional ABC algorithm. In order to be fair in
the tracking performance, the number of bees was set as eight both in the traditional ABC
algorithm and the I-ABC algorithm; however, the required time for tracking the GMPP was
longer based on the former algorithm due to the smaller bee colony.

Figure 6. P-V characteristic curve of the photovoltaic module array in Case 1 (with single-peak value).

Figure 8 shows the P-V characteristic curve of the photovoltaic module array under
the intensity of insolation as 712 W/m2 and one module shaded 30% in Case 2, wherein
double-peak values were presented and the real MPP Pmp was 147.28 W. If the shading
position of modules changed, only the double-peak values of the P-V characteristic curve
would be changed accordingly. In order to speed up the tracking speed, the initial tracking
voltage in this case was still set as 0.8 times of the voltage Vmp of the maximum output
power point of the module array under the STC condition, i.e., 58.176 V. According to
the simulation results of the three tracking methods shown in Figure 9, it was observed
that the P&O method failed to track the GMPP (Pmp = 147.2 W) due to being stuck on the
LMPP (Ppv = 135 W), and that the traditional ABC algorithm could track the GMPP, but its
tracking speed was slower than that of the I-ABC.
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Figure 7. Comparison of simulation results for the MPPT in Case 1.

Figure 8. P-V characteristic curve of the photovoltaic module array in Case 2 (with double-peak values).

Figure 10 shows the P-V characteristic curve of the photovoltaic module array under
insolation intensity as 525 W/m2 and two modules shaded 30% and 50%, respectively, in
Case 3, wherein triple-peak values were presented and the real MPP Pmp was 102.18 W.
According to the tracking simulation results of the three tracking methods shown in
Figure 11, it was observed that both the I-ABC algorithm and the traditional ABC algorithm
could track the GMPP (Pmp = 102.1 W). Still, the later algorithm was easier to stop near
the GMPP. The reason was that if a smaller bee colony was applied in the traditional ABC
algorithm, it would slow down the speed of finding the nectar sources significantly, thereby
causing difficulty for the bee colony to quickly track the GMPP. On the other hand, the
I-ABC algorithm proposed in this paper could quickly track the GMPP (Pmp = 102.1 W) by
combining it with the P&O method. However, if only the traditional P&O method was
adopted, it would only track the LMPP (Ppv = 75 W).
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Figure 9. Comparison of simulation results for the MPPT in Case 2.
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Figure 10. P-V characteristic curve of photovoltaic module array in Case 3 (with triple-peak values).

Figure 12 shows the P-V characteristic curve of the photovoltaic module array under
insolation intensity as 534 W/m2 and three modules shaded 30%, 50%, and 70%, respec-
tively, in Case 4, wherein quadruple-peak values were presented and the real MPP Pmp
was 83.84 W. According to the simulation results of the three tracking methods shown in
Figure 13, it was observed that the I-ABC algorithm could track the GMPP (Pmp = 83.8 W)
with only 5 iterations, but 25 for the traditional ABC algorithm. As per the P&O method,
the initial tracking voltage was near the point at the valley area where the GMPP was
located, so the GMPP could be tracked smoothly but more iterations are needed.
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Figure 11. Comparison of simulation results for the MPPT in Case 3.
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Figure 12. P-V characteristic curve of photovoltaic module array in Case 4 (with quadruple-peak values).

Figure 14 shows the P-V characteristic curve of the photovoltaic module array under
the intensity of insolation as 639 W/m2, wherein double-peak values were presented
while one module with snail trails [19,20] and the real MPP Pmp was 133.59 W. From the
simulation results of the three tracking methods in Figure 15, it was observed that both
the improved and traditional ABC algorithms could track the GMPP (Pmp = 133.5 W), as
could the P&O method with the initial tracking voltage as 58.176 V. However, the I-ABC
algorithm still performed best in the tracking response among the three methods.
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Figure 13. Comparison of simulation results for the MPPT in Case 4.

P-V Characteristic Curve (intensity of insolation: 639W/m2) 
140 �-�--�--�--��-��-�-�--�-�� 

120 

100 

80 

60 

40 

20 

0 <-----'-----'-----'----'-----'----L-----'-----'-----'---' 

0 10 20 30 40 50 60 70 80 90 

Vpv(V) ( Pmp=133.5994W, Vmp=70.6829V )

Figure 14. P-V characteristic curve of the photovoltaic module array in Case 5 (with double-peak values).

In this paper, the traditional ABC and the I-ABC were applied to perform 50 MPPT
tests for the selected five cases, respectively. The numbers of iterations required for each
GMPPT were summed up and averaged. For those results, refer to Table 5. Although both
algorithms could track the GMPP, it was observed that the average number of iterations
required by the I-ABC in the five cases was less than the one by the traditional ABC in
Table 5. This showed a better tracking performance in the proposed I-ABC for the MPPT,
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especially because the greater the number of peaks in the P-V characteristic curves, the
greater difference in tracking performance.

Figure 15. Comparison of simulation results for the MPPT in Case 5.

Table 5. Comparison of the average number of iterations of the GMPPT based on two algorithms in
5 cases.

Case Number of Peaks in the P-V
Characteristic Curves

Average Number of Iterations

Traditional ABC Algorithm I-ABC Algorithm

1 Single-peak 10.64 4.56
2 Double-peak 15.23 6.45
3 Triple-peak 34.42 7.39
4 Quadruple-peak 38.86 10.18
5 Double-peak 27.13 10.57

In order to reduce the calculation time of the traditional ABC algorithms for speeding
up the tracking response, this can only be achieved by means of the reduction of the number
of bees, resulting in getting lost for GMPP and increasing the difficulty of finding the GMPP
in traditional ABC algorithms. So, in this paper, we introduced the method of identifying
and tracking moving directions by combining with the P&O method, and made those
straying bees find their correct tracking direction after the reduction of the number of bees.
By combining these two algorithms, not only could the calculation time be reduced, but also
the correct tracking direction could be found during the tracking process. According to the
simulation results, the proposed MPPT method of the I-ABC algorithm performed much
better in tracking than the traditional ABC algorithms under the same number of bees.

5. Experimental Results

In order to verify the correctness of the simulation results in the previous section, in
this paper, the 62050H-600S programmable DC power supply produced by Chroma CO.,
Ltd. (Taipei, Taiwan) [21] was applied to simulate the actual output P-V characteristic
curves of the photovoltaic module array under STC in five cases. The MPP was tracked
based on the improved and traditional ABC algorithms, respectively. The test curve was
presented by the output voltage VPV and current IPV of the photovoltaic module array, and
the tracked power PPV was obtained by multiplying the mentioned VPV by IPV with the
internal operation function of the oscilloscope. The initial voltage of the MPPT was still set
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to 0.8 times (about 58.176 V) of the voltage of the maximum output power point Vmp under
the STC, and the pros and cons of the response speed of the MPPT based on the traditional
ABC and the I-ABC were observed, respectively.

5.1. Case 1 (0% Shaded)

Figure 16a shows the P-V characteristic curve of the photovoltaic module array with
four series and three parallel connections under STC in Case 1, which was simulated by
the 62050H-600S programmable DC power supply produced by Chroma CO., Ltd., and
the single-peak value (Pmp = 247.5 W) was presented. The simulated photovoltaic module
arrays were tracked based on the traditional ABC and the I-ABC, respectively. From the
test results shown in Figure 16b,c, it was observed that the traditional and improved ABC
algorithms both could track the MPP. Still, the response speed of the MPPT based on the
I-ABC algorithm was about 0.16 s faster than that of the traditional ABC.

Figure 16. Cont.
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Figure 16. Test results of the MPPT of photovoltaic module array in Case 1: (a) P-V characteristic
curve; (b) tracking curve of the traditional ABC algorithm (Pmp = 246.4 W); (c) tracking curve of the
I-ABC algorithm (Pmp = 246.6 W).

5.2. Case 2 (One Module with 30% Shaded)

Figure 17a shows the P-V characteristic curve of the photovoltaic module array with
four series and three parallel connections under STC in Case 2, and double-peak values
were presented due to one module shaded and its GMPP Pmp was 200.3 W. From the test
results shown in Figure 17b,c, it was observed that the response speed of the MPPT based
on the I-ABC algorithm was about 0.84 s faster than that of the traditional ABC.

5.3. Case 3 (Two Modules with 30% and 50% Shaded, Respectively)

Figure 18a shows the P-V characteristic curve under STC in Case 3, and triple-peak
values were presented due to two modules shaded with different ratios and its GMPP
Pmp was 148.9 W. From the test results of the MPPT based on two algorithms shown in
Figure 18b,c, it was observed that the response speed of the MPPT based on the I-ABC
algorithm was about 0.26 s faster than that of the traditional ABC.

5.4. Case 4 (Three Modules with 30%, 50%, and 70% Shaded, Respectively)

Figure 19a shows the P-V characteristic curve of the photovoltaic module array with
four series and three parallel connections under STC in Case 4, and quadruple-peak values
were presented due to three modules shaded with different ratios and its GMPP Pmp was
107.7 W. From the test results of the MPPT based on two algorithms shown in Figure 19b,c,
it was observed that the response speed of the MPPT based on the I-ABC algorithm was
about 0.33 s faster than that of the traditional ABC.

5.5. Case 5 (Three Modules with 30%, 50%, and 70% Shaded, Respectively, in Each Series)

Figure 20a shows the P-V characteristic curve of the photovoltaic module array with
four series and three parallel connections under STC. Multiple-peak values were presented
due to three modules shaded with different ratios in each series and its GMPP Pmp was
77.27 W. From the test results of the MPPT based on two algorithms shown in Figure 20b,c,
it was observed that the two algorithms both could track the MPP. Still, the response
speed of the MPPT based on the I-ABC algorithm was about 0.96 s faster than that of the
traditional ABC.
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Figure 17. Test results of the MPPT of photovoltaic module array in Case 2: (a) P-V characteristic
curve; (b) tracking curve of the traditional ABC algorithm (Pmp = 196.2 W); (c) tracking curve of the
I-ABC algorithm (Pmp = 198.6 W).
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Figure 18. Test results of the MPPT of photovoltaic module array in Case 3: (a) P-V characteristic
curve; (b) tracking curve of the traditional ABC algorithm (Pmp = 148.1 W); (c) tracking curve of the
I-ABC algorithm (Pmp = 148.8 W).
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Figure 19. Test results of the MPPT of photovoltaic module array in Case 4: (a) P-V characteristic
curve; (b) tracking curve of the traditional ABC algorithm (Pmp = 106.8 W); (c) tracking curve of the
I-ABC algorithm (Pmp = 107.1 W).
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Figure 20. Test results of the MPPT of photovoltaic module array in Case 5: (a) P-V characteristic
curve; (b) tracking curve of the traditional ABC algorithm (Pmp = 76.4 W); (c) tracking curve of the
I-ABC (Pmp = 77.1 W).
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By combining with the traditional P&O, the I-ABC algorithm can increase its accuracy
when determining the direction of the MPPT. In addition, comparing with traditional ABC
algorithms, it can reduce the possibility of losing direction and increase the tracking speed.
Although the traditional P&O has a simple structure and fast-tracking response for normal
operated PVMAs, it will only track the LMPP when some modules are shaded or failed.
On the other hand, the I-ABC algorithm can get rid of stuck on tracking LMPP, so that
the PVMAs will operate at the GMPP accordingly. The particle swarm optimization (PSO)
proposed in [7] is an intelligent algorithm, commonly used in recent years. To improve
the tracking accuracy, it needs to use a large number of particle swarms, thereby making
a longer time for the global tracking; on the other hand, it may get lost during the global
tracking based on the reduced number of particle swarms, which makes it difficult to track
the GMPP eventually. For the I-ABC algorithm, it can confirm the tracking directions with
the characteristics provided by the P&O method, which is not lost even with the reduction
of the number of bees. Photovoltaic module arrays with four series and three parallels
under five different shading ratios as shown in Table 4 were used to perform 100 times of
the tracking based on different MPPT methods, respectively, and the average values of the
two performance indicators, response time and the tracked GMPP are listed in Table 6 for
comparison. According to the results of the different shading ratios seen in Table 6, the
I-ABC algorithm proposed in this paper performed better in various tracking performances
than those similar algorithms.

Table 6. Comparison of experimental results for the five selected cases.

Case

Number of
Peak(s) of

the P-V
Curve

PSO Proposed in [7] Traditional
P&O

Traditional
ABC

I-ABC Proposed in
This Study

Average
Tracking

Time

Average
Maximum

Power

Average
Tracking

Time

Average
Maximum

Power

Average
Tracking

Time

Average
Maximum

Power

Average
Tracking

Time

Average
Maximum

Power

1 1 0.57 s 246.2 W 0.41 s 246.7 W 0.54 s 246.4 W 0.38 s 246.6 W

2 2 1.62 s 194.7 W 0.58 s 197.6 W 1.47 s 196.2 W 0.63 s 198.6 W

3 3 2.50 s 147.8 W 0.72 s 147.5 W 1.15 s 148.1 W 0.89 s 148.8 W

4 4 2.61 s 106.2 W Trap in
LMMP 91.2 W 1.81 s 106.8 W 1.48 s 107.1 W

5 Multiple 3.27 s 76.2 W Trap in
LMMP 46.2 W 2.10 s 76.4 W 1.14 s 77.1 W

6. Conclusions

In order to enhance the power generation efficiency of the photovoltaic power gen-
eration system, an artificial GMPPT based on an I-ABC algorithm was proposed in this
paper. It combined with the P&O method to determine the direction for next tracking, so
that it could accurately and quickly track the GMPP. From the multiple simulation results
based on the proposed I-ABC in each case, it was observed that the average numbers of
iterations of the GMPPT were all less than that of the traditional ABC, especially the worst
ones shown in Case 3 (with triple-peak values) and Case 4 (with quadruple-peak values)
based on the traditional ABC. For other cases with failures such as snail trails found, the
corresponding tracking performance was not satisfied either, due to multiple-peak values
and certain similar local solutions presented in the P-V characteristic curves, resulting in
the fact that the traditional ABC would be stuck easily on tracking the LMPP and need
more iterations for the GMPPT. In addition, from the test results, it was also observed that
the tracking response speed would be much faster if the initial voltage of the MPPT was
still set to 0.8 times of the voltage of the maximum output power point Vmp under STC, but
not zero voltage. Moreover, those tracking speeds based on the I-ABC in different cases
were all faster than those of the traditional ABC, because the proposed I-ABC algorithm
would combine with the P&O method, which made it not be stuck easily on tracking the
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LMPP, and the number of iterations reduced significantly. The time required for the GMPPT
shortened, thereby dramatically improving the output power of the photovoltaic module
array accordingly. It mainly focused on improving the power generation efficiency of
PVMAs in this paper. To set PVMAs under the conditions for obtaining the best efficiency,
the GMPP was tracked within the shortest time based on the I-ABC algorithm, thereby
reducing the power generation lost during the tracking process. In addition, this algorithm
was also suitable for the photovoltaic power generation system (PVPGS) connected with
the grid. In the PV grid-connected system, the PV inverter generally controls its output
voltage and current, which both are sine waves and the same phase, as no abnormal fluctu-
ation is found in the system voltage and its output power factor (PF) is 1.0. Therefore, the
PVPGS can output all as active power to the grid-connected system. On the other hand,
if the insolation rises or falls sharply, the power of the large PV grid-connected system
delivered into the grid system will also rise or drop sharply. If the load end cannot consume
or make up for the sudden power rise or drop, the voltage at the grid connection point
will also rise or drop sharply, which will cause the load end equipment to be damaged
accordingly. To avoid such a situation, it is recommended to adjust the active and reactive
power by a smart inverter for stabilizing the voltage at the grid connection point. Therefore,
it is recommended to address the problem of unstable voltage of the power supply in the
grid system caused by the fluctuation of load power consumption or the fluctuation of
electricity supplied by smart inverter for controlling voltage-power or by establishing an
energy storage system, which is irrelevant to the MPPT method proposed in this paper.
The power-voltage regulation of a smart inverter will be the topic of future research.
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Abstract: The demands for renewable energy generation are progressively expanding because
of environmental safety concerns. Renewable energy is power generated from sources that are
constantly replenished. Solar energy is an important renewable energy source and clean energy
initiative. Photovoltaic (PV) cells or modules are employed to harvest solar energy, but the accurate
modeling of PV cells is confounded by nonlinearity, the presence of huge obscure model parameters,
and the nonattendance of a novel strategy. The efficient modeling of PV cells and accurate parameter
estimation is becoming more significant for the scientific community. Metaheuristic algorithms
are successfully applied for the parameter valuation of PV systems. Particle swarm optimization
(PSO) is a metaheuristic algorithm inspired by animal behavior. PSO and derivative algorithms are
efficient methods to tackle different optimization issues. Hybrid PSO algorithms were developed
to improve the performance of basic ones. This review presents a comprehensive investigation of
hybrid PSO algorithms for the parameter assessment of PV cells. This paper presents how much
work is conducted in this field, and how much work can additionally be performed to improve this
strategy and create more ideal arrangements of an issue. Algorithms are compared on the basis of
the used objective function, type of diode model, irradiation conditions, and types of panels. More
importantly, the qualitative analysis of algorithms is performed on the basis of computational time,
computational complexity, convergence rate, search technique, merits, and demerits.

Keywords: energy harvesting; photovoltaic; metaheuristic; particle swarm optimization

1. Introduction

In the 26th United Nations Climate Change Conference (COP26), countries decided to
move towards clean energy to limit the increase in average global temperature. It is very
important to reduce dependency on the usage of fossil fuels, as these fuels are the main
drivers of global warming. These circumstances direct us towards clean and renewable
energy [1]. Scientific and industrial communities put substantial efforts in harvesting energy
from surrounding energy sources (e.g., solar, wind, and hydropower) [2–4].

Among numerous clean energy sources, solar energy harvesting is an appropriate
candidate, and the market share of solar energy systems is speedily rising [5,6]. Solar energy
generation plants are designed by connecting several photovoltaic (PV) cells in serial or
parallel arrangements. Electricity distribution grids and solar energy plants are connected
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and simultaneously operated [7,8]. Power output from solar energy plants is influenced by
operational and environmental conditions [9,10]. Instabilities in power generation affect
the economic prospect of solar energy plants [11,12]. Therefore, the efficiency of solar
energy generation systems should be enhanced by the effective modeling and parameter
assessment of PV cells or modules. The assessment of unknown parameter PV cells and the
appropriate modeling of PV systems are of the utmost importance. Parameter assessment
is a nontrivial task because of nonlinear, multivariable, and multimodal characteristics [13].
Throughout the past few decades, there have been noteworthy advancements to under-
stand the characteristics of PV systems by means of mathematical modeling. PV cells
could be successfully analyzed through single-(SDM), double- (DDM), and triple-diode
(TDM) models [13–15].

Metaheuristic algorithms are widely discussed and have successfully been applied
for the parameter estimation of PV systems and various other applications [16–31]. Meta-
heuristic algorithms are computational intelligence paradigms that are especially used
for sophisticated solutions of optimization problems. The advantages and disadvantages
of these algorithms are classified on the basis of good trade-offs regarding exploitation
and exploration abilities. One essential circumstance is that various algorithms should be
benchmarked and equated on a job that is similar to the design optimization problem at
hand. Metaheuristic algorithms can be classified in a variety of ways due to their various
characteristics [24]. Figure 1 demonstrates the classification of metaheuristic algorithms into
four groups: evolution-based, human-related, nature-inspired, and bio-inspired algorithms.
Another probable classification of some particular methods is represented in Figure 2.

Figure 1. Different metaheuristic methods for assessment of unknown parameters of PV cells or
modules (adapted with permission from Ref. [13]. Copyright 2022 John Wiley and Sons).

In a very recent work, Karambasti et al. employed a genetic (GE) algorithm for small-
scale power-water production based on the integration of a Stirling engine and a multieffect
evaporation desalination system [32]. For partially shaded conditions, an ant colony op-
timization (ACO)-based hybrid MPPT controller for photovoltaic systems was studied
by Chao et al. [33]. Recently, we implemented arithmetic algorithm for the parameter
extraction of fuel cells [34]. The grey wolf optimization (GWO) algorithm was employed to
enhance the performance of a dual-energy gamma-ray-based three-phase flow meter [35].
Artificial neural network (ANN)-based methods were also used to solve optimization prob-
lems [36,37]. Orosz et al. summarized different nature-inspired multiobjective optimization
techniques [24]. Different types of population-based optimization methods, e.g., genetic
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algorithm (GA), differential evolution (DE), cuckoo search (CS), firefly algorithm (FA),
tunicate swarm algorithm (TSA), whale optimization algorithm (WOA), opposition-based
TSA (OTSA), and particle swarm optimization (PSO), were successfully used for parameter
optimization of solar cells [23–31].

Figure 2. Metaheuristic methods and their categorization (reprinted from Ref. [24]).

Swarm-intelligence-based algorithms are stimulated by the social behavior of animals,
insects, birds, and fish. A widespread method is particle swarm optimization (PSO), which
is inspired by the actions of bird flocks. These birds fly to find their best location (position)
through the search space. Though several PSO and other metaheuristic algorithms were
developed, none provides an optimal explanation to all sets of problems, as per the ‘no
such thing as a free lunch’ theorem’ [38,39]. This directs researchers and scientists to further
develop new algorithms or modify previous algorithms to resolve optimization problems.
PSO and modified PSO algorithms are studied for various engineering applications e.g.,
speech emotion recognition, railway controls, job shop scheduling problems, geotechnical
engineering, load flow control, source seeking problems, elevator door systems, quad
assignment problems, equipment possession quantity, optimal designs of PID controllers,
parameter estimation of photovoltaic cells or modules, and the beam-slab layout design of
rectangular floors [40–49]. Hajihassani et al. studied PSO algorithms for applications in
geotechnical engineering [43]. In a very recent work, Huang et al. proposed a multilayer
hybrid fuzzy classification-based PSO for speech emotion recognition [40].

This review article summarizes recent developments in hybrid PSO algorithms for the
parameter assessment of PV cells or modules. This article is useful for researchers who are
working on the parameter optimization of different issues. Although PSO algorithms are
applicable for different types of applications, we limited this analysis to only the parameter
optimization of PV cells or modules.

2. Estimating PV Cell/Module Parameters

Figure 3 illustrates the different processes involved in the parameter assessment of PV
cells or modules. Generally, any PV cell or module is modeled using an electrical equivalent
circuit, which preferably includes a current source, diode, and resistors. Equivalent circuits
can be articulated employing three types of models, namely, SDM, DDM, and TDM,
and each model has advantages and disadvantages. The number of diodes in the model
decides the accuracy of I–V curve estimation. SDMs are usually employed for modeling PV
cells or modules because of their reliability, accuracy, and simplicity [49]. Other models
are also used for more accurate curve reproduction and the inclusion of recombination
losses [13–15]. However, the complexity of the simulation process is significantly increased.
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Figure 3. Different processes for modeling and parameter estimation of PV cells. PV: photovoltaic,
SDM: single-diode model, DDM: double-diode model, and TDM: triple-diode model (adapted with
permission from Ref. [13]. Copyright 2022 John Wiley and Sons).

Figure 4 illustrates the SDM equivalent circuit of a standard PV cell. The diode (D) is
connected to the current source in parallel. Moreover, the shunt resistor (Rsh) and series
resistance (Rs) are connected for the consideration of losses due to carrier recombination and
metallic junction. According to Figure 4, the electrical behavior of PV cell is expressed as:

I = Ip − I0

[
exp
(

qeV
akBT

)
− 1
]

(1)

where I, Ip, I0, V, a, and T are output current, photocurrent, reverse saturation current,
output voltage, quality factor, and cell temperature, respectively. The Boltzmann constant
(kB) is 1.3806 × 10−23 m2·kg/s2K, and elementary charge (qe) is 1.602 × 10−19 C.

Figure 4. SDM equivalent circuit of standard PV cell.

The assessment of each unknown parameter and the process of PV modeling are of
utmost importance. Besides model selection, another key step is to select a method for the
estimation of unknown parameters. Generally, the two technique types that are employed
for unknown-parameter determination are analytical and metaheuristic methods [50]. Ana-
lytical methods apply different operating conditions and available manufacturer datasheets
to attain PV characteristics [50,51]. Metaheuristic methods employ the curve fitting tech-
nique to assess PV characteristics (I–V curve). Thus, the datasheet of a predicted I–V curve is
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matched with the manufacturer and/or measured datasheets [52]. Metaheuristic methods
are more useful for enhanced performance and reduced computational load than analytical
ones are. A combination of the two methods can also provide superior performance.

Table 1 displays the different error functions applicable for the evaluation of meta-
heuristic and other optimization algorithms. These functions are absolute error (AE),
individual absolute error (IAE), relative error (RE), mean square error (MSE), mean bias
error (MBE), root mean square error (RMSE), and the sum of squared error (SSE) [53–55].
Among them, the commonly used objective function to analyze efficiency is the RMSE
metric. In the case of SDM, five parameters (Ip, Isd, a, Rs and Rsh) should be assessed to
obtain the minimal value of the RMSE.

Table 1. Various performance parameters.

Error Metrics Function

Individual absolute error IAE = |Im − Is|
Relative error RE = (Im−Is)

Is

Absolute error AE =

∣∣∣∣
N
∑

i=0
Im − Is

∣∣∣∣
Mean absolute error MAE =

N
∑

i=0

(Im−Is)
N

Normalized mean absolute error NMAE =
N
∑

i=0

(Im−Is)/Is
N

Mean bias error MBE = (Im−Is)
N

Root mean square error
RMSE =

√(
N
∑

i=0
Im−Is

)2

N
Note: Im, actual (measured) current; Is, calculated/estimated current; number of data points in I–V characteristics, N.

Different algorithms are mainly employed to optimize the unknown parameters of
equivalent models (SDM, DDM, and TDM) of PV cells. Another objective is to diminish the
error among measured and assessed datasets. The RMSE objective function is expressed as

RMSE =

√√√√1
k

k

∑
N=1

f (Vl , Il , X) (2)

where, Il and Vl are the measured current and voltage parameters of the PV cell/module.
The number of the experimental dataset is represented by parameter k. Vector X denotes
the best solution. In the case of SDM [13,15]:

{
fsingle(Vl , Il , X) = Ip − Isd

[
exp
(

q(Vl+Il Rs)
a1kBT

)
− 1
]
− Vl+Il Rs

Rsh
− Il(

X = Ip, Isd, a , Rs, Rsh
) (3)

For the DDM [14,15]:




fdouble(Vl , Il , X) = Ip − Isd1

[
exp
(

q(Vl+Il Rs)
a1kBT

)
− 1
]

−Isd2

[
exp
(

q(Vl+Il Rs)
a2kBT

)
− 1
]
− Vl+Il Rs

Rsh
− Il(

X = Ip, Isd1 , Isd2 , a1, a2, Rs, Rsh
)

(4)

For the TDM [14,15]:




fdouble(Vl , Il , X) = Ip − Isd1

[
exp
(

q(Vl+Il Rs)
a1kBT

)
− 1
]

−Isd2

[
exp
(

q(Vl+Il Rs)
a2kBT

)
− 1
]
− Isd3

[
exp
(

q(Vl+Il Rs)
a3kBT

)
− 1
]
− Vl+Il Rs

Rsh
− Il(

X = Ip, Isd1 , Isd2 , Isd3 , a1, a2, a3, Rs, Rsh
)

(5)
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As stated previously, equivalent circuit models can be differentiated on the basis of
number of diodes in the circuit. Therefore, the number of unknown parameters is different
for different models. Thus five, seven, and nine parameters need to be estimated for SDM,
DDM, and TDM, respectively. The characteristics (V–I and P–I) of PV cells are described on
the basis of the best-optimized parameters. Distinctive V–I and P–I curves of PV cells in
standard conditions are shown in Figure 5.

Figure 5. Characteristic curve of PV cells at standard conditions (reprinted from Ref. [10]).

3. Particle Swarm Optimization

The particle swarm optimization (PSO) method was introduced by J. Kennedy and R.
C. Eberhard for solving nonlinear functions [56,57]. It is a population-based self-adaptive
and nature-inspired stochastic optimization technique. The PSO algorithm works as follows.
Initial particles are first created and assigned as initial velocities. The objective function is
evaluated at every particle’s location. The best function value and location are determined.
In the next step, new velocities are selected on the basis of recent velocity, the best locations
of individual particles, and the best locations of their adjacent particles. After that, the
location, velocities, and neighbors of particles are iteratively updated. The new location
is assessed by adding the velocity to the previous location. Locations are altered to retain
particles within bounds. The process continues for several iterations till the algorithm
arrives at a stopping criterion.

The PSO algorithm explores the space of an optimization problem by modifying the
paths of individual members, called particles because these paths form partwise paths
in a quasistochastic fashion. The motion of the swarming particle consists of two major
parts, the stochastic and the deterministic parts. In this technique, each potential solution
is considered to be a particle with its own random velocity and location in the search
space. The search space is defined as the set of all probabilistic solutions for the problem to
be optimized. Each particle achieves its best position and velocity according to the best
solution (fitness) in the solution space. The i-th particle in the PSO algorithm updates its
velocity and position at every t-th step according to the equations given below:

Vt+1
i = wVt

i + r1C1
(

Pbest–Xt
i
)
+ r2C2

(
Gbest–Xt

i
)

(6)

In the above expression, the first, second, and third terms are previous velocity,
cognitive learning, and social learning, respectively.

Xt+1
i = Xt

i + Vt+1
i (7)

where Xt
i and Vt

i designate the position and velocity vector of the i-th particle in the swarm,
w represents the inertial weight to maintain the balance between local and global search
ability, and C1 and C2 denote the acceleration constant and are predefined by the user.
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r1 and r2 are random numbers generated in the range of (0, 1). Pbest is the personal best
position of the i-th particle at time t, and Gbest is the global best position of the i-th particle
within the swarm. The term inertial weight (w) was not initially included in the ordinary
PSO; it was included by Shi and Eberhart in 1998 [56].

The representation of the PSO model is shown in Figure 6, where bold lines depict the
velocity and position of the particle after each iteration, dotted lines depict the components
of Equation (6), Pbest denotes the personal best position of the particle, Gbest represents
global best position of particular particle in a search space, and X and Y represent the
horizontal and vertical direction of search in a solution space, respectively.

Figure 6. Representation of particle swarm optimization (PSO) model.

Pseudocode for implementation of PSO algorithm [Algorithm 1] is as follows:

Algorithm 1. Pseudocode of PSO

1 Objective function f (x), x =
(

xi, . . . , xp
)t

2 Initialize locations Xt
i and velocity Vt

i of ith particles
3 Find Gbest from min [ f (x1), f (xn)] (at t = 0)
4 while (max iteration)
5 t = t + 1 (iteration counter)
6 for loop over all ith particles and all p dimensions
7 Generate new velocity Vt+1

i using Equation (6)
8 Calculate new locations Xt+1

i = Xt
i + Vt+1

i
9 Evaluate objective functions at new locations Xt+1

i
10 Find best current for each particle Pbest
11 end for
12 Find the current global best Gbest
13 end while
14 Output results Pbest and Gbest

The PSO algorithm also has certain advantages compared with numerous other con-
tinuous optimization techniques.

4 It does not produce assertions about the consistency and the convexity of the opti-
mization problem to be optimized.

4 It is not necessary to measure the coefficient of the optimal solution.
4 There is no need for good initial points of reference or extensive a priori knowledge

of its most interesting regions of the search domain.

Now, we discuss modified and hybrid PSO algorithms, which are the derivative of
basic PSO. Several investigators have endeavored to hybridize PSO through different
methods and guaranteed upgrades according to the exhibition perspective.
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4. Hybrid PSO Algorithms

PSO algorithms are efficient methods to tackle different optimization issues. Neverthe-
less, the fundamental PSO regularly experiences untimely convergence, and demonstrates
poor performance for many intricate and multimodal optimization problems [42,49,57].
Several studies were conducted to improve the performance of basic PSO [58–73]. These
improvements were largely focused on the population structure and the estimation pro-
cess of the next velocity of every other particle. This helped to upsurge the effectiveness
and consistency of the initial hunt process, and avert the amount of miscellany. Detailed
analysis is devoted to monitoring the expansion of velocity, consistency, and convergence,
and parameter changes. The hybridization of PSO through additional algorithms could
significantly improve the performance of basic PSO [49,57–62]. The convergence rate of
PSO could be exceptionally expanded by changing the speed increase proportion to the
best design utilizing auxiliary boundaries [42]. Table 2 summarizes various hybrid PSO
algorithms for the parameter assessment of PV cells.

Table 2. Comparison of different hybrid PSO algorithms for parameter approximation of PV systems.

Hybrid PSO Objective
Function Used

Type of Diode
Model Irradiation Conditions Types of Panel

FODPSO (Fractional Order
Darwinian PSO) [60]

IAE
SIAE
RMSE

SDM
DDM

1000 W/m2 at 33 ◦C RTC silicon solar cell

1000 W/m2 at 45 ◦C
Photowatt

PWP201PV Module

675 W/m2 at 48.3 ◦C
Monocrystalline cell

(TSM185M-72M)

616.4 W/m2 at 47.4 ◦C
Polycrystalline cell
(SW 250–260 poly)

NPSOPC (niche PSO in parallel
computing) [61] RMSE

SDM
DDM
PMM

1000 W/m2 at 33 ◦C RTC silicon solar cell

1000 W/m2 at 45 ◦C
Photowatt-
PWP201PV

module

EPSO (enhanced PSO) [63] MSE
SDM
DDM
TDM

1000 W/m2 at 33 ◦C RTC silicon solar cell

1000 W/m2 at 45 ◦C
DPL Photowatt-

PWP201PV
module

PSOGWO (grey wolf optimization
combined with PSO) [63] RMSE SDM

1000 W/m2 at 25 ◦C KC200GT PV module

800 W/m2 at 20 ◦C SQ85 PV module

WOAPSO (whale optimization
combined with PSO) [49] RMSE SDM

DDM

1000 W/m2 at 30 ◦C RTC France solar cell

1000 W/m2,
870 W/m2,

720 W/m2, and
630 W/m2 at 25 ◦C

PV module (SS2018P)

CIWPSO (chaotic inertial
weight PSO) [64]

RMSE
IAE
AE

SDM
DDM

1000 W/m2 at 33 ◦C RTC France solar cell

1000 W/m2 at 45 ◦C
Photowatt

PWP201PV module

1000 W/m2 at 47 ◦C,
800 W/m2 at 44 ◦C,
600 W/m2 at 42 ◦C,
400 W/m2 at 36 ◦C,
200 W/m2 at 27 ◦C

JKM330P-72 PV
module
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Table 2. Cont.

Hybrid PSO Objective
Function Used

Type of Diode
Model Irradiation Conditions Types of Panel

CPMPSO (classified perturbation
mutation-based PSO) [65]

RMSE
IAE

SDM
DDM

1000 W/m2 at 45 ◦C
Photowatt-
PWP201PV

module

1000 W/m2 at 33 ◦C RTC France solar cell

51 STM6-40/36 PV
module

55 STP6-120/36 PV
module

DEDIWPSO (double exponential
function-based dynamic inertial

weight PSO) [66]

RMSE
IAE

SDM
DDM

1000 W/m2 at 33 ◦C RTC France solar cell

1000 W/m2 at 45 ◦C
Photowatt

PWP201PV module

SAIWPSO (simulated annealing
inertia weight PSO) [67] RMSE SDM

DDM 1000 W/m2 at 33 ◦C RTC France solar cell

PSOAG (autonomous
groups PSO) [68,69]

CR
RMSE
MAE

SDM 1000 W/m2 at 33 ◦C RTC France solar cell

CPSO (chaos PSO) [70]
RMSE
MAE

RACF *

SDM
DDM 1000 W/m2 at 33 ◦C RTC France solar cell

HPSOSA (hybrid PSO and
simulated annealing) [70]

RMSE
MAE

RACF *

SDM
DDM 1000 W/m2 at 33 ◦C RTC France solar cell

* RACF: residual autocorrelation function.

4.1. FODPSO

In a very recent work, Ahmed et al. proposed a fractional order Darwinian PSO
(FODPSO) algorithm to find the parameters of PV cells [60]. In this research work, a
modification was proposed for controlling the velocity of each particle by incorporating
the concept of fractional order derivative.

The Grunwald–Letnikov definition is used to define the fractional derivatives as
given below [60]:

Dα[X(t)] =
1

Tα

r

∑
k=0

(−1)kΓ(α + 1)x(t− kh)
Γ(α + 1)Γ(α− k + 1)

(8)

where α is the derivative order, T is the period of sampling, and r is the truncation order.
Other elements of Equation (8) were defined in [60]. The original velocity to implement
fractional-order calculus on PSO (Equation (6)) is rewritten as:

Vt+1 + Vt = C1 × rand(P− XT) + C2 × rand(G− XT) (9)

The left-hand side of the above equation represents the discrete formula of the deriva-
tive of order number α = 1. Let us assume that T = 1; we arrive at

Dα[Vt+1] = C1 × rand(P− XT) + C2 × rand(G− XT) (10)

Equation (11) denotes the application of the fraction order number (Equation (8)) on
the speed of particles with a range from α = 0 to α = 1 (∆α = 0.1) and r = 4:

Vt+1 = αVt +
1
2 α(1− α)Vt−1 +

1
6 α(1− α)(2− α)Vt−2 +

1
24 α(1− α)(2− α)(3− α)Vt−3+

C1 × rand(P− XT) + C2 × rand(G− XT)
(11)

297



Electronics 2022, 11, 909

The main benefit of the fractional calculus derivatives is the additional level of degree
of freedom. Equation (11) shows the possibility to govern the speed of particles concerning
the derivative order (α). This is the key benefit as compared to the basic PSO algorithm. The
additional level of opportunity of fractional calculus derivation induction takes into consid-
eration an exact depiction of the conduct of many cycles through the exact enhancement of
framework display, planning, and control.

To show the effectiveness of FODPSO, eight metaheuristic algorithms (existing in
the literature) are compared. Furthermore, two types of diode models (SDM and DDM)
are exploited to show the efficiency of FODPSO. However, the authors considered only
standard testing conditions for the measurement of current and voltage. Furthermore, there
was no emphasis given on other objective functions such as MAE, NMAE, and MBE.

4.2. NPSOPC

The niche particle swarm optimization in parallel computing (NPSOPC)-based op-
timization algorithm was proposed by Lin and Wu in 2020 [61]. Niches in parallel archi-
tecture were set up with a PSO-based parameters extraction model to improve extraction
performance. The process flow diagram of NPSOPC is provided in Figure 7.

Figure 7. Process flow chart of parallel computing of NPSOPC (reprinted with permission from
Ref. [61]. Copyright 2022 Elsevier).

Experimental validation was conducted by parameters identifying the cation of SDM
and DDM for solar cells and monocrystalline PV modules. However, there is no experimen-
tal validation on other recent PV technologies such as thin-film and perovskite solar cells.
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4.3. EPSO

In 2021, Wang R proposed an enhanced version of PSO termed as enhanced parti-
cle swarm optimization (EPSO). In this latest modification, the authors implemented an
orthogonal opposition-based learning mechanism for initializing the position of the parti-
cles [62]. This method increased the PSO algorithm’s convergence speed and improved
global optimization quality. The swarm initiation employed in this investigation is shown
in the following equation:





θld(0) = θd,min + rand[θd,max − θd,min]
l = 1, 2, L, Np/2

θld(0) = θd,max + θd,min − θl+Np/2, d(0)
l = Np/2 + 1, Np/2 + 2, L, Np

(12)

where θld(0), θd,min, and θd,max are the initial value, minimal, and maximal values of the
candidate solution in the d-th dimension, respectively.

EPSO was tested for three diode models: SDM, DDM, and TDM. Experimental voltage
and current were taken for the validation. The effectiveness of EPSO was verified on an
RTC France solar cell and Photowatt PWP 201 PV module under standard temperature
conditions. However, there was no validation for other types of PV modules such as
monocrystalline and thin-film. Furthermore, there was no comparison provided by the
authors for varying irradiance and temperature levels.

4.4. PSOGWO

In 2020, Premkumar et al. proposed a novel hybrid version of PSO known as particle
swarm optimization and grey wolf optimization (PSOGWO) [63]. In this hybrid version,
the GWO assists the PSO in decreasing the probability of escaping the local-optimum trap.
To avoid the potential of a local-minimum trap, the GWO’s exploration capabilities are
employed to steer some particles towards partially improved positions rather than random
locations. The mathematical model of PSOGWO is illustrated by the following equations.

V−i
q+1 = wV−i

q + c1r1

(
X1 − X−i

q

)
+ c2r2

(
X2 − X−i

q

)
+ c3r3

(
X3 − X−i

q

)
(13)

In addition to this, the efficacy of the hybrid PSOGWO was validated for the problem of
parameter assessment, and its performance was compared with that of GWO and grey wolf
optimizer–cuckoo search (GWOCS). However, PSOGWO and GWOCS algorithms have a
great computing cost due to hybridization. Furthermore, the authors did not emphasize
experimental validation under different climatic conditions.

4.5. WOAPSO

Recently, Sharma et al. proposed another hybrid version of whale optimization and
PSO algorithms (WOAPSO) for the parameter optimization of PV cells [49]. The exploitation
ability of PSO with adaptive weight function was used in pipeline mode with a WOA for
its enhancement and to improve convergence speed of basic PSO. Figure 8 displays the
process flowchart of WOAPSO algorithm implementation.
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Figure 8. Flowchart of WOAPSO algorithm (reprinted from Ref. [49]).

4.6. CIWPSO

Recently, Kiani et al. developed an improved PSO employing chaotic inertial weight
and acceleration coefficients [64]. In the CIWPSO algorithm, the performance of basic
PSO is enhanced by employing two approaches: control inertial weight and acceleration
coefficients. First, an appropriate balance between local and global search is accomplished
by utilizing a sine chaotic inertial weight approach. Subsequently, an optimal solution is
found by guiding acceleration coefficients with the tangent chaotic tactic (Figure 9).

The mathematical model of sine iterator based on chaotic search function is ex-
pressed as

Xn+1 = sin πxn (14)

Using Equation (14), the chaotic sequence (Xn+1) is engendered between 0 and 1.
Factor w is exhibited as

w(it + 1) = ∅× sin(πwt) + τ, (15)

where ∅ and τ are constants [64]. The proposed CIWPSO method produced better outcomes
to the DDM at the expense of greater computational weight than those of the SDM for the
RTC France solar cell. For the Photowatt PWP201 PV module, SDM and DDM displayed
similar outcomes as far as RMSE is concerned; however, DDM is computationally bulky in
light of the number of included obscure parameters.
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Figure 9. Flowchart of CIWPSO algorithm for parameter estimation of PV models (reprinted from
Ref. [64]). Here, Figure 3 of Ref. [64] demonstrated the Newton Raphson method for the formulation
of the objective function.

4.7. CPMPSO

A characterized perturbation mutation-based PSO algorithm was proposed by Liang
et al. for the accurate parameter extraction of PV modules [65]. The two strategies of
perturbation mutation and damping bound handling were employed in a conventional
PSO to provide a good trade-off between exploration and exploitation steps. For improving
exploration, a larger perturbation mutation strategy was employed for the low-quality
personal best location, and to avoid falling into the local optimum, a damping bound
handling method was used.

zi,d =





pbesti,d + rand
(

pbestk1,d − pbestk2,d
)

If
f (pbest) < mean( f itnesspbest)

pbestk1,d + rand
(

pbestk2,d − pbestk3,d
)

otherwise
(16)

where mean( f itnesspbest) =
(

∑NP
i=1 f (pbesti)

)
/NP. NP represents the size of the popu-

lation, and zi,d signifies the d-th dimension magnitude of the trail vector. The randomly
generated integers within [1, NP] were defined as k1, k2, and k3, and they were mutually
different. These integers were also dissimilar after i.

The variable value of trail vector that violates the boundary conditions is rearranged
as follows:

zi,d =

{
xmaxd, if zi,d > xmaxd
xmind, if zi,d < xmind

(17)
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where xmaxd and xmind are the maximal and minimal boundary conditions of the d-th
dimension of one inconstant.

zi,d =





If xi,d > xmaxd
xi,d = xmaxd; vi,d = −vi,d·rand

elseif xi,d < xmind
xi,d = xmind; vi,d = −vi,d·rand

(18)

where xi,d is the d-th dimension of the position, and vi,d is d-th dimension of the velocity of
the i-th particle. The range of the random numbers (rand) was from 0 to 1.

The authors validated the efficiency of CPMPSO on three types of solar panels: poly-
crystalline KC200GT, single-crystalline SM55, and thin-film ST40. However, there was no
perfect match between experimental and simulated values.

4.8. DEDIWPSO

Kiani et al. proposed a double exponential function-based dynamic inertial weight
(DEDIW) approach for the optimal parameter forecast of PV cells or modules. This method
upholds a proper equilibrium between the exploitation and exploration processes to allevi-
ate the early convergence issue of basic PSO [66].

The DEDIW method is propelled by the fast-developing nature of the exponential func-
tion, and consolidates the Gompertzian function, which is a vanishing double exponential
function given below:

w(it + 1) = y(exp− exp(−Ri)) (19)

Ri =

(
maxit− it

maxit

)
(20)

where y = 1. The performance index (Ri) is assessed for individual particles at each iteration.
The magnitude of w diminishes as the number of iterations increases.

Three case studies were performed for the assessment of the suggested technique:
PV module (Photowatt PWP201), RTC France PV cell, and polycrystalline PV module
JKM330P-72 (310 W) under actual climatic circumstances. However, computation time was
longer than that of the conventional PSO because of the large number of tuning parameters
in DEDIWPSO.

4.9. SAIWPSO

The SAIWPSO algorithm by Kiani et al. assessed the parameter of PV cells [67]. Inertial
weight had a higher value at the initial stage (heating process) for global search. However,
it progressively decreases (moderate cooling process) for local search. The mathematical
formulation of the SAIWPSO search mechanism is given by the following equation:

w(iter) = wmin + (wmax − wmin)× temp(iter−1) (21)

SAIWPSO performed very well for the parameter extraction of RTC France solar
cells. However, the computational complexity of SAIWPSO was greater than that of other
metaheuristic algorithms. In addition to this, current and voltage are measured under
standard temperature conditions.

4.10. PSOAG

In 2021, an improved version of PSO known as AGPSO was presented [68]. In AGPSO,
all particles are first divided into different groups, and these groups then use the different
types of functions for tuning social and cognitive parameters. This modification leads to
fast convergence and avoids local minima.

Pseudocode for the implementation of the PSOAG algorithm [Algorithm 2] is
as follows [68,69]:
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Algorithm 2. Pseudocode of the PSOAG algorithm.

Create and initialize a D-dimensional PSO
Randomly divide particles into autonomous groups
Repeat

Calculate particles fitness Pbest and Gbest
For each particle:

Extract the particle group
Use its group strategy to update C1 and C2
Use C1 and C2 to update velocities (6)
Use new velocities to define new positions (7)

End for
Until stopping condition is satisfied.

Experimental results in this study depict that there was 14% improvement in computa-
tion cost, and 20% improvement in terms of convergence rate compared to other metaheuris-
tic algorithms. However, no comparison was provided with new metaheuristic techniques.

4.11. CPSO

The CPSO algorithm was proposed as a low-computational-complexity method for
parameter estimation of PV cells/modules [70,71] where the chaotic search-based method is
employed to overcome the tendency of PSO to become stuck in a local solution. Chaos is a
well-known nonlinear event in physical systems. Randomicity, monotonicity, and nonrepeat
ability are features of chaotic variables. The following equation illustrates the efficient
search strategy of the chaos mechanism. Inertial weight in CPSO decreased linearly:

w = wmax + itrcurr(wmax − wmin)G (22)

where wmax, wmin, itrcurr, and G are the maximal inertial weight, minimal inertial weight,
current number of iterations, and maximal number of iterations, respectively.

In that research study, the effectiveness of CPSO is shown by taking three indices:
RMSE, MBE, and MAE. However, there was no proper validation provided by the authors
for different environmental conditions.

4.12. Hybrid PSO and Simulated Annealing (HPSOSA)

Mughal et al. proposed another hybrid version of PSOSA for the parameter estimation
of PV cells. In this hybrid version, premature convergence problem PSO was removed by
including the simulated annealing (SA) algorithm in pipeline mode [70]. First, the best
global solution is generated by PSO algorithm. Then, this best solution is taken as input by
SA algorithm to further improve the solution (Figure 10).

Furthermore, the authors took RMSE and MAE as two objective functions for mea-
suring the effectiveness of HPSOSA, and tested their algorithm on the RTC France solar
cell. No experimental validation was provided by the authors for other solar panels under
different climatic conditions.
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Figure 10. Process flowchart of parallel computing of HPSOSA (reprinted from Ref. [70]).

5. Qualitative Analysis

This segment compares the SI-based algorithms presented in Section 3 on the basis of
key parameters for the parameter estimation of solar cells or modules. These key parameters
are computational complexity, convergence speed, optimization function, computational
time, and search technique. The comparison of the algorithms is shown in Table 3.

Table 3. Qualitative comparison of hybrid PSO for parameter estimation of PV cells or modules.

Name of
Algorithm

Computational
Time

Computational
Complexity

Convergence
Rate

Search
Technique Merits Demerits

FODPSO [60] Low High Low Mutation High scalability,
good diversity Poor accuracy

NPSOPC [61] Medium Medium Low Mutation and
crossover

Good at
exploration

Not good at
exploitation

EPSO [62] Low Low High Selection High adaptivity
Not good for

high dimension
problem

PSOGWO [63] High High Low Selection
Can easily

escape from
local minima

Poor accuracy
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Table 3. Cont.

Name of
Algorithm

Computational
Time

Computational
Complexity

Convergence
Rate

Search
Technique Merits Demerits

WOAPSO [49] Low Low High Mutation and
Selection

Good
convergence

speed for high
dimensional

problem

Not suitable
for high-

dimension
problems

CIWPSO [64] Medium Low High Selection

Suitable for
solving

distributed
optimization

problem

Low diversity

CPMPSO [65] Medium Low Medium Selection High adaptivity Low diversity

DEDIWPSO [66] High High Medium Mutation and
crossover High diversity

Large number
of tuning

parameters

SAIW-PSO [67] High High Medium Mutation Low tuning
parameters Low diversity

PSOAG [68] Medium Low High Selection High diversity

Not suitable
for high-

dimension
problems

CPSO [70] Low Low High Selection Low tuning
parameters Poor accuracy

HPSOSA [70] High High Medium Selection
Good

diversity and
adaptability

Uncertain
convergence

time

Computational complexity is the system’s demand for computation resources as a func-
tion of the number of parameters to be optimized. Resources are specified by the expected
calculation time and computational storage needed for generating the optimized solution.
Algorithms employing partitioning techniques have relatively lower computational costs.

The pace at which the algorithm can find the optimal solution is referred to as the
convergence rate. An effective algorithm should have a fast convergence rate and be capable
of avoiding local optimal solutions. Premature convergence is described as the convergence
of an SI-based algorithm before obtaining a globally optimal solution, and it is typically
caused by a deficiency of diversity.

Computation time is the amount of time needed to complete a computational process.
A computation is represented as a set of rule applications, with computation time being
related to the quantity of the rule applications.

The search technique denotes the exact method by which the algorithm solves a
problem. The majority of SI-based algorithms employ one of three kinds of search tech-
niques: crossover, mutation, and selection. The process for global exploration is a mutation,
whereas selection serves two functions: one is to accept the optimal available solution in
the search space, and the other is to preserve a driving factor for convergence. Lastly, a
crossover broadens the search space’s diversity. For the RTC France solar cell, a comparison
of hybrid PSO algorithms for the parameter estimation of SDM and DDM is shown in
Tables 4 and 5, respectively.
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Table 4. Comparison of hybrid PSO algorithms for parameter estimation of RTC France solar cell
(single-diode model).

Algorithms Ip (A) Rs (Ω) Rsh (Ω) Id (µA) a RMSE

FODPSO 0.7609 0.0364 51.9512 0.3187 1.4806 9.7486 × 10−4

NPSOPC 0.7608 0.0363 53.7583 0.3325 1.4814 9.8856 × 10−4

EPSO NA NA NA NA NA 0.0010
PSOGWO NA NA NA NA NA NA
WOAPSO 0.7597 0.0342 83.0131 0.499 1.5483 7.1700 × 10−4

CIWPSO 0.7607 0.0365 53.3394 0.0312 1.4762 7.7300 × 10−4

CPMPSO 0.7607 0.0363 53.7185 0.3230 1.4811 9.8602 × 10−4

DEDIWPSO 0.7607 0.0365 52.8898 0.3106 1.4755 7.7300 × 10−4

SAIWPSO 0.7607 0.0365 52.8898 0.3106 1.47559 7.7300 × 10−4

PSOAG NA NA NA NA NA NA
CPSO 0.7607 0.0354 59.012 0.4000 1.5033 NA

HPSOSA 0.7608 0.0365 52.8898 0.3107 1.4753 7.7301 × 10−4

Table 5. Comparison of hybrid PSO algorithms for parameter estimation of RTC France solar cell
(double diode model).

Algorithms Ip (A) Rs (Ω) Rsh (Ω) Id1
(µA) Id2 (µA) a1 a2 RMSE

FODPSO 0.7609 0.0365 52.7589 0.3857 0.2664 1.9999 1.4654 9.7334 × 10−4

NPSOPC 0.7607 0.0366 55.1170 0.2509 0.5454 1.4598 1.9994 9.8208 × 10−4

EPSO NA NA NA NA NA NA NA 0.0010
PSOGWO NA NA NA NA NA NA NA NA
WOAPSO 0.7601 0.0311 100 0.5 0.5 1.5755 1.7314 9.8412 × 10−4

CIWPSO 0.7608 0.0379 60.9400 0.1353 8.0314 1.4022 NA 7.1837 × 10−4

CPMPSO 0.7607 0.0367 55.4854 0.7493 0.2259 2 1.4510 9.8248 × 10−4

DEDIWPSO 0.7608 0.0379 60.9353 0.3523 8.0117 1.4027 2.4999 7.1823 × 10−4

SAIWPSO 0.7608 0.0377 56.2704 0.0703 1.000 1.3627 1.7943 7.4193 × 10−4

PSOAG NA NA NA NA NA NA NA NA
CPSO NA NA NA NA NA NA NA NA

HPSOSA 0.7608 0.0374 55.5392 0.1119 0.8559 1.3959 1.8201 7.7583 × 10−4

6. Discussion

Here, we discussed the application of hybrid PSO algorithms for the parameter opti-
mization of PV cells. Hybrid PSO algorithms are also applicable for various other applica-
tions: maritime transportation [74], space trusses [75], Internet of Things [76], managing
deliveries of pharmaceuticals [77], load dispatching [78], power quality improvement [79],
economic emission dispatch problems [80], pressurized water reactors [81], the partial shad-
ing of PV systems [82], the stability of security systems [83], the control of hybrid energy
storage systems [84], the operation of integrated energy systems [85], the control optimiza-
tion of an inverted pendulum [86], optimal chiller loading [87], and many more [73,88–93].

PSO algorithms are widely useful for microwave engineering [94], parameter opti-
mization in electromagnetic shields [95,96], saving energy in antennas [97], saving energy
in electromagnetic conductors [98] and many more [99]. Thus, scholars and researchers are
encouraged to conduct further research on the theory and applications of PSO algorithms in
forthcoming years. The following years will almost certainly see further refinement of the
methodology and its incorporation with different procedures, such as applications moving
out of the exploration lab into industry and trade. Further comprehension is required
of the overall qualities of PSO and different methods, and of the difficulties in sending a
PSO-based framework. PSO is a welcome expansion to advancement tool kits. The future
exploration of planning mind-boggling issues in multilevel-headed (or many-objective)
optimization issues and tackling them with appropriate parallelization procedure could be
invaluable directions. Additionally, for issues with few factors or huge information issues,
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parallelization could adequately upgrade the proficiency and execution by utilizing equal
adaptations of heuristics.

7. Conclusions

Hybridization is a developing area of intelligent framework research that means to
consolidate the advantageous properties of various ways of relieving their singular short-
comings. This paper presents a bird’s eye view of hybrid PSO algorithms applied for the
parameter assessment of PV cells or modules. The algorithms were compared on the basis
of the used objective function, type of diode model, irradiation conditions, and types of pan-
els. The qualitative analysis of algorithms was performed on the basis of computation time,
computational complexity, convergence rate, search technique, and merits and demerits.
Several hybrid PSO algorithms were proposed and employed for various applications apart
from the parameter assessment of PV cells. However, this review article studied hybrid
PSO algorithms employed for the parameter assessment of PV cells during 2020–2022,
namely, the FODPSO, NPSOPC, EPSO, CPMPSO, DEDIWPSO, PSOG-WO, WOAPSO,
CIWPSO, HPSOSA, PSOAG, and SAIW-PSO algorithms. The hybridization of basic PSO
with additional methods significantly enhances the efficiency of parameter assessment.
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