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Preface

This reprint explores the most recent advancements in the field of two-phase flows, focusing

extensively on both numerical modeling and experimental studies. The content presented here

highlights the innovative approaches and methodologies that are shaping the future of research in

this critical area of fluid dynamics. As two-phase flows are encountered in numerous industrial

and natural processes, understanding their behavior is essential for improving efficiency, safety, and

performance in various applications. The studies compiled in this volume represent the forefront of

ongoing efforts to refine our ability to predict and control the complex dynamics of two-phase flows.

The editorial team has taken great care in curating a selection of high-quality studies that

exemplify the latest research and practical applications in the field. These studies not only provide a

deep dive into the current state of the art but also address emerging challenges and opportunities in

the study of two-phase flows. By examining the interactions between different phases, investigating

the effects of various parameters on flow behavior, and presenting new computational models,

these contributions collectively offer a comprehensive overview of the progress being made in this

domain. From fundamental research to applied studies, the articles presented here shed light on the

multifaceted nature of two-phase flows and the ongoing innovations in this area.

In compiling this collection, we aim to offer a resource that will be invaluable to researchers,

engineers, and practitioners working in the field of fluid dynamics. We hope that these studies

will not only enhance the reader’s understanding of two-phase flows but also inspire new ideas

and directions for future research. By sharing these findings, we seek to foster collaboration across

disciplines and promote the exchange of knowledge vital for this field’s continued advancement.

Ultimately, we believe that this volume will contribute to the ongoing efforts to improve the modeling,

prediction, and management of two-phase flows in both academic and industrial settings.

We extend our gratitude to the contributors whose work is featured in this reprint. Their

dedication and expertise are reflected in the high caliber of the studies included, and their efforts are

helping to push the boundaries of what is possible in the study of two-phase flows. We are confident

that their research will serve as a foundation for further advancements in the years to come.

Van-Tu Nguyen and Hemant J. Sagar

Editors
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Computational Fluid Dynamics Modeling and Experiments of
Two-Phase Flows †

Van-Tu Nguyen 1,* and Hemant J. Sagar 2

1 School of Mechanical Engineering, Pusan National University, Busan 46241, Republic of Korea
2 Department of Hydro and Renewable Energy, Indian Institute of Technology (IIT), Roorkee 247667,

Uttarakhand, India; hemant.sagar@hre.iitr.ac.in
* Correspondence: vantunguyen@pusan.ac.kr
† This paper is part of the special issue, Numerical Modeling and Experimental Studies of Two-Phase Flows.

Two-phase flows are prevalent in natural phenomena, as well as a wide range of
marine engineering and industrial applications. However, the study of two-phase systems
has been limited due to the added complications of the two-phase interface, where mass
transfer causes complex flow behaviors. These flows involve the interaction of two distinct
phases within a system, leading to highly nonlinear dynamics. Some examples of these
flows include free surface flows interacting with marine and offshore structures; cavitation;
steam and water flow in power plants; oil and gas transportation in pipelines; boiling and
condensation in heat exchangers; and other natural occurrences. Experimental studies of
two-phase flows face significant difficulties—they are often expensive, time-consuming,
and complex to set up, particularly when replicating extreme conditions or achieving de-
tailed visualizations. Despite these challenges, experiments are essential for validating and
confirming computational fluid dynamics (CFD) results. While CFD methods are crucial
for simulating and analyzing two-phase flows due to their flexibility and cost-effectiveness,
experimental data are essential for ensuring the accuracy and reliability of these numerical
models. This Special Issue in Fluids, entitled “Numerical Modeling and Experimental Stud-
ies of Two-Phase Flows,” focuses on recent advances in both numerical and experimental
modeling of two-phase flows, providing deeper insights into the fundamental and physical
aspects of these flows across several fields, including engineering and industry.

Bubble dynamics are a crucial phenomenon in fluid mechanics, impacting both nat-
ural processes and engineered systems. The study of bubble dynamics encompasses the
formation, growth, oscillation, and collapse of bubbles within a fluid. These processes
are influenced by factors such as pressure variations, surface tension, and the presence
of interfaces between fluids [1]. The toroidal model and the ring shedding approach for
toroidal bubble dynamics were numerically analyzed to address the discontinuous pressure
field on the bubble interface, simulating behavior in terms of bubble geometry, internal
gas pressure, and shock wave propagation [2]. Building on the framework of smoothed
particle hydrodynamics (SPH) and incorporating the van der Waals (VDW) equation of
state, the deformation and the collapse of a heated vapor bubble near a solid boundary
were examined as the bubble ascended from the bottom surface [3]. Cavitation is a phe-
nomenon that occurs when the pressure in a liquid falls below its vapor pressure, resulting
in the formation of vapor-filled bubbles or cavities. These bubbles can rapidly expand
and collapse, producing extreme local pressures and temperatures. Cavitation commonly
arises in hydraulic systems and fluid machinery, including turbines, impellers, nozzles, and
underwater propulsion systems. Although cavitation is often associated with equipment
damage, such as material erosion and surface pitting, it can also be utilized in advantageous
ways, such as in ultrasonic cleaning, water treatment, and medical applications such as
lithotripsy [1]. The behavior of a cavitation bubble near a rigid conical surface is explored
through a combination of numerical simulations and experimental observations, revealing

Fluids 2024, 9, 207. https://doi.org/10.3390/fluids9090207 https://www.mdpi.com/journal/fluids1
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key phenomena such as shock wave emissions, liquid jet formations, and localized high-
pressure regions. In the experimental setup, a single cavitation bubble is produced using a
pulsed laser, with its dynamics being recorded using a high-speed camera at 100,000 frames
per second. For the numerical analysis, a compressible two-phase flow model that incor-
porates phase transitions and thermal effects is utilized, implemented in the OpenFOAM
framework [4]. Utilizing high-resolution two-dimensional Particle Imaging Velocimetry,
the internal flow dynamics of enlarged transparent models of multi-hole injectors were
investigated. These measurements were aimed at comprehending the mechanisms behind
bulk cavitation formation and their relationship to the injector’s flow characteristics, sub-
sequently providing insights into the flow field behaviors within the injector’s internal
structure [5]. The periodic behavior and formation mechanisms of cavitation clouds in
a submerged water jet from an orifice nozzle were analyzed, where high-speed camera
imaging and flow simulations reveal that pairs of ring-like clouds, consisting of a leading
and a subsequent cloud, are periodically shed downstream [6]. The findings reveal that the
leading cloud separates due to a shear vortex at the nozzle exit, while the subsequent cloud
is released via a re-entrant jet following the collapse of a fully extended cavity. The impact
of cavitation on the hydrodynamic properties of a circular cylinder in diverse cavitating
flows was studied experimentally. The hydrodynamic forces acting on the cylinder were
measured using a load cell, while a high-speed camera was employed to capture the cavita-
tion dynamics occurring behind the cylinder. Subsequently, the cavitation behavior around
the cylinder was analyzed for various cavitating regimes, including the inception of cavita-
tion, partial cavitation, and cloud cavitation. [7]. During cavitation bubble collapse, shock
waves and high-speed microjets, at speeds of up to thousands of meters per second, create
high local energy concentrations, with temperatures exceeding tens of thousands of Kelvin
and pressures reaching gigapascal levels. This extreme environment may lead to behaviors
similar to those of supercritical fluids, including the release of non-condensable gasses,
plasma formation, and chemical reactions. Both current computational fluid dynamics
(CFD) models and experimental methods struggle to accurately predict these phenomena.
Numerically and experimentally investigating the effect of non-condensable gas on the
dynamics, pressure, and temperature could be challenging in the future. Understand-
ing bubble dynamics is essential for numerous applications, from improving industrial
processes to advancing biomedical technologies.

Flow within channels is a fundamental concept in fluid mechanics, describing the
movement of fluids through confined pathways, such as pipes, ducts, and open channels.
A comprehensive review of the literature on CHF in vertical downflow channels was con-
ducted [8]. The behavior of boiling under downflow conditions in vertical channels, which
is relevant to applications such as steam generators, power plants, and industrial cooling
systems, has been thoroughly reviewed. A detailed comparison of existing correlations with
experimental data and the prediction of critical heat flux (CHF) was presented, providing
insights into flow stability and thermal performance. Additionally, the effect of a transverse
magnetic field on a two-phase stratified flow in both horizontal and inclined channels was
investigated [9]. The study in question explored how the magnetic field influences laminar
stratified flows, particularly when the more dense, electrically conductive liquid occupies
the lower layer, while the upper fluid acts as an electrical insulator. The introduction of a
transverse magnetic field adds another dimension to flow control, particularly in systems
with electrically conductive fluids, offering potential for enhanced flow stability. Mean-
while, the application of ultrasonic techniques for the real-time monitoring of bubbly flows
presents promising opportunities for improving diagnostic capabilities in both industrial
and research settings. In another investigation, the use of ultrasonic techniques to monitor
bubbly flow and to determine bubble density in a water column was documented [10].
The quantity of bubbles was assessed by analyzing the performance of the positive dis-
placement pump that was employed for air injection. The findings indicated that bubble
density in the water column can be effectively monitored using the phase spectrum of
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the loss coefficient. Further research is warranted to refine these models and techniques,
particularly in scaling them up for larger, more complex systems.

Two-phase flow research addresses significant real-world challenges such as under-
standing the breaking of waves and the overtopping of coastal structures, as well as
analyzing the interactions of moving ships with extreme waves and green water on decks.
Additionally, applications such as spray cooling, two-phase heat transfer, hydrodynamic
cavitation, and dynamic bubble processes benefit from these advances, ultimately enhanc-
ing critical heat flux and the system’s reliability. Despite the advantages of computational
fluid dynamics (CFD) in studying two-phase flows, numerous challenges persist. Ac-
curately modeling phase interactions, handling complex boundary conditions, ensuring
numerical stability, and managing significant computational demands are some of the
ongoing issues. Continuous advancements in computational methods, high-performance
computing, and validation techniques are essential to fully leverage the potential of CFD in
two-phase flow studies [11]. The integration of machine learning (ML) and deep learning
(DL) into CFD represents a major step forward in optimizing fluid dynamics simulations.
Traditional CFD models, while powerful, can be computationally expensive and time-
consuming, especially when dealing with complex two-phase flows. As highlighted in [12],
the industrial market is becoming increasingly competitive, pushing companies to adopt
advanced technologies to gain a strategic advantage. One key resource is simulation,
which plays an essential role in Industry 4.0, particularly in layout reconfiguration, to
enable flexible product customization and to optimize manufacturing processes. In this
context, computational fluid dynamics (CFD) simulations offer a substantial competitive
advantage for smart factories by leveraging emerging technologies. In addition to the
continued development of CFD methods and modeling techniques for two-phase flows,
recent years have seen the rise of a transformative technology (ML and DL). ML and DL
techniques can provide faster predictions, potentially reducing computational costs while
maintaining accuracy. These techniques are reshaping various domains, and their impact
on CFD is expected to be significant. A noteworthy application involves using DL methods
to predict particle concentration in gas–solid two-phase flows [13]. This study compares
the effectiveness of three approaches—Back-Propagation Neural Networks (BPNNs), Re-
current Neural Networks (RNNs), and Long Short-Term Memory (LSTM) networks—in
analyzing gas–solid two-phase flow data. Seven key parameters, including temperature,
humidity, upstream and downstream sensor signals, delay, pressure difference, and particle
concentration, were utilized to construct the dataset. The comparison of different neural
network architectures demonstrates the versatility of these methods in handling multi-
faceted datasets, enabling more accurate predictions of complex flow behaviors such as
particle concentration in gas–solid systems. This advancement opens up new possibilities
for real-time monitoring and control in industrial applications.

Another study, which explores the use of machine learning for analyzing and esti-
mating pressure drop in two-phase flow dynamics within smooth tubes, has been doc-
umented [14]. This research begins with experimental measurements of pressure drop
for a water–air mixture across various flow conditions in horizontally oriented smooth
tubes. ML techniques are then applied to predict pressure drop values using dimensionless
parameters derived from the experimental data. Feature selection methods are employed
to identify crucial features, which aids in better understanding the underlying physical
mechanisms and improving the accuracy of the models. Furthermore, a genetic algorithm
is employed to optimize the selection of the machine learning model and its tuning param-
eters. As a result, the optimized pipeline achieves a low mean absolute percentage error on
both the validation and test datasets. These ongoing studies on combining CFD and ML
or DL approaches will continue to provide crucial insights and solutions for both natural
and engineered systems, particularly in maritime contexts where efficient and innovative
designs are paramount.

Acknowledgments: The Guest Editors would like to thank all contributing authors and reviewers for
their invaluable efforts in enhancing the quality of this Special Issue. We are particularly grateful to the

3



Fluids 2024, 9, 207

editors of Fluids for their steadfast support and encouragement throughout the editing process. The
contributions of the anonymous reviewers were essential, and their dedication is greatly appreciated.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Nguyen, V.-T.; Sagar, H.J.; Moctar, O.e.; Park, W.-G. Understanding cavitation bubble collapse and rebound near a solid wall. Int.

J. Mech. Sci. 2024, 278, 109473. [CrossRef]
2. Han, L.; Zhang, T.; Yang, D.; Han, R.; Li, S. Comparison of Vortex Cut and Vortex Ring Models for Toroidal Bubble Dynamics in

Underwater Explosions. Fluids 2023, 8, 131. [CrossRef]
3. Chen, Y.; Wang, Q.; Xiong, H.; Qian, L. Vapor Bubble Deformation and Collapse near Free Surface. Fluids 2023, 8, 187. [CrossRef]
4. Yin, J.; Zhang, Y.; Gong, D.; Tian, L.; Du, X. Dynamics of a Laser-Induced Cavitation Bubble near a Cone: An Experimental and

Numerical Study. Fluids 2023, 8, 220. [CrossRef]
5. Kolokotronis, D.; Sahu, S.; Hardalupas, Y.; Taylor, A.M.K.P.; Arioka, A. Bulk Cavitation in Model Gasoline Injectors and Their

Correlation with the Instantaneous Liquid Flow Field. Fluids 2023, 8, 214. [CrossRef]
6. Onishi, T.; Li, K.; Ji, H.; Peng, G. Shedding of Cavitation Clouds in an Orifice Nozzle. Fluids 2024, 9, 156. [CrossRef]
7. Lin, Y.; Kadivar, E.; el Moctar, O. Experimental Study of the Cavitation Effects on Hydrodynamic Behavior of a Circular Cylinder

at Different Cavitation Regimes. Fluids 2023, 8, 162. [CrossRef]
8. Shah, M.M. Prediction of Critical Heat Flux during Downflow in Fully Heated Vertical Channels. Fluids 2024, 9, 79. [CrossRef]
9. Parfenov, A.; Gelfgat, A.; Ullmann, A.; Brauner, N. Hartmann Flow of Two-Layered Fluids in Horizontal and Inclined Channels.

Fluids 2024, 9, 129. [CrossRef]
10. Franco, E.E.; Henao Santa, S.; Cabrera, J.J.; Laín, S. Air Flow Monitoring in a Bubble Column Using Ultrasonic Spectrometry.

Fluids 2024, 9, 163. [CrossRef]
11. Nguyen, V.-T.; Park, W.-G. A Review of Preconditioning and Artificial Compressibility Dual-Time Navier–Stokes Solvers for

Multiphase Flows. Fluids 2023, 8, 100. [CrossRef]
12. Silvestri, L. CFD modeling in Industry 4.0: New perspectives for smart factories. Procedia Comput. Sci. 2021, 180, 381–387.

[CrossRef]
13. Wang, Z.; Yan, B.; Wang, H. Application of Deep Learning in Predicting Particle Concentration of Gas–Solid Two-Phase Flow.

Fluids 2024, 9, 59. [CrossRef]
14. Bolourchifard, F.; Ardam, K.; Dadras Javan, F.; Najafi, B.; Vega Penichet Domecq, P.; Rinaldi, F.; Colombo, L.P.M. Pressure Drop

Estimation of Two-Phase Adiabatic Flows in Smooth Tubes: Development of Machine Learning-Based Pipelines. Fluids 2024, 9,
181. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

4



Citation: Han, L.; Zhang, T.; Yang, D.;

Han, R.; Li, S. Comparison of Vortex

Cut and Vortex Ring Models for

Toroidal Bubble Dynamics in

Underwater Explosions. Fluids 2023,

8, 131. https://doi.org/10.3390/

fluids8040131

Academic Editors: D. Andrew S. Rees

and Nguyen Van-Tu

Received: 25 February 2023

Revised: 27 March 2023

Accepted: 11 April 2023

Published: 13 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fluids

Article

Comparison of Vortex Cut and Vortex Ring Models for Toroidal
Bubble Dynamics in Underwater Explosions
Lingxi Han 1, Tianyuan Zhang 1, Di Yang 2, Rui Han 3,* and Shuai Li 1

1 College of Shipbuilding Engineering, Harbin Engineering University, Harbin 150001, China;
hanlingxi@hrbeu.edu.cn (L.H.); tianyuanzhang@hrbeu.edu.cn (T.Z.); lishuai@hrbeu.edu.cn (S.L.)

2 The 1st Research Laboratory, Wuhan Second Ship Design and Research Institute, Wuhan 430200, China;
13351204392@163.com

3 Heilongjiang Province Key Laboratory of Nuclear Power System & Equipment,
Harbin Engineering University, Harbin 150001, China

* Correspondence: hanrui@hrbeu.edu.cn

Abstract: The jet impact from a collapsing bubble is an important mechanism of structural damage
in underwater explosions and cavitation erosion. The Boundary Integral Method (BIM) is widely
used to simulate nonspherical bubble dynamic behaviors due to its high accuracy and efficiency.
However, conventional BIM cannot simulate toroidal bubble dynamics, as the flow field transforms
from single-connected into double-connected. To overcome this problem, vortex cut and vortex ring
models can be used to handle the discontinuous potential on the toroidal bubble surface. In this work,
we compare these two models applied to toroidal bubble dynamics in a free field and near a rigid
wall in terms of bubble profile, bubble gas pressure, and dynamic pressure induced by the bubble, etc.
Our results show that the two models produce comparable outcomes with a sufficient number of
nodes in each. In the axisymmetric case, the vortex cut model is more efficient than the vortex ring
model. Moreover, we found that both models improve in self-consistency as the number of bubble
surface elements (N) increases, with N = 300 representing an optimal value. Our findings provide
insights into the numerical study of toroidal bubble dynamics, which can enhance the selection and
application of numerical models in research and engineering applications.

Keywords: bubble dynamics; BIM; toroidal bubbles; numerical simulation

1. Introduction

Various types of bubbles in nature and industrial applications have been extensively
studied. These include cavitation bubbles generated by snapping shrimp [1,2], vapor
bubbles leading to cavitation erosion [3], bubbles triggered by underwater explosions [4–6],
and airgun bubbles generated during resource exploration [7,8]. Previous works have pro-
posed several analytical methods to understand the dynamics of spherical bubbles [9–13],
such as the Rayleigh–Plesset equation [9,11] and the Keller equation [12]. Prosperetti and
Lezzi [13,14] derived the one-parameter family equation of the first and second-order
Mach number, respectively. The first-order equation can be simplified to the Keller or
Herring form with different coefficients. Zhang et al. [15] established a unified theory for
spherical bubble dynamics, which takes into account the effects of viscosity, boundaries,
bubble interaction, gravity, bubble migration, fluid compressibility, and more. In reality,
most bubbles become nonspherical and the high-speed water jet forms under gravity or
induced by varieties of boundaries. Such jets carry up to 31% of the energy of the bubble
system [16] and thus can cause much more concentrated damage in underwater explo-
sions. Thus, nonspherical bubbles are of great research value. Blake et al. [17] solved
the boundary integral equation with linear elements to obtain the velocity of the bubble
surface and simulate the bubble oscillating process. The same authors [18] used the method
mentioned above to study the interaction between a cavitation bubble and free surfaces.

Fluids 2023, 8, 131. https://doi.org/10.3390/fluids8040131 https://www.mdpi.com/journal/fluids5
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Later, the Boundary Integral Method (BIM) became very popular in the community of
bubble dynamics. Chahine and his collaborators [19] carried out Three Dimensional (3D)
simulations for bubble interactions with underwater structures and floating bodies. Khoo
and his collaborators [20,21] further improved the 3D BIM model and performed extensive
studies for underwater explosion bubbles. Li et al. [22] used 3D BIM to study the strong
interaction between a pulsating bubble and a movable sphere. Zhang and his collabora-
tors [23,24] also studied the nonlinear interaction between oscillating bubbles and various
boundaries. Manmi et al. [25] used BIM to investigate the dynamics of a microbubble
oscillating between two curved rigid plates in a planar acoustic field. Three-dimensional
dynamics of a transient bubble oscillating inside a rigid corner were studied numerically
by Dadvand et al. [26] using BIM. Wang et al. [27,28] proposed weakly compressible BIM
and applied it to investigate nonspherical bubble dynamics of underwater explosions.

Recently, Li et al. [29] discovered that the weakly compressible BIM [30] and an
all-Mach method (AMM) produced very similar results when Ma was below 0.3, and the
incompressible BIM could be safely used with appropriate initial parameter settings. How-
ever, the traditional BIM cannot simulate bubble oscillations after jet impact since the
flow domain becomes doubly connected. To simulate toroidal bubbles, Lundgren and
Mansour et al. [31] divided the velocity potential into two parts: a continuous part from a
smooth dipole distribution over the bubble surface and a discontinuous part related to a
vortex ring. Best [32] proposed a cut created by the impact, whose geometry can change
as a material surface. In this model, the domain can still be considered singly connected
after impact. Later, Best [33] introduced a relocated cut that is re-mapped to a simple disc
and follows each advancement of the flow. Additionally, Zhang et al. [34] introduced a
vortex sheet to divide the jet from the surrounding flow field. Wang et al. [35] proposed
a vortex ring model, which can also be applied to simulate three-dimensional problems.
Later, Zhang et al. [36] developed a three-dimensional vortex ring model based on the
two-dimensional one.

To date, numerous studies have investigated nonspherical bubble dynamics using
numerical approaches [37,38]. Various numerical methods, including the Finite Volume
Method (FVM) [39–42], the Finite Element Method (FEM) [4,43–45], the Smoothed Particle
Hydrodynamics (SPH) [46–48], and the Boundary Integral Method (BIM), have been used
to understand bubble dynamics [49–53]. Among these, the BIM is widely used for its high
computational efficiency and accuracy. In this context, it has become crucial to comprehen-
sively compare these different models, which would provide an indispensable foundation
for toroidal bubble dynamics research. Therefore, here, we conduct a comprehensive
study of the vortex ring and vortex cut models based on the original axisymmetric BIM
code. We adopt the two mentioned numerical models to simulate bubbles generated from
underwater explosions (hereafter, ‘UNDEX bubbles’) in the toroidal phase. We explore
the characteristics and performances of each model in terms of CPU cost, convergence,
and accuracy, as well as the toroidal bubble dynamics obtained from each model in terms
of bubble profile, bubble gas pressure, and dynamic pressure induced by the bubble, etc.

The remainder of this study is organized as follows. In Section 2, we present an
introduction to the BIM, the vortex cut model, and the vortex ring model. Validation and
self-consistency analysis of the two models are conducted. In Section 3, we study toroidal
bubbles in a free field or near a rigid wall and compare the results between the models.
Finally, we present conclusions in Section 4.

2. Theories and Numerical Methods
2.1. Boundary Integral Method

The BIM has been widely used to research bubble dynamics as a high-efficiency numer-
ical method [24,28,29,37,51,54,55], especially for nonspherical bubbles near boundaries. We
assume the flow surrounding the bubble to be inviscid and irrotational. The Mach numbers
of all cases presented herein are within 0.3, so we can safely use the incompressible BIM to
study the nonspherical bubble dynamics with a proper setting of initial parameters [29].
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The Peclet number (defined as R2
m/TosiD, where Tosi is the bubble period and D is the

thermal diffusivity) in our work is O(108). Thus, the bubble gas is considered to be adi-
abatic throughout the bubble life. We neglect heat and mass transfer across the bubble
surface. As the maximum radius of a UNDEX bubble is O(m), and the average velocity
is O(10 m/s), the Reynolds number is greater than O(107), and thus the viscosity of the
surrounding liquid is negligible. Here, we define a cylindrical coordinate system (r, θ, z),
in which the positive direction of the z axis is upward. The origin is set at the point of
detonation. According to the above assumptions, the flow is governed by

∇2φ = 0. (1)

where φ is the velocity potential.
According to the Green function, the boundary integral equation can be obtained to

solve Equation (1):

λ(r, t)φ(r, t) =
∫∫

s

[
∂φ(q, t)

∂n
G(r, q)− φ(q, t)

∂

∂n
G(r, q)

]
dS, (2)

where λ is the solid angle, q is the source point, r is the field point, S denotes all boundaries,
and ∂/∂n is the normal outward derivative from the boundary. To study an explosion
bubble in a free field and near an infinite rigid wall, the Green functions are written as

G(r, q) =
1

|r− q| , (3)

G(r, q) =
1

|r− q| +
1

|r− q’| , (4)

where q’ is the reflected image across the rigid wall of q .
The position of the bubble surface can be updated using the kinematic boundary

condition:
dr
dt

= ∇φ, (5)

where r denotes the position of the bubble surface. Based on the Bernoulli equation,
the dynamic boundary condition is given by

dφ

dt
=

1
2
|∇φ|2 + p∞ − p

ρ
− gz, (6)

where p∞ is the ambient pressure of the liquid at z = 0, p is the liquid pressure at the bubble
surface, g is the acceleration of gravity, and ρ denotes the density of the liquid, which is
1024 kg/m3 in this paper. Equation (6) can be used to update the velocity potential at the
bubble surface.

For explosion bubbles, the surface tension is ignorable because the Weber number is
much larger than 1. Thus, according to the adiabatic equation, the liquid pressure p at the
bubble surface can be obtained by

p = pb = pc + p0

(
V0

V

)κ

, (7)

where pc refers to the vapor pressure, V is the bubble volume, and the subscript 0 denotes
the initial state. κ is the adiabatic index, and κ = 1.25 for TNT charge.

The initial velocity of the bubble surface is 0. Following Klaseboer et al. [56], the initial
bubble radius R0 can be obtained by

1.39× 105

p∞

(
3W

4πR3
m

)κ
[

1−
(

R0

Rm

)−3(κ−1)
]
= (κ − 1)

[(
R0

Rm

)3
− 1

]
, (8)
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where W denotes the weight of the charge, and Rm is the maximum bubble radius. Follow-
ing Cole [57], Rm can be obtained from empirical formulas.

In this paper, parameters are nondimensionalized for convenience. The superscript
* denotes that the quantity is dimensionless. The ambient pressure of the liquid p∞ (at
the plane of z = 0), the maximum bubble radius Rm, and the density of the liquid ρ are
considered the pressure, length, and density scales, respectively. The stand-off, buoyancy,
and strength parameters are thus defined as:

γ =
L

Rm
, (9)

δ =

√
ρgRm

p∞
, (10)

ε =
p0

p∞
. (11)

It is worth mentioning that the conventional BIM cannot simulate bubble oscillation
after the jet impact because the flow domain becomes doubly connected. Two models
based on the conventional BIM, the vortex cut model [32,34,58–60] and the vortex ring
model [36,38,61], have been developed and widely used by researchers to study toroidal
bubble dynamics. More details are given below.

2.2. Vortex Cut Model

In the vortex cut model, a vortex cut T is introduced, including an upper surface T+

and a lower surface T−, thus the modified boundary integral equation [32] becomes

λ(r, t)φ(r, t) =
∫∫

s

[
∂φ(q, t)

∂n
G(r, q)− φ(q, t)

∂

∂n
G(r, q)

]
dS

+
∫∫

T

[
∂φ(r, t)

∂n+
G(r, q)− φ+(r, t)

∂

∂n+
G(r, q)

]
dS

+
∫∫

T

[
∂φ(r, t)

∂n−
G(r, q)− φ−(r, t)

∂

∂n−
G(r, q)

]
dS,

(12)

where ∂/∂n+ and ∂/∂n− denote the normal outward derivative from T+ and T−, respec-
tively. Because ∂/∂n+G(r, q) = −∂/∂n−G(r, q), Equation (12) can be written as

λ(r, t)φ(r, t) =
∫∫

s

[
∂φ(q, t)

∂n
G(r, q)− φ(q, t)

∂

∂n
G(r, q)

]
dS− ∆φ

∫∫

T

∂

∂n+
G(r, q)dS, (13)

where ∆φ is the jump of potential φ across T. The position and shape of the vortex cut are
arbitrary as long as ∆φ keeps constant.

The model is shown in the right part of Figure 1. In our model, we set an upper limit
(80% of the bubble’s overall height) and a lower limit for the movement of the cut to keep
the calculation stable. We set the cut at the lower limit initially. During the computation
process, we reset the cut to the lower limit once it reaches the upper limit. Then the cut will
continue moving along with the bubble surface in the limited region until the end of the
calculation. Refer to Pearson et al. [58] for more details on cut shifting.

In the numerical model, we set T+ and T− as two cuts very close to each other for
calculation, each of which connects with two adjacent elements at the bubble surface.
The velocity potential and location of the bubble surface are updated by the kinematic and
dynamic boundary conditions mentioned above.

8
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D
vortex cutvortex ring

Figure 1. Vortex ring model (left) and vortex cut model (right).

2.3. Vortex Ring Model

In the vortex ring model, there exists a vortex ring in the bubble at (a, c), as shown
in the left part of Figure 1. The velocity potential φ is divided into two parts, the induced
potential by the vortex ring φvor and the remnant potential φre. Accordingly, the velocity in
the flow is decomposed into the induced velocity by the vortex ring uvor and the remnant
velocity ure , which can be calculated according to the Biot–Savart law and the boundary
integral equation, respectively. The Biot–Savart law can be expressed as

uvor(r, z) =
Γ

4π

∮

C

dl× r
r3 , (14)

where dl is the element of the vortex ring.
The induced velocity potential φvor can be obtained by using a semi-analytical method [62]

with the known induced velocity uvor:

φvor(r, z) =
∫ (r,z)

(r,+∞)
uvor · ezdRz =

Γ
4π

∮ ( Rz

|R| − 1
)

1
R2

r
ez · (dl×R), (15)

φvor(r, z) =
∫ (r,z)

(r,−∞)
uvor · ezdRz =

Γ
4π

∮ ( Rz

|R| − 1
)

1
R2

r
ez · (dl×R), (16)

where the integration path is the vortex ring and l is the infinitesimal value on it. R refers
to the vector from the center of the infinitesimal to (r, z). Γ denotes the circulation of the
vortex ring. It can be obtained from the jump in potential across the contact point during
the jet impact process. ez is the unit vector of the z axis. Equations (14) and (15) are suitable
for the case that (r, z) is above or below the vortex ring, respectively.

The remnant potential φre can be updated via the dynamic boundary condition men-
tioned above. The remnant velocity ure can be updated via the boundary integral equation.
Then, we can sum the remnant velocity ure and the induced velocity uvor, yielding the total
velocity u.

3. Results
3.1. Verification Analysis

We validate the BIM code first. We compare the spherical bubble dynamics obtained
from the BIM simulation and analytical solution [15]. The initial conditions of the case
are set as: R∗0 = 0.15, ε = 102.35, and δ = 0. Figure 2 shows the time evolution of the
bubble radius in the first two bubble periods. No difference can be discerned between
the two curves. The relative error of the maximum bubble radius is within 0.1%, which
demonstrates the accuracy of our BIM model.

9
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Figure 2. Comparison of a spherical bubble radius calculated from the analytical solution (blue solid
line) and BIM (yellow dashed line).

Next, we carry out a self-consistency analysis for the bubble surface velocity ur and
uz with different element numbers of the bubble surface N. The initial conditions are set
as: R∗0 = 0.15, ε = 102.35, and δ = 0.23. We set N = 100, 150, 200, 250, 300, and 350
for the bubble surface and compare the velocity of each node before and after jet impact
(Figure 3). At N = 350, the results of the two models are in excellent agreement with the
velocities before the jet impact, except for the local position around the impact area. This
suggests that each model has good self-consistency. Next, we study how the results change
with N. We choose the node with the minimum ur in each case and calculate the relative
deviation of ur before and after the impact moment. The velocity deviations of both ur and
uz decrease as the number of bubble surface elements increases. The deviations reach the
minimum values at N = 300 and remain constant after that. This demonstrates that the
accuracy of both models improves as N increases, and achieves a convergence result at
N = 300.

The element number of the vortex cut m can also affect the calculation. We set 5, 6,
7, 8, 9, and 10 elements for the cut and find that the computational process is unstable at
too small an m. We obtain a stable and convergent result at m = 8 in the test of the code.
Thus, we set eight elements for the vortex cut in this paper unless otherwise indicated.
As for the vortex ring model, we set 50, 100, 200, and 400 elements for the ring to test the
computational efficiency. The run time increases with more vortex ring elements while the
results reach convergence at 200 elements, so we set 200 elements for the vortex ring to
reduce the CPU cost.

3.2. Toroidal Bubble in a Free Field

In this section, we apply both models to study UNDEX bubble dynamics in a free field.
The initial conditions are set as: R∗0 = 0.15, ε = 102.35, and δ = 0.23. Figure 4 demonstrates
the time evolution of the bubble radius R∗ obtained from the Rayleigh–Plesset equation
(RPE) and BIM. The jet impacts the bubble surface after the minimum bubble volume
moment. The two results are in good agreement. Gravity is ignored in the RPE, so there is
a difference in the minimum bubble radius between the RPE and BIM simulation, which is
24%. However, the two numerical calculation results perfectly coincide with each other.
This implies that both models can predict toroidal bubble oscillations well in terms of
bubble volume.
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Figure 3. A self-consistency analysis for the bubble surface velocity. (a) The velocity at every node on
the bubble surface before and after the jet impact moment obtained from the vortex ring and vortex
cut models at N = 350. (b) The velocity deviations before and after the impact of a typical node (as
marked in frame a) with a different number of bubble surface elements.

 

Figure 4. Comparison of (a) bubble radius and (b) bubble gas pressure calculated from RPE (blue
solid lines), the vortex ring model (yellow solid lines), and the vortex cut model (green dashed lines).

Next, we compare bubble gas pressure p∗b obtained analytically and numerically for a
better illustration of the bubble dynamics (Figure 4b). There is an obvious difference at the
pressure peak, corresponding to the difference at the minimum bubble radius (shown in
Figure 4a). The difference in the bubble pressure peak is 55%. This suggests that gravity
plays a vital role in large-scale UNDEX bubbles, and theories of spherical bubbles are
not useful for describing the detailed behaviors of nonspherical bubbles and the induced
pressure waves. As expected, the results from the two models are in excellent agreement.
This suggests the high similarity between the two models in regard to toroidal bubble
dynamics in a free field.

Figure 5 compares the bubble profiles at different moments (t∗ = 1.993, 2.000, 2.016,
2.044, 2.130, and 2.309). The results of the two models are identical. After the jet impact
moment, the bubble surface remains smooth and gradually collapses to the minimum
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volume with an annular jet inward. Thereafter, the bubble expands with a protrusion on the
top of the surface, and the annular jet moves downward along the bubble surface (frames
b–d). Meanwhile, the water jet becomes thinner as the bubble expands to the maximum
volume (frames e and f). All of the details are predicted well by both models, including the
annular jet and the protrusion.

 

 

 

Figure 5. Toroidal bubble oscillations in a free field simulated by the vortex ring model (blue dashed
lines) and the vortex cut model (yellow dashed lines) at t∗ = 1.993, 2.000, 2.016, 2.044, 2.130, and 2.309.
The scale ranges of the r axis and z axis are (−1, 1) and (−0.2, 2), respectively. (a) Bubble reaching the
minimum volume at t∗ = 1.993. (b) A protrusion appearing on the top of the bubble at t∗ = 2.000.
(c) Bubble rebounding with a larger protrusion at t∗ = 2.016. (d) Bubble rebounding at t∗ = 2.044.
(e) Bubble becoming full at t∗ = 2.130. (f) Bubble reaching the maximum volume at t∗ = 2.309.

Next, we turn to the dynamic pressure in the flow field (Figure 6). In both models, two
local pressure peaks are observed, marked A and B, which correspond to frames a and b in
Figure 5, respectively. It is clear that the strong jet impact causes a growing protrusion at
the top of the bubble. This leads to pressure peaks in the flow field. Similar phenomena
and detailed analysis can be found in the study by Li et al. [61]. During the ascending and
descending stages, the pressures calculated by the two approaches agree well with each
other, with slight differences of 2.7% and 2.6% at local pressure peaks A and B, respectively.
However, the pressure peaks are transient, so the comparison lacks universal significance.
Next, we calculate the time integral of the dynamic pressure from the jet impact moment to
t∗ = 2.2. The difference in the pressure impulse is negligible at 0.6%. At field point (2, 0),
the results are virtually identical between the two models except for the two local pressure
peaks. The differences are 1.7% and 2.5%, respectively. The difference in the pressure
impulse calculated from the jet impact moment to t∗ = 2.2 is 0.4%.

In sum, an overall match is obtained for toroidal bubble dynamics in a free field,
except for some tiny differences in dynamic pressure in the flow field.
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Figure 6. Comparison of the dynamic pressure at (a) point (0, 1.1) and (b) point (2, 0) obtained by the
vortex ring model (blue solid line) and the vortex cut model (yellow dashed line).

3.3. Toroidal Bubble near a Rigid Wall

Next, we study the toroidal bubble dynamics near an infinite rigid wall using the
two numerical models. The initial conditions are set as: R∗0 = 0.19, ε = 50.28, δ = 0.11
and γ = 1.4. Figure 7 compares the bubble profiles was obtained from the two models at
t∗ = 2.298, 2.312, 2.359, 2.414, 2.616, and 2.853. A growing protrusion forms at the top of
the toroidal bubble in the initial stage (frames a–c) while the bubble moves towards the
rigid wall. An annular water jet forms and develops inwards (frames c and d). After the
bubble reaches the wall, its surface is flattened, and the contact surface gradually enlarges
(frames e and f). The results of the two models are identical.

 

 

 

Figure 7. Toroidal bubble oscillations near a rigid wall simulated by the vortex ring model (yellow
dashed lines) and the vortex cut model (blue dashed lines) captured at t∗ = 2.298, 2.312, 2.359, 2.414,
2.616, and 2.853. The scale ranges of the r axis and z axis are (−1.2, 1.2) and (−0.15, 1.4), respectively.
(a) Bubble reaching the minimum volume at t∗ = 2.298. (b) A protrusion appearing on the top of the
bubble at t∗ = 2.312. (c) Bubble rebounding with a larger protrusion at t∗ = 2.359. (d) An annular jet
developing inwards at t∗ = 2.414. (e) Bubble flattened by the wall at t∗ = 2.616. (f) Bubble reaching
the maximum volume at t∗ = 2.853.

In the study of a UNDEX bubble near a solid boundary, the dynamic pressure induced
at the boundary is of great significance and can be used to evaluate the damage ability.
The evolution of dynamic pressure at the rigid wall p∗d obtained by each model is shown
in Figure 8. The moments of A and B correspond to frame a and b in Figure 7. After the

13



Fluids 2023, 8, 131

water jet penetrates the upper surface of the bubble, p∗d increases rapidly and reaches two
local peaks (marked A and B). After the bubble becomes toroidal, the high-speed water jet
violently impacts the rigid wall, which leads to the pressure peaks. The results of the two
models coincide well except for some tiny differences in the pressure peaks (e.g., that at Peak
A being 8.35% higher for the vortex ring model vs. the vortex cut model). The differences are
7.49% and 5.7% in group 2 and group 3, respectively. We integrate the dynamic pressures
from the jet impact moment to t∗ = 2.65 to obtain the pressure impulse. The results of the two
models are both 3.79. This demonstrates the excellent agreement between the two models.

 

Figure 8. Comparison of dynamic pressure at the rigid wall calculated by the vortex ring model
(green solid lines) and the vortex cut model (yellow dashed lines). The measuring points are set at (0,
1.4), (0.8, 1.4), and (2.5, 1.4), marked as groups 1, 2, and 3.

Finally, the computational efficiency of each model is assessed. We run the codes for
different computation time steps on a personal laptop with 11th Gen Intel (R) Core (TM)
i5-1135G7 CPU at 1.40 GHz). As shown in Figure 9, the vortex cut model has a significant
advantage over the vortex ring model. The average difference in CPU cost for the four
groups of time steps is 36%.

 

Figure 9. CPU cost of the vortex ring model (blue bars) and the vortex cut model (pink bars).
The element number of the bubble surface, the vortex ring, and the vortex cut are 300, 50, and 8,
respectively. The initial conditions are: R∗0 = 0.11, ε = 216.43, δ = 0.44 and γ = 1.2.
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4. Conclusions

In this paper, we employ the BIM to study UNDEX bubble dynamics. After jet impact,
the flow field becomes doubly connected; thus, the vortex ring and vortex cut models are
proposed to study the toroidal bubble dynamics. We discuss the efficiency and accuracy of
the two models and compare the bubble dynamics obtained from them in terms of bubble
radius, bubble gas, and pressure impulse. The main findings are as follows:

(1) The self-consistency of each model improves as the number of bubble surface
elements N increases, and both are optimal at N = 300. The computational process
becomes more stable as the number of vortex ring and vortex cut elements increases.

(2) As for a bubble in a free field, the bubble radius and the bubble gas pressure
obtained from RPE and the numerical models are compared. We find significant differences
at the moment of minimum bubble volume. This suggests that the effect of gravity plays
a vital role in large-scale UNDEX bubbles, and theories of spherical bubbles cannot be
used to describe the detailed behaviors of nonspherical bubbles and the induced pressure
waves. The two models coincide well at all time points. As for the dynamic pressure in
the flow field, the two models have very close results with only slight differences at local
pressure peaks.

(3) As for a bubble near an infinite rigid wall, the bubble oscillations are predicted well
by the two numerical models. Regarding the dynamic pressure at the rigid wall, there are
some differences at the pressure peaks of each model, which decrease with measuring-point
distance from the center of the wall. However, the pressure peaks are transient, so the time
integrals of pressure obtained from the two models are the same.

(4) The vortex ring model is more computationally demanding than the vortex cut
model, with a 36% greater average CPU cost.
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Abstract: Vapor bubbles are widely concerned in many industrial applications. The deformation and
collapse of a vapor bubble near a free surface after being heated and raised from the bottom wall
are investigated in this paper. On the basis of smoothed particle hydrodynamics (SPH) and the van
der Waals (VDW) equation of state, a numerical model of fluid dynamics and phase change was
developed. The effects of fluid dynamics were considered, and the phase change of evaporation and
condensation between liquid and vapor were discussed. Quantitative and qualitative comparisons
between our numerical model and the experimental results were made. After verification, the
numerical simulation of bubbles with the effects of the shear viscosity ηs and the heating distance
L were taken into account. The regularity of the effect of the local Reynolds number (Re) and the
Ohnesorge number (Oh) on the deformation of vapor bubbles is summarized through a further
analysis of several cases, which can be summarized into four major patterns as follows: umbrella,
semi-crescent, spheroid, and jet. The results show that the Re number has a great influence on
the bubble deformation of near-wall bubbles. For Re > 1.5 × 102 and Oh < 3 × 10−4, the shape of
the bubble is umbrella; for Re < 5 × 100 and Oh > 10−3, the bubble is spheroidal; and for 5 × 100

< Re < 1.5 × 102, 3 × 10−4 < Oh < 10−3, the bubble is semi-crescent. For liquid-surface bubbles,
the Re number effect is small, and when Oh > 5 × 10−3, the shape of the bubble is jet all the time;
there is no obvious difference in the bubble deformation, but the jet state is more obvious as the
Re decreases. Finally, the dynamic and energy mechanisms behind each mode are discussed. The
bubble diameter, bubble symmetry coefficient, and rising velocity were analyzed during their whole
processes of bubble growth and collapse.

Keywords: vapor bubble; deformation; SPH method; phase change; Re number

1. Introduction

A vapor bubble is a kind of gas that is generated by the instantaneous injection of
high energy to liquid, such as laser, electricity, or other rapid heating methods. It has been
applied in many industries; for example, the heat transfer of two-phase heat exchangers,
surface corrosion caused by shock waves, injection without needles, and destruction of
biological tissue using liquid jet superheat transfer [1–4]. In recent years, the study of
vapor bubbles has attracted a lot of attention, but the dynamic process of vapor bubbles is
nonlinear and highly complex [5,6]. It includes bubble oscillation and interface fluctuation
during bubble growth, shock wave impact, and cavitation noise during bubble collapse.
Understanding the deformation and collapse mechanisms of vapor bubbles is the key to
successfully address these application-related challenges.

In order to study the dynamics of vapor bubbles, many researchers were involved in
experimental research and numerical simulations. In experiments, the usual way to create
vapor bubbles is to use pulsed lasers or electric sparks to shoot them instantaneously, and to
observe the interaction of the bubbles with the solid surface using high-speed cameras [7,8].
Gonzalez et al. [9] studied the dynamic process of laser-induced bubbles in liquid gaps at
different heights. Sun et al. [10,11] concluded that the thermal effect plays an important role
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in the growth and collapse of vapor bubbles in microchannels. Kangude et al. [12] studied
the cavitation mechanism of vapor bubbles on hydrophobic surfaces using the thermal
imaging method. The experimental results of Tang showed that the hydrophobic coating
has a significant influence on the growth process of laser-induced bubbles [13]. According
to the three-dimensional view of the experiment, Hement et al. [14] found that the near-wall
bubble collapses very rapidly, and that the tangential flow would lead to the formation
of the ring cavity. Considering the influence of gravity and viscosity, Sangeeth et al. [15]
studied the jet velocity resulting from bubble collapse at a liquid surface; the dependence
of the dimensionless jet velocity, expressed in terms of the Weber number, on the Bond
number, is determined by the dimensionless cavity depth. The Weber number is used to
measure the relationship between the surface tension and the inertia force, and the Bond
number is used to measure the relationship between the gravity and the surface tension. By
using a spark-generated device and a high-speed camera, Zhang et al. [16] conducted an
experiment on the dynamic process of vapor bubbles under water; six classical water burial
phenomena were induced, and their forming mechanism was analyzed. Ma et al. [17]
investigated the growth of vapor bubbles under different levels of gravity by conducting
an experiment and found that gravity has a significant influence on the growth of a single
vapor bubble.

Besides experiments, many numerical methods have also been reported to analyze
the bubble dynamics, including the Lattice Boltzmann method (LBM), the finite difference
method (FDM), the finite volume method (FVM), the volume of fluid method (VOF), the
smoothed particle hydrodynamics method (SPH), and so on. Liu et al. [18] deduced the
relationship between the various characteristic parameters of bubbles, then explored that
different liquid parameters would have a significant impact on the cavitation process
based on the FDM. Phan et al. [19] used a compressible homogeneous mixture model to
numerically investigate the dynamics of an underwater explosion bubble, and the dynamic
bubble motion including the bubble expansion, contraction, collapse, jet, and rebound.
As for the VOF methods, they contain the algebraic VOF and geometric VOF methods.
Owing to the merits of mass conservation, the latter was widely applied in the bubble
simulation in [20]. By using the VOF method, Tang [13] simulated the hydrophobic wall
surface by controlling the thickness of the air film at the solid–liquid interface, studied the
oscillation behavior of the laser-induced bubble, and summarized the dynamic mechanism
and law. Nguyen et al. [21] used a geometrical VOF algorithm based on the piecewise–
linear interface calculation (PLIC) to numerically investigate the dynamic behavior of
bubble collapses, water jets, and pressure loads during the collapse of the bubble near
walls and a free surface; the results showed a good agreement between the simulation and
experiment of the bubble dynamics during the collapse process. Erin et al. [22] used the
SPH and VOF methods to simulate the rising of bubbles, and compared with previous
experimental results, they concluded that both the VOF and SPH methods may be used to
capture physically realistic transient and steady-state multi-phase systems; the SPH method
could better capture the centroid of the bubble, while the VOF method better captured the
rising velocity of the bubble.

SPH is a meshless method. It is uniquely capable of representing the dynamic evo-
lution of complicated geometries without additional algorithmic complication, such as
those found in multi-phase flows [22]. When simulating fluid dynamics problems, the SPH
method discrete the flow field into moving fluid micro clusters, which can be regarded
as a combination of a series of molecules with the same properties [23]. Unlike the tra-
ditional grid algorithm, SPH has no grid connection between the particles, and follows
the interaction between the particles, which is suitable for any large deformation problem.
On the other hand, the SPH method uses the Lagrange method to describe the flow field,
which can be used to study some multiphase flow problems with discrete phases and has
obvious advantages over the traditional grid algorithm in the study of large deformation
and dynamic boundary problems.
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The diffusion interface method (DIM), based on the SPH method, is more commonly
used when involved in the precise capture of the gas–liquid phase flow interface [24]. Siga-
lotti et al. [25] first used the DIM, which treats the gas–liquid interface as continuous, added
the Korteweg tensor to characterize the capillary forces, and used the SPH algorithm [23]
to solve, which was proven to be useful in cavitation hydrodynamics. Gallo et al. [26]
verified the study on the nucleation of vapor bubbles in metastable liquid by using the
DIM. Wang [24] applied the DIM to numerically simulate the rising of vapor bubbles in
static water, and proved that it is feasible to calculate the dynamics of vapor bubbles by
using the DIM. Moreover, the relation between the shape of the rising vapor bubble and
the dimensionless parameters such as the Reynolds number was also introduced.

Based on the gas–liquid DIM, the Navier–Stokes–Korteweg (NSK) equation consid-
ering the gas–liquid interfacial tension is derived, the van der Waals (VDW) equation of
state is introduced, and the SPH algorithm is used for the numerical solution. The effects
of the shear viscosity ηs and the heating distance L on the growth and collapse processes
of the vapor bubble are taken into account. The regularity of the effect of the Re number
and the Oh number on the deformation of vapor bubbles is summarized through a further
analysis of several cases, which can be summarized into four major patterns. Then, the
formation mechanism is analyzed, and the growth and collapse of the bubbles are studied.
According to our results, it is possible to precisely control the deformation of vapor bubbles
by adjusting the two dimensionless parameters, the Re number and the Oh number. This
has a certain engineering guiding significance for the current application, for example,
the avoidance of surface corrosion caused by nuclear boiling, the dispersion of poisonous
droplets caused by the disintegration of vapor bubbles, and the effect of bubble deformation
on EHD-enhanced boiling heat transfer [27].

2. SPH Modeling

In our model, compressible vapor and liquid are considered to be two-phase fluids
with a continuous density gradient. In the Lagrange formula, the liquid and gas phases
uniformly follow the conservation equations of mass, momentum, and energy as follows:

dρ

dt
= −ρ∇ · v (1)

ρ
dv
dt

= ∇ ·M + FE (2)

dU
dt

=
1
ρ

M : ∇v +
κ

ρ
∇2T (3)

where ρ is the density, v is the velocity vector, M is the stress tensor, FE is the external force
of gravity, T is the temperature, U is the internal energy, and κ is the thermal conductivity.
The stress tensor M includes the pressure terms, the shear and bulk viscosity terms, as well
as an additional Korteweg tensor Mc of the gas–liquid diffusion interface, as follows:

M = −pI + ηs(∇v +∇vT) + (ηv −
2

dim
ηs)(∇ · v)I + MC (4)

where p represents the pressure, dim represents the dimension of space, and ηs and ηv
are the shear and volume dynamic viscosity, respectively. The Korteweg tensor Mc can be
used to simulate the capillary force on the interface due to the density gradient, expressed
as follows:

MC = K(ρ∇2ρ +
1
2
|∇ρ|2)I− K∇ρ∇ρ (5)

where K is the gradient energy coefficient for a given material.
According to the description of the SPH model, the density can be better described

in the following summation density Equation (6), instead of the continuity Equation (1).
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The summation density conserves mass exactly and guarantees second-order accuracy [25],
which benefits the simulation of the liquid–vapor interface.

ρa = ∑b
mb
ρb

ρbWab = ∑b mbWab (6)

where m is the particle mass, the subscript b indicates the neighbor particles around this
particle a, the subscript ab denotes the variable difference between particle a and b, the
subscript b represents the adjacent particles around particle a, and Wab is a kernel function,
which explains the particle distance between particles a and b.

The momentum and energy calculations are discretized into long-range and short-
range terms, because the same smoothing length for all the force terms was unable to
handle the surface tension effects and cause the interfacial instability [28] as follows:

dva

dt
= ∑ bmb(

Ma

ρ2
a
+

Mb

ρ2
b
) · ∇Wab + ∑ bmb(

MH
a

ρ2
a

+
MH

b
ρ2

b
) · ∇WH

ab + FE (7)

dUa

dt
=

1
2∑ ama(

Ma

ρ2
a
+

Mb

ρ2
b
) : vba∇Wab +

1
2∑ bmb(

MH
a

ρ2
a

+
MH

b
ρ2

b
) : vH

ba∇WH
ab + UE (8)

where the short-range repulsive term has the smooth length of h with no mark, and the
double smooth length of H = 2h is used for the long-range attractive term and marked with
superscript H. M and MH are equal to M− aρ2I−MC and M + aρ2I, respectively.

In this paper, we use the hyperbolic kernel function proposed by Yang [29], which
ensures that the distribution of particles is more uniform in both the two-dimensional and
three-dimensional problems and does not lead to the unstable growth of stress, so better
results can be obtained in the simulation.

In order to close the momentum and energy equations, the VDW equation is chosen to
describe the pressure state equation, which can describe the gas–liquid coexistence system.
The expression of the van der Waals equation of state is as follows:

p =
ρkbT

1− βρ
− αρ2 (9)

where kb is the Boltzmann constant, α is the parameter of attraction, and β is related to the
size of the particles. And the critical state is expressed by these three parameters:

Tc =
8α

27kbβ
, ρc =

1
3β

, Pc =
α

27β
2 (10)

where kb, α, and β are set as 1, 2, and 0.5 for the VDW fluid, respectively. Here, the gas
or liquid phase is distinguished by the critical density of the VDW fluid. According to
the VDW isothermal curve [30], when ρ→ 0 , the VDW equation transforms into the ideal
gas law. Therefore, if the fluid density is less than the critical density, it is the gas phase.
Otherwise, it is the liquid phase.

Using the SPH discretization Equations (6) to (8) and coupled with the VDW EOS
Equation (9), the liquid and the heated vapor are simultaneously simulated. After that, the
bubble position, velocity, size, and other properties are analyzed. More key parameters
could be characterized by the following dimensionless numbers: Re represents the Reynolds
number, which is used to measure the relationship between the inertia force and the viscous
force, and Oh represents the Ohnesorge number, which is used to measure the relationship
between the viscous force, the inertia force, and the surface tension. Their expressions are
as follows:

Re =
ρvDmax

ηs
(11)
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Oh =
ηs√

ρσRmax
(12)

where ρ represents the liquid density, v represents the average velocity of the bubble, Dmax
represents the maximum diameter, Rmax represents the maximum radius as Rmax = Dmax/2, σ
represents the surface tension coefficient, and ηs represents the dynamic viscosity coefficient.

The NSK equation is simulated in a non-dimensional scale; thus, all the data are presented
without specified units in the following part. It is convenient to examine those bubble and liquid
characteristics with the key non-dimensional parameters of the Re and Oh numbers. In the
meantime, these non-dimensionalized parameters could be referred to dimensional ones using
the given material properties. Here, for the water and water vapor bubble, the reference values
in the length, temperature, time, and mass scales are 5.33 × 10−8 m, 546 K, 1.36× 10−10 s, and
7.33× 10−20 kg, respectively [30].

3. Validation
3.1. Comparison Verification

In this section, we use the SPH method to simulate the water vapor bubble interaction
with the free surface in two-dimension and compare it with the experimental results [16].
Our simulation setting is shown in Figure 1.
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Figure 1. Vapor bubble heating geometry in our simulation.

Figure 2 shows the bubble deformation photos from Zhang’s experiment with a bubble
radius of about 15 mm. With the current computational efficiency and memory storage, it
is still challenging to directly simulate the millimeter scale problem for our SPH simulation.
Thus, we mimic the experimental setup in the following two critical parameters: the degree
of super heat temperature ∆T, the relative heating distance γf.

Firstly, we estimated the power input into the bubble and, thereafter, the bubble’s
super heat temperature. The experiment was conducted using a capacitor discharge with
U = 200 V before the discharge, and 150 V after the discharge, with a capacity of 6600 µF
and a thermal efficiency of 2%. Thus, the heat input to the bubble was about 1.155 J [16].
Using the saturated water vapor density of 0.6 kg/m3 and a heat capacity of 2.075 J/g·K,
we obtained the super heat temperature for a 15 mm water vapor bubble of about 65,622 K,
which is non-dimensional as ∆T = 12 in our system.
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Then, we used the dimensionless distance between the burst point and the free liquid
surface with the ratio to the bubble radius in Zhang’s experiment as γf = 0.78 to arrange the
heating position in our numerical simulation. We provide the data of two non-dimensional
distances instead of one; ε = H/Rmax represents the dimensionless parameter of the liquid
layer thickness, and λ = L/Rmax represents the dimensionless parameter of the bubble
heating distance to the bottom of wall. Thus, the relative heating distance to the free surface
could be obtained as γ = ε-λ, which has the same meaning as in Zhang’s experiment of γf.
Here, we used the height of the liquid layer H = 160dx and the heating distance L = 120dx,
where dx represents the initial distance between the SPH particles. After the simulation,
we calculated ε = H/Rmax = 2.22, λ = L/Rmax = 1.43; therefore, γ = ε − λ = 0.79, which is
approximately equal to the γf value of 0.78 in Zhang’s experiment.

We compare our simulation bubble deformation with the experimental photos of [16]
during the bubble growth and collapse near the free surface. The lifetime of the bubble dur-
ing its first cycle period is set as t0 either for the experiment or simulation. Figure 2 shows
the typical bubble deformation from its generation to its collapse in our SPH simulation
and Zhang’s experiment under a similar heating degree and geometry. Figure 3 shows the
dimensionless radius R/Rmax during the first bubble cycle t0, where R represents the local
bubble radius, and Rmax represents the maximum bubble radius. In the early period of
the bubble growth, the bubble remains spherical; then, the bubble expands upwards along
with the flow curve; finally, a clear upwelling column of water can be observed near the
free surface. The results show that at the early stages before 0.3t0, our results are in good
agreement with the experiments, either qualitatively or quantitatively. However, at the
late stages after 0.3t0, there is a certain deviation between the numerical prediction and
the experimental observation. For example, at 0.467t0, our simulation bubble has a more
severe deformation, and a smaller jet height at 0.867t0, compared to the experiments. The
reason is because the simulation accuracy is not that good for the SPH method; therefore,
the computational error would be accumulated at the late stages. The advantages of SPH is
the efficiency and flexibility in solving large deformation problems. In the future, we might
strive to improve the accuracy of the SPH method. Currently, we believe that our SPH
model is basically correct, and could be used to capture the bubble deformation during its
deformation and collapse near the free surface.
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3.2. Shock Wave

The second benchmark case is for the propagation of a shock wave. During the
bubble’s growth and collapse, the shock wave was found to be as important as the ki-
netic energy and thermal energy as shown in Figure 4. We tested the simulation of the
discontinuity point in a typical one-dimensional shock wave problem using our SPH model.
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Figure 4. Energy transformation of vapor bubble.

Figure 5 shows the typical settings for a shock wave problem, and the discontinuity
point is at x = 2.5. The initial state of the fluid on either side of the discontinuity point is
[ρL vL pL uL] = [10 0 100 25] and [ρR vR pR uR] = [1 0 1 2.5]. The specific heat capacity at
constant volume is cv = 1. The equation of state is as follows:

p = (γ− 1)ρu = (γ− 1)cvρT = 0.4 · ρT (13)

where the subscripts L and R represent the left and right sides of the fluid. The total number
of SPH particles is 1100, and the smooth length is h = 1.8dx.
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The results for when the time t = 0.4 are shown in Figure 6. The red scatter is the
result of the SPH, and the black line is the result of the exact Riemann solver. The SPH
results agree well with the analytical solutions. This shows that our method is reliable in
simulating the flow caused by the density and pressure difference.
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4. Numerical Settings

The critical fluid density is introduced to distinguish between the liquid and vapor.
The SPH liquid particle mass is m = 0.6, the stable density is ρ = 1.2029, the initial fluid
temperature is Tb = 1.01, the heating height L above the solid wall is set to be L = 15~120,
the shear viscosity is ηs = 0.1~1.0 as shown in Table 1, the volume viscosity is ηv = 0.5ηs, the
400 × 160 particles are arranged at the bottom area in the x and y directions, the heating
radius is r = 12dx, and the excess heat is ∆T = 12. The region is uniformly spherical after
laser heating. The left and right boundaries are periodic boundaries, and the upper and
lower wall are set as adiabatic solid boundaries, which can be referred to in our previously
published study [30]. The vapor bubble heating geometry in our simulation is shown
in Figure 1. The values of the three dimensionless parameters γ, ε, and λ, defined in
Section 3.1, are shown in Table 2.
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Table 1. The parameter settings of each case.

ηs CASE ID L/dx

1.0

C1 15
C2 30
C3 60
C4 100
C5 120

0.1

C6 15
C7 30
C8 60
C9 100
C10 120

Table 2. The dimensionless parameters of the bubble.

CASE ID H/dx L/dx ε = H/Rmax λ = L/Rmax γ = ε − λ Nsecb

C1 160 15 4.31 0.32 3.99 0
C2 160 30 3.78 0.57 3.21 0
C3 160 60 3.55 1.06 2.48 0
C4 160 100 2.97 1.48 1.48 0
C5 160 120 2.22 1.43 0.79 0

C6 160 15 2.18 0.16 2.02 3
C7 160 30 2.36 0.35 2.01 3
C8 160 60 2.68 0.80 1.87 4
C9 160 100 2.78 1.39 1.39 0
C10 160 120 2.29 1.37 0.92 0

5. Results
5.1. Category of Bubble Deformation

First of all, the numerical simulations were performed for each case, and the effects
of the shear viscosity ηs and the heating distance L on the growth and collapse processes
of the vapor bubble are taken into account. The regularity of the effect of the Re number
and the Oh number on the deformation of the vapor bubbles is obtained through a further
analysis of several cases, which can be summarized into four major patterns. The following
category between the Re and Oh numbers and the bubble deformation is drawn.

According to Figure 7, the liquid-surface vapor bubble takes on the jet shape, which
is not greatly affected by the Re number. On the other hand, the near-wall vapor bubble
varies in shape depending on the Re number and the Oh number. The shape can be divided
into umbrella, semi-crescent, and spheroid. When Re > 1.5 × 102 and Oh < 3 × 10−4, an
umbrella shape is observed; when Re < 5 × 100 and Oh > 10−3, a spheroidal shape is
present; and when 5× 100 < Re < 1.5× 102, 3× 10−4 < Oh < 10−3, the bubble is categorized
as semi-crescent.

Differences in the bubble deformation are notable between the liquid-surface bubbles
(bubbles at high heating distance) and the near-wall bubbles (bubbles at medium and
low heating distance). The high temperature in the vapor bubble of the near-wall bubble
is absorbed by the solid wall and the thick liquid layer, leading to a less-pronounced
deformation. Furthermore, the surface tension effect on the vapor bubble growth and
collapse varies with the Re number and Oh number, indirectly influencing the limiting
effect of the liquid, and ultimately leading to a differing bubble deformation.
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5.2. Mechanism Discussion
5.2.1. Jet Bubble

An analysis of the liquid-surface bubbles is carried out. Figure 8 depicts the formation
of the jet bubble in case C5. With Oh ≈ 2 × 10−3, during the initial growth phase, the
bubble retains a spherical shape, and the free surface curves at t = 50. However, due to
the existence of hydraulic fluid and the top of the bubble being drawn into the liquid
surface, the bubble eventually takes on an oblong shape with a sharp top. Subsequently,
the bubble gradually collapses and fuses with the liquid surface. This fusion produces
a noticeable up-welling column of water at the point of contact. While capillary waves
diminish in magnitude as the Oh number increases, the boundary of the bubble is smooth,
and the impulse at its bottom increases, leading to an escalation in the jet velocity; this
phenomenon is referred to as the jet bubble. The upper level of the liquid experiences
significant oscillations caused by the rapid evaporation process, which affects the amount
of heat energy present.
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5.2.2. Spheroidal Bubble

The near-wall bubble is investigated for its sensitivity to the different Re and Oh numbers.
The spheroidal bubble shape change diagram in case C3 (Figure 9) demonstrates that the
bubble maintains a spherical shape during the growth and collapse processes while Re ≈ 1.5
and Oh≈ 10−3, with the Re number approaching 1 indicating that the bubble’s viscosity force
is nearly equal to its inertia force, and the bubble maintains a spherical shape in the growth
and collapse processes. The bubble reaches the minimum shape when t = 120, while the fluid
zone phase is completed with minimal fluctuation in the liquid level. Due to the distance
between the vapor bubble’s center and the top liquid layer, the energy exchange can only
occur within the liquid layer. A slight oscillation occurs at the top of the liquid at the end of
the bubble collapse.
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5.2.3. Umbrella Bubble

For case C8, Figures 10 and 11 depict the density change and flow field vector diagrams
of the umbrella bubble. The Re ≈ 150, and Oh ≈ 10−4. Initially, the bubble experiences
extrusion pressure from both the left, right, and lower sides of the liquid, resulting in a
longer flow field vector in the lower part of the bubble than in the upper part. As the Oh
number reaches the minimum, due to the progressive damping of the capillary waves
decreasing at t = 50, the bubble’s edge becomes more irregular, causing it to transform from
the ellipse to the umbrella shape. Throughout the process, buoyancy generates an upward
force on the bubble, causing it to ascend. This results in the “umbrella handle” beneath the
bubble to contract inwards, culminating in the formation of the fan bubble at t = 70.
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5.2.4. Semi-Crescent Bubble

Figure 12 shows the density change and flow field vector diagram of the semi-crescent
bubble in case C8. The Re ≈ 80, and Oh ≈ 8 × 10−4. We found that at t = 230, the gas in the
bubble moved up to the liquid surface to form a liquid film, the liquid film did not break
during the expansion, and a thin “liquid bridge” appeared on the top of the liquid surface.
Subsequently, when t = 270, the surface tension of the “liquid bridge” prevented the bubble
from breaking, and it started to shrink downwards due to the force of the “liquid bridge”.
The flow field vector diagram in Figure 12b shows that due to the high temperature gas in
the vapor bubble interacting with the free liquid surface, the “liquid bridge” vaporized,
and small vapor bubbles formed quickly. Eventually, the vapor bubble collapsed on the
free surface.
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5.3. Bubble Deformation when Re < 10

The current analysis focuses on classical cases involving near-wall bubbles and liquid-
surface bubbles when Re < 10, building on previous research. Figure 13 illustrates the
variation in the bubble deformation and flow field density across cases C1~C5.

Figure 14 illustrates the variations in the longitudinal diameter of the near-wall bubbles
and liquid-surface bubbles. The analysis indicates a marked difference in the deformation of the
bubbles. For the near-wall bubbles (observed in cases C1~C3), the forces of viscosity and inertia
are approximately equal, thereby enabling the bubbles to maintain their spherical shape. The
bubbles undergo a growth stage, followed by a complete collapse throughout 3~4 cycles. For
the liquid-surface bubbles (observed in cases C4~C5), the bubbles are subjected to an inertial
force from below that causes them to make contact with the liquid surface and form the “liquid
bridge”; then, by capillary wave damping, the impulse at the bottom of the bubbles increases,
which eventually leads to the formation of the “jet”. The two stages are discussed in detail
below to allow for a better understanding of the bubbles’ behavior.
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Figure 14. The longitudinal diameter changes of near-wall bubbles (C1~C3) and liquid-surface
bubbles (C4~C5).

5.3.1. Deformation of Near-Wall Bubbles

The deformation of the near-wall bubbles for cases C1~C3 in Figure 13 shows that the
vapor bubble increases significantly during the growing period. As it grows, the spherical
shape appears to experience a little vertical compression, and it undergoes a period in which
it repeatedly grows and collapses. At the beginning, though there are slight differences in
the shape of the bubble, the radius of the bubble grows at the same speed. In the process
of collapse, the collapse amplitude of the bubbles varies, and the maximum radius of the
bubbles is also different, but the duration of the initial bubble is similar.

In Figure 14, for case C3, the bubble has four growth and collapse periods; for cases
C1~C2, the bubbles have three growth and collapse cycles. The maximum diameter of
bubbles in each period decreases with C1~C3, and the maximum diameter of the second
bubbles is larger than that in the other periods.

The bubble symmetry coefficient β is introduced to measure the morphological
changes of the bubble, where Rx is the transverse radius of the bubble, and Ry is the
longitudinal radius of the bubble, as follows:

β = Rx/Ry (14)

Figure 15 illustrates the variation in the symmetric coefficient β of the near-wall
bubbles for cases C1~C3, and besides the various cycles, the change in β is similar. In
the pro-phase of the bubble growth, β > 1, and the bubble is a longitudinal flat oval. In
the middle process, as β decreases, the deformation of the bubbles undergoes a dramatic
change in the collapse period, and β increases rapidly after the lowest point. In cases
C1~C2, the bubble growth stage is attached to the wall surface; when the vapor bubble is
shot out instantaneously, the heat exchange on the solid wall is faster, and when part of it is
absorbed, the deformation of the bubble becomes more serious. In case C3, the symmetric
coefficient β of the non-bonded vapor bubble has little fluctuation scope, and its shape
remains spherical.

5.3.2. Deformation of Liquid-Surface Bubbles

In Figure 13, in cases C4~C5, the deformation of the liquid-surface bubble appears to extend
upwards as soon as it comes into contact with the free liquid surface. When t = 50, the gas inside
the bubble bends upwards, and the top portion is absorbed by the liquid surface, forming a
distinct ellipsoidal tip. Then, the bubble keeps expanding and collapses into a spherical shape.
While it is mixed with the liquid surface, a very distinct jet shape is generated at the bottom of
the bubble when t = 120, as seen in case C5. Eventually, the gas inside the bubble drops quickly
due to the gravity force, and then it is pushed back to the surface of the fluid, causing a small
oscillation on the free liquid surface.
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Figure 15. The changes of near-wall bubble symmetry coefficient.

Figure 16 shows a graph of the centroid of the Y-axis for the liquid-surface bubbles in cases
C4~C5. The results show that after t = 40, when the vapor bubble moves nearer to the liquid
surface, the higher the gradient of the curve will be. That is, the more rapidly the vapor bubble
moves upwards, the more pronounced the jet shape generated by the impact with the free
liquid surface. The reason is that as the bubble goes up, it becomes smaller and smaller as it
moves closer to the surface. So much of its energy can be transformed into the jet’s potential
energy and the energy of the bubble’s growth and collapse.

5.4. Bubble Deformation When Re ≥ 10

On the basis of former research, we analyzed several classical cases of near-wall bubbles
and liquid-surface bubbles when Re≥ 10. Figure 17 shows the change in the bubble deformation
and the variation of the flow field density in cases C6~C10.
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The results show that when Re ≥ 10, the shape of the liquid-surface bubbles in cases
C9~C10 is similar to that of cases C4~C5 when Re < 10, as seen in Figure 13. Figure 18
compares the changes in the liquid-surface bubble’s longitudinal diameter at two conditions.
The tendency of variation is quite similar, and there is no obvious difference among them.
Therefore, the effect of the Re on the shape of the near-wall bubbles is not apparent.
Furthermore, it is found that when Oh < 5 × 10−3, at t = 130, the jet condition is more
evident at case C5 in Figure 13 than at C10 in Figure 17, which is analogous to Sangeeth’s
experimental conclusion, which states that in the range Oh < 0.02, an increasing viscosity
can increase the jet velocity through capillary wave damping [25].
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Figure 18. Comparison of the longitudinal diameter changes of liquid-surface bubbles with different
Re numbers.

For cases C6~C8, we can differentiate the near-wall bubbles into several different
stages based on their appearance, which is explained later.

Deformation of Near-Wall Bubbles

In cases C6~C8 of Figure 17, there is a process in the bubble deformation from the
initial sphere to the umbrella bubble when t = 50 in case C8, and finally, a crack on the free
liquid surface.

Figure 19 illustrates the variation of the rate of the near-wall bubbles in cases C6~C8.
We find that there is initially a short but fast acceleration, then the bubble oscillates, and
the increasing rate decreases as it moves upwards until it hits the free liquid surface. In
addition, in cases C6~C8, when the vapor bubble is closer to the free surface, the speed of
the bubble is faster, and the bubble oscillation is more intense. This is due to the fact that
when the bubble approaches the free surface, there is a smaller amount of gravity potential
energy, a larger amount of bubble kinetic energy is required, and a larger flow rate, which
results in a more severe oscillation. In the later period, the rate is reduced. This is because
the faster the bubble moves to the free surface, the faster it reaches the free surface. After
reaching the free surface, the resistance is greater, which causes the increasing rate of the
bubble to decrease gradually due to the pressure on the interface liquid and the surface
tension of the liquid film. This also has a crucial effect on the subsequent analysis of the
characteristics of the bubble deformation.

34



Fluids 2023, 8, 187Fluids 2023, 8, x FOR PEER REVIEW 19 of 22 
 

 
Figure 19. The changes of near-wall bubble rising velocity in cases C6~C8. 

Based on the morphology characteristics of several stages, the graph of the symmetry 
coefficient   is drawn in Figure 20. Figure 21 shows the stage change chart of case C8, 
and it is used to classify the stage change of these three classical situations. From Figures 
20 and 21, it can be seen that during the initial stage (a), the bubble is subject to extrusion 
pressure from both the left, right, and the lower sides of the liquid, the bubble changes 
from an oval to an umbrella shape, and it appears that 1   in the stage (b). Then, as the 
bubble goes up, the differential pressure in the interior and exterior of the gas–liquid in-
terface at the bo om of the bubble becomes larger. Consequently, the lower part of the 
bubble quickly contracts inwards and presents a semi-crescent shape as shown in stage 
(c). Simultaneously, when the bubble approaches the free liquid surface, it pushes it up 
and forms a liquid film. While the fluid film expands without breaking, a thin “fluid 
bridge” is formed at the top of the bubble. In the final stage (d), because the surface tension 
of the “liquid bridge” prevents the bubble from breaking, it merges with the liquid sur-
face. 

  
Figure 20. The changes of near-wall bubble symmetry coefficient in cases C6~C8. 

0 100 200 300 400 500

0.0

0.2

0.4

0.6

0.8

v

Time

 C6
 C7
 C8

0 100 200 300 400
0

1

2

3

4

5

A
sy

m
m

et
ric

 F
ac

to
r 

Time

 C6
 C7
 C8

 = 1

(a) (b) (c) (d)

Figure 19. The changes of near-wall bubble rising velocity in cases C6~C8.

Based on the morphology characteristics of several stages, the graph of the symmetry
coefficient β is drawn in Figure 20. Figure 21 shows the stage change chart of case C8, and it
is used to classify the stage change of these three classical situations. From Figures 20 and 21,
it can be seen that during the initial stage (a), the bubble is subject to extrusion pressure from
both the left, right, and the lower sides of the liquid, the bubble changes from an oval to an
umbrella shape, and it appears that β > 1 in the stage (b). Then, as the bubble goes up, the
differential pressure in the interior and exterior of the gas–liquid interface at the bottom of the
bubble becomes larger. Consequently, the lower part of the bubble quickly contracts inwards
and presents a semi-crescent shape as shown in stage (c). Simultaneously, when the bubble
approaches the free liquid surface, it pushes it up and forms a liquid film. While the fluid film
expands without breaking, a thin “fluid bridge” is formed at the top of the bubble. In the final
stage (d), because the surface tension of the “liquid bridge” prevents the bubble from breaking,
it merges with the liquid surface.
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Figure 20. The changes of near-wall bubble symmetry coefficient in cases C6~C8.
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6. Conclusions

We used the SPH numerical simulation method to directly simulate the deformation
and collapse of a vapor bubble near the free surface after being heated and raised from the
bottom wall; the effects of the shear viscosity ηs and the heating distance L on the growth
and collapse processes of the vapor bubble were taken into account. The regularity of the
effect of the Re number and the Oh number on the deformation of the vapor bubbles was
obtained through a further analysis of several cases, which can be summarized into four
major patterns. The classification and mechanism were carried out according to the four
major patterns of jet, umbrella, semi-crescent, and spheroid, and the category under each
pattern was drawn. The main conclusions are as follows.

For liquid-surface bubbles, the Re number has little influence on them, as there is no
significant difference in the specific deformation of the bubbles and the changes in the
longitudinal diameter of the bubbles. When Oh > 5 × 10−3, all of them showed a jet shape,
and the jet state is more obvious as the shear viscosity increases.

For near-wall bubbles, the Re number has a great influence on the bubble deformation;
the shape can be categorized into umbrella, semi-crescent, and spheroid. For Re > 1.5 × 102

and Oh < 3 × 10−4, the bubble appears to have an umbrella shape; for Re < 5 × 100 and
Oh > 10−3, the bubble appears to be spheroidal; and for 5 × 100 < Re < 1.5 × 102, 3 × 10−4

< Oh < 10−3, the bubble appears to have a semi-crescent shape. Near-wall bubbles experience
inhibited longitudinal growth and often collapse at the liquid surface without creating the jet
shape. Additionally, the balance of the surface tension and inertia force, influenced by the Re
and Oh numbers, contributes to the formation of different bubble shapes.

The spheroidal bubble (cases C1~C3) underwent 3~4 cycles of growth and collapse.
As the bubble approached the free surface, its shape became less influenced by the solid
wall. The maximum radius of the bubble decreased with each growth and collapse cycle,
resulting in less fluctuation in the symmetrical coefficient. Ultimately, the bubble tended to
become rounder in shape.

The jet bubble (cases C4~C5) experienced less gravitational potential energy loss as it
approached the free surface, resulting in a faster upward movement of the bubble. This, in
turn, led to a more prominent jet that occurred upon impact with the free liquid surface.
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Abstract: A bubble’s motion is strongly influenced by the boundaries of tip structures, which
correspond to the bubble’s size. In the present study, the dynamic behaviors of a cavitation bubble
near a conical tip structure are investigated experimentally and numerically. A series of experiments
were carried out to analyze the bubble’s shape at different relative cone distances quantitatively. Due
to the crucial influence of the phase change on the cavitation bubble’s dynamics over multiple cycles,
a compressible two-phase model taking into account the phase change and heat transfer implemented
in OpenFOAM was employed in this study. The simulation results regarding the bubble’s radius and
shape were validated with corresponding experimental photos, and a good agreement was achieved.
The bubble’s primary physical features (e.g., shock waves, liquid jets, high-pressure zones) were
well reproduced, which helps us understand the underlying mechanisms. Meanwhile, the latent
damage was quantified by the pressure load at the cone apex. The effects of the relative distance γ

and cone angle θ on the maximum temperature, pressure peaks, and bubble position are discussed
and summarized. The results show that the pressure peaks during the bubble’s collapse increase
with the decrease in γ. For a larger γ, the first minimum bubble radius increases while the maximum
temperature decreases as θ increases; the pressure peak at the second final collapse is first less than
that at the first final collapse and then much greater than that one. For a smaller γ, the pressure peaks
at different θ values do not vary very much.

Keywords: cavitation bubble dynamics; cone; phase change and heat transfer; OpenFOAM;
pressure peak

1. Introduction

Cavitation, the process of a tiny bubble’s formation, growth, and implosive transient
collapse, is a critical physics problem that has drawn considerable attention since it is
at the heart of many applications in industry, fluid machinery, biomass treatment, and
other fields [1–5]. The transient energy released during the collapse of a cavitation bubble
can induce potential damage to nearby surfaces [3,6]. Thus, studies of the cavitation
collapsing process are beneficial for the further protection of structural surfaces from
cavitating damage or a reduction in damage. Moreover, the presence of a structural surface
changes the symmetry of the pressure field around the cavitation bubble, resulting in an
unequal interface acceleration and thus inducing a high-speed microjet. In the literature,
cavitation bubbles near different structures (e.g., a rigid flat surface [7,8], a rigid curved
surface [9], a free surface [10], an ice surface [11], and an elastic surface [12]) have been
intensively investigated, and many prominent features of cavitation bubbles have been
revealed. However, these structures’ surfaces are not smooth enough, and many tips are
exposed after the cavitation damage appears. In addition, artificially designed functional
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boundaries with grooves and tips are employed for the optimization or the extension of a
fluid’s engineering applications [13]. The structural boundaries of the tip correspond to
the bubble’s size with a strong influence on the bubble’s dynamics. In the present paper,
the boundary of a fluid’s tip is considered to be cone-shaped. Thus, the bubble’s dynamic
behaviors near a cone are investigated in depth experimentally and numerically.

Experiments of cavitation bubbles near boundaries of various shapes have been
executed extensively to study their relevant dynamics [14–18]. Generally, a cavitation
bubble near a planar rigid boundary forms a directed microjet flow towards the boundary,
and its dynamical behaviors are closely related to the stand-off distance γ (defined as
L/Rmax, where L is the distance from the bubble’s center to the rigid boundary and Rmax
is the maximum bubble radius). A recent study by Saini et al. [19] has revealed that the
dynamics of a bubble in contact with a rigid wall hinge on the effective contact angle in
the instant before its collapse. They found that when the contact angle is less than 90◦, the
conventional jet directed towards the wall can be observed, whereas if the contact angle is
greater than 90◦, an annular re-entrant jet parallel to the boundary occurs. Simultaneously,
some research has been conducted to investigate bubble dynamic behaviors near non-flat
rigid boundaries. Tomita et al. [9] investigated bubbles near a variety of curvatures of a
solid wall and found that the velocity of the jet and the duration of the flow were closely
related to the deviation of the curvature. Moreover, the jet velocity increased as the shape of
the wall changed from concave to convex. Požar et al. [20] studied the interaction between
a nanosecond laser-induced cavitation bubble near a concave surface and observed that
the concave wall could refocus the shock wave and then induce secondary cavitation.
Ebrahim et al. [21] reported the dynamical features of the cavitation bubble near a rigid
cylindrical rod and found that a mushroom-shaped bubble could be generated at a smaller
relative distance, which may cause a lower jet impact load.

Moreover, Brujan et al. [22] investigated a bubble near a corner (two perpendicular
walls) and showed that the jet angle was proportional to the ratio of the distance from
the walls to the bubble. Furthermore, Tagawa and Peters [23] studied the dynamics of a
bubble near a corner with different angles. They obtained the analytical solution for the
jet direction by using the method of images. Li et al. [24] found that the jet deviated from
the horizontal direction within a much shorter range when a bubble near two connected
walls with an obtuse angle. Zhang et al. [25] investigated the dynamics of a bubble near a
triangular prism array and observed that the bubble’s behaviors were strongly influenced
by the relative positions of the bubble and the prisms, bubble size, and the distance from
the bubble to the array.

On the other hand, numerical simulations are a well-known way to investigate bubble
dynamics [26–31]. Based on the potential flow theory and boundary integral method (BIM),
Wang et al. [32] simulated a bubble at a corner and found that the bubble migrated away from
the near wall and the corner during its expansion and moved back toward them during its
collapse. Moreover, a high-pressure region was formed during the late stages of its collapse.
Trummler et al. [33] numerically studied the collapse of a bubble above rigid, notched walls
and showed that the surface crevices had a significant influence on the collapse dynamics, jet
formation, and wave dynamics. Shervani-Tabar and Rouhollahi [34] numerically investigated
the effect of rigid concave walls on the motion of a bubble and found that the velocity of the
liquid jet tends to increase with decreasing concavity. In addition, Li et al. [35] conducted
numerical research on the collapsing behavior of a bubble near a solid conical wall and
revealed the effect of the conical angles on the bubble’s shape, collapse time, and liquid jet.
They found that the collapse time increased as the cone angle increased.

In the above-mentioned literature, although the dynamic behaviors of a single cavita-
tion bubble near various non-flat rigid boundaries (e.g., a corner, curved surface, cylindrical
rod, crevice, and triangular prism array) are investigated experimentally, studies of a bubble
near a tip (e.g., cone) are reported less often. Moreover, Li et al. [35] investigated a bubble
near a cone through a numerical simulation, but they only showed the dynamics of the
cavitation bubble in the first cycle due to a limitation of the model. The relevant parameters
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during the bubble’s evolution (e.g., bubble position and shape, the temperature within the
bubble, and the pressure load) have not yet been fully revealed. Thus, a profound analysis
and investigation are imperative to reveal the underlying physical mechanisms.

In this study, experiments of a single laser-generated cavitation bubble near a cone
are conducted and corresponding numerical simulations are performed. A pressure-
based compressible model taking into account the mass and heat transfer developed in
OpenFOAM is adopted in the current simulation. The numerical model has been validated
in our previous works and employed for the simulation of a bubble near a solid wall [8,36].
The main aim of the current study is to examine the dynamics of the cavitation bubble in
the nearby cone, which may be frequently encountered during the operation of hydraulic
machinery. The following is a brief summary of the present paper. Section 2 describes the
experimental methodology. In Section 3, a description of the governing flow equations and
details about the numerical implementation are presented. The results from experiments
and simulations under two different γ are shown in Section 4. Furthermore, the effects of γ
and θ on the pressure load are further revealed in Section 5. Finally, the main conclusions
are presented in Section 6.

2. Experimental Setup

In this study, a series of experiments were carried out to investigate the dynamical
behaviors of a cavitation bubble near a cone. A schematic description of the experimental
setup for the investigation of the interactions between the laser-generated cavitation bubble
and the cone is shown in Figure 1. In the present experimental system, the laser beam was
generated by a pulsed Nd:YAG laser generator (Penny-100-SH) with a laser wavelength of
532 nm and pulse duration of 5.4 ns. The laser beam (laser energy: 10 mJ, the outlet bean
diameter: 3 mm) was focused using the LMH-10X-532 focusing lens (focal length: 15 mm)
inside a transparent water tank (size: 100 × 100 × 100 mm3) filled with distilled water to
induce a single cavitation bubble. The distance from the bubble to the water tank wall was
far greater than the maximum radius of the cavitation bubble (about 1 mm in this paper).
Thus, the effect of the tank wall on the bubble dynamics could be safely ignored. An LED
light was employed for all lighting. The complete process of the interaction between the
cavitation bubble and the cone was recorded by a high-speed camera (Phantom v1212)
with a sampling rate of 100,000 frames/s, which is fast enough to show the primary
characteristics [13]. The resolution of the recorded photos was 256 × 256 pixels, and the
experimental data were processed in batches by MATLAB 2019b software.
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3. Numerical Method
3.1. Governing Equations

A compressible two-phase flow model with consideration of heat and mass transfer is
adopted for the present simulation, and a brief description of the compressible model is
presented in the following.

A set of governing flow equations describing the dynamics of fluids can be solved
within the entire computational domain, including the mass conservation equation, mo-
mentum conservation equation, and energy conservation equation [8], written as follows:

∂(αiρi)

∂t
+∇ · (αiρiU) = ± .

m(i = l, v) (1)

∂(ρU)
∂t +∇ · (ρUU) = −∇p−rgh − gH∇ρ + σκ(αl)∇αl

+µ
[
∇U + (∇U)T − 2

3 (∇ ·U)I
] (2)

[
∂(ρT)

∂t +∇ · (ρTU)
]
+
(

αl
Cpl

+ αv
Cpv

)[
∂(ρK)

∂t +∇ · (ρKU)
]

=
(

αl
Cpl

+ αv
Cpv

)[
∂p−rgh

∂t +∇ ·
(

µ
(
∇U + (∇U)T

)
·U
)]

+
(

αlλl
Cpl

+
αvλg
Cpv

)(
∇2T

) (3)

where p−rgh, U, T, K, g, H, and I are the total pressure, velocity, temperature, kinetic energy,
gravity acceleration, height, and unit tensor, respectively; α, ρ, Cp, µ, and λ are the volume
fraction, density, heat capacity, dynamic viscosity, and thermal conductivity for both water
and vapor; σ is the surface tension coefficient; κ is the surface curvature; and

.
m =

.
m+ − .

m−

is mass transfer source term, with
.

m+ representing the condensation rate of the vapor and
.

m− representing the vaporization rate of water.
In addition,

.
m is obtained by solving the phase change model. The Schnerr–Sauer

phase change model considering the energy conservation equation [37] is employed and
defined as follows:

.
m+

=
3ρlρv

ρ
αl(1− αl)

1
Rb

√
2|p− pv(T)|

3ρl
(4)

.
m− = −3ρlρv

ρ
αl(1− αl + αNuc)

1
Rb

√
2|p− pv(T)|

3ρl
(5)

Rb =

(
3

4πn
1− αl + αNuc

αl

)1/3

(6)

αNuc =
nπ(dNuc)

3/6

1 + nπ(dNuc)
3/6

(7)

where pv(T) is the saturation vapor pressure; Rb, αNuc, n(2.1 × 1011/m3), and dNuc(2 × 10−6 m)
are the radius, volume fraction, number, and diameter of cavitation nucleation site, respectively.

Furthermore, α is solved by the volume of fluid (VOF) method widely used to capture
the gas–liquid interface [38–40]. In the VOF method, the following transport equation,
derived from the mass conservation equation for the water phase, is solved by the multidi-
mensional universal limiter with the explicit solution solver [41,42].

∂αl
∂t +∇ · (αlU) +∇ · (Urαl(1− αl))

= αl(1− αl)
(

1
ρv

dρv
dt − 1

ρl

dρl
dt

)
+ αl∇ ·U +

.
m
(

1
ρl
− αl

(
1
ρl
− 1

ρv

)) (8)

where Ur is the relative velocity [38], and the third term on the left side is an artificial
compression term [43].
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Finally, the above set of governing equations is closed by adding the equations of state
(EOS) and the corresponding compressibility (ψ) for the vapor and water. The EOS and
compressibility for vapor are expressed as follows:

ρv =
p

RvT
(9)

ψv =
1

RvT
(10)

where Rv is the gas constant.
Accordingly, the EOS and compressibility for water [44] are defined as follows:

ρl =
p + pc

Kc(T + Tc)
(11)

ψl =
1

Kc(T + Tc)
(12)

where pc is the pressure constant with pc = 1944.61 MPa; Tc is the temperature constant
with Tc = 3867 K; and Kc is liquid constant with Kc = 472.27 J/(kg·K).

3.2. Numerical Setup

Several essential parameters in the present study are shown in Figure 2. Here, R is the
radius of the cavitation bubble. L is the distance from the bubble center to the cone apex.
h is the height of the cone and r is the radius of the conical bottom. θ is the cone angle.
Furthermore, a brass cone (density: 8500 kg/m3) with h = 14 mm and r = 7 mm (θ ≈ 53◦)
was used in the present experiment. To facilitate research, the relevant parameters are
defined as follows:

γ =
L

Rmax
(13)

θ = 2arctan
r
h

(14)

where Rmax is the maximum bubble radius.
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Figure 2. Definition of several essential parameters.

As shown in Figure 3a, an axisymmetric computational wedge domain of 50 mm × 60 mm
is constructed to simulate the axisymmetric flow field problem, which is greater than
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50 times the maximum bubble radius. The 5◦ wedge-shaped zone is adopted to save
calculation time and achieve a reasonable computational cost. The structured mesh is
implemented by ICEM CFD (ANSYS) with local refinement, as shown in Figure 3b. To
guarantee consistent simulation results, a mesh sensitivity study was performed in our
previous work [8]. Furthermore, a full mesh with 945,903 elements (the mesh size within
the initial bubble is 3.3 µm) is subsequently applied in the current simulations. The no-slip
boundary condition is employed for the right side and the bottom of the calculation zone.
Because it is a stationary cone, the boundary condition for the cone is also set to be no-slip.
In addition, the total pressure boundary condition is used for the top side of the region.
The PIMPLE algorithm is applied to a couple of pressure and velocity. The first-order
implicit Euler and the second-order Gaussian TVD schemes are employed to perform the
time and spatial discretization, respectively. More detailed information for the numerical
implementation (such as convergence criterion, Courant number, and time step selection)
can be seen in our previous works [8,36]. Table 1 shows the values of physical properties
used in this paper.
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Table 1. The initial values of liquid- and vapor-phase properties.

ρ (kg/m3) µ (Pa·s) Cp (J/(kg·K)) λ (W/(m·K)) σ (N/m)

Vapor 0.0171 9.75 × 10−6 1862.6 0.02
0.07Water 998.16 9.982 × 10−4 4180 0.677

4. Experimental and Computational Results
4.1. Bubble Dynamics of Multiple Collapses with γ = 1.3

The bubble dynamics of multiple collapses near a cone with γ = 1.3 are investigated in
our experiment and simulation. The distance between the bubble center and the cone apex
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L is 1.3 mm in the experiment. The maximum experimental radius Rmax,exp is 0.99 mm
(γ = L/Rmax,exp = 1.3). For the numerical simulation, the initial parameters inside the bub-
ble, i.e., the radius, pressure, and temperature, are set to be 40 MPa, 0.092 mm, and 593.15 K,
respectively. For better comparison, the bubble radius (R) and physical time (t) are normal-
ized by using the reference radius and time, i.e., R* = R/Rmax and t* = t/tosc, where tosc is
the oscillation time from the initial moment to the first minimum radius.

Figure 4 presents the quantitative comparison of the bubble radius between the mea-
sured experimental data (black dot) and the simulation results (solid red line). As shown,
the simulation results are in accordance with the measured data, including the first, second,
and even third cycles. Meanwhile, the comparison of the bubble multi-period shape evolu-
tion is shown in Figure 5. Expressly, (a1)~(a14) denotes the experimental phenomenon, and
(b1)~(b14) are the numerical prediction results. During the first bubble cycle ((al)~(a6)), the
cone apex has little influence on the bubble dynamics since the distance from the cone apex
to the bubble center is larger than the maximum bubble radius. Furthermore, the bubble
also does not touch the cone apex during the second and third collapse, as shown in frames
(a7)~(a14). Such a phenomenon is entirely different from the case of the single bubble near
the solid wall with γ = 1.3 [7], in which the bubble is in contact with the wall during the
second collapse.
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In Figure 6, the pressure and velocity fields are shown for some typical moments to
discuss the bubble dynamic behavior in detail. During the collapse, a locally high-pressure
zone appears around the bubble, as shown in Figure 6a. Because the cone obstructs the flow,
the pressure at the upper part of the bubble is slightly greater than that at the lower part of
the bubble, resulting in a faster collapse of the upper surface of the bubble. Figure 6b shows
that the liquid jet, driven by high pressure, enters the bubble from the upper surface. When
the jet penetrates the bottom of the bubble, a strong impact such as the water hammer is
formed, and a shock wave is emitted and propagated outwards. At the initial stage of the
bubble re-expansion, a noticeable protrusion is generated on the lower part of the bubble
due to the effect of the liquid micro-jet, as seen in Figure 6c. The protrusion continues
to move towards the tip of the cone and impact it while the bubble further rebounds, as
shown in Figure 6d. Figure 6e shows that the re-expansion bubble breaks into two parts of
different volumes due to the velocity difference, in which the smaller one is close to the
cone. Figure 6f,g show that the larger rebound bubble still collapses, while the smaller one
eventually dissolves in the liquid. Finally, the remaining bubble collapses to its minimum
radius (Figure 6h) and rebounds again (Figure 6i).

Figure 7 shows the time histories of the numerical results for the bubble radius, bubble
centroid position, maximum temperature inside the bubble, and pressure at the apex of the
cone. As seen, the maximum values of the temperature within the bubble and pressure at
the apex of the cone always coincide with that for which the minimum volume is attained.
More details on the source of the pressure peaks can be found in our previous work [8].
The sharp change in the bubble’s centroid position occurs at the bubble’s collapse stages.
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Figure 6. Evolution of pressure (left half) and velocity (right half) fields with bubble shape (white
line) at γ = 1.3. (a) t* = 0.974, (b) t* = 0.999, (c) t* = 1.033, (d) t* = 1.067, (e) t* = 1.248, (f) t* = 1.405,
(g) t* = 1.562, (h) t* = 1.625, (i) t* = 1.689.

4.2. Bubble Dynamics of Multiple Collapses with γ = 0.4

When γ is reduced to 0.4, the bubble dynamics and their intensities are more influenced
by the conical structure. Figure 8 shows a comparison of the bubble shape frame by frame
between the numerical predictions and the experimental phenomena. As observed in
the experiment (frame (a1)), the bubble is initialized closer to the apex of the cone. Thus,
the upper part of the cone is gradually swallowed by the expanding bubble (see frames
(a2)~(a4)). Due to the substantial restriction of the cone, the bubble interface becomes
unstable and relatively rough during the rebound stage (see frames a7~a11). Eventually,
the bubble almost disappears into the liquid, as seen in frames (a13)~(a14). Overall, the
numerical predictions are in good agreement with the observed experimental results.
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Figure 8. The evolution of bubble shape with γ = 0.4. ((a1)~(a14)) for the experiments; ((b1)~(b14))
for the simulations.
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The pressure (left half) and velocity (right half) fields during the bubble collapse and
rebound stages are presented in Figure 9. During the first collapse, high pressure is locally
formed above the bubble, and the downward liquid jet is driven into the bubble, as shown
in Figure 9a. In Figure 9b, the bubble shrinks to its minimum volume, and the high pressure
is generated near the cone apex due to the liquid jet continuing to impact the cone. During
its rebound, the flow along the conical wall is formed due to the cone apex redirecting
the liquid jet, causing the expanding bubble along the conical wall, as shown in Figure 9c.
Figure 9d shows the maximum rebound bubble; the bubble bottom is in direct contact with
the conical wall. In addition, the internal pressure is lower than that outside the bubble.
Thus, the rebound bubble collapses again. Figure 9e shows a high-pressure zone occurring
above the bubble, which is similar to the first collapse (see Figure 9a). Figure 9f shows the
bubble contracts to the minimum size again.
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Figure 9. Evolution of pressure (left half) and velocity (right half) fields with bubble shape (white
line) at γ = 0.4. (a) t* = 0.993, (b) t* = 1.0, (c) t* = 1.016, (d) t* = 1.261, (e) t* = 1.412, (f) t* = 1.551.

Figure 10 shows the shock wave distributions expressed with a density gradient using
the numerical Schlieren results [45]. (a) It presents the incident shock wave and (b) indicates
the shock wave of the first bubble collapse and (c) the second bubble collapse. The outward
propagation of shock waves will promote the generation of low-pressure regions, leading
to abrupt changes in the liquid density [46]. As a result, some disturbances could be seen
in the experiments [47,48]. If the pressure value is lower than the vapor saturation pressure
value, a secondary cavitation disturbance appears [49].
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Figure 10. Shock wave distribution with density gradient for (a) t* = 0.005, (b) t* = 1.0, (c) t* = 1.55
with γ = 0.4.

Figure 11 shows the time histories of the bubble radius, bubble centroid position,
maximum temperature, and pressure load at the apex of the cone with γ = 0.4. As shown,
the maximum temperature and pressure are obtained when the bubble first shrinks to the
minimum volume. Significantly, the maximum pressure peak at the cone apex reaches
20.3 MPa, which is much greater than that shown in Figure 7. This is because the maximum
pressure peak for γ = 1.3 mainly comes from the first collapse shock wave, while that for
γ = 0.4 is attributed to the superposition of the collapse shock wave and the liquid jet.
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5. Further Discussions
5.1. The Effect of the Distance from the Bubble to the Cone Apex

As discussed above, the distance from the bubble to the cone, i.e., γ, strongly affects
the bubble dynamics. Thus, to further investigate and analyze the tendencies of bubble
dynamics, more numerical simulation cases with different γ values were carried out.
Figure 12a shows the evolution of the bubble center position over time under different γ
values. The red dotted line indicates the position of the cone apex. As seen, the dramatic
change in the bubble center position always occurs in the final collapse stages, including the
first and second collapses. When γ > 0.8, the position of the bubble in the first and second
collapses is higher than that of the cone apex, meaning a water layer still exists between
the bubble and the cone apex (see Figure 5(a6,a12)) and prevents the liquid micro-jet from
directly impacting the cone. When 0.5 ≤ γ ≤ 0.8, it can be seen that the bubble center is
above the cone apex in the first collapse but below the cone apex in the second collapse,
indicating that the water layer gradually disappears during the second collapse and the
bubble is in direct contact with the surface of the cone. When 0 < γ < 0.5, the bubble is very
close to or even lower than the apex of the cone (see Figure 8(a6,a13)).
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Figure 12. Time history of the bubble centroid migration (a) and pressure on the cone apex (b) with
various γ values.

In addition, the evolution of the impact pressure on the cone apex over time under
various γ values is shown in Figure 12b. As seen, the maximum pressure is achieved
in the final stages of the bubble’s collapse. Furthermore, the bubble’s second collapse
occurs earlier as γ decreases. In particular, the pressure peaks from the final collapse phase
can be divided into three stages. In stage I (γ > 0.8), the bubble remains away from the
cone during its collapse, having a weak impact on the liquid jet. Thus, the pressure peaks
mainly come from the collapse shock waves, as shown in Figure 13c,f, and their values are
almost constant as γ decreases. Moreover, the pressure peak of the first bubble collapse
is slightly larger than that of the second collapse. In stage II (0.5 ≤ γ ≤ 0.8), the pressure
peaks are larger than those in stage I due to the small distance between the bubble and
cone (see Figure 13b,c), and their values increase as γ decreases. Remarkably, the bubble
puts pressure on the cone during its second collapse, as shown in Figure 13e, causing a
violent impact. It can be seen that the pressure peak generated by the second collapse is
comparable to that from the first. In stage III (0 < γ < 0.5), the bubble clings to the cone
apex during the first collapse, as shown in Figure 13a, leading to a more severe impact.
Therefore, the pressure peak is much greater than those in stages I and II, and its value
sharply increases with the decrease in γ. Furthermore, the pressure peak of the second
bubble collapse cannot be ignored (see Figure 13d) and significantly different from the
bubble’s behavior near the solid wall (for which no apparent rebound phenomenon is
observed with a range of 0 < γ < 0.5 [8]).
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Figure 13. Pressure fields at the end of the bubble collapse for each stage.

5.2. The Effect of the Cone Angles (θ)

Figure 14 shows the schematic diagram of different θ values, which all have the same
height (i.e., h = 14 mm). As shown in Figure 12b, the pressure peak is closely related to γ.
In this section, a larger γ (γ = 1.3), indicating that the initial bubble stays away from the
cone, is chosen to investigate the bubble dynamic features under different θ values. The
influence of θ on the bubble center position is shown in Figure 15. Here, θ = 180◦ indicates
the cone is a solid plane. As shown in the figure, the bubble gradually approaches the cone
apex with the increase in θ, implying the effect of the cone is strengthened by the degree.
To be specific, the bubble is still moving away from the cone in the first collapse but quickly
approaches or even clings to the cone in the second collapse.
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portional to the minimum collapse radius. For a single bubble collapsing in a free field, 

the temperature can reach an extremely high value (about 22,000 K) since it can collapse 

to a much smaller radius (Rmin/Rmax ≈ 0.004) [36]. In this paper, the maximum temperature 

decreases as θ increases due to a larger minimum radius. 

 

Figure 15. Bubble center position in the final collapse stages at γ = 1.3 with various θ values. 

Figure 14. Schematic diagram of different θ.

The pressure peaks on the cone apex from the first and second collapses under different
θ values are shown in Figure 16. The pressure peak of the second bubble collapse (magenta
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dots) increases rapidly as θ increases, while the pressure peak from the first (olive green
triangles) increases slowly. Particularly, when θ < 90◦, the pressure peak of the second
bubble collapse is slightly smaller than that of the first. Only a small part of the initial
energy goes into the second collapse phase. Thus, the intensity of the shock wave generated
by the second collapse is much smaller than that of the first collapse (see Figure 17a,c),
causing a weak impact on the conical surface. When θ ≥ 90◦, the bubble is close to or even
attaches to the surface of the cone in the second collapse, resulting in a stronger impact on
the cone due to the superposition of the liquid microjet and the collapse shock wave as
shown in Figure 17b,d.
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In other words, only a tiny portion of the bubble energy enters into the rebound. Thus, a 

larger pressure peak for the first collapse can be seen, as shown in Figure 19b. Simultane-

ously, the pressure peaks at different θ values do not vary very much, implying that the 
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Figure 17. The typical pressure fields in the final bubble collapse stage under different θ values.
(a,c) are the first collapse and second collapse for θ = 75◦, respectively; (b,d) are the first collapse and
second collapse for θ = 150◦, respectively.

In addition, the effects of θ on the maximum temperature inside the bubble, the first
minimum radius, and the dissipated energy during the first bubble collapse are shown in
Figure 18. The dissipated energy in the bubble’s first cycle decreases with the increase in
θ, indicating the retardation effect of the conical surface is strengthened. Thus, a larger
minimum radius at the first collapse can be expected, as shown by the blue/white dots
in Figure 18. In general, the temperature peak value within the bubble is approximately
proportional to the minimum collapse radius. For a single bubble collapsing in a free field,
the temperature can reach an extremely high value (about 22,000 K) since it can collapse to
a much smaller radius (Rmin/Rmax ≈ 0.004) [36]. In this paper, the maximum temperature
decreases as θ increases due to a larger minimum radius.

For a smaller γ (γ = 0.1), Figure 19 illustrates the variation in essential parameters
(the bubble center position, pressure peaks, and dissipated energy) under various θ values.
As shown in Figure 19a, the bubble center position in the first two final collapse stages
touches the cone apex due to the smaller distance between the bubble and the cone. In
addition, more than 80% of the initial bubble energy is lost in the first cycle, as shown in
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Figure 19c. In other words, only a tiny portion of the bubble energy enters into the rebound.
Thus, a larger pressure peak for the first collapse can be seen, as shown in Figure 19b.
Simultaneously, the pressure peaks at different θ values do not vary very much, implying
that the influence of θ is not significant for a smaller γ.
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Figure 19. Bubble center position (a), pressure peaks (b), and dissipated energy (c) at γ = 0.1 under 

various θ values. 

Figure 18. Maximum temperature inside the bubble (pink dots), the first minimum radius (white/blue
dots), and the dissipated energy in the bubble’s first cycle (dark cyan diamonds) at γ = 1.3 under
various θ values.
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6. Conclusions

The dynamics of a cavitation bubble near a rigid conical boundary are studied through
a numerical simulation and experiments. A pulsed laser generator is used to generate a
single cavitation bubble, and a high-speed camera with a sampling rate of 100,000 frames/s
is employed to capture the motion behavior of the bubble. In addition, a compressible flow
solver, with consideration of the phase change and thermodynamic effect, is adopted to
perform the corresponding numerical simulations. The numerical results for the bubble
radius and bubble shape are in good agreement with the related experimental data. The
bubble’s primary physical features during the first two cycles are reproduced well based
on our numerical model. Moreover, the physical implications in terms of the bubble shape,
bubble radius, shock wave, pressure load, internal temperature, and dissipated energy
during collapse are analyzed in detail to support the observed experimental phenomena.
Generally, the peak values of the pressure and temperature occur almost at the moment of
collapse once the bubble reaches its minimum volume. Finally, the effects of the relative
distance γ and cone angle θ on the maximum temperature, bubble position, and pressure
peaks are discussed. The main conclusions can be drawn as follows:

1. The pressure peaks from the first and second collapse increase with the decrease in
γ. Moreover, the rate of increase of the pressure peak from the first collapse is much
greater than that from the second.

2. For a larger γ, as θ increases, the first minimum bubble radius increases while the
maximum temperature decreases. Additionally, the pressure peak of the second
collapse is slightly smaller than that of the first one due to most of the bubble’s energy
being lost in the first cycle when θ < 90◦. The pressure peak at the second final collapse
is much larger than that at the first because the bubble clings to the cone tip during
the bubble’s second collapse when θ ≥ 90◦.

3. For a smaller γ, more energy is lost at the first collapse and the bubble always clings
to the conical surface during the collapse. As a result, the pressure peak in the first
final collapse is much greater than that in the second. The pressure peaks at different
θ do not vary very much, and the influence of θ on the bubble’s behavior is negligible.
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Abstract: It is well established that spray characteristics from automotive injectors depend on, among
other factors, whether cavitation arises in the injector nozzle. Bulk cavitation, which refers to the
cavitation development distant from walls and thus far from the streamline curvature associated
with salient points on a wall, has not been thoroughly investigated experimentally in injector nozzles.
Consequently, it is not clear what is causing this phenomenon. The research objective of this study
was to visualize cavitation in three different injector models (designated as Type A, Type B, and
Type C) and quantify the liquid flow field in relation to the bulk cavitation phenomenon. In all models,
bulk cavitation was present. We expected this bulk cavitation to be associated with a swirling flow
with its axis parallel to that of the nozzle. However, liquid velocity measurements obtained through
particle image velocimetry (PIV) demonstrated the absence of a swirling flow structure in the mean
flow field just upstream of the nozzle exit, at a plane normal to the hypothetical axis of the injector.
Consequently, we applied proper orthogonal decomposition (POD) to analyze the instantaneous
liquid velocity data records in order to capture the dominant coherent structures potentially related
to cavitation. It was found that the most energetic mode of the liquid flow field corresponded to the
expected instantaneous swirling flow structure when bulk cavitation was present in the flow.

Keywords: cavitation; injector; PIV; POD; visualization

1. Introduction

Cavitation is an important factor for spray formation within diesel or gasoline injectors,
and it appears to affect the properties of the resultant spray [1,2]. In addition, differences
in the spray cone angle and tip penetration have been reported in [3–6] depending on
the type of cavitation observed (with edge flow separation cavitation occurring close to
the walls or bulk cavitation, which occurs within the flow far from the walls). While the
potential role of edge flow separation cavitation on spray formation in nozzles has been
thoroughly investigated, the formation and the effects of bulk cavitation are issues that
need more attention in terms of acquiring quantitative flow field data. The phenomenon
of bulk cavitation (or string cavitation) has been reported in diesel model injectors in
references [7–9], as well as in gasoline injectors in references [10–12]. Recent studies on
the visualization of string cavitation have attempted to explain the interaction of vortices
between adjacent nozzles when bulk cavitation is present in diesel multi-hole injectors [13].
Additionally, these studies have explored the temporal evolution of this type of cavitation
and the cycle-by-cycle variation in its shape [14]. However, neither study has provided
quantitative flow field data for the bulk cavitation area. Only in [15] were some flow field
data derived through a simulation based on the work of [16] provided. These simulations
showed the presence of a vortical flow around the core of bulk cavitation.
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Based on computational pressure field results, it has also been suggested that the
initiation of this type of cavitation is a result of gas-phase components that remain after
previous injection events, with vortices acting as gas-phase carriers. These studies have
provided valuable insight into this phenomenon. However, to our knowledge, computa-
tional fluid mechanic tools for calculating the flow field in relation to bulk cavitation, as
presented in reference [16] and other computational studies ([17–19]), are not (yet) capable
of predicting bulk cavitation. Whether it is vortex-induced cavitation or the elongated
bubble clouds of the remaining gas phase, this phenomenon influences the surrounding
flow field and, more specifically, leads to the redistribution of vorticity, as mentioned in
reference [20]. In addition, it has been reported in reference [21] that vortex properties
determine the dynamics (growth and collapse) and shape of bulk cavitation. This, along
with the fact that bulk cavitation can affect spray properties, motivated our targeted flow
field measurements to correlate with this phenomenon.

Reports on the flow field inside injectors, which could be responsible for the formation
of bulk cavitation, are limited. An early reference providing quantitative PIV measurements
inside diesel fuel injectors was reported in reference [22], followed by the laser Doppler
velocimetry measurements (LDV) presented in reference [23]. PIV measurements on the
internal flow field of fuel injectors are also presented in references [12,24–26]. In the
last reference, the authors observed the presence of bulk cavitation in the same injector
geometries as those examined in this paper. In a recent publication [4], 2D PIV was
applied to a full-size diesel injector in the area just upstream of the nozzle exit, where bulk
cavitation was initiated. However, although some vortical structures seemed to be present,
detailed high-resolution experimental flow field data that could quantify the presence of
vortices in that area were not provided. Finally, the study presented in references [27–29]
experimentally demonstrated in model nozzles that downstream of the flow separation
cavitation occurring at the nozzle entry, instantaneous vortices are initiated in the shear
layer of the liquid flow. These vortices can lead to a low enough local pressure to cause
bulk cavitation, which even extends into the liquid container attached downstream from
the nozzle exit. However, the authors did not quantify the local velocity field associated
with these structures. Therefore, the literature indicates that the local flow field may be able
to induce bulk cavitation.

As a continuation of the work reported in reference [12], bulk cavitation was visual-
ized in three gasoline multi-hole injectors. A two-dimensional micron resolution particle
imaging velocimetry was employed to measure the internal flow field of 10:1 super-scale
transparent models of multi-hole injectors in the vicinity of a region just upstream from the
entrance to the holes of the injector plates, under conditions shortly after the onset of cavi-
tation. This plane of measurement was parallel to the injector plates (which is normal to the
notional axis of symmetry in the injector). In cases where bulk cavitation was present, we
applied proper orthogonal decomposition (POD) to the measured instantaneous velocity
data in order to capture the dominant coherent structures potentially related to cavitation.
Our objective was not only to visualize cavitation but also to correlate the flow field up-
stream of the nozzles with the occurrence of bulk cavitation within the nozzles. In addition,
the probability of bulk cavitation was calculated by applying POD to shadowgraph images
of different nozzles of the same type of injector. Details of the experimental techniques and
methods used are provided in the next section. Subsequently, the results are presented, and
the paper concludes with a summary of the main findings.

2. Experimental Methods and Analysis
2.1. Injector Models, Experimental Setup, and Measurement Conditions

The schematics of the gasoline injector models are shown in Figure 1 for Type A and
B models and in Figure 2 for the Type C model. Details of the significant differences in
geometry between Types A and C are briefly described below; these details can be found
in [12]. The main parts of the injector model are shown, and the planes of measurement
are indicated with the grey area, with one occupied by a refractive index matching liquid.
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These models, which are scaled up by a factor of 10, represent the parts of the prototype
gasoline injectors, which are adjacent to the nozzles. The model was finished to the required
optical surface quality (Kuwana Engineering Plastic Co., Ltd., Kuwana, Japan).
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Figure 2. (left) Schematic of Type C injector model. Grey area indicates fluid flow. Flow is from
right to left. (right) Section A-A shows the nozzle arrangement. Numbers in green identify nozzle
numbers 1–6, some of which are referred to in the ‘Results and Discussion’ section.

It should be noted that Types A and B injectors have 8 nozzles, and Type C has 12. The
locations of the nozzles are indicated in the respective injection plate in Figures 1 and 2.
The differences in the geometry between Types A and B were minor, while for the case of
Type C, the cylindrical sections were larger in diameter and, in combination with the needle
valve geometry, led to more abrupt changes in the flow direction compared to the case of
Type A model. In addition, in the Type C injector, the size of the holes is slightly smaller,
and also, the distance between neighboring holes is smaller. The main difference between
Type A and Type B is that, for the latter, the “neck” (see the encircled part in Figure 1) is
longer. This was expected to induce differences in the hairpin type flow as the liquid enters
the sections just upstream of the nozzles, which were validated with PIV, compared with
the measurements shown in [25]. In terms of the needle valve, although the geometry is
similar between Type A and Type B, the cylinder with the spherical valve end is shorter
and has a larger diameter in the former. This allows shorter flow paths to the sections that
include the above-mentioned part of the needle valve. The needle valve lift for all cases
(Type A, B, and C) was set to 0.8 mm in the model, corresponding to the maximum needle
valve lift of the prototype.

In all the model injectors, the flow is from right to left (refer to the grey area in
Figures 1 and 2). The flow is contained in the annular passage between the needle valve
and the needle valve seat until the exit nozzles. The hydraulic circuit used, which contained
a refractive index matching fluid (31.65% v/v of 1,2,3,4–Tetrahydronaphthalene and 68.35%
v/v of turpentine oil), is illustrated in Figure 3. All the tubing was made of stainless steel in
order to withstand the corrosive mixture of the working fluid, which was connected to the
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model with a reinforced plastic tube. There were two pumps that circulated the working
fluid. Pump 1 was of low capacity (1.5 m3/h), and Pump 2 had a maximum flow rate of
8 m3/h. Pump 1 was used for low Reynolds Number conditions and Pump 2 for high
Reynolds Numbers, which were near the conditions of the initiation of cavitation. It should
be noted that the temperature of the liquid was continuously monitored by a thermocouple.
A cooler controlled the temperature of the liquid at 25 ◦C with an accuracy of 0.1 ◦C. This
was performed because the fluid’s refractive index was affected by temperature changes,
and it only showed the desired refractive index (1.49, same as that of the acrylic plastic
material of the model) at a temperature of 25 ◦C. Though not shown here and as explained
in [12], downstream of the exit from the nozzles, the flow proceeded to a large liquid-filled
plenum, from which it is redirected back to the liquid ‘sump’ tank: part of the hydraulic
circuit. The outflow pattern was certainly affected by this setup, but it is not examined in
this work, as only measurements from the internal flow field were acquired. Upstream of
the injector body, the conditions of these measurements were set so that the internal flow
could bear geometrical and dynamic similarity with the prototype injector.
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Figure 3. Hydraulic circuit of the refractive index matching rig (Aleiferis et al. [26]).

A bubble trap was used to capture gas bubbles, which were physically trapped in the
model and could be present in the working fluid, either during the filling of the hydraulic
circuit or when dissolved in the liquid and after cavitation was initiated for some flow
conditions. This was a settling chamber with the inlet at the top and the outlet at the bottom
so that any bubbles could flow to the top part of the chamber. A schematic of the bubble
trap is given in Figure 4. It should also be noted that the flow downstream of the nozzle
exit was liquid, and there was no chance to entrain air from outside the nozzle. Therefore,
the reported observations are only due to local cavitation in the flow. A vacuum pump
acted on the free surface of the liquid downstream of the model in the sealed tank so that
the downstream static pressure of the liquid was controlled in order for the cavitation
number to be matched between the real and large-scale models above the pressure limits
(0.2–0.4 atm depending on the pump in operation). This was allowed by the Net Positive
Suction Head (NPSH) of each pump. If we applied a lower pressure than the NPSH of
the pump, we could induce cavitation upstream of the injector model, which was not
desirable. More details about the operation of the hydraulic circuit can be found in [25,26].
To investigate the temporal development of cavitation in all three different geometries,
we used a high-speed camera, “KODAK HS 4500”, which had a frame rate of 4500 fps at
a maximum resolution (256 pixels × 256 pixels), although velocities were not measured
while acquiring high temporal resolution pictures because the available high resolution
(2048 pixels × 2048 pixels) PIV system had a maximum acquisition frequency of 10 Hz.
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Figure 4. Schematic of the bubble trap (Aleiferis et al. [26]).

The optical configuration for the PIV measurements is shown in Figure 5. The system
consisted of two double pulsed Nd: Yag lasers (New Wave Gemini PIV), a 12-bit CCD PIV
camera (Kodak Megaplus ES 4.0), with an array of 2048 × 2048, and an image acquisition
system (LaVision FlowMaster 2S, excluding the PIV software which was developed in–
house) based on a dual processor computer (2 × Intel Pentium IV 2 GHz processors)
with a programmable timing unit; this synchronized the lasers and the camera to obtain
the PIV images. The fluorescent light emitted by the fluorescent ‘seeding’ particles used
was transmitted through an optical window of the model injector and via a 45◦ mirror
to the long-distance microscope (Davro Optical Systems DOS Model 77) camera system.
Measurements were conducted just upstream of the nozzle at the plane intersected by the
laser sheet, as shown in Figure 5 for the Type C model and for the Type B model. It was
observed that the refractive index matching fluid slowly deteriorated on the surface quality
of the injector models during the measurements. The flow fields of the Type B injector
model were compared to the flow field after changing the needle valve with the Type A
needle valve in [12], and it was found that they were similar.
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Figure 5. Optical arrangement for measurements of the flow field in the transverse (x-y) plane
normalized to the notional axis of the injector upstream of a nozzle, and flow visualization within the
nozzle (x-z plane). Sample results obtained from both techniques are demonstrated.
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In order to obtain information for cavitation simultaneously with the flow field (after
acquiring the high-speed cavitation images), a second camera (Cavitation visualization
camera) with a long-distance microscope was necessary. This camera had a 12-bit conver-
sion with a spatial resolution of 1378 pixels× 1040 pixels, and the long-distance microscope
was similar to the one used for PIV measurements. Since a laser was used for the PIV flow
velocity measurements, the cavitation images were saturated by the high-power scattered
light and by bubbles crossing the laser sheet. For that reason, BG3 optical filters were used
(which transmitted only blue light) with a white light lamp in order to provide wavelength
separation between the cavitation visualization images and the PIV images, which used the
fluorescent light emitted by the particles, and excited by the green light (532 nm) of the Nd:
Yag laser. Although this arrangement worked satisfactorily, the lamp, which also emitted
light at the fluorescent wavelength, induced some noise into the PIV images. This noise
was minimized using neutral density filters optically and through the image processing
software, where a median and the maximum filter routines were incorporated to de-noise
the images [30]. The use of fluorescent particles was necessary (nominal diameter 1–20 µm,
mean diameter 10 µm), which were covered with Rhodamine B dye, in order to separate
the fluorescent emission and the elastically scattered light from the cavitation bubble at the
laser wavelength, and hence, to distinguish between the gaseous and the liquid phase. The
fluorescent light was transmitted through an optical filter, which was placed between the
PIV camera and the long-distance microscope.

These results are linked to real injectors since appropriate dimensionless parameters
are defined as relating to the flow conditions in the model and to the prototype. This
could be achieved using Reynolds and Cavitation Numbers with, as suggested in [31], the
Cavitation number being relevant as a dynamic similarity parameter only when the flow
cavitated. The Reynolds number is defined as follows:

Re =
ρUdd

µ
(1)

where Re is the Reynolds number, ρ is the density of the working fluid, Ud is the bulk
velocity at a reference section, and d is the characteristic length of the reference section, as
illustrated in Figures 1 and 2 (which is taken as the diameter of the needle valve ‘seat’ at
the reference section, namely 36 mm for Type A and Type B models, and 50 mm for Type C
model) and µ is the dynamic viscosity of the working fluid.

The Cavitation number, formally derived, is as follows:

σv =
Pd − Pv

1
2 ρU2

d

(2)

where σv is the cavitation number, Pd is the static pressure at the reference section, Pv is
the vapor pressure of the working fluid at 25 ◦C (466 Pa), ρ is the density of the working
fluid, and Ud is the bulk velocity at the reference section. Note that other expressions for
the cavitation number exist in the literature (as presented in [9]), which can replace the
dynamic pressure with a pressure drop across the reference point: there are advantages
to both definitions. In the present context, we prefer the formal definition above, which
relates to changes in dynamic pressure. As seen in [12], the magnitudes of the Cavitation
number in our flows were “large” in the sense that, on physical grounds, the Cavitation
number compared the liquid static pressure to the dynamic pressure of the flow, and one
expected the cavitation to arise when the value of σv was of order unity. This apparent
discrepancy arose because of our choice of location for the reference section, which was
remote from that of the location of cavitation, and, thus, the resultant values of σv were of
the order of thousands. This unusual choice of location for the reference point was made
because it was easier to measure the static pressure necessary for the calculation of the
Cavitation number. Note that it was formally permissible to define the reference conditions
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and the location for the cavitation number at any convenient point in the model, provided
that we conducted scaling with reference to the same location in the prototype.

The conditions for the visualization of cavitation with a high frame rate camera are
shown in Table 1.

Table 1. Conditions for high frame rate visualization of the gasoline injector models.

Type A Type B Type C

Reynolds Number 10,700 11,550 9200

Cavitation Number 2700 2300 6400

The conditions of the PIV measurements and the simultaneous (not at high frame rate)
visualization of cavitation were the following: for the Type B model, the Reynolds Number
was 11,450, and the Cavitation Number was 2650. For the Type C model, the Reynolds
Number was 9200, and the Cavitation Number was 6400.

2.2. Proper Orthogonal Decomposition (POD)

Proper Orthogonal Decomposition, or POD, is a powerful method of data analysis.
Based on the Karhunen–Loeve procedure of probability theory [32,33], POD aims at re-
ducing the dimensionality of a dataset while retaining as much as possible the variations
present in it [34,35]. The basic idea behind POD is to describe a given statistical ensemble
with a minimum number of deterministic modes [36,37].

We considered an ensemble of instantaneous data Ω(t, x), with x and t as the spa-
tial and temporal parameters, respectively. In the present work, Ω represents the two-
dimensional velocity data from the PIV measurement of liquid velocity just upstream of the
nozzles or the image intensity distribution in the shadowgraph images of the nozzles (see
Figure 5). The mean velocity or mean intensity is subtracted from the instantaneous values
so that the values of Ω represent fluctuations only. For the M number of flow realizations
and N number of spatially located data points for each realization, POD decomposes Ω(t, x)
into a sum of the product of spatial eigenvectors ϕj(x) and temporal coefficients aij(t);
therefore,

Ω(t, x) =
r

∑
j=1

aij(t)
√

λj ϕj(x) (3)

where i = 1 to M, j = 1 to N, λj represents the eigenvalue corresponding to each eigenvector
ϕj(x), and r is the rank of the matrix [I]MN so that r = min(M, N). Thus, the POD modes
ϕj(x) represent the average spatial features of the whole ensemble, while the corresponding

coefficients (
√

λja1j,
√

λja2j . . . . . . . . .
√

λjarj) signify their “weight” for the time instants
i = 1, 2,. . ., M, respectively.

The eigenvalues λj are obtained by solving the eigenvalue equation, Rϕ = λϕ, Ra = λa,
under the restriction that the norm of ϕj is 1, where R is the spatial cross-correlation matrix
of size N × N. However, when M << N, as in the present case, the calculation time could be
dramatically reduced if the temporal cross-correlation matrix [RT ]MM is evaluated instead
of [R]NN ; therefore:

RT(t, t∗) =
1
N ∑N

k=1 Ω(t, xk)×Ω(t∗, xk) (4)

This numerical procedure, as proposed by Sirovich [38], is popularly known as the
“method of snapshots”. The solution RTa = λa, RTλ = aλ leads to the orthonormal
temporal coefficients aij(t) corresponding to the eigenvalues λj. The symmetry and non-
negative definiteness of RT ensures λj ≥ 0. The eigenvectors are obtained from the

inverse relation ϕj = λj
−0.5

M
∑

i=1
aij Ii. The eigenvalues are ordered as λj > λj+1, and the

corresponding coefficients (aij) and modes (ϕj) are also arranged accordingly. Hence,
the first mode ϕ1 always represents the maximum spatial variations in the liquid velocity
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fluctuations upstream of the nozzle or the intensity fluctuations in the shadowgraph images
of the nozzles. The significant advantage of POD is that due to its fast convergence property,
the number of energetically significant modes is minimum. Hence, original intensity data
can be reconstructed using only a few modes instead of considering all of them; therefore,

Ω(t, x) =
roptimum

∑
j=1

aij(t)
√

λj ϕj(x), roptimum < M (5)

In other words, only a few modes, roptimum (much less than the total number of modes,
M), needed to be considered for the data analysis.

The present work used the method of the snapshot described above to obtain the
POD modes. For the POD analysis of the PIV data, 1000 instantaneous two-dimensional
liquid velocity vector fields (measured upstream of the nozzles) were considered, such
that each sample contained a velocity measured at 42 × 42 grid points. In this case, the
initial POD modes were considered to be synonymous with the dominant liquid flow
structures upstream of the nozzles [39]. For the POD analysis of the shadowgraph images,
1000 instantaneous images were considered. Only certain sections of each shadowgraph
image close to the nozzle inlet were considered for the POD calculation in order to optimize
the computational time since cavitation was not observed too far downstream of the nozzle.
In this case, the initial POD modes depicted the string or edge separation cavitation within
the nozzle. The uncertainty in the amplitude of the spatial POD modes was found to be
about 10%. However, the uncertainty for eigenvalues, which determined the significance
of the modes, was about 1% or even less for all cases.

3. Results
3.1. Visualization of ‘Bulk’ Cavitation

Consecutively acquired cavitation visualization images of the Type A Injector Model
are shown in Figure 6. Three of these images (for the instances to, to + 7/4500 s and
to + 14/4500 s) are shown in [12]; however, here, the whole series acquired is shown in order
for the reader to have a complete understanding of the cavitation evaluation. Note that
the flow is from right to left. Two types of cavitation were identified in the flow. The first,
which is commonly observed in the literature, is known as edge separation cavitation and
is a result of flow separation due to the high associated streamline curvature that occurs
at the edge of the nozzle inlet. The second is named ‘bulk’ cavitation and arises far from
the walls and, thus, far from the streamline curvature, which is associated with salient
points on a wall. The latter could be caused or affected by streamwise vortical structures
that are present inside and just upstream of the injection nozzle; however, so far, there is
no quantitative experimental flow field evidence for this. Both edge separation cavitation
and ‘bulk’ cavitation were present in the flow. Edge separation cavitation is indicated by
white dashed circles, and ‘bulk’ cavitation is indicated by white rectangles for the typical
visualization images of each case. These were added to the images to assist the reader in
identifying the regions that were occupied by ‘bulk’ cavitation or edge separation cavitation
compared to the rest of the images. It can be noted that for the Type A model, there is
a “scratch” at the surface of the material of the transparent model that is present in all
the images of Figure 6, which is indicated by the red rectangle. Figure 6 shows that the
edge separation cavitation was present at the bottom edge from to to to + 3/4500 s. From
to + 4/4500 s to to + 5/4500 s, cavitation was visible only on the top corner of the nozzle inlet.
The “top corner” cavitation could probably be related to the separation region, which is
attached to the top corner of the nozzle, as shown in the PIV measurements of the Type A
model presented in [25], while there is nothing comparable at the bottom edge. Therefore,
the PIV results suggest that cavitation is unexpected at the bottom inlet corner.
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Figure 6. Cavitation visualization images of the Type A (Nozzle 4) model obtained with high speed
camera. Flow is from right to left. White circles indicate edge separation cavitation, and white
rectangles indicate string cavitation for typical images. Red rectangle indicates a “scratch” at the
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shown in [12]. Red dashed lines indicate nozzle boundaries.
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At the instant of to + 6/4500 s, the separation cavitation was weaker in comparison to
the previous images, and a weak bubble string could be observed. From that moment on,
we could see the development and existence of ‘bulk’ cavitation in this nozzle. At time
to + 8/4500 s, two strings of the bulk cavitation were visible, but it is unlikely that the second
could be cavitation in the nozzle right behind the one of interest because of the small depth
of field in the optics. Up to the image at time to + 8/4500 s, the ‘bulk’ cavitation did not seem
to extend inside the nozzle. After that time and until to + 11/4500 s, the ‘bulk’ cavitation
was also present inside the nozzle, and from that moment until time to + 13/4500 s, the edge
separation cavitation and ‘bulk’ cavitation coexisted in the nozzle. In the last image of this
series, the two strings seemed to separate and become very thin, so after a few instants,
‘bulk’ cavitation was not present. The presence of the string at first only upstream of the
nozzle inlet and then inside the nozzle led us to conclude that it started upstream of the
nozzle, which suggested that it was caused by the streamwise vortical structures present at
that region which was also the motivation for the PIV measurements appearing normal to
the notional axis of the injector, as presented in the next section.

The cavitation visualization images of the Type B model (Figure 7) show that both
edge separation and ‘bulk’ cavitation were present again. From the image acquired at time
to until the image at time to + 3/4500 s, only edge separation cavitation could be observed,
which was located both at the top and bottom corners of the nozzle inlet. In the picture, at
time to + 4/4500 s, a weak string appeared, and from that moment on until time to + 8/4500 s,
a clear string was present in the examined nozzle. From time to + 9/4500 s, the image of the
string became very weak, and then only edge separation cavitation was present at both
inlet corners. Therefore, edge separation cavitation was present during the time that ‘bulk’
cavitation occurred.

It is noted that the Type B model had a larger nozzle plenum just upstream of the
nozzle in comparison to the Type A model, as can be concluded by the geometry of the
injector models presented in the earlier text. Although from purely geometrical consid-
erations, rstreamline, where rstreamline is the radius of the curvature for the streamlines that
enter the nozzle, might be different between the two models and it was hard to draw any
conclusions since the static pressure field was related to ρU2/rstreamline. The presence of
‘bulk’ cavitation appeared to affect the existence of edge separation cavitation, at least at
the initial development stages of the string, since at the initial development stages of the
string for the Type A model, edge separation cavitation was not present. When a string
appeared, the liquid that entered the nozzle met an abrupt turn in the flow direction near
the inlet corner of the Type A model, restricted edge separation, and, as a consequence, the
edge separation cavitation was not present. During these stages, it might be that the liquid
flow at the region where edge separation usually happens was settling without forming
a recirculation, which could reduce the local pressure below the boiling point (466 Pa as
explained in [40]) since the flow around that section was occupied by the string. In the
case of the Type B model, the streamline curvature as the liquid entered the nozzle might
be smaller than Type A; therefore, smaller recirculation zones were formed at the inlet
edges, which were not disrupted by the presence of the strings. This could be the reason
why, for the type B model, ‘bulk’ cavitation and edge separation cavitation coexisted at all
times. This might be a useful conclusion for the design of the injector. Although we refer to
gasoline injectors here, this could also be applicable to diesel and other types of injectors.

The cavitation visualization images of the Type C Injector are illustrated in Figure 8.
Again, three of these images (for the instances to, to + 7/4500 s and to + 14/4500 s) are shown
in [12], and for the same reason, as Type A is also presented here. In this case, three main
conclusions can be drawn. First, in all the images, there was a continuous presence of
‘bulk’ cavitation, with the string “precessing”, which at least suggested that the lifetime
of ‘bulk’ cavitation was longer in this case than in the other types. Secondly, the diameter
of the string in these images was significantly larger than for Type A and Type B models;
therefore, it could be said that, in this case, whatever the flow structure that gave rise to
cavitation and was a result of the geometry of the injector, this allowed the longer presence
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of cavitation. Thirdly, bubbles seemed to cover the whole nozzle region since this was all
shadowed, although it was not possible to decide from the images if this was also a result
of edge separation cavitation.
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Figure 8. Cavitation visualization images of the Type C model (Nozzle 5) obtained with high-speed
camera. Flow is from right to left. White circles indicate edge separation cavitation, and white
rectangles indicate string cavitation for typical images. Three of these images (for the instances to,
to + 7/4500 s and to + 14/4500 s) are shown in [12]. Red dashed lines indicate nozzle boundaries.
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3.2. Mean Flow Field and Cavitation Visualization

Velocity measurements at the planes just upstream of the nozzles were conducted, and
the results are illustrated for the cases where ‘bulk’ cavitation was present. More specifically,
for the Type B injector model, the results are illustrated for nozzle 1 and nozzle 4 (present
at the edge and the interior locations, respectively, as shown in Figure 1). Simultaneously
with the fluorescent PIV liquid velocity measurements, the cavitation was visualized in
order to see if ‘bulk’ cavitation was present or not. The PIV results were averaged over
1000 images, and the cavitation visualization images were typical shadowgraph images.
For nozzle 1 (Figure 9), only corner-separation cavitation was present, and the average,
at least for the flow field just upstream of the nozzle, had only a weak clockwise swirling
motion. In the case of nozzle 4 (Figure 10), where ‘bulk’ cavitation was present, the mean
flow field just upstream had no mean swirl but was similar to a “potential flow sink with
cross flow” (specifically, the internal flow inside the half body solution).
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Figure 9. Left hand side (LHS): time-averaged liquid velocity measurements in the “plane of mea-
surement”, just upstream of the entrance to nozzle 1 (please refer to Figure 5) for Type B model.
Right-hand side (RHS): visualization of cavitation (image plane is parallel to that of Figure 1). The
dashed circle refers to the nozzle location.

These results are surprising for two reasons. First, we would reasonably expect ‘bulk’
cavitation to be associated with the swirling flow centered on the nozzle; however, this
did not seem to be the case. Secondly, we might reasonably expect the swirling flow to
inhibit edge cavitation; however, this was also not the case. Quite why the initiation of
‘bulk’ cavitation was promoted by this sink-like flow is not clear. One possible explanation
is that the flow measurements were time-averaged values and not representative of the
instantaneous flow, which could give rise to cavitation at specific times in the flow.

Flow velocity measurements were also conducted for the Type C model (see Figure 2).
Referring to the same figure, we considered nozzle 1, nozzle 6 (which are located at the
edge), and nozzle 5 (interior nozzle) to demonstrate different cavitation types. Figures 11–13
presents the mean velocity field and cavitation visualization images for different nozzles of
the Type C injector. It was observed that for nozzle 5 (Figure 12), which showed ‘bulk’ cavi-
tation, an approximately sink-like flow was present. For nozzles 1 and 6 (Figures 11 and 13,
respectively), edge separation cavitation was present, and the flow formed two vortices just
upstream of the nozzle inlet, which was different for the sink-like flow that was observed
just upstream of nozzle 5. It is very important for the designer that, in both injector models,
the flow field just upstream of nozzles shows a ‘bulk’ cavitation that is qualitatively similar
since the designer can induce geometry features that promote or inhibit this kind of flow.
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Figure 10. Left hand side (LHS): time-averaged liquid velocity measurements in the “plane of
measurement”, just upstream of the entrance to nozzle 4 (please refer to Figure 5) for Type B model.
Right-hand side (RHS): visualization of cavitation (image plane is parallel to that of Figure 1). The
dashed circle refers to the nozzle location.
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Figure 11. Left hand side (LHS): time-averaged liquid velocity measurements in the “plane of
measurement”, as defined in Figure 2, just upstream of the entrance to nozzle 1 (please refer to
Figure 5) for Type C model. Right-hand side: visualization of cavitation (image plane is parallel to
that of Figure 2). The dashed circle refers to the nozzle location.

Obtaining PIV measurements simultaneously with cavitation visualization images
at nozzles 1, 5, and 6 (refer to Figure 5 as mentioned above) was conducted because the
remaining nozzles were positioned symmetrically with respect to the examined ones and
were expected to show the same results. This is the reason why the flows in the three
nozzles were examined for the Type C model and in two nozzles for Type B (with Type A
needle valve).
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Figure 12. Left hand side (LHS): time-averaged liquid velocity measurements in the “plane of
measurement”, as defined in Figure 2, just upstream of the entrance to the nozzle 5 (please refer to
Figure 5) for Type C model. Right-hand side: visualization of cavitation (image plane is parallel to
that of Figure 2). The dashed circle refers to the nozzle location.
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Figure 13. Left hand side (LHS): time-averaged liquid velocity measurements in the “plane of
measurement”, as defined in Figure 2, just upstream of the entrance to the nozzle 6 (please refer to
Figure 5) for Type C model. Right-hand side: visualization of cavitation (image plane is parallel to
that of Figure 2). The dashed circle refers to the nozzle location.

3.3. Proper Orthogonal Decomposition (POD) of Liquid Velocity Field in Cavitating
Flow Conditions

POD was applied to the instantaneous liquid velocity fields just upstream of the
nozzles to captivate the flow conditions, as shown in the previous section. The sum
of all the eigenvalues represents the total turbulent kinetic energy of the flow since the
decomposition occurred over the fluctuations of the liquid velocity from the mean value.
The distribution of the eigenvalues for the nozzle Type B injector model with respect to
the mode number is shown in Figure 14. These decreased rapidly after about the first
10 initial modes. Therefore, the eigenvectors corresponding to the first few eigenvalues
were expected to correspond to the dominant turbulent structures of the liquid flow.
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Figure 14. Eigenvalue spectrum for the fluctuating velocity components u and v for the Type B
injector model.

The first two POD modes are presented in Figure 15 and in Figure 16. We can observe
that the very first mode (Figure 15) depicted the presence of a vortical structure. The first
mode had the maximum average correlation with all the instantaneous velocity fields, and
hence, it represents the most common flow structure. Thus, in the present case, it could be
correlated with the presence of ‘bulk’ cavitation since the flow conditions were selected
so that ‘bulk’ cavitation was present. It is worth noting that this vortical structure was
not present in the mean flow field results. The second mode (Figure 16) was qualitatively
different and not obviously related to a flow structure that could promote ‘bulk’ cavitation.

Fluids 2023, 8, x FOR PEER REVIEW 18 of 24 
 

concentrated vortex inside the nozzle, which can cavitate the liquid. It should be noted 

that this is the first time that proof has been provided that the local flow characteristics 

can cause cavitation. In previous studies, the emphasis has been on the gas entrained in-

side the nozzle from the environment outside the nozzle or by gas phase components that 

remain in the injector sac volume by previous injection events. Due to the experimental 

arrangement of the current study, the previously proposed mechanisms of explaining cav-

itation in the literature, according to the previous sentence, cannot occur. In this way, only 

specific instantaneous flow structures can induce cavitation. 

The eigenvalue spectrum for the corresponding nozzle of the Type C injector model 

is shown in Figure 18. The trend of the eigenvalue spectrum for the fluctuating liquid 

velocity components was similar to the corresponding nozzle of the Type B model, with a 

sharp decrease in the initial eigenvalues. Again, this means that the dominant liquid flow 

structures are represented by the first few modes. The first mode for this case is illustrated 

in Figure 19, which again shows a vortical structure, which might be responsible for the 

formation of ‘bulk’ cavitation. Higher modes are associated with flow structures that have 

smaller length scales. 

 

Figure 15. POD Mode 1 of the liquid velocity field for the Type B injector model. 

 

Figure 16. POD Mode 2 of the liquid velocity field for the Type B injector model. 

Figure 15. POD Mode 1 of the liquid velocity field for the Type B injector model.

75



Fluids 2023, 8, 214

Fluids 2023, 8, x FOR PEER REVIEW 18 of 24 
 

concentrated vortex inside the nozzle, which can cavitate the liquid. It should be noted 

that this is the first time that proof has been provided that the local flow characteristics 

can cause cavitation. In previous studies, the emphasis has been on the gas entrained in-

side the nozzle from the environment outside the nozzle or by gas phase components that 

remain in the injector sac volume by previous injection events. Due to the experimental 

arrangement of the current study, the previously proposed mechanisms of explaining cav-

itation in the literature, according to the previous sentence, cannot occur. In this way, only 

specific instantaneous flow structures can induce cavitation. 

The eigenvalue spectrum for the corresponding nozzle of the Type C injector model 

is shown in Figure 18. The trend of the eigenvalue spectrum for the fluctuating liquid 

velocity components was similar to the corresponding nozzle of the Type B model, with a 

sharp decrease in the initial eigenvalues. Again, this means that the dominant liquid flow 

structures are represented by the first few modes. The first mode for this case is illustrated 

in Figure 19, which again shows a vortical structure, which might be responsible for the 

formation of ‘bulk’ cavitation. Higher modes are associated with flow structures that have 

smaller length scales. 

 

Figure 15. POD Mode 1 of the liquid velocity field for the Type B injector model. 

 

Figure 16. POD Mode 2 of the liquid velocity field for the Type B injector model. Figure 16. POD Mode 2 of the liquid velocity field for the Type B injector model.

In order to estimate if the pressure drop in relation to this vortical structure could
lead to ‘bulk’ cavitation, the instantaneous velocity field of Type B was reconstructed by
considering the first mode only. Figure 17 below shows a typical radial profile of absolute
velocity, where point ‘0′ corresponds to the position of the nozzle center. The POD mode
1 signifies the existence of a free vortex or, strictly speaking, a Rankine vortex since the
fluid possesses finite viscosity. Therefore, away from the nozzle axis, the tangential velocity
first increased and then decreased close to the outer wall. At the radius of the order of the
nozzle radius (2 mm), the tangential fluid velocity was about 1 m/s. Since the angular
momentum of the vortical structure had to be conserved, the tangential velocity was
inversely proportional to the radius or v× r = const. Hence, when the vortical structure
entered the nozzle, the fluid velocity increased close to its axis. Therefore, at r = Rnozzle/10
and r = Rnozzle/20, the fluid velocity accelerated to about 10 m/s and 20 m/s, respectively.
Assuming that far away from the axis of the vortex, the pressure was atmospheric, and the
tangential velocity was zero, ∆Pcritical = Patm− Pvap.pressure represent the minimum pressure
drop necessary to initiate cavitation. The actual pressure drop was ∆Pactual = ρv2/2,
and therefore, the ratio ∆Pcritical/∆Pactual was found to be equal to about 2 and 0.5 for
r = Rnozzle/10 and r = Rnozzle/20. This means ‘bulk’ cavitation must occur close to the
nozzle axis. Since both pressure drop and vorticity proportionally increase with the inverse
of the square from the distance from the nozzle, a small initial rotation of the fluid upstream
of the nozzle is sufficient to create a concentrated vortex inside the nozzle, which can
cavitate the liquid. It should be noted that this is the first time that proof has been provided
that the local flow characteristics can cause cavitation. In previous studies, the emphasis
has been on the gas entrained inside the nozzle from the environment outside the nozzle
or by gas phase components that remain in the injector sac volume by previous injection
events. Due to the experimental arrangement of the current study, the previously proposed
mechanisms of explaining cavitation in the literature, according to the previous sentence,
cannot occur. In this way, only specific instantaneous flow structures can induce cavitation.

The eigenvalue spectrum for the corresponding nozzle of the Type C injector model
is shown in Figure 18. The trend of the eigenvalue spectrum for the fluctuating liquid
velocity components was similar to the corresponding nozzle of the Type B model, with a
sharp decrease in the initial eigenvalues. Again, this means that the dominant liquid flow
structures are represented by the first few modes. The first mode for this case is illustrated
in Figure 19, which again shows a vortical structure, which might be responsible for the
formation of ‘bulk’ cavitation. Higher modes are associated with flow structures that have
smaller length scales.
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Figure 19. POD Mode 1 of the liquid velocity field for the Type C injector model.

3.4. POD of Shadowgraphic Cavitation Images of Type B Injector Model

POD was applied to the intensity of the shadow graphic cavitation images (those
acquired simultaneously with PIV, so 1000 images for each nozzle) for nozzle 1 and nozzle
4 (see Figure 1) of the Type B injector model. This technique was not applied to the
Type C model because the multiple nozzles were densely located, and there was noise
generated on the shadow graphic images by the presence of cavitation in the nozzles
located behind nozzles 1, 5, and 6 (Figure 2) for which PIV data have been acquired and
examined. Figure 20 shows the first two modes of POD’s application to the shadow graphic
cavitation images for the Type B injector model.
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Figure 20. POD modes 1 and 2 for the shadow graphic cavitation images of Nozzle 4 (see Figure 1) of
the Type B injector model. Flow is upwards (different orientation from that of Figure 1). The color of
the contour plots refers to the fluctuations in pixel intensity values for the shadow graphic images.
Nozzle borders are marked with black lines.

It should be noted that the liquid flow in the images of Figure 20 has an upward
direction. The original shadow graphic images were contaminated due to unwanted
reflected light. Therefore, modes 1 and 2 show a bright spot (blue color in the contour
plots of Figure 20) near the right edge of the nozzle, which does not correspond to edge
separation cavitation, but the intensity of reflected light. To avoid these effects, POD was
applied to the original images after cropping the right side, and the first four POD modes
are shown in Figure 21.
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Figure 21. POD modes 1, 2, 3 and 4 of the shadow graphic cavitation images for Nozzle 4 (see
Figure 1) of the Type B injector model after cropping the right-hand side of the original shadow
graphic images. Flow is upwards (different orientation than that of Figure 1). The color of the contour
plots refers to the fluctuations in pixel intensity values for the shadow graphic images. Nozzle borders
are marked with black lines.

The first three modes of Figure 21 clearly depict the presence of ‘bulk’ cavitation. It
should be noted that the right-hand side of Figure 21 corresponds nearly to the axis of the
nozzle flow, as the reader can notice by comparing the coordinates between the images of
Figures 20 and 21. Edge separation cavitation appeared for mode 4. In addition, the first
four POD modes of the shadowgraphs in nozzle 1 (see Figure 1) are the same as the injector
model presented in Figure 22.

Figure 22 shows that edge-separation cavitation was present for all the modes shown.
If we examine the eigenvalue contribution of each mode (Figure 23), we can observe that
for nozzle 4 (see Figure 1), the contribution of the first three modes where ‘bulk’ cavitation
was observed was approximately 45% of the total value, while, for nozzle 1 (see Figure 1),
the contribution of the first four modes, where we only had edge separation cavitation, was
80% of the total value. These percentages represent the probabilities of having a ‘bulk’ or
edge separation cavitation in the flow of the examined nozzles. Therefore, in nozzle 4 (see
Figure 1) of the Type B injector model, the probability of having ‘bulk’ cavitation was
about 45%, while, in nozzle 1 of the same model, the probability of having edge separation
cavitation was about 80%. So, the probability of having ‘bulk’ cavitation in nozzle 1 was
low, which could be verified by observing the shadow graphic cavitation images of nozzle
1, ‘bulk’ cavitation was not present at all.
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Figure 22. POD modes 1, 2, 3 and 4 of the shadow graphic cavitation images of Nozzle 1 (see Figure 

1) of the Type B injector model. Flow is upwards (different orientation than that of Figure 1). The 
Figure 22. POD modes 1, 2, 3 and 4 of the shadow graphic cavitation images of Nozzle 1 (see Figure 1)
of the Type B injector model. Flow is upwards (different orientation than that of Figure 1). The color
of the contour plots refers to the fluctuations in pixel intensity values of the shadow graphic images.
Nozzle borders are marked with black lines.
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Figure 23. Eigenvalue contribution of each of the first 10 modes of the shadow graphic cavitation
images of Nozzles 1 and 4 in Figure 1 of the Type B injector model.

4. Conclusions

In this work, ‘bulk’ cavitation was studied in three gasoline multi-hole injectors. Two-
dimensional micron resolution Particle Imaging Velocimetry was employed to measure the
internal flow field of the 10:1 super-scale transparent models of multi-hole injectors just
upstream of the entrance to the holes of the injector plates in the vicinity of an operating
regime just after the onset of cavitation. Our motivation was to understand the physics
behind the formation of bulk cavitation and its correlation with the injector flow field.
‘Bulk’ cavitation was found to be present in the specific nozzles of three geometrically
different injector models by means of fast camera visualization, where the time evolution of
cavitation was also recorded. For Type A and Type B injector models, ‘bulk’ cavitation was
not always present, while for the case of the Type C injector model, ‘bulk’ cavitation was
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present for all the images of cavitation visualization, which indicated that the residence
time of ‘bulk’ cavitation in this type of injector was longer compared to the other injector
models.

The liquid flow field at the nozzles of the two injector models (Type B and Type C)
was quantified, and it was found that the mean liquid flow velocity just upstream of the
exit holes resembled, as expected, the internal flow inside the half body corresponding
to the classical potential flow solution for a sink with cross flow. We expected, a priori,
‘bulk’ cavitation to be associated with the existence of the swirling flow centered on the
nozzle axis at a given instant. However, we found no such swirling flow structure in the
mean flow field results. We thus applied Proper Orthogonal Decomposition (POD) to the
instantaneous velocity data in order to identify the dominant liquid flow structures, which
could be related to cavitation. It was found that “mode 1” eigenvalues indeed corresponded
to swirling flow structures and were dominant for the cases when ‘bulk’ cavitation was
present for both injector models where the flow was quantified. This might be related to
the origin of ‘bulk’ cavitation. It is the first time that quantitative flow field experimental
evidence has been presented, identifying that the above local flow structures could be
related to local ‘bulk’ cavitation.

Finally, we applied POD to the shadow graphic cavitation images of the Type B injector
model, and the eigenvalue contribution of each mode depicting ‘bulk’ cavitation was found
to be representative of the probability of having this kind of cavitation.

In summary, this paper has demonstrated for the first time in a quantitative way the
importance of instantaneous liquid flow structures on the initiation of different types of
cavitation in injector nozzles. It highlights the importance of describing the instantaneous
flow structures in computations of such flows in order to predict the different types of
cavitation that can occur and the associated probability of their appearance and time-
dependent behavior.
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Abstract: Focused on the unsteady property of a cavitating water jet issuing from an orifice nozzle
in a submerged condition, this paper presents a fundamental investigation of the periodicity of
cloud shedding and the mechanism of cavitation cloud formation and release by combining the use
of high-speed camera observation and flow simulation methods. The pattern of cavitation cloud
shedding is evaluated by analyzing sequence images from a high-speed camera, and the mechanism
of cloud formation and release is further examined by comparing the results of flow visualization
and numerical simulation. It is revealed that one pair of ring-like clouds consisting of a leading
cloud and a subsequent cloud is successively shed downstream, and this process is periodically
repeated. The leading cloud is principally split by a shear vortex flow along the nozzle exit wall, and
the subsequent cloud is detached by a re-entrant jet generated while a fully extended cavity breaks
off. The subsequent cavitation cloud catches the leading one, and they coalesce over the range of
x/d ≈ 1.8 ∼ 2.5. Cavitation clouds shed downstream from the nozzle at two dominant frequencies.
The Strouhal number of the leading cavitation cloud shedding varies from 0.21 to 0.29, corresponding
to the injection pressure. The mass flow rate coefficient fluctuates within the range of 0.59 ∼ 0.66 at
the same frequency as the leading cloud shedding under the effect of cavitation.

Keywords: cavitation; bubble cloud; orifice nozzle; water jet; flow visualization

1. Introduction

High-speed water jets, where pressurized water or liquid mixture is issued from a small
nozzle at high speed, have been developed and applied to many fields of industry [1–3].
Among them, submerged water jets injected into still water have received much attention
for their capacity to continually cause intensive cavitation impact with the collapse of cav-
itation bubbles [4–6]. For this particular property, submerged water jets are often used in
various industry fields such as the cleaning of complex mechanical products, peening of
metal materials, and decomposing and sterilizing of sewage waters [1,2,6,7]. However, their
processing performance is closely dependent upon the unsteady behavior of cavitation clouds
related to the nozzle system and operating conditions [8–10]. Although some experimental
studies [11–13],B14-fluids-3013913,B15-fluids-3013913 were made on water jets concerning the
effects of driven pressure, nozzle geometry, and standoff distance as well as temperature, etc.,
the inner structure of cavitating jets and the interaction between cavitation bubbles and liquid
flow are still unclear with respect to the complexity of turbulent cavitating flow, especially in
the case of high-pressure submerged water jets accompanying intensive cavitation. Hutli
et al. [16] reported an experimental study on the frequency of cavitation clouds discharging
in a high-pressure submerged water jet using image analysis of high-speed camera obser-
vations. There are few works on the inner structure of cavitating flow and the mechanism
of cavitation cloud releasing within a narrow nozzle for the case of high-speed submerged
water jets accompanying intensive cavitation [3,17,18].

Cavitation usually occurs in the high-velocity region of the nozzle throat once the
local pressure decreases to a critical level. The occurrence of cavitation induces strong
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pressure fluctuations, noise, vibrations, and the erosion of nozzles, especially in intensively
cavitating flows, where cavitation cavities break off and multi-scale cavitation clouds
shed and collapse periodically [17,18]. The large pressure fluctuation is a major source of
flow instability, resulting in liquid/vapor density variances. The sharp density variations,
i.e., pure liquid, pure vapor, and liquid/vapor mixture, significantly alter the flow field
distribution and cavity dynamics. Moreover, the transient multi-scale cavity behavior
from small vapor bubbles to large-scale cloud cavities produces strong pressure loads,
such as high-frequency pressure fluctuations and impulsive pressure peaks. Although
numerical simulation has become a useful way to perform flow investigations, with great
progress in computational resources, the modeling of unsteady cavitation flow requires
careful consideration of cavitation dynamics and the interaction between bubble cavities
and liquid flow. Due to the strong coherent interactions between the cavitation dynamics
and the flow structure, numerical simulations of intensively cavitating water jets remain a
challenge [19–21].

With the purpose of clarifying the unsteady cavitating flow structure of high-speed
submerged water jets used for industry, such as water jet cleaning and peening, this paper
presents a fundamental investigation of the flow pattern of cavitation cloud releasing in
a simplified orifice nozzle by combined utilization of flow visualization and numerical
simulation methods. High-speed camera observations of cavitation jets were conducted,
and the periodicity of cloud shedding under different injection pressures was evaluated
using image analysis. Concerned with the two-phase flow structure and the mechanism of
cloud generation and release with the development of jet flow, a numerical analysis was
performed by using a compressible gas-vapor/liquid mixture cavitation model in consider-
ation of the effect of sharp density variation caused by cavitation [21]. The assumption of a
homogenous gas–liquid two-phase fluid was adopted, and the gas phase contained in the
cavitation bubbles was assumed to consist of vapor and non-condensable components. The
compressibility of the vapor component was treated semi-empirically as a constant, and
the growth rate of the gas void fraction was logically evaluated by using the sonic speeds
in both gas and liquid fluid media. The model was embedded in an in-house unsteady
Reynolds-averaged Navier–Stokes (URANS) solver for compressible fluids by employing
the realizable k-ε turbulence model [22]. The relation between the flow structure and the
unsteady behavior of cavitation cloud shedding, as well as the effect of a re-entrant jet,
were then investigated.

The main findings of this work are summarized as follows: (1) One pair of ring-like
clouds, consisting of a leading cloud and a subsequent cloud, occurs at the nozzle throat
and shed downstream successively when the cavitation number decreased to below 0.5.
(2) The leading cloud is principally split from the nozzle exit by the shear vortex flow, and
the subsequent cloud is detached from the throat wall by the re-entrant jet generated while
a fully extended cavity breaks off. The subsequent cavitation cloud catches the leading
one, and they coalesce over the range of x/d ≈ 1.8~2.5. (3) Cavitation clouds shed from the
nozzle at two dominant frequencies. The Strouhal number of the leading cavitation cloud
shedding varies from 0.21 to 0.29, corresponding to the injection pressure. The mass flow
rate coefficient fluctuates periodically in the range of 0.59 ∼ 0.66 at the same frequency as
the leading cloud shedding under the effect of cavitation. The above points are expected to
be referential to understanding the unsteady flow structure of cavitating water jet and then
improving the performance of jet nozzle.

2. Experimental Apparatus and Method

Figure 1 shows the schematic diagram of the experimental device. An open-type
rectangular water tank made of acrylic acid resin is set horizontally and an orifice nozzle
is installed at the center of the left side wall. The mean diameter of the nozzle d = 5.0
mm at its throat and the length of the throat Ld = 0.6d. The inlet diameter of the nozzle
D = 2.6d, and the length of inlet pipe is 6.0d. To observe its inner flow behavior, the nozzle
is also made of transparent acrylic material. The nozzle is connected to a closed pressure
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tank via a high-pressure hose. The lower half of the pressure tank is filled with tap water
and the upper half is filled with pressurized air. The transparent observation water tank
is also filled with tap water and the water depth is kept to the level of 450 mm by using
an overflow pipe. Pressurized water supplied from the pressure tank is injected from the
nozzle into the transparent observation tank and then a submerged water jet is generated.
The absolute injection pressure is adjustable from 0.3 MPa to 0.8 MPa by adjusting the
air pressure within the pressure tank with a compressor. For monitoring of the injection
pressure, a high frequency pressure sensor (whose measuring error equals ±0.4 kPa) is
installed at the inflow pipe just in front of the nozzle inlet and its output is recoded in
real-time via a universal recorder. Also, the timely averaged mean flow rate of the jet is
measured by a turbine flow meter (FT200-030, Japan Flow Controls Co. Ltd., Tokyo, Joan),
whose uncertainty is estimated as 2.0%. As an index of a cavitating water jet, cavitation
number σ is defined as

σ =
po − pv(T∞)

Pin − po
(1)

where Pin denotes the injection pressure (absolute), po represents the surrounding static
pressure (absolute) at the nozzle exit, and pv denotes the saturated vapor pressure under
the reference temperature T∞. Similarly, the flow rate coefficient cq of the nozzle is defined
in terms of the mass flow rate qm as follows.

cq =
qm

0.25πd2Vth ρw
(2)

in which ρw denotes the density of water under the given condition, and Vth represents the
theoretical injection velocity defined as follows by neglecting all the hydraulic losses.

Vth =

√
2(Pin − po)/ρw

1− (d/D)4 (3)Fluids 2024, 9, x FOR PEER REVIEW 4 of 12 
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Figure 1. Scheme of experimental device.

High-speed camera observation of unsteady cavitating water jet was performed and the
unsteady behavior is evaluated via image analysis [23]. Instantaneous images of cavitation
clouds, where cavitation bubbles are used as flow tracers, were captured and recorded by
using a high-speed CMOS camera (Photron FASTCAM SA-NX2, 1024 × 1024 pixels with
12-bit gray level, Photron, Tokyo, Japan). The observation area was axisymmetrically fitted
to the nozzle central axis and its size was adjusted from the inlet of the nozzle throat to the
downstream of the nozzle exit (∼ 60 mm(in raial direction)× ∼ 90 mm (in axial direction)
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according to the injection pressure. The image resolution of the camera was set to be 1024 ×
512 pixels. Photographs were taken under transmission light conditions by setting a panel-
type high-intensity LED lamp on the opposite side of the camera. The shooting frame rate was
set to be 30,000 fps. For comparison, fluorescent nylon microparticles (Kanomax, Andover,
NJ, USA, ORGASOL 0457, Light wave length λ = 590 ∼ 610 nm) were also used as flow
tracers and a long-wave pass polarizer filter (λ ≥ 560 nm) was fitted to the camera lens for the
purpose of decreasing scattered light reflection on bubble surfaces.

In order to describe the flow field, a cylindrical coordinate system (x, r) was adopted,
where the origin was located at the nozzle exit and the coordinates, x and r, were, respec-
tively, set along the streamwise direction and the radial direction. The components of
the velocity vector in the x and r directions are denoted as u, v, respectively. Then, the
compound velocity is defined by V = (u2 + v2)1/2.

3. Results and Discussions
3.1. Instantaneous Flow Visualization

Figure 2 shows a sequence of visualization images demonstrating the behavior of
cavitation cloud shedding from the nozzle at a well-developed stage when the injection
absolute pressure Pin = 0.6 MPa. These photos were taken using transmission light, and
cavitation clouds appear to be dark gray, and the background water appears to be bright
white. Figure 2(1) shows an instantaneous flow distribution when two relatively large
cavitation clouds, A (middle) and A’ (downstream), are released from the nozzle. The
upstream cloud connected to the nozzle exit is denoted as B. Figure 2(2–4) show that cloud
B is entirely detached from the nozzle and then runs after cloud A. Cloud A’ contracts
and collapses while cloud A expands. Figure 2(5) indicates that a parent cavity is newly
generated at the nozzle throat. Figure 2(6) shows that the parent cavity, which is denoted
as A”, grows up and expands nearly to its maximum. Then, it detaches from the nozzle
wall as shown in Figure 2(7), whereupon a new cavitation cloud denoted by the blue solid
line is released. Figure 2(6–9) demonstrate that cloud B catches up with cloud A, and then
they coalesce. Thus, two new relatively large cavitation clouds are generated as shown in
Figure 2(9). The solid red line with arrows denotes the motion of cloud A, and the dashed
line with an arrow of cloud B. Figure 2(10,11) show the flowing of clouds newly released
from the nozzle. Then, a new cloud is generated at the nozzle exit as shown in Figure 2(12),
which is quite similar to Figure 2(1). Just the same as in Figure 2(1), the upstream three
cavitation clouds near the nozzle exit are denoted as B, A, and A’, and Figure 2(13–18) show
a repeat of the above releasing and coalescing process. Because clouds A and B are always
released in order, cloud A is called to be the leading cloud cavity and B is the succeeding
cloud. The solid lines with arrows denote the shedding of the leading cloud A and the
dashed lines with arrows indicate the motion of the succeeding cloud B. The periodicity of
cloud releasing and coalescing is demonstrated. According to the figure, we note that the
ring-like cavitation clouds release from the nozzle throat and then coalesce consequently
within the range x/d ≤ 3. The large well-developed clouds collapse in the approximate
range of 4 < x/d < 7.

3.2. Periodicity of Cavitation Cloud Shedding

In order to evaluate the periodic characteristics of bubble cloud shedding, image
analysis of high-speed camera photographs was performed by investigating the temporal
variation of the gray level [23]. Sample images of one-pixel width in the axial direction
were cut from a series of photographs taken by a high-speed camera at the positions
of x/d = 0.5, 1.0, 2.0, 3.0, 4.0, and 6.0, respectively. Then, the temporal variations of
the gray level were investigated, and the waveform of the average gray level variation
was analyzed. The periodic spectrum was calculated by fast Fourier transform analysis
(FFT) [24]. Figure 3 shows the distribution of the power spectral density (PSD) of the
average gray level oscillations, where the prominent large values are denoted in green
to red colors for visibility. Two dominant frequency components, f1 = 1483 Hz and
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f2 = 2791 Hz, are demonstrated by the figure. That is to say, cavitation clouds release and
coalesce at multiple frequencies. The first frequency f1 appears in the range 0 ≤ x/d < 6,
which corresponds with the release of the leading cloud A. The second one appears in the
range 0 ≤ x/d < 3, which corresponds to the release of both the leading and the succeeding
clouds A and B. They coalesce near x/d ≈ 1.8 ∼ 2.5, and f2/ f1 ≈ 2.
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Figure 2. Periodic shedding of cavitation clouds ( Pin = 0.6 MPa, σ ∼= 0.18).

As a dimensionless index for such a periodic phenomenon, the Strouhal number, St, is
defined as follows by using the dominant frequency f of cavitation cloud shedding and the
nozzle diameter d.

St = f d/Vth (4)

Then, two Strouhal numbers corresponding to f1 and f2 are calculated to be St1
∼= 0.23

and St2 ∼= 0.46.
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Figure 3. Dominant frequencies of cavitation cloud shedding ( Pin = 0.6 MPa, σ ∼= 0.18).

Table 1 shows the experimental results under different injection pressures, where the
dominant frequencies and Strouhal numbers of cavitation cloud shedding are presented.
As shown in the table, the dominant frequency of the leading cavitation cloud increases
gradually with the increase of injection pressure and the Strouhal number St1 varies in the
range of 0.21–0.29. Similar results were reported by Nishimura et al. [25] The frequency
f2 denoting the motion of both the leading and the succeeding clouds appears within the
range of x/d < 3.

Table 1. The dominant frequencies and Strouhal numbers of cloud shedding.

Pin (MPa) Vth (m/s) Re (×105) f1 (s−1) St1 f2(s−1) St2

x/d < 6 x/d < 3

0.3 20.3 0.7 1161 0.29 2322 0.57
0.4 24.9 0.8 1443 0.29 2856 0.57
0.5 28.6 0.9 1373 0.24 2725 0.48
0.6 32.0 1.0 1483 0.23 2791 0.44
0.7 35.0 1.1 1545 0.22 3076 0.44
0.8 37.8 1.2 1571 0.21 3124 0.41

3.3. Mechanism of Cavitation Cloud Shedding

Regarding the flow structure as well as the interaction of cavitation cloud and flow
field [26,27] numerical simulations were further conducted to clarify the interior of the
intensively cavitating water jet. To capture the unsteady fluid dynamic effect of cavita-
tion, a practical compressible gas-vapor/liquid mixture cavitation model based on the
homogeneous multiphase flow approach was adopted, which allows for the practical
treatment of the problem of high-speed cavitating water jets. The gas phase contained in
the cavitation bubbles is assumed to consist of vapor and non-condensable components,
and the compressibility of the vapor component is treated semi-empirically as a constant.
The growth rate of the gas void fraction caused by cavitation is estimated by using the
sonic speeds in both the gas and the liquid media. The model is embedded in an in-house
unsteady Reynolds-averaged Navier–Stokes (URANS) solver for compressible fluids by
employing the realizable k-ε turbulence model to evaluate the effect of turbulence. The
details may be referred to in [21]. Numerical simulations were performed, and the relation
between the flow structure and the unsteady behavior of cavitation cloud shedding was
investigated. Then, the characteristics of cavitation cloud shedding, especially the process
of cloud shedding and the effect of a re-entrant jet are analyzed.
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Figure 4 shows a comparison of experimental results and numerical ones, where
a sequence of images demonstrating the periodic release and coalescence of ring-like
cavitation clouds is presented. The right-hand side shows the computational results,
where the instantaneous velocity vector distributions and contour maps of gas volumetric
fraction αG in the x − r section are presented in time sequence. The red color denotes
the gaseous phase caused by cavitation and the blue color the liquid phase. The black
vectors show the magnitude and the direction of local dimensionless velocities. The
bright regions of αG ≥ 0.01 represent cavitation clouds. The right-hand side shows the
experimental data of the flow visualization taken by the high-speed video camera under
similar working conditions.
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Figure 4. Periodic release and coalescence of cavitation clouds at the developed stage: (a–e, left)
experimental high-speed video camera observations in a time sequence and (a–e, right) contour map
of gas void fraction obtained by numerical simulation.

Figure 4a shows an instantaneous flow distribution when a succeeding cloud de-
noted as B is nearly detached from the nozzle exit, where two relatively large cavitation
clouds denoted as A (middle) and A’ (downstream) are already released from the nozzle.
Figure 4b,c show that cloud B becomes entirely detached from the nozzle and runs after
cloud A while cloud A expands and cloud A’ contracts. Figure 4d indicates that a new
parent cavity formed at the nozzle throat is fully extended and almost breaks into two
parts under the effect of shear vortex flow formed at the nozzle exit, whereupon a new
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cavitation cloud is going to be released. The coalescence of clouds B and A is demonstrated.
Figure 4e shows a repeat of the scenario in Figure 4a, where clouds A and B are combined
as cloud A’ and a new cycle of cloud shedding is starting. Computational results show
a good agreement with the experimental ones, and the periodic release and coalescence
of cavitation clouds within the range of x/d ≤ 3 is predicted reasonably well, except
the collapse pattern of cloud A’ ( x/d > 4). The reason may be concluded to be that the
assumption of axisymmetric flow was adopted in the numerical simulations to reduce the
computation cost.

Figure 5 shows the temporal pulsation of the mass flow rate coefficient at the well-
developed stage. The solid blue line denotes the computational result of mass flow rate
coefficient cq. The dashed blue line with a solid circle shows the results of experimental
measurement by a turbine flowmeter (10 Hz response) under the same working condition,
where the high-frequency fluctuation of the flow rate is not detected for the limitation of the
flowmeter response. The black solid line denotes the temporal variation of gas volumetric
fraction αG at a given scanning position (x/d = 2.0, r/d = 0.48). The figure demonstrates
that αG pulsatively varies from 0.002 to 0.6 at the scanning position, reflecting the peri-
odic release of cavitation clouds during the developed stage. The flow rate coefficient
pulsates from 0.59 to 0.65 approximately, where the effect of cavitation cloud shedding is
demonstrated. The frequency of the flow rate coefficient pulsation agrees to the value of f1
evaluated by image analysis of high-speed camera observation. The average value of cq
evaluated from the numerical simulation results coincides with the experimental ones [28],
and the reliability of present simulations is further confirmed.
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Concerning the inner flow structure of the cavitating jet and the mechanism of cloud
shedding, the unsteady flow behavior in the local region of the nozzle throat was inves-
tigated. Figure 6 shows an instantaneous flow distribution of the cavitating jet and the
succeeding cloud-releasing, coalescing, and generating process. The top panel presents a
contour map of the gas void fraction αG and velocity vector distribution in the x− r section
when a ring-like cavitation cloud attached to the nozzle throat expands to the outside of the
nozzle exit. The red color denotes the gaseous phase and the blue color the liquid phase.
The figure demonstrates that the cloud attached to the nozzle throat extends nearly to its
maximum while previously released ring-like clouds travel downstream.
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Figure 6. Instantaneous flow distributions of cavitating water jet, where (1)–(10) show a circle of
cavitation cloud shedding from the nozzle throat in time sequence.

The lower panels of Figure 6 illustrate one circle of cavitation cloud shedding in a
time sequence. Figure 6(1) shows an enlargement of the local flow field near the nozzle
throat, where the fully extended cavity (cavitation cloud) begins to break under the effect
of shear vortex flow. At step (2), the extended cavity splits into a leading part, which is
marked as A, and a subsequent part attached to the nozzle wall. Corresponding to the
breakdown of the large cavity, a re-entrant jet is formed along the throat wall as shown in
(3). At step (3), the leading cavity A travels downstream and the subsequent cavity begins
to contract, while the re-entrant jet detaches the cavity from the adjacent wall. In steps (4)
and (5), a reverse flow region forms in the nozzle throat near the wall under the action of
the re-entrant jet, and most parts of the wall-attached subsequent cavity become separated
from the wall. At step (6), the subsequent cavity detaches from the parent cavity attached
to the leading edge of the nozzle throat, and it is marked as B. In steps (7) and (8), cavity
B runs after the leading cloud A while the leading edge attached parent cavity gradually
extends. At step (9), the subsequent cavity combines with the leading cavity, while the
wall-attached cavity expands quickly. At step (10), the wall-attached cavity is nearly fully
extended to begin a new cycle as shown in step (1). The solid red line denotes the release
of the leading cloud A, and the dashed line that of the subsequent cloud B. The length of
the fully extended cavity, which is one of important parameters indicating the intensity
of cavitation, is estimated to be Lc1/d ≈ 0.8− 1.1. Summarizing the above, we know that
the leading cloud A is principally split by the shear flow, and the subsequent cloud B is
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principally detached by the re-entrant jet. They successively shed downstream, and this
process is periodically repeated.

4. Conclusions

The property of cavitation cloud shedding in a sharp-edged orifice nozzle has been
investigated by combined utilization of high-speed camera observation and flow simulation.
The inner structure of the cavitating jet and the mechanism of cloud shedding are clarified.
The results demonstrate that:

(1) One pair of ring-like clouds, consisting of a leading cloud A and a subsequent
cloud B, is successively shed downstream, and this process is periodically repeated in the
well-developed stage.

(2) The leading cloud is principally split by the shear vortex flow, and the subsequent
cloud is detached by the re-entrant jet generated while a fully extended cavity breaks down.
The subsequent cavitation cloud B catches the leading cloud A, and they coalesce over the
range of x/d ≈ 1.8~2.5.

(3) The Strouhal number of the leading cavitation cloud shedding varies from 0.21 to
0.29, corresponding to the injection pressure. The mass flow rate coefficient fluctuates from
0.59 ∼ 0.66 at the same frequency as the shedding of the leading cloud, and its average
equals approximately 0.63 under the given condition.
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Abstract: In this work, we experimentally investigated the cavitation effects on the hydrodynamic
behavior of a circular cylinder at different cavitating flows. We analyzed the cavitation dynamics
behind the circular cylinder using a high-speed camera and also measured the associated hydrody-
namic forces on the circular cylinder using a load cell. We studied the cavitation dynamics around
the cylinder at various types of the cavitating regimes such as cloud cavitation, partial cavitation and
cavitation inception. In addition, we analyzed the cavitation dynamics at three different Reynolds
numbers: 1 × 105, 1.25 × 105 and 1.5 × 105. The results showed that the hydrodynamics force
on the circular cylinder can be increased with the formation of the cavitation behind the cylinder
compared with the cylinder at cavitation inception regime. The three-dimensional flow caused
complex cavitation behavior behind the cylinder and a strong interaction between vortex structures
and cavity shedding mechanism. In addition, the results revealed that the effects of the Reynolds
number on the cavitation dynamics and amplitude of the shedding frequency is significant. However
the effects of the cavitation number on the enhancement of the amplitude of the shedding frequency
in the cavitating flow with a constant velocity is slightly higher than the effects of Reynolds number
on the enhancement of the amplitude of the shedding frequency at a constant cavitation number.

Keywords: cavitation; hydrodynamic loading; vortex induced vibration

1. Introduction

With the development of the marine applications and hydraulic machinery compo-
nents, such as high-speed underwater vehicles, propeller-rudder systems and central flow
pumps, the negative effects of cavitation and control of this phenomenon on the solid
structure have became a matter of attention. The high velocity of flow around an im-
mersible body can induce a low pressure region below the vapor pressure of the liquid and
generate a phenomenon known as cavitation. The cavitation can grow on the surface of
the immersible bodies and ultimately the extended cavity can be collapsed near the solid
boundaries in the high pressure region and induce noise, vibration, erosion and mitigation
of the performance of the systems [1–5]. As a non-linear system, the cavitation dynamics
formed on an immersible body can be affected by different factors, such as surface rough-
ness [6,7], material properties [8], cavitation nuclei density and nuclei radius [9], liquid
temperature [10–12], and etc. Based on how the cavitation is created and oscillation mecha-
nism of the cavitation dynamics, the cavitation can be classified into different types such
as sheet cavitation, partial cavitation, cloud cavitation and super-cavitation on the marine
operating systems and hydraulic components. The cavity structures around the immersible
bodies have different volumes which can induce various hydrodynamic forces or vibration
on the system. The sheet cavity can appear directly after the cavitation inception close to
the leading edge of a hydrofoil with decreasing of the cavitation number. The cloud cavity
structure can be formed after the detachment of the attached cavity from the solid surface
and may collapse near the trailing edge of the hydrofoil.

Fluids 2023, 8, 162. https://doi.org/10.3390/fluids8060162 https://www.mdpi.com/journal/fluids95
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Coutier-Delgosha et al. [13] investigated the internal structure of the attached cavity
on a two dimensional hydrofoil by using the novel endoscopic and X-ray technology.
They found the void fraction distribution inside the sheet cavitation and presented the
vapor/liquid morphology for different cavitation shapes. Furthermore, Barre et al. [14]
used the optical probe to measure the void ratio of a ‘quasi-stable’ sheet cavitation in
a venturi-geometry and compared their results with their numerical simulation. They
presented that the sheet cavitation dynamics is quasi stable, however small cavity structures
are detached from the surface at the aft region of the sheet cavity due to the effects of the
re-entrant jet. Pelz et al. [15] developed an analytical model to investigate the transition
from the sheet to cloud cavitation by describing the growth of the attached sheet cavitation
and the extension of the re-entrant jet. They modelled the re-entrant jet as a spreading
film under the cavity and their work helped us to understand the transition between sheet
and cloud cavitation phenomenon. Their results showed that sheet to cloud cavitation can
be affected by the cavitation nuclei density, the viscous effect of flow and the Reynolds
number. The cloud cavitation has been identified as the most dangerous type of cavitation
because of the collapse of large scale of cloud cavity on the surface of immersible bodies at
different cavitating regimes with lower cavitation numbers [16].

In the various previous studies, the fundamental of the shedding mechanism of
different cavitation dynamics have been investigated experimentally and numerically.
To understand the behavior of the partial cavitation, Le et al. [17] observed the cavity
structure on a plano-convex hydrofoil placed in the cavitation tunnel and measured the
wall pressure distribution around the hydrofoil. Their findings showed that the re-entrant
jet is the main reason of the shedding mechanism of the cloud cavitation and the cavitation
instability which may induce a periodic cavitation structure. Stutz and Reboud [18] studied
experimentally the shedding mechanism of the cavitation and the phase transition in a
venturi-type test section. They pointed out that in addition to the re-entrant jet, a local
pressure reduction can be formed by the large turbulence fluctuation in the partial cavitation
regime. The visualization of the re-entrant jet and the cavitation periodic behaviour around
a hydrofoil was obtained by Callenaere et al. [19]. In their work, some essential factors for
the generation of re-entrant jet have been discussed: 1. the large adverse pressure at the
cavity closure region; 2. the thickness of the cavity structure should be large enough, which
can also present the attached cavity length. They showed that the re-entrant jet can play as
the primary shedding mechanism in the partial and cloud cavitation regimes.

Leroux et al. [20] studied experimentally and numerically the partial cavitation shed-
ding on a two-dimensional hydrofoil to understand the periodic shedding mechanism of
the cavity structure. Their results revealed that a shock wave can be appeared by the cloud
cavity collapse at low cavitation numbers. They found that the extension of the shock wave
can also change the cavity shedding dynamics near the leading-edge of the hydrofoil. The
role of the shock wave on the cavity oscillation was investigated by different researchers
Genesh et al. [21] and Wu et al. [22]. They studied the shock wave propagation on a
wedge-apex geometry and around a two dimensional hydrofoil by using the high speed
X-ray densitometry. They both observed that the large scale of the shedding cavity can
be collapsed subsequently near the solid surface and a type of pressure pulsation can be
generated at the low cavitation numbers. In addition, they found that the pressure pulsa-
tion can affect the growth of the attached partial cavitation on the solid boundary. Their
results showed that the shock wave front on the downstream region has been formed which
was the symbol of the shock wave in the cavity shedding mechanism. Furthermore, they
indicated that the pressure pulsation inside the cavitation structure can play as a dominant
role for the cavity shedding mechanism. Karathanassis et al. [23] performed high-speed
X-ray phase-contrast imaging of the cavitating flow developing within an axisymmetric
throttle orifice using high-flux synchrotron radiation. Karathanassis et al. [24] studied
X-ray phase contrast and absorption imaging for the quantification of transient cavitation
in high-speed nozzle flows. Their results revealed that the X-ray phase-contrast imaging
is suitable for capturing fine morphological fluctuations of transient cavitation structures.
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However, the technique may not provide information on the quantity of vapor within the
orifice. Kadivar et al. [25,26] studied the effects of the pressure fluctuations in the cavitation
surge regime around a two dimensional hydrofoil and a flat plate with semi-circular leading
edge. They presented that the cavitation dynamics on the hydrofoil was driven mainly by
the re-entrant jet in the cloud cavitation regime. However, the pressure pulsations formed
around the flat plate can generate pressure waves inside the cavitation structure which
may play as a dominant role for the cavity shedding mechanism.

The relationship between cavitation and the turbulent flows on different geometries
such as wedge-type geometries, circular cylinders and propellers were investigated. The
experimental work from Kermen & Parkin [27] showed that the formation of the cavitation
inception phenomenon on a circular disk depend on the Reynolds number. In addition,
Arndt [28] extended the experimental studies around a disk and confirmed the relationship
between cavitation inception number and the Reynolds number. The work from Kermen
& Parkin and Arndt presented the counting near-wake vortices and the visualization of
coherent structures behind the circular disk. However, the size and the rotation rate of the
vortices haven’t been clarified. In study of Belahadji et al. [29] with a two dimensional
wedge, the near-wake vortices and Benard-Karman vortices were observed. One model
between the cavitation inception number and Reynolds number was corroborated with
the experimental data and they explained the transition of vortices from near-wake region
to the far-wake region. Recently Wu et al. [30] used an advance void-fraction method, a
high-speed X-ray densitometry, to observe the cavitation vortices behind a wedge geometry.
They examined the cavitation structure and corresponded void fraction behind the wedge
and found out that the cavitation void and the local Mach number increased with reducing
the cavitation numbers. They found that the sound speed in the mixture region can
be reduced by increasing the void fraction. Besides the investigations of cavitating flows
behind a standard bluff body such as wedge, the investigations of cavitation behind circular
cylinders play also an important roll in the hydraulic and ship industries.

The single phase flows behind a circular cylinder has been studied extensively by dif-
ferent researchers (Roshko [31]; Bearman [32]; Wei & Smith [33]; Williamson [34]; Szepessy
& Bearman [35]; Norberg [36]). However, only few studies are considered the cavitating
flows around the circular cylinder and the hydrodynamics effect of cavitation regimes.
Fry [37] performed an experiment of cavitation behind a cylinder in a free stream flow
and captured the cavitation-induced noise spectra together with the cavitation dynamic
observation. His results showed that the noise peaks was related to the cavity collapse
intensity and the cavity/wake dynamics. Matsudaira et al. [38] measured the bubble
collapse pressure in the wake dynamics and studied the relationship between the bubble
collapse-induced pressure and the separation of Karmen-vortex cavity from a cylinder with
Reynolds number region from 4.5 × 105 to 6.0 × 105 and cavitation numbers from 0.9 to
1.6. Their work showed that by the reduction of the cavitation number and increasing of
the Reynolds number, the maximum bubble collapse induced pressure can be increased. In
addition, they showed that more severe cavitation-induced erosion can be observed on the
solid boundaries at higher Reynolds numbers. The effects of the erosion from the bubble
collapse-induced pressure on the circular cylinder were investigated by Saito & Sato [39]
mounting an aluminum plate behind the cylinder in the cavitating flows. They observed
that the cavity shedding structures near the aluminum plate and measured the erode pits to
get a ratio between the passing cavity shedding and the pits formed on the aluminum plate.

Recently some investigations around the cylinder in the cavitating flows were per-
formed experimentally and numerically to study the relationship between cavitation regime,
vortex shedding behind cylinder and the relationship between cavitation and transition
from laminar to turbulence flows. Franc & Michel [40] developed a semi-empirical approach
for the prediction of the location of cavity detachment in laminar separation for circular and
elliptical cylinder and validated their approach with the experimental data. Gnanaskan-
dan & Mehesh [41] studied the cavitating flows over a circular cylinder numerically and
compared the results of the cavitating regimes with the results of the single phase flows.
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Their results showed that the cavitation suppressed the turbulence in the near-wake region
and modified the vortex shedding mechanism significantly by the vorticity dilatation due
to the phase changing inside the laminar separation. They investigated also the Reynolds
number effect on the cavity length and found out that the cavity volume in vortex shedding
process can be increased at higher Reynolds numbers. Kumar et al. [42] investigated the
cavitation dynamics around a circular cylinder at the Reynolds number of 64,000 and the
relationship between cavity life time and the cavitation number. The results from their
work showed that the shedding frequency can be reduced and the pressure fluctuation
due to the cavitation around the cylinder can be increased when the cavitation number
decreased. Ghahramani et al. [43] performed experimental and numerical investigations
about three-dimensional cavitating flow around a semi-cylinder at high Reynolds numbers
and low cavitation numbers. They found that different vortices pattern formed and started
to grow behind the semi-cylinder with the reduction of the cavitation numbers. In addition,
their results revealed that at the lowest cavitation number, the cavitation dynamics affected
the vorticity and vertical vortex structure significantly.

Brandao et al. [44] performed a numerical study on the cavitation around a circular
cylinder based on the work done by Gnanaskandan & Mehesh [41] and extended the
water-vapor model to include non-condensable gas effects. They considered the shock
wave propagation inside the wake flow after the cavity collapse and presented the influence
of non-condensable gas on delaying the transition to the low cavity shedding frequency. In
addition, their results showed that the growth of two-dimensional cavity reduced the vortex
stretching and baroclinic torque. Dobroselsky [45] investigated cavitation dynamics around
a circular cylinder with the Reynolds number effect by using the Particle Image Velocimetry
(PIV) measurement technology. His results presented the details of the transition from lam-
inar to turbulent flow and the dependence of kinematic characteristics and the separation
angle of the boundary layer on the Reynolds number at non-cavitating regime. In addition,
different wake patterns and vortex shedding over a long period have been observed behind
the cylinder. Sadri and Kadivar [46] performed a numerical simulation using a high-order
compact finite-difference scheme to study cavitating flow and the cavitation-induced noise
around one and two circular cylinders. They studied the cavitating flow for different gaps
of two side-by-side cylinders. Their results revealed that the wakes behind the side-by-side
cylinders are merged together and a single vortex street is generated by the gap reduction
between two cylinders.

Previous works on cavitation dynamics around cylinder are mostly investigated the
cavitating flows behind two dimensional cylinder with a very small gap between the cylin-
der and the test section. In this work, we focused on the highly three-dimensional cavitating
flow around a stainless steel circular cylinder. In addition, we considered the Reynolds
number effect on the cavitation dynamics and visualized two different cavitation regimes as
cloud—and partial cavitations at high sampling frequency. We measured the synchronized
hydrodynamics forces on the cylinder, which presented the effects of Reynolds numbers on
the cavitation and vortex structures behind the cylinder. The remainder of this paper is
arranged as follows: In Section 2, the experimental setup, experimental conditions and the
test cases will be described. The main results of the cavitation around circular cylinders at
different cavitating regimes and various Reynolds numbers are then discussed in Section 3.
Finally, the main conclusions will be listed in Section 4.

2. Experimental Set-Up

The experimental investigation was carried out in the cavitation tunnel K23 of Insti-
tute of Ship Technology, Ocean Engineering and Transport Systems at the University of
Duisburg-Essen. In this cavitation tunnel, the absolute pressure range from 0.1 to 2 bar
and the maximum velocity of 9 m/s can be achieved. Figure 1 showed the experimental
setup of the present work. The test case is a circular cylinder which was mounted on one of
the Plexiglas wall of the cavitation tunnel test section. The test section of the tunnel has
a cross-section of 0.3 × 0.3 m2 and a length of 1.1 m. The velocity of the inlet section was
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measured using a differential pressure sensor and the inlet-/outlet absolute pressures are
measured using the absolute pressure sensors mounted on the test section of the tunnel.
The initial turbulence intensity for the inlet flow of was about 2%. The high-speed camera
Phantom V9.1 was placed on the side of cavitation tunnel test section to capture the side
view of the cavitation dynamics around the circular cylinder. For the visualization, the
sampling frequency was adjusted 1000 Hz and the exposure time for each image was
30 ms. One user trigger signal was generated at the begin of the visualization and the force
measurement was started to recording the data to achieve the synchronization between
visualization and force measurement. The force measurement was carried out using a force
sensor mounted between the tunnel test section and the cylinder. The recording frequency
of the force measurement was adjusted to 4800 Hz.

Figure 1. Schematic sketch of the experimental set-up for the experiment of cavitation dynamics
behind a circular cylinder.

In this investigation, we visualized cavitation dynamics around the circular cylinder
and measured the hydrodynamics forces on the cylinder. The circular cylinder has a
diameter of 25 mm and the length of 130 mm. We performed the experiments for three
different Reynolds numbers ranging from 1.0 to 1.5× 105 in this work. The experimental
environment such as water temperature was maintained in a constant level for different
Reynolds numbers to adjust the same situation for capturing the cavitation dynamics. The
air content was between 1.2 and 1.4 mg/L and the water temperature was about 16 ◦C. The
Reynolds number and cavitation number are defined as follows:

σ =
pre f − pv

1/2ρre f V2
re f

(1)

Re =
Vre f lre f

ν
(2)
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where pre f and pv are the reference static pressure at the middle of the inlet section and the
saturation vapor pressure of the operating liquid, respectively, Vre f is the incoming flow
velocity, and ρre f and ν are the reference density and kinematic viscosity of the operating
liquid, respectively.

The absolute error of measurement of saturation vapor pressure depends on the
water temperature during the experimental testing in the cavitation tunnel which can be
estimated indirectly using a temperature measurement system. The water temperature
was 16 ◦C with an uncertainty of 0.1 ◦C during the experiment. The measurement error
of vapor pressure was estimated about 24 Pa for temperature variation of 0.1 ◦C. The
uncertainty of the inlet pressure was in the range of 100–200 Pa. The uncertainty of the
measured cavitation number for different testings was in the range of 0.05–0.1 during the
experiment. The uncertainty of the inlet velocity was obtained for different experiments
and at different flow conditions. The measurement uncertainty of the Reynolds number
based on the cylinder diameter and the mean flow velocity is proportional to the absolute
error of the inlet velocity. The uncertainties of the inlet velocity were about 0.07 at the
inlet velocity of 4 m/s, 0.09 at inlet velocity of 5 m/s and 0.1 at inlet velocity of 6 m/s.
Therefore, the maximum measurement error of the inlet velocity was about 1% for different
experiments which led to an uncertainty of the measured Reynolds number of about 1–2%.

3. Results

In this section, the results of two different cavitating regimes around the circular
cylinder are presented. Figures 2 and 3 illustrate one cyclic behavior of the cloud cavitation
and partial cavitation dynamics around the circular cylinder with inlet flow velocity of
4 m/s, respectively. The Reynolds number for this velocity is 1.0 × 105. Table 1 shows a
summary of initial conditions such as inlet velocity, cavitation number, Reynolds number
and outlet pressure for different experiments of the present work.

Table 1. The initial conditions of each experiment of the present work.

Inlet Velocity (m/s) Cavitation Number (-) Reynolds Number (-) Outlet Pressure (bar)

4.0 1.1 1 × 105 0.104
1.6 1 × 105 0.121

5.0 1.02 1.25 × 105 0.135
1.55 1.25 × 105 0.199

6.0 1.05 1.49 × 105 0.189
1.55 1.49 × 105 0.277

3.1. Cavitation Dynamics behind the Cylinder

As the results of cloud cavitation dynamics show, relative large vortex structures
behind the cylinder were formed and developed downstream of the cylinder with the
flow during a cyclic behavior of cavitation in the cloud cavitation regime. In addition, a
quasi strong tip vortex cavitation can be seen at the free-end of the cylinder. The attached
cavity on the cylinder was detached from the cylinder surface only after a short distance of
about 4–6 mm on the surface. The flow moving downstream of the cylinder can interact
with the cavity structures behind the circular cylinder and affect the cavitation dynamics.
The interaction between the tip vortex cavitation and detached cavitation occurred at the
position approximately 50 mm vertically from the tip and 25–30 mm horizontally behind
the cylinder. This interaction can modify the cavitation shedding mechanism and affect on
the pressure distribution of the cavitation and leading to a change of the cavity shedding
frequency. The pressure wave propagation inside the cavity resulting from the cavity
collapse may be the main reason of the cavity shedding in this case.

In Figure 3, the side-view of the partial cavitation behind the cylinder was presented.
As it can be seen from the results, the cavity volume was significantly reduced with
increasing of the cavitation number compared with the case of cloud cavitation. In addition,
the images show that the cavity structures appeared behind the cylinder mostly initiated
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from the tip vortex cavitation and has a tendency from the top side to the bottom. In
other words, a substantial amount of the cavitation can be induced in the region close to
the tip of the cylinder. The main reason can be the formation of the low pressure region
near the cylinder tip the where the flow with higher velocity passing from the cylinder tip.
Therefore, in the partial cavitation regime, the cavity structures which can be started from
the middle of the cylinder surface was much lower compared with the cavity structures in
the cloud cavitation regime.

Figure 2. Cavitation dynamics on the circular cylinder at the velocity of 4 m/s and cavitation number
of 1.0. The flow is from left to the right direction. Cavity shedding period (T) is 38.28 ms. Yellow
squares show the formation of strip-shape cavity structures in the images.

Figure 3. Cavitation dynamics on the circular cylinder at the velocity of 4 m/s and cavitation number
of 1.5. The flow is from left to the right direction. Cavity shedding period (T) is 40.58 ms. Yellow
squares show the formation of strip-shape cavity structures in the images.

Figure 4 illustrates the cavitation dynamics around the cylinder at velocity of 5 m/s
with the Reynolds number of 1.25 × 105 and the cavitation number of 1.0. As the results
show, a larger volume of the cavity structure behind the cylinder can be seen compared to
the cavity structure at a velocity of 4 m/s in the cloud cavitating flow. The reason of larger
cavity structure could be due to the larger low pressure region formed behind the cylinder
due to the higher flow velocity compared to the case with lower Reynolds number.The
tip vortex cavitation dynamics in the experiment with the velocity 5 m/s was remained
mostly unchanged and the attached cavity on the upper side of cylinder appeared persisted
for the entire period of cloud cavitation. The mean width of the cavity structure from
the cylinder tip was about 50–55 mm. In addition, the attached cavity on the front view
of the cylinder has a ‘finger’ shape. In this regime, both the cavity from the cylinder tip
and from the cylinder surface crossed behind the cavitation vortex structure and created
a strip-shape cavity (see the yellow squares in the images). These strip-shape cavitation
structures can be observed in most of the time steps in the horizontal direction. Considering
the vortex shedding mechanism behind the cylinder, the opposite direction of strip-shape
cavities could be explained by detachment of the vortex structures from top and bottom
of the cylinder which generated the low pressure regions at two parallel vortex streets.
In the wake region of the cylinder, most cavitation structure collapse after a distance of
about 5 cylinder diameters behind the cylinder. The reason could be due to the pressure
enhancement in the region far from the cylinder. However, the details of flow pressure
distribution needs a further investigation to understand this physical phenomenon inside
the cavitation dynamics. The partial cavitation regime around the cylinder was presented in
Figure 5 and the cavity structure exhibited a similar movement pattern as cavity dynamics
seen in Figure 3. The main cavity structure could be generated by the flow passing over the
cylinder tip. Simultaneously, the results reveal the detachment of the some cavities from
the bottom section of the cylinder near the wall. These cavity structures have a movement
diagonally upwards to the region near the middle of the cylinder.

101



Fluids 2023, 8, 162

Figure 4. Cavitation dynamics on the circular cylinder at the velocity of 5 m/s and cavitation number
of 1.0. The flow is from left to the right direction. Cavity shedding period (T) is 31.60 ms. Yellow
squares show the formation of strip-shape cavity structures in the images.

Figure 5. Cavitation dynamics on the circular cylinder at the velocity of 5 m/s and cavitation number
of 1.5. The flow is from left to the right direction. Cavity shedding period (T) is 30.04 ms. Yellow
squares show the formation of strip-shape cavity structures in the images.

In this work, we also studied the cavity dynamics on the circular cylinder at a velocity
of 6 m/s, which presented in Figures 6 and 7. The results show that the cloud cavitation
structures on the cylinder at this velocity have the largest volume of cavity among all cases.
Therefore, larger vortical structures can be generated behind the cylinder. In addition, the
near wake region behind the cylinder extended over a larger range from about 4 cylinder
diameters. The cavity structure condensed quickly at a distance of approximately 6 cylinder
diameters. Compared to the cavity at the velocity of 5 m/s, the detached cavity formed
behind the cylinder showed a parallel shedding structure from the whole cylinder surface
in the downstream direction. This aspect could be attributed to the weaker influence of
the tip vortex cavitation on the larger cavity structure which can increase the cavitation
stability behind the cylinder.

Figure 6. Cavitation dynamics on the circular cylinder at the velocity of 6 m/s and cavitation number
of 1.0. The flow is from left to the right direction. Cavity shedding period (T) is 26.0 ms. Yellow
squares show the formation of strip-shape cavity structures in the images.

Figure 7. Cavitation dynamics on the circular cylinder at the velocity of 6 m/s and cavitation number
of 1.5. The flow is from left to the right direction. Cavity shedding period (T) is 26.54 ms. Yellow
squares show the formation of strip-shape cavity structures in the images.

In the Figure 7, the partial cavitation dynamics behind the circular cylinder at Reynolds
number of 1.5× 105 was presented. In this regime, the effects of the tip vortex cavitation on
the dynamics of the cavitation formed behind the cylinder is dominant. As it can be seen
from the images, the main part of the cavity volume is from the tip vortex cavitation which
can be formed during the shedding process. In addition, the detached cavity from cylinder
in the downstream has a similar parallel structure to the cloud cavitation at this velocity.
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The reason for this parallel structure is the large vortex shedding process generated by the
higher velocity field.

3.2. Hydrodynamics Forces on the Cylinder

The time histories of lift coefficients amplitude on the circular cylinder at three different
velocities and in the cloud cavitation regime are presented in Figure 8. The lift coefficient is
defined as follows:

cl =
Fli f t

0.5 ·A · ρ · v2 (3)

In the definition of the lift coefficient, the parameter is lift force and “A” is the relevant
surface and calculated by the multiplication of the cylinder diameter and the cylinder height.
The fluctuation of the lift coefficient at the Reynolds number 1.0× 105 (velocity 4 m/s)
demonstrates a strong repeatability with the peaks and troughs remaining at the same level
during the recording period with no significant differences between each fluctuation. Based
on the results, it can be deduced that the hydrodynamics force on the circular cylinder
at the velocity of 4 m/s is continually repeated in the cloud cavitation regime. The lift
coefficient on the cylinder at the velocity of 5 m/s presented a similar repeatability in its
fluctuations, however with higher frequency vibration.

Figure 8. Time history of hydrodynamics lift coefficient on the circular cylinder at three different
Reynolds numbers with the cavitation number = 1.0. The mean lift coefficient at the velocities of
4 m/s, 5 m/s and 6 m/s are 0.091, 0.053 and 0.023, respectively. The root mean square of the lift
coefficient at the velocities of 4 m/s, 5 m/s and 6 m/s are 0.103, 0.104 and 0.112, respectively.

The time histories of the lift coefficients at the velocities of 4 m/s and 5 m/s have
almost the same root mean square value which shows that the combined hydrodynamic
force on the circular cylinder at these two velocities is at the same level. However, the
lift coefficient on the cylinder at the velocity of 6 m/s shows a strong non-linear behavior
characterized by a low frequency signal and multiple high frequency signals. The peak
values exhibit multi similar fluctuations in high frequency region. This could be due to the
highly instability behavior and the interaction between cloud cavitation collapse and tip
vortex shedding behind the circular cylinder.

Figure 9 presents the time history of lift coefficient on the circular cylinder at three
different velocities in the partial cavitation regime. In this regime, the tip vortex cavitation
plays a dominant roll and the lift coefficient on the cylinder was affected by the tip vortex
cavitation periodically. The cavity volume was increased by the increasing of the velocity.
This enhancement of cavity volume can be observed by the increasing of the root mean
square value of the amplitude of the lift coefficient fluctuations. Generally, the lift coeffi-
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cients of the cylinder in three different velocities present a non-linearity behavior due to
the influence of the interaction between tip vortex generation and cavity shedding. Further
discuss about the hydrodynamics effect would be carried out in the frequency domain.

Figure 9. Time history of hydrodynamics lift coefficient on the circular cylinder at three different
Reynolds numbers with the cavitation number = 1.5. The mean lift coefficient at the velocities of
4 m/s, 5 m/s and 6 m/s are 0.069, 0.012 and 0.021, respectively. The root mean square of the lift
coefficient at the velocities of 4 m/s, 5 m/s and 6 m/s are 0.081, 0.091 and 0.097, respectively.

Figures 10 and 11 present comparisons between lift forces in the frequency domain
at cloud cavitation, partial cavitation and cavitation inception regimes at the velocity of
4 m/s. The cavitation inception dynamics on the circular cylinder appeared at the cavitation
number of 2.4 but no visible cavitation structure was seen in this regime. Therefore, we
ignored to present the results of the cavitation on the cylinder in the cavitation inception
regime and focused on the cavitation effect on the hydrodynamic behavior of the partial-
and cloud cavitation dynamics. Frequencies f1 to f6 and the corresponding amplitudes in
the figures represented the peaks of the frequency amplitude in the fast Fourier transform
(FFT) calculation.

Figure 10. Comparison between lift forces on the circular cylinder at cloud cavitation regime (cav-
itation number = 1.0) and cavitation inception regime in the frequency domain at the velocity of
4 m/s.
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Figure 11. Comparison between lift forces on the circular cylinder at partial cavitation regime
(cavitation number = 1.5) and cavitation inception in the frequency domain at the velocity of 4 m/s.

The peaks at relative low frequency ranges can be corresponded to the shedding
frequency of the large-scale cavity structures. The peaks at the high frequency range
remained constant for all cases at different cavitation regimes. In addition, the peaks
at relative low frequency ranges for each cases can be the reason of the flow induced
hydrodynamics forces on the cylinder. The tip vortex shedding and small cavities shedding
can affect the hydrodynamic forces in addition to the effects of the collapse of the large
cavity structures behind the cylinder. The peaks at higher frequency range show not
significant shift in the frequency range. From the Figure 10 can be seen that the peaks f1
and f3 represent the hydrodynamics lift forces at the low frequency range for the cavitation
inception and cloud cavitation, respectively. The peaks f2 and f4 reveal the hydrodynamic
lift forces at the high frequency domain for the cavitation inception and cloud cavitation,
respectively. It can be deduced that the amplitude of the frequency f3 is about twice of the
frequency f1 at a similar frequency. This means that the presence of the cavitation can affect
the vibration behavior on the circular cylinder. In other words, the vibration amplitude
of the cylinder can be increased at the cavitation cloud regime compared to the vibration
amplitude of the cylinder at the cavitation inception regime. It can be deduced that the
cavitation cloud can merged with Karman vortex street formed behind the cylinder at non-
cavitating regime and induce much higher vibration amplitude acted on the cylinder. In
this case, the frequency value and amplitude of frequency at relatively high frequency range
show no significant difference at the cavitation inception and cloud cavitation regimes.
Therefore, it can be included that the presence of the cavitation has less affect on the
vibration amplitude of the cylinder at high frequency range in the cloud cavitation regime
compared to the cavitation inception regime.

Figure 11 presents the comparison of the hydrodynamic lift forces on the cylinder in the
frequency domain at partial cavitation regime (cavitation number = 1.5). The peaks at the
low frequency domain, f1 and f5 have mostly the same amplitudes however an increasing
of the frequency value about 2 Hz in the cavitation inception regime can be observed. The
reason can be the low cavitation volume formed on the cylinder at cavitation inception
regime and the large distance between the cavity collapse position and the cylinder surface.
As it can be seen from the results, the cavitation has a influence on the vibration amplitude
at the high frequency range in the partial cavitation regime. A reduction of about 20%
for the vibration amplitude can be deduced due to the effects of the cavitation on the
hydrodynamic force on the cylinder. One of the reason for this amplitude reduction could
be the effects of the tip vortex cavitation shedding on the cavitation dynamics behind
the cylinder.
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Figure 12 and 13 show the hydrodynamic lift forces on the circular cylinder in the
cloud cavitation regime (σ = 1.0), partial cavitation regime (σ = 1.5) and cavitation inception
(σ = 2.4) at velocity of 5 m/s. The lift force on the cylinder at this velocity shows a strong
noise in the frequency range from 23 to 40 Hz. The vortex shedding at this range was
affected by the small cavitation structures formed behind the cylinder. The peaks f7 and
f9 represent the amplitude of the lift force on the cylinder in the cavitation inception and
cloud cavitation regimes, respectively. In other words, the vibration amplitude in the
cloud cavitation regime is about 1.5 times of the vibration amplitude on the cylinder in
the cavitation inception regime. However, the vibration amplitude increasing rate at the
flow velocity of 5 m/s is lower than the amplitude increasing rate at the flow velocity of
4 m/s in the low frequency range. In addition, the vibration amplitude on the cylinder
at lower Reynolds number is higher than the vibration amplitude at higher Reynolds
number. In relatively high frequency range from 45 to 135 Hz in the Figure 12, the lift
force on the circular cylinder in the cloud cavitation regime has several small peaks with
amplitudes over 0.3 N. These peaks were probably caused by the small cavitation structure
shedding, which have also relatively higher frequency. Furthermore, the lift force peak
of the frequency in the cloud cavitation regime (f10) is about 60% of the lift force peak
in the cavitation inception regime (f8). In other words, the vibration amplitude for the
cavitation inception regime at higher frequency is higher than the vibration amplitude for
the case with the cloud cavitation. In Figure 13, the results show that the lift forces have
similar vibration magnitude at the cavitation inception regime in the low frequency range
compared to the partial cavitation regime at the same condition. In addition, the value and
amplitude of the frequency for both cavitating regimes are similar to each other.

Figure 12. Comparison between hydrodynamic lift forces on the circular cylinder at cloud cavitation
regime (cavitation number = 1.0) and cavitation inception in the frequency domain at the velocity of
5 m/s.

The results revealed, at the velocity of 4 m/s, the amplitude of the lift force at cloud
cavitation regime (cavitation number of 1.0) is 2.2 times of the amplitude of the lift force at
partial cavitation regime (cavitation number of 1.5). At the velocity of 5 m/s, the vibration
amplitude at cloud cavitation regime (cavitation number of 1.0) is 1.46 times of the vibration
amplitude at partial cavitation regime (cavitation number of 1.5). However, at a constant
cavitation number of 1.0, the vibration amplitude at the velocity of 5 m/s is 1.2 times of the
vibration amplitude at the velocity of 4 m/s. In addition, at a constant cavitation number of
1.5, the vibration amplitude at the velocity of 5 m/s is 1.8 times of the vibration amplitude
at the velocity of 4 m/s.
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Figure 13. Comparison between hydrodynamic lift forces on the circular cylinder at partial cavitation
regime (cavitation number = 1.5) and cavitation inception in the frequency domain at the velocity of
5 m/s.

4. Conclusions

We performed an experimental study on the cavitation structure and the corresponding
hydrodynamic force on a circular cylinder at three Reynolds numbers and two different
cavitating regimes. The cavity shedding mechanism, the time history of force coefficient
and the lift force in frequency domain have been analyzed to understand the cavitation
dynamics and the effects of cavitation on the hydrodynamic force on the circular cylinder.
The results revealed that by increasing the flow velocity, larger cavity volume on the circular
cylinder can be observed which lead to a stronger hydrodynamic forces. With increasing
of the Reynolds number, the frequency of lift force on the cylinder shifted to a higher
frequency position, indicating an increase in vortex and cavity shedding frequencies. At the
same Reynolds number, changing the cavitation number affected the cavitation dynamics
and the amplitude of the hydrodynamics forces on the circular cylinder. However, the
cavitation regime had only a small influence on the frequency value of the lift force in the
low frequency range. It can be concluded that the effects of the Reynolds number on the
cavitation dynamics and amplitude of the shedding frequency is significant. However
the effects of the cavitation number on the enhancement of the amplitude of the shedding
frequency in a cavitating flow with a constant velocity is slightly higher than the effects
of Reynolds number on the enhancement of the amplitude of the shedding frequency at a
constant cavitation number.
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Abstract: Boiling with downflow in vertical channels is involved in many applications such as
boilers, nuclear reactors, chemical processing, etc. Accurate prediction of CHF (Critical Heat Flux) is
important to ensure their safe design. While numerous experimental studies have been done on CHF
during upflow and reliable methods for predicting it have been developed, there have been only a
few experimental studies on CHF during downflow. Some researchers have reported no difference in
CHF between up- and downflow, while some have reported that CHF in downflow is lower or higher
than that in upflow. Only a few correlations have been published that are stated to be applicable
to CHF during downflow. No comprehensive comparison of correlations with test data has been
published. In the present research, literature on CHF during downflow in fully heated channels
was reviewed. A database for CHF in downflow was compiled. The data included round tubes and
rectangular channels, hydraulic diameters 2.4 mm to 15.9 mm, reduced pressure 0.0045 to 0.6251,
flow rates from 15 to 21,761 kg/m2s, and several fluids with diverse properties (water, nitrogen,
refrigerants). This database was compared to a number of correlations for upflow and downflow CHF.
The results of this comparison are presented and discussed. Design recommendations are provided.

Keywords: critical heat flux; downflow; tubes; rectangular channels; correlations; prediction

1. Introduction

Boiling with downflow in vertical channels is involved in many applications such as
boilers, nuclear reactors, chemical processing, etc. Accurate prediction of CHF (Critical
Heat Flux) is important to ensure their safe design. Many experimental studies have been
done on CHF during upflow and reliable methods for predicting it have been developed.
There have been comparatively few experimental studies on CHF during downflow. There
are differences in the results reported by various researchers. Some have stated that
they found no difference between the CHF during upflow and downflow; for example,
Barnett (1963) [1]. Some have reported that CHF during downflow is higher or lower than
that during upflow under various conditions; for example, Chen (1993) [2]. During upflow,
buoyancy force is in the direction of flow. During downflow, buoyancy force is against
the flow direction. Hence, some differences in the CHF in these two directions may be
expected. Only a few correlations have been published that are stated to be applicable to
CHF during downflow. No comprehensive comparison of correlations with test data has
been published. There is a lack of well-verified methods to predict CHF during downflow.

The objective of this research was to determine whether, in fact, there is a significant
difference between CHF in upflow and downflow, and to develop a reliable prediction
method for downflow CHF if a significant difference was found. To achieve this objective,
literature was surveyed to identify experimental studies, data sources, and prediction
methods. Of special interest were experimental studies in which CHF was measured with
flow in both upward and downward directions. A comprehensive database was developed
and compared to the best available correlations for upflow and downflow CHF. The results
of this research are presented and discussed. It is to be noted that this research was confined
to fully heated channels; partially heated channels are not included.

Fluids 2024, 9, 79. https://doi.org/10.3390/fluids9030079 https://www.mdpi.com/journal/fluids110
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2. Previous Work
2.1. Experimental Work

Gambill and Bundy (1961) [3] measured CHF during downflow of water in rectangular
channels. They compared their data with correlations based on upflow CHF. The agreement
was fairly good.

Barnett (1963) [1] conducted tests at pressures of 38 bar and 138 bar with water flowing
in a vertical tube. He found no effect of flow direction on the boiling crisis.

Pappel et al., (1966) [4] performed tests with nitrogen in a vertical tube. Nitrogen was
subcooled at the entrance to the tube. They found that CHF in downflow was lower than
that in upflow at low flow rates. The difference disappeared at high flow rates. Pappel
(1972) [5] performed similar tests with zero inlet quality and the results were similar.

Kirby et al., (1967) [6] performed tests with up- and downflow with water at 1.7 bar in
an annulus. They report that CHF in downflow was 10 to 30 percent lower in downflow,
the larger difference being at the lowest flow rate.

Cumo et al., (1977) [7] performed tests with R-12 flowing up and down a vertical
tube. They concluded that CHF during downflow is 10 to 30% lower than that in upflow,
especially at low inlet qualities. They attributed this difference to the effect of buoyancy.

Lazarek and Black (1982) [8] performed tests with R-113 in a vertical tube. They found
no difference between CHF during upflow and downflow.

Mishima et al., (1985) [9] performed upflow and downflow CHF tests on a 6 mm diam-
eter tube with water at atmospheric pressure as the test fluid. Tests were done alternatively
with a stiff system and a soft system. In the stiff system, precautions were taken to prevent
instability, such as by applying strong throttling at tube inlet, while such precautions were
not taken in the soft system. CHF in the stiff system was considerably higher than that in
the soft system. They found no difference between the CHF in upflow and downflow.

Remizov et al., (1985) [10] did tests on a vertical tube in which critical quality was
measured in upflow and downflow at identical inlet subcooling, flow rate, and heat flux.
They found that at the lowest flow rate, critical quality was always lower for upflow, though
the difference decreased with increasing heat flux. At the highest flow rate, critical quality
was lower for upflow at low heat flux but higher at high heat flux.

Deqiang et al., (1987) [11] performed tests with R-12 in an 8 mm diameter vertical tube.
They found the downflow CHF to be lower than the upflow CHF at low flow rates, but
equal at high flow rates.

Chang et al., (1991) [12] performed tests with atmospheric pressure in vertical tubes.
Their tests showed that CHF in up- and downflow was essentially the same at low flow
rates. At higher flow rates, CHF in upflow was higher, though the difference was small.
They found that it was more difficult to maintain stability in downflow. They proposed a
correlation for CHF applicable to both upflow and downflow without any factor for the
effect of flow direction.

Chen (1993) [2] analyzed experimental data for upflow and downflow critical heat flux
of water and freon in a vertical tube. It was found that the total rms (root-mean-square) of
the comparison of upflow and downflow data and predicting downflow data using upflow
CHF correlation are in the range of 6–14%. The CHF for upflow was regularly greater
than that for downflow, but was smaller than that in downflow in the range of low critical
quality. The downflow CHF was 80% of the upflow value at the point of the maximum
difference between the two. (This description is based on the abstract of this report.)

Ruan et al., (1993) [13] performed tests on downflow of water in a vertical tube. Tests were
done with different amounts of instability. They found that, in a stable system, downflow CHF
approached that for upflow. In very unstable systems, CHF value corresponded to flooding CHF.

Ami et al., (2015) [14] performed tests with water in a vertical tube. For the data in which
the location of CHF was known, CHF in upflow and downflow was about equal at lower flow
rates. At the highest flow rate, CHF in downflow was about 15% higher than in upflow.

Sripada et al., (2021) [15] measured CHF with water flowing downwards in a 6 mm
diameter vertical tube. Their measured CHF was very low, even much lower than that by
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Mishima et al., (1985) [9] under unstable conditions. They had not done any throttling at
the tube inlet. These data are clearly for unstable conditions. No conclusions can be drawn
from such unstable CHF data.

2.2. Prediction Methods

While there are many correlations for CHF during upflow, only a few correlations
have been proposed which are stated to be applicable to CHF during downflow. The more
verified among them are discussed below.

Sudo et al., (1985) [16] have given the following correlation based on data for tubes and
rectangular channels which is applicable to both upflow and downflow. It is given below.

q∗ = 0.005G*0.611 (1)

q∗ =
(

AF
AH

)
xinG∗ (2)

At very low flow rates, CHF was considered to be due to flooding and the following
equation was given for it:

q∗ = C2
(

AF
AH

)
(D/λ)0.5

(
1 + (ρG/ρL)

1/4
)2 (3)

For rectangular channels, D is replaced by the channel width W. The constant C2

is 0.71.
G∗ and q∗ are defined as:

q∗ =
qc

iLG[λρG(ρL−ρG)g]0.5 (4)

G* =
G

[λρG(ρL−ρG)g]0.5 (5)

λ =
σ0.5

[(ρL−ρG)g]0.5 (6)

For upflow, q∗ is the larger of those given by Equations (1) and (3). For down-
flow, Equation (1) applies when G* > 104. For G* < 104, q∗ is the larger of those from
Equations (2) and (3).

Hirose et al., (2024) [17] have given the following correlation for downflow based on
data from several sources:

q∗ = 0.422G*0.564
(Lc/D)−0.902 (7)

q∗ = C2
(

AF
AH

) i f g(ρGgD(ρL − ρG))
(

1 + (ρG/ρL)
1/4

)2 (8)

The higher of the q∗ given by Equations (7) and (8) is to be used. Equation (8) is for
CHF due to flooding. The constant C is to be determined from experimental data. They
used C = 1.18.

Darges et al., (2022) [18] have given the following correlation, which is intended to be
applicable to all flow directions:

Bo = 0.353We−0.314
D

(
Lc

DHP

)−0.226( ρL
ρG

)−0.481
[

1− xin

(
ρL
ρG

)−0.094
]

×
(

1 + Fr−1
θ

)(
1 + 0.008 Bdθ

We0.543
D

) (9)
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where,
WeD =

G2DHP
ρLσ

(10)

Frθ =
G2

ρ2
L·DHPSinθg

(11)

Bdθ =
gCosθ(ρL−ρG)D2

HP
σ

(12)

This correlation was based on data obtained by a team at Purdue University through
tests on partially heated channels using FC-72 and nPFH fluids for many years. Tests were
done in earth gravity, as well as in micro gravity. All flow directions were included in those
tests. All of these tests were done on channels 2.5 mm × 5 mm made of plastic with heaters
inserted in their sides.

Chang et al., (1991) [12] have given a correlation based on their own data as well as
some data for low pressure water. Its predictions are the same for both up- and downflow.
The reported accuracy is not very good.

There are many correlations for CHF during upflow. The best known among them are
Shah (1987) [19] and Katto and Ohno (1984) [20]. Both of these were verified with wide ranging
databases. Shah (2017) [21] had compared these correlations as well as several other correlations
to data for CHF in small diameter channels. Shah’s correlation was found to be the most accurate,
followed by the correlations of Katto and Ohno and Zhang et al., (2006). The correlation of Wojtan
et al., (2006) [22] was found to give fairly good agreement with refrigerant data.

3. Data Analysis

Efforts were made to collect data for downflow CHF. As noted by Rohsenow (1973) [13],
only the data taken under stable conditions can be correlated and interpreted. Hence, data
which showed instability were not considered. The data of Sripada et al., (2021) [23] were
not considered as they were clearly obtained under unstable conditions, as discussed in
Section 2.1. Ruan et al., (1993) [10] and Mishima et al., (1985) [9] have pointed out which
of their data were taken under unstable conditions. Those data were not included in the
present data analysis.

The figures in Mishima et al., (1985) [24] show no difference in CHF between upflow
and downflow. These figures show CHF to initially increase linearly with mass velocity
but show little or no effect of mass velocity at higher flow rates. The behavior at higher
flow rates is against the trend shown by most data and these data are greatly overpredicted
by all correlations. Hence, these were not included in the present study.

Some of the papers did not provide sufficient details to enable the analysis of data in
them. For example, Deqiang et al., (1987) [11] have not given the length of the test tube
without which their data cannot be analyzed.

In the paper by Ami et al., (2015) [14], CHF location is not given for most of the data
and was therefore not analyzable. Some data are given for a 10 mm tube for which CHF
location is stated. These were analyzed and the results are discussed in Section 4.2.

All data were read from figures in the publications except those of DeBortoli et al.,
which were read from tables.

The data for downward flow CHF that were analyzed are listed in Table 1. These
were compared to the correlations of Shah, Katto and Ohno, Zhang et al., and Wojtan et al.,
which are based on upflow data, as well as the correlations of Sudo et al., Darges et al., and
Hirose et al., which are stated to be applicable to downflow CHF.
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Calculation of CHF with the local condition part of the Shah correlation requires the
insertion of critical quality xc. As xc depends on the critical heat flux which itself has to be
determined, iterative calculations were done with assumed values of xc until the assumed
and calculated values converged to within 0.01. During these iterations, xc is calculated
with the heat balance equation:

xc = xin + 4BoLc/DHP (13)

where,
Bo =

qc

GiLG
(14)

For the data in which xin > 0, calculations for all correlations were done using the
boiling length LB in place of Lc. It is defined as:

LB
DHP

=
Lc

DHP
+

xin
4Bo

(15)

As qc is to be determined, calculations were done with assumed values of qc until
adequate convergence was achieved.

Properties were obtained from REFPROP 9.1, Lemmon et al., (2013) [24].
The deviations listed in Table 1 are defined as below.
Mean absolute deviation (MAD) of a data set is defined as:

MAD = 1
N ∑N

1 ABS
((

qc,predicted − qc,measured

)
/qc,measured

)
(16)

Average deviation of a data set AD is defined as:

AD = 1
N ∑N

1

((
qc,predicted − qc,measured

)
/qc,measured

)
(17)

The results in Table 1 show that the correlations of Shah, Katto and Ohno, and
Zhang et al., are in fairly good agreement with most data while the other correlations,
including those for downflow, have large deviations with most data.

4. Discussion
4.1. Accuracy of Correlations

In Table 1, it is seen that only the correlations of Shah, Katto and Ohno, and Zhang et al.,
show reasonable agreement with the downflow data. These correlations were developed
and verified with upflow data. The correlations of Darges et al., Hirose et al., and Sudo
et al., which were stated to be applicable to downflow, have large deviations with most
data. The correlation of Hirose et al., has fairly good agreement with many data sets.
Its overall MAD is very large because it has very large deviations with the data of Pappel
et al., (1966) [4] and Pappel (1972) [5] for nitrogen. Those data are 36% of the total 304 data
points. If the nitrogen data are left out, the MAD of the Hirose et al., correlation goes down
to 33%, which is much more reasonable. The data analyzed by Hirose et al., did not include
any for nitrogen or other cryogens.

Among the upflow correlations, Katto and Ohno have the least MAD of 18.9%.
The next lowest is the Shah correlation with MAD of 21.9%. If the data of nitrogen at
G < 460 kg/m2s are left out, the MAD of the Shah correlation becomes about the same as
that of the Katto–Ohno correlation.

The Shah correlation also has large deviations with the data of Remizov et al., (1985) [10] for
G = 700 kg/m2s. These data are also overpredicted by the Katto–Ohno and Zhang et al., correlations.

From the above discussions, it is clear that the correlations of Katto–Ohno and Shah
give the best agreement with downflow CHF data.

Figures 1–3 show a comparison of some CHF data for downflow in tubes with vari-
ous correlations.
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Figure 1. Data of Dougherty et al. [25] for downflow of water in a vertical tube compared to
two correlations.
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Figure 2. Data of Mishima et al., (1985) [9] for downflow of water in a round tube compared to some
correlations. Pressure atmospheric, inlet quality −0.131.
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−4.7 
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Figure 3. Data of Ruan et al., (1993) [26] for downward flow of water in a tube compared to various
correlations. Pressure atmospheric, inlet quality −0.056.
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4.2. Comparison of Upflow and Downflow Data

Some of the experimental studies on downflow CHF also included tests with upflow.
Table 2 shows the deviations of Shah, Katto–Ohno, and Zhang et al., correlations with
upflow and downflow data from those studies. The range of parameters during upflow
was essentially the same as in the downflow listed in Table 1. The deviations of upflow
and downflow data with the Shah correlation are seen to be comparable for all data except
those of Pappel for nitrogen. If the data at low flow rate are left out, the MAD becomes
about 25%, still significantly higher than about 16% for upflow. The results with the Zhang
et al., correlation are similar. However, deviations of the Katto–Ohno correlations are about
the same for upflow and downflow.

Table 2. Deviations of the best correlations with data from experimental studies in which both upflow
and downflow CHF were measured.

Source Channel Type DHYD Fluid
Shah Katto and Ohno Zhang et al.

Downflow Upflow Downflow Upflow Downflow Upflow

Pappel et al.,
(1966) [4] Round tube 12.8 Nitrogen 30.3

30.3
17.0
12.4

20.7
20.5

13.2
5.6

25.0
13.2

21.2
−2.8

Pappel (1972) [5] Round tube 12.8 Nitrogen 35.3
35.3

14.3
3.9

13.8
12.1

13.2
−9.4

51.5
51.5

26.9
21.9

Dougherty et al.,
(1994) [25] Round tube 15.9 Water 15.8

15.8
14.5
12.7

17.3
17.3

14.4
13.7

21.1
21.1

21.4
21.4

Mishima et al.,
(1985) [9] Round tube 6.0 Water 6.1

0.2
13.0
0.6

20.7
20.7

24.1
22.2

8.6
−5.1

15.0
−4.7

Lazarek & Black
(1982) [8] Round tube 3.1 R-113 26.1

−26.1
26.9
−26.9

4.3
−0.5

4.4
−1.9

12.3
−12.3

12.8
−12.8

Chang et al.,
(1991) [12] Round tube 6.0 Water 8.8

8.2
10.6
8.9

36.7
36.7

37.9
37.9

7.0
−1.2

7.9
1.7

Remizov et al.,
(1983) [10] Round tube 10.0 Water 40.9

40.9
42.2
42.2

34.1
34.1

35.7
35.7

57.6
57.6

59.5
59.5

DeBortoli et al.,
(1957) [27]

Rectangular
channel

4.49 Water 15.3
−12.7

19.9 *
−19.9

11.6
−8.6

9.0 *
9.0

18.7
0.71

17.5 *
−17.5

2.42 Water 18.8
−18.8

12.5 **
0.2

12.6
12.6

19.8 **
19.8

15.1
−15.1

2.8 **
−1.8

Cumo et al.,
(1977) [7] Round tube 7.8 R-12 14.9

4.8
18.4
−7.6

20.4
13.8

17.7
−0.4

32.1
29.4

26.7
12.3

All sources 22.2
15.7

17.2
14.1

19.3
16.6

18.7
17.7

29.4
22.7

22.6
9.3

Note: * L/D =58; ** L/D = 11, L/D for others same as in Table 1.

Figure 4 shows the data of Chang et al., (1991) [12] for up- and downflow together
with predictions of some correlations. It is seen that there is really no difference in the CHF
in the two directions, even at very low mass flux. While the Shah correlation predicts CHF
a little higher at high flow rates, this cannot be attributed to flow direction as the measured
CHF in both directions is about the same.

Figure 5 shows the data of Cumo et al., (1977) [7] for both upflow and downflow at the
highest flow rate. It is seen that the downflow CHF at low inlet quality is a little lower than
for upflow; meanwhile, at high inlet quality, they are about the same. The Shah correlation
predictions are in-between the measured values in the two directions and, thus, in close
agreement with both.

Figure 6 shows the data of Cumo et al., (1977) [7] at the lowest flow rate. CHF in
downflow is about 15% lower than that in upflow; the two get close with increasing inlet
quality. The correlations of Shah and Zhang et al., are within about −15% of data.

117



Fluids 2024, 9, 79

Fluids 2024, 9, x FOR PEER REVIEW 9 of 17 
 

−18.8 0.2 12.6 19.8 −15.1 −1.8 

Cumo et al. 

(1977) [7] 
Round tube 7.8 R-12 

14.9 

4.8 

18.4 

−7.6 

20.4 

13.8 

17.7 

−0.4 

32.1 

29.4 

26.7 

12.3 

All sources    
22.2 

15.7 

17.2 

14.1 

19.3 

16.6 

18.7 

17.7 

29.4 

22.7 

22.6 

9.3 

Note: * L/D =58; ** L/D = 11, L/D for others same as in Table 1. 

Figure 4 shows the data of Chang et al. (1991) [12] for up- and downflow together 

with predictions of some correlations. It is seen that there is really no difference in the 

CHF in the two directions, even at very low mass flux. While the Shah correlation predicts 

CHF a little higher at high flow rates, this cannot be attributed to flow direction as the 

measured CHF in both directions is about the same. 

 

Figure 4. Data of Chang et al. (1991) [12] for up- and downflow of water in a vertical tube compared 

to various correlations. Pressure atmospheric, inlet quality −0.149, L/D = 114. 

Figure 5 shows the data of Cumo et al. (1977) [7] for both upflow and downflow at 

the highest flow rate. It is seen that the downflow CHF at low inlet quality is a little lower 

than for upflow; meanwhile, at high inlet quality, they are about the same. The Shah cor-

relation predictions are in-between the measured values in the two directions and, thus, 

in close agreement with both. 

Figure 6 shows the data of Cumo et al. (1977) [7] at the lowest flow rate. CHF in 

downflow is about 15% lower than that in upflow; the two get close with increasing inlet 

quality. The correlations of Shah and Zhang et al. are within about −15% of data. 

Figure 7 shows the data of Pappel et al. (1966) [4] for nitrogen in both upflow and 

downflow. The data for downflow are considerably lower than upflow data at flow rates 

below about 500 kg/m2s. Predictions of the Shah correlation are considerably higher than 

the downflow data for the lowest flow rates. On the other hand, the Katto–Ohno correla-

tion gives good agreement throughout. 

0

200

400

600

800

1000

1200

1400

0 50 100 150 200 250

C
H

F,
 k

W
/m

2

G, kg/m2s

Measured Downflow

Measured Upflow

Shah

Katto-Ohno

Wojtan et al.

Figure 4. Data of Chang et al., (1991) [12] for up- and downflow of water in a vertical tube compared
to various correlations. Pressure atmospheric, inlet quality −0.149, L/D = 114.
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Figure 5. Data of Cumo et al., (1977) [7] at the highest mass flux compared to some correlations.
G = 1000 kg/m2s, pressure 10.5 bar.

Figure 7 shows the data of Pappel et al., (1966) [4] for nitrogen in both upflow and
downflow. The data for downflow are considerably lower than upflow data at flow rates
below about 500 kg/m2s. Predictions of the Shah correlation are considerably higher than
the downflow data for the lowest flow rates. On the other hand, the Katto–Ohno correlation
gives good agreement throughout.
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Figure 6. Data of Cumo et al., (1977) [7] for R-12 at the smallest flow rate compared to the Shah and
Katto–Ohno correlations. Pressure 17.5 bar, G = 130 kg/m2s.
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Figure 7. Data of Pappel et al., (1966) [4] for nitrogen compared with the Shah and Katto–Ohno
correlations. TSAT = 109 K, inlet subcooling 23.9 K.

Deviations of all three correlations are high for the downflow data of Remizov et al.,
but the deviations are also equally high for their upflow data. The data for flow in upward
and downward directions cannot be directly compared as they provide critical quality at
identical inlet quality and heat flux. Therefore, they were compared as the ratio of their
deviations from the correlations of Shah and Katto and Ohno. This comparison is shown
in Figure 8. It is seen that the downflow CHF is up to 12% higher than upflow CHF at
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the lowest mass flux, while it is up to 10% lower at the highest mass flux. Collier and
Thome (1994) [28] have stated that the data of Remizov et al., show that downflow CHF is
10% to 30% lower than upflow CHF, the greatest difference being at the lowest flow rate.
Remizov et al., did not make any such statement and the present analysis shows that CHF
in downflow is up to 12% higher than in upflow at the lowest flow rate, and this is the
maximum difference at any flow rate.
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Figure 8. Ratio of CHF in downflow to that in upflow in the tests of Remizov et al., (1985) [10]
estimated using the correlations of Shah and Katto–Ohno.

Figure 9 shows the ratio of CHF in downflow to that in upflow in the data of Lazarek
and Black (1982) [8]. It is seen that the ratio is close to one over the entire range of mass
flux. The inlet quality ranged from −0.25 to −0.02. Thus, inlet quality does not affect the
ratio of upflow to downflow CHF, as indicated in the data of Cumo et al. Figure 6.
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Figure 9. Ratio of CHF during downflow and upflow in the tests by Lazarek and Black (1982) [8].
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Figure 10 shows the ratio of CHF in downflow to that in upflow in the tests by
Ami et al., (2015) [14]. It is seen that the ratio increases with mass flux, with downflow CHF
becoming larger than upflow CHF by up to 15%. The data for both upflow and downflow
for higher flow rates are considerably lower than the correlations of Shah, Katto–Ohno, and
Zhang et al. These three correlations are very well-verified with a vast amount of water
data. This indicates that these data at a high flow rate are unusual and, hence, were not
included in Tables 1 and 2.
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Figure 10. Ratio of measured CHF for water during downflow to that in upflow. D = 10 mm,
Lc = 0.4 m, p = 3 bar, inlet temperature 60 ◦C. Data of Ami et al., (2015) [14].

In his tests with water, Barnett (1963) [1] found no effect of flow direction on CHF.
The previous discussions show that most of the experimental studies indicate that

there is no or a small effect of flow direction on CHF. The only studies that show that CHF
in downflow is much lower are Pappel et al., (1966) [4] and Pappel (1972) [5] for nitrogen.
The two were done on the same test section and all parameters were the same except for
inlet subcooling. Hence, it should be considered to be a single study.

4.3. Effect of Channel Shape

The data discussed earlier were all for round tubes. DeBortoli et al., (1957) [27] have
listed data for CHF in rectangular channels in both directions. These are included in
Tables 1 and 2. It is seen that the correlations of Shah, Katto–Ohno, and Zhang et al., are
in good agreement with the data in both directions and deviations of each correlation are
about the same in both directions. Figure 11 shows the comparison of some correlations
with some downflow data from this source.

Gambill and Bundy (1961) [3] performed tests with water flowing downward in thin
rectangular channels. As seen in Table 1, these are in good agreement with the correlations
of Shah, Katto–Ohno, and Zhang et al. These data are shown in Figure 12.

It is seen that the correlations for downflow in tubes are in good agreement with the
well-verified correlations for upflow CHF and there is no apparent effect of flow direction.

The effect of flow direction on CHF in shapes other than round and rectangular
remains to be investigated.
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Figure 11. Data of DeBortoli et al., (1957) [27] for downflow of water in a rectangular channel
24.5 mm × 2.46 mm compared to some correlations. L/DHYD = 153, p = 13.79 bar, xin = −0.2.
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Figure 12. Data of Gambill and Bundy (1961) [3] for downflow in a rectangular channel compared to
some correlations.

4.4. Recommendations for Design

The vast majority of the data analyzed show that there is no significant effect of flow
direction on CHF and that CHF in downflow can be accurately calculated by reliable
correlations for upflow CHF. While some data show decreases in CHF during downflow at
low velocities, others (e.g., Remizov et al., and Ami et al.) show higher CHF in downflow.
At near-zero mass flow rate, CHF will be due to flooding and then will be much lower than
that predicted by the upflow correlations.

The recommendation for design is to use reliable upflow correlations to calculate CHF
in downflow and apply a 15% safety factor. Also, calculate CHF due to flooding by a
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reliable correlation. Use the larger of the two calculated CHF values. The upflow CHF
correlations recommended are Shah and Katto–Ohno.

5. Conclusions

1. Literature on CHF during downflow in vertical channels was studied. Some re-
searchers reported up to 30% lower CHF in downflow compared to upflow at low
flow rates. Many authors reported no effect of flow direction or even higher CHF
during downflow.

2. Data were analyzed for CHF during downflow in fully heated channels from 11 sources.
These included several diverse fluids (water, nitrogen, refrigerants) in round and
rectangular channels, reduced pressure from 0.0045 to 0.625, mass flux from 15 to
21,761 kg/m2s, inlet quality from −1.3 to 0, and exit quality from −0.2 to 1.09. These
were compared to four correlations for upflow CHF and three applicable to downflow.

3. The correlations for CHF in downflow had large deviations with most data. The up-
flow correlations of Shah and Katto–Ohno gave good agreement with downflow data,
their MAD being 21.9% and 18.9%, respectively for the 304 data points.

4. A comparison of data from studies in which CHF during both upflow and downflow
was measured showed that most of them do not show any effect of orientation. Some
show differences up to ±15%, with some having higher CHF in upflow and others
having higher CHF in downflow. Such deviations are well within the accuracy of
most correlations.

5. The correlations of Shah and Katto–Ohno are recommended for calculating CHF
during downflow, subject to the minimum calculated with a flooding correlation.

Funding: This research received no external funding.

Data Availability Statement: All data used in this research were obtained from the publications
cited in this paper.

Conflicts of Interest: The authors declare no conflicts of interest.

Nomenclature

AF Flow area, m2

AH Heated area, m2

Bdθ Bond number defined by Equation (12), dimensionless
Bo Boiling number at CHF, =qc/(G iLG), dimensionless
CpL Specific heat of liquid at constant pressure, kJ/kg K
CHF Critical heat flux
D Diameter of channel, m
DHP Equivalent diameter based on heated perimeter, =(4 × flow area)/(heated

perimeter), m
DHYD Hydraulic equivalent diameter, =(4 × flow area)/(wetted perimeter), m
Frθ Froude number defined by Equation (11), dimensionless
g Acceleration due to gravity, m/s2

G Mass flux, kg/m2s
G* Dimensionless mass flux defined by Equation (5), dimensionless
iLG Latent heat of vaporization, kJ/kg
H Height of channel, m
K Constant in Kutateladze formula for pool boiling CHF, dimensionless
kL Thermal conductivity of liquid, W/(mK)
L, LC Heated length of channel from the entrance to the location of CHF, m
MAD Mean absolute deviation, dimensionless
N Number of data points, dimensionless
p Pressure, Pa
pc Critical pressure, Pa
pr Reduced pressure = p/pc, dimensionless
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q* Dimensionless CHF defined by Equation (4), dimensionless
qc Critical heat flux, kW/m2

T Temperature, K
∆TSC =(TSAT − TL), K
W Width of channel, m
WeD Weber number defined by Equation (10), dimensionless
x Thermodynamic vapor quality, dimensionless
xc Critical quality, i.e., quality at CHF, dimensionless
xin Quality at inlet to heated section, dimensionless
Y Parameter for correlating CHF in Shah correlation, dimensionless
Greek Symbols
λ Characteristic length defined by Equation (6), dimensionless
ρ Density, kg/m3

µ Dynamic viscosity, Pa·s
σ Surface tension, N/m
θ Inclination of flow direction from horizontal, degree (0◦ is horizontal, 90◦ is

vertical up)
Subscripts
G vapor
L liquid
SAT at saturated condition
SC at subcooled condition
wall of wall
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Abstract: The effect of a transverse magnetic field on two-phase stratified flow in horizontal and
inclined channels is studied. The lower heavier phase is assumed to be an electrical conductor (e.g.,
liquid metal), while the upper lighter phase is fully dielectric (e.g., gas). The flow is defined by
prescribed flow rates in each phase, so the unknown frictional pressure gradient and location of the
interface separating the phases (holdup) are found as part of the whole solution. It is shown that the
solution of such a two-phase Hartmann flow is determined by four dimensionless parameters: the
phases’ viscosity and flow-rate ratios, the inclination parameter, and the Hartmann number. The
changes in velocity profiles, holdups, and pressure gradients with variations in the magnetic field
and the phases’ flow-rate ratio are reported. The potential lubrication effect of the gas layer and
pumping power reduction are found to be limited to low magnetic field strength. The effect of the
magnetic field strength on the possibility of obtaining countercurrent flow and multiple flow states in
concurrent upward and downward flows, and the associated flow characteristics, such as velocity
profiles, back-flow phenomena, and pressure gradient, are explored. It is shown that increasing the
magnetic field strength reduces the flow-rate range for which multiple solutions are obtained in
concurrent flows and the flow-rate range where countercurrent flow is feasible.

Keywords: magnetohydrodynamics (MHD); Hartmann flow; two-phase; inclined stratified flow;
gas–liquid; holdup; multiple solutions

1. Introduction

Flows of electrically conducting fluids in an electromagnetic field are found across a
wide variety of phenomena, which are extensively investigated in the field of magnetohy-
drodynamics (MHD) and possess important technological applications (e.g., [1,2]). While
much of the existing research on MHD focuses on single-phase flows, numerous practical
challenges involve multiphase flow systems, particularly within the nuclear and petroleum
industries, geophysics, and MHD power generation [3,4]. Among the applications are
two-phase liquid metal magnetohydrodynamics (LMMHD) generators, which attracted
attention in the industry due to their relatively simple structure, absence of moving parts,
high-efficiency conversion, and reduced environmental pollution [5]. Alongside the liquid
metal, another fluid phase (gas or liquid) is employed to convert thermal energy into
kinematic energy. MHD flows can also transport weakly conducting fluids in microscale
systems, e.g., in the microchannel networks, such as the microchannel networks of lab-
on-a-chip devices [6,7], where the presence of a second non-conductive fluid enhances
the mobility of the conducting fluid. Magnetic field-driven micropumps are in increasing
demand due to their long-term reliability in generating flow, absence of moving parts, low
power requirements, flow reversibility, and efficient mixing [8,9]. In all those applications,
the system performance is dependent on the gas–liquid flow pattern in the channel, and
the stability of the interface between the phases, which have been subject to experimental
and numerical investigations (e.g., [10–14]).
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Since the pioneering works of Hartmann and Lazarus in 1937 [15] the Poiseuille flow of
an electrically conducting fluid in a transverse magnetic field (i.e., Hartmann flow) has been
thoroughly studied in the literature (e.g., [16–19]). Hartmann [20] presented an analytical
solution for the velocity profile of an isothermal laminar flow in an electrically insulated
channel subjected to a wall-normal uniform magnetic field. It was demonstrated that the
magnetic field flattens the velocity profile, a phenomenon often termed the ‘Hartmann
effect’ in the literature. However, the presence of a second phase can drastically affect the
velocity profile and the associated pressure gradient.

Due to the density difference between the phases, a stratified flow configuration is
commonly encountered in both horizontal and inclined conduits. The part of the flow
cross-section area occupied by the heavier fluid is referred to as the holdup, being an
additional characteristic of the flow pattern. Shail [21] investigated the Hartmann flow of a
conducting fluid between two horizontal insulating plates, with a layer of non-conducting
fluid separating the top wall from the conducting fluid. It was discovered that the flow rate
of the conducting fluid can be increased by approximately 30 percent for suitable ratios
of the depths and viscosities of the two fluids used in an electromagnetic pump. Owen
et al. [22] introduced two mechanistic models: a simple homogeneous model and a more
sophisticated film flow model for computing the pressure drop in an MHD two-phase flow
at high Hartmann numbers. Lohrasbi and Sahai [23] derived analytical solutions for the
velocity and temperature profiles in a two-phase laminar steady MHD flow between two
horizontal plates with one conducting phase. Malashetty and Umavathi [24], analytically
investigated a similar system in an inclined channel, solving the nonlinear coupled mo-
mentum and energy equations in both phases. They found that, for a constant thickness of
the layers, increasing the magnetic field has a dampening effect on the velocity of the con-
ducting layer, akin to a single-phase flow. They also noted an increase in the velocity of the
conducting fluid with a decrease in the thickness of the upper electrically non-conducting
layer and/or with an increase in the channel inclination angle. A subsequent study by
Umavathi et al. [25] addressed the magnetohydrodynamic Poiseuille–Couette flow and heat
transfer of two immiscible fluids between inclined parallel plates. However, for isothermal
flow, the effect of the different gravity driving force in the two layers is not considered in
the model equations. Recently, Shah et al. [26] derived approximate analytical solutions for
the velocity and temperature fields of unsteady MHD generalized Couette flows of two
immiscible and electrically conducting fluids flowing between two horizontal electrically
insulated plates subjected to an inclined magnetic field and an axial electric field. In all of
these studies, the problem is solved for a pre-defined flow configuration (i.e., in situ holdup
of the heavy layer and the pressure gradient).

An important issue in the context of two-phase flows is the occurrence of gravity-
driven multiple solutions in inclined channels for a specified two-phase system and fixed
operational conditions. It has been established in the two-phase flow literature [27–30] that
there always exist two possible solutions for the holdup of steady countercurrent flow and
up to three distinct steady-state solutions can be obtained within a limited range of the flow
parameters in concurrent upward- and downward-inclined flows. The existence of multiple
solutions for the holdup for some range of the superficial velocities in liquid–liquid flows
was verified experimentally [28,29], where experimental verification of the existence of
multiple solutions for the holdup within a certain range of superficial velocities in liquid–
liquid flows has been conducted. However, the feasibility of achieving countercurrent flow
in the presence of a magnetic field, and its impact on the potential for multiple stratified
flow configurations in concurrent and countercurrent scenarios has not yet been explored.

In this study, we investigate the Hartmann flow of a conducting fluid between two
parallel insulating plates, with a layer of non-conducting fluid separating the top wall
from the conducting fluid. The presented analytical solution allows for the first time
determination of the in situ holdup and the pressure gradient in horizontal or inclined
channels for a specified two-phase system and fixed operational conditions. We identify
the corresponding dimensionless input parameters that dictate the in situ stratified flow
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configuration. Furthermore, we utilize the solution to examine the impact of the presence
of a second non-conductive layer and the intensity of the magnetic field on the flow
characteristics in concurrent and countercurrent flows of the fluids. Special attention is
given to the potential lubrication and pumping power saving achieved by introducing
the gas phase, as well as to the operational conditions for which multiple solutions can be
obtained for the stratified flow configuration in inclined flows.

2. Two-Phase Horizontal Flow

We consider isothermal, axial, steady and fully developed laminar stratified flow of
two immiscible fluids between two infinite electrically insulating plates positioned at z = 0
and z = H (see Figure 1). Under these conditions, the pressure gradient, G = dp/dx, is the
same in both layers and is constant (e.g., [31]). For horizontal flow, the channel inclination
to the horizontal is β = 0. A plane and smooth interface between the phases is located at
z = h. The lower layer (1) is occupied by an electrically conducting fluid (e.g., mercury),
which is affected by a constant transverse magnetic field B = B0ez, while the upper lighter
fluid is assumed to be non-conductive (e.g., air). Then, the x-component of the momentum
equations in the two layers are as follows (e.g., Shail [21]):

η1
d2u1(z)

dz2 − σ1B2
0u1(z) = G 0 ≤ z ≤ h (1)

η2
d2u2(z)

dz2 = G h ≤ z ≤H (2)

where η1, η2 are the fluids’ viscosities and σ1 is the heavier fluid’s electric conductivity. The
solutions for the velocity profiles are as follows:
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Figure 1. Sketch of the flow configuration and coordinates.

u1

(∼
z
)
= A1cosh

(
Ha
∼
z
)
+ A2sinh

(
Ha
∼
z
)
− G

σ1B2
0

0 ≤ ∼z ≤
∼
h (3)

u2

(∼
z
)
=

GH2

2η2

∼
z

2
+ B1H

∼
z + B2

∼
h ≤ ∼z ≤1 (4)

where
∼
z = z/H,

∼
h = h/H is the conductive (heavier) fluid holdup and Ha is the Hartmann

number Ha = B0H
√

σ1
η1

. Applying no-slip boundary conditions at
∼
z = 0 and

∼
z = 1, and

the continuity of velocities and viscous shear stresses at the fluids’ interface
∼
z =

∼
h yields

the following:

A1 =
G

σ1B2
0

, B2 = −GH2

2η2
− B1H (5)
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A2 =
GH2

η2

−

(
1−
∼
h
)

2 − 1

Ha2η12

(
1−
∼
h
)
[

cosh
(

Ha
∼
h
)
− 1
]
− 1

Ha sinh
(

Ha
∼
h
)

Haη12cosh
(

Ha
∼
h
)
+ 1(

1−
∼
h
) sinh

(
Ha
∼
h
) (6)

B1 =
GH
η2

[
−
∼
h +

1
Ha

sinh
(

Ha
∼
h
)
+ Ha

η1 A2

GH2 cosh
(

Ha
∼
h
)]

(7)

The volumetric flow rates (per unit channel width) in the lower and upper layers are
as follows:

Q1 = H
∫ ∼h

0
u1

(∼
z
)

d
∼
z =

GH3

Ha3η1
sinh

(
Ha
∼
h
)
+

A2H
Ha

[
cosh

(
Ha
∼
h
)
− 1
]
− GH3

∼
h

Ha2η1
(8)

Q2 = H
∫ 1
∼
h

u2

(∼
z
)

d
∼
z =

G H3

6η2

(
−2−

∼
h

3
+ 3
∼
h
)
+

B1H2

2

(
−1−

∼
h

2
+ 2
∼
h
)

(9)

As the left hand side (l.h.s) of both Equations (8) and (9) are proportional to G, the
ratio of Q1/Q2 yields an implicit equation of calculation of the holdup of the conductive

layer in the channel,
∼
h = h/H:

Q12 =
Q1

Q2
=

U1s
U2s

=
1

Ha3

1
η12

sinh
(

Ha
∼
h
)
+ Ha2 A2 η2

GH2

[
cosh

(
Ha
∼
h
)
− 1
]
− Ha

∼
h

η12

1
6

(
−2−

∼
h

3
+ 3
∼
h
)
− B1 η2

2GH

(
1−

∼
h
)2 (10)

where U1,2s = Q1,2/H is the superficial velocity of the fluid in the channel cross-section. In
view of Equations (6) and (7), the following expressions are introduced:

A2 η2
GH2 =

−

(
1−
∼
h
)

2 − 1

Ha2η12

(
1−
∼
h
)
[

cosh
(

Ha
∼
h
)
− 1
]
− 1

Ha sinh
(

Ha
∼
h
)

Haη12cosh
(

Ha
∼
h
)
+ 1(

1−
∼
h
) sinh

(
Ha
∼
h
) (11)

B1 η2
GH

= −
∼
h +

1
Ha

sinh
(

Ha
∼
h
)
+ Ha

η1 A2

GH2 cosh
(

Ha
∼
h
)

(12)

and A2η1
GH2 = η

12
A2η2
GH2 .

The calculation of the flow-rate ratio for a specified holdup via Equation (10) (with
(11) and (12)) is straightforward. However, in practice, the input flow rates of the fluids
are known, whereas the location of the interface is unknown. Equation (10) indicates that
∼
h =

∼
h(Q12, η12, Ha). In the limit of Ha → 0, Equation (10) converge to the expression

obtained for Q12

( ∼
h, η12

)
for a two-layer Poiseuille flow in the absence of a magnetic field

(e.g., [32,33]).
Once Equation (10) is solved for the holdup, the corresponding pressure gradient G

can be determined. For example, using the solution for the holdup in Equation (9) yields
the following:

G =
dp
dx

=
dp f

dx
=

U2s

H2

6η2

(
−2−

∼
h

3
+ 3
∼
h
)
− B1 H

2G

(
1−

∼
h
)2 (13)
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where B1/G is independent of G (see Equation (7)). Obviously, in horizontal flow, the
total pressure gradient is identical to the frictional pressure gradient. The corresponding
dimensionless pressure gradient, P2,0

f P1,0
f , can be obtained by normalizing dp/dx with

respect to the frictional pressure gradient of the single-phase flow of either the lighter or the

heavier fluid obtained in the absence of a magnetic field,
(

dp f /dx
)0

2s,1s
= −12η2,1U2s,1s/H2,

respectively, whereby

P2,0
f =

dp/dx
(

dp f /dx
)0

2s

=
1
2

1
(∼

h
3
− 3
∼
h + 2

)
+

3η2B1
GH

(
1−

∼
h
)2 (14)

P1,0
f =

dp/dx
(

dp f /dx
)0

1s

=
P2,0

f

Q12 η12
(15)

where the first superscript (1 or 2) represents the phase selected to scale the two-phase
pressure gradient, and the second superscript (0) indicates that the pressure gradient in the
absence of a magnetic field is used for the scaling (see also the nomenclature list). Note that
B1 η2
GH is also determined by (Q12, η12, Ha) (see Equation (7)).

The dimensionless pressure gradient that would be obtained in the case of a single-
phase (SP) flow of the conductive (heavier) fluid under the same magnetic field strength
(i.e., the same Ha) is as follows:

P1,0
f s =

(dp/dx)1s(
dp f /dx

)0

1s

=
Ha2

12
[
1− 2

Ha tgh
(

Ha
2

)] (16)

Hence, when scaling the two-phase pressure gradient with respect to the SP flow of
the heavy phase in the presence of the same magnetic field, the dimensionless pressure
gradient is given by the following:

P1
f =

P1,0
f

P1
f s

= 12

∼
G

1,0

Ha2

[
1− 2

Ha
tgh
(

Ha
2

)]
(17)

The corresponding dimensionless pumping power (power factor) required for the
given flow rates is as follows:

Po = P1
f
(U1s + U2s)

U1s
= P1

f (1 + Q21) (18)

Hence, the dimensionless pressure gradient (either P2,0
f , P1,0

f or P1
f ) and the power

factor are also determined in terms of (Q12, η12, Ha).
Finally, upon scaling the velocity with respect to U1s, the dimensionless velocity

profiles are also obtained in terms of those three dimensionless parameters:

∼
u1

(∼
z
)
=

u1(z)
U1s

=
∼
A1

[
cosh

(
Ha
∼
z
)
− 1
]
+
∼
A2sinh

(
Ha
∼
z
)

(19)

∼
u2

(∼
z
)
=

u2(z)
U1s

=
∼
B2

(
∼
z

2 − 1
)
+
∼
B1

(∼
z − 1

)
(20)

with
∼
A1 = −

12P1,0
f

Ha2 ;
∼
B2 = −6η12P1,0

f (21)
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∼
A2 = −12η12P1,0

f

−

(
1−
∼
h
)

2 − 1

Ha2η12

(
1−
∼
h
)
[

cosh
(

Ha
∼
h
)
− 1
]
− 1

Ha sinh
(

Ha
∼
h
)

Haη12cosh
(

Ha
∼
h
)
+ 1(

1−
∼
h
) sinh

(
Ha
∼
h
) (22)

∼
B1 = −12η12P1,0

f

[
−
∼
h +

1
Ha

sinh
(

Ha
∼
h
)
+ Ha

η1 A2

GH2 cosh
(

Ha
∼
h
)]

(23)

3. Two-Phase Inclined Flow

In the case of inclined flow, the momentum equations in the two layers are

η1
d2u1(z)

dz2 − σ1B2
0u1(z) =

dp
dx
− ρ1gsinβ = G1 0 ≤ z ≤ h (24)

η2
d2u2(z)

dz2 =
dp
dx
− ρ2gsinβ = G2 h ≤ z ≤ H (25)

where β is the angle of the channel downward inclination to the horizontal (x is in the
downward direction) and ρ1, ρ2 are the fluids’ densities. The model assumptions are the
same as those indicated in the case of the horizontal channel (see Section 2). The terms
describing the gravity body force, which drives the flow along with the imposed pressure
gradient, are added to the equations. The solution of (24) and (25) for the velocity profile
that satisfies the no-slip boundary conditions at

∼
z = 0 and

∼
z = 1 is as follows:

u1

(∼
z
)
=

G1

σ1B2
0

[
cosh

(
Ha
∼
z
)
− 1
]
+ A2sinh

(
Ha
∼
z
)

0 ≤ ∼z ≤
∼
h (26)

u2

(∼
z
)
=

G2

2η2

(
∼
z

2 − 1
)
+ B1

(∼
z − 1

) ∼
h ≤ z ≤ 1 (27)

Imposing the boundary conditions of velocities and shear stress continuity at the
interface yields the following:

B1H = −G2H2
∼
h

η2
+

G1H2

η2

1
Ha

sinh
(

Ha
∼
h
)
+ A2Haη12 cosh

(
Ha
∼
h
)

(28)

A2 =

−G2 H2

2η2

(
1−

∼
h
)
− G1 H2

Ha2η1

(
1−
∼
h
)
[

cosh
(

Ha
∼
h
)
− 1
]
− G1 H2

Haη2
sinh

(
Ha
∼
h
)

η12Ha cosh
(

Ha
∼
h
)
+ 1(

1−
∼
h
) sinh

(
Ha
∼
h
) (29)

The volumetric fluxes in the lower and upper layers are as follows:

Q1 = U1s H = H
∫ ∼h

0
u1

(∼
z
)

d
∼
z =

G1H3

Ha3η1
sinh

(
Ha
∼
h
)
+

A2H
Ha

[
cosh

(
Ha
∼
h
)
− 1
]
− G1H3

∼
h

Ha2η1
(30)

Q2 = U2sH = H
∫ 1
∼
h

u2

(∼
z
)

d
∼
z = −

(
1−

∼
h
)2
[

G2 H3

6η2

(∼
h + 2

)
+

B1H2

2

]
(31)
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Substituting B1H (Equation (28)) in Equation (31) and dividing Equations (30) and (31)
by U1s yields the following:

1 = −12

∼
G

1,0

1
Ha3 sinh

(
Ha
∼
h
)
+

∼
A2

Ha

[
cosh

(
Ha
∼
h
)
− 1
]
+ 12

∼
G

1,0

1

∼
h

Ha2 , (32)

U2s

U1s
= 2

(
1−

∼
h
)2



∼
G

1,0

2 η12

(∼
h + 2

)
+


−3

∼
G

1,0

2 η12
∼
h +

3
∼
G

1,0

1 η12

Ha
sinh

(
Ha
∼
h
)
− −

∼
A2Haη12

4
cosh

(
Ha
∼
h
)



 (33)

where the following relations were introduced:

G2

U1sη2/H2 = − 12η12G2(
dp f /dx

)0

1s

= −12η12
∼
G

1,0

2 (34)

G1

U1sη1/H2 = − 12G1(
dp f /dx

)0

1s

= −12
∼
G

1,0

1 (35)

and
∼
A2=A2/U1s, which by Equation (29) reads as follows:

∼
A2 = 12

∼
G

1,0

2 η12

(
1−
∼
h
)

2 +
∼
G

1,0

1

Ha2
(

1−
∼
h
)
[

cosh
(

Ha
∼
h
)
− 1
]
+
∼
G

1,0

1 η12
Ha sinh

(
Ha
∼
h
)

Haη12cosh
(

Ha
∼
h
)
+ 1(

1−
∼
h
) sinh

(
Ha
∼
h
) (36)

In principle, once U1s, U2s are known, Equations (32) and (33) can be solved for

the unknown holdup,
∼
h, and pressure gradient, dp/dx, embedded both in

∼
G

1,0

1 and
∼
G

1,0

2 .
However, to reveal the dimensionless parameters of the solution in inclined flows, the
solution form is further manipulated.

The total pressure gradient is a sum of the frictional and gravitational (hydrostatic)
pressure gradients; hence:

dp
dx

=

(
dp
dx

)

f
+

(
dp
dx

)

g
=

(
dp
dx

)

f
+

[
ρ1
∼
h + ρ2

(
1−

∼
h
)]

gsinβ (37)

Therefore:

G2 =
dp
dx
− ρ2gsinβ =

(
dp
dx

)

f
+
∼
h(ρ1 − ρ2)gsinβ (38)

and
∼
G

1,0

2 =
G2(

dp f /dx
)0

1s

=

[∼
P

1,0

f +
∼
hY1,0

]
; Y1,0 =

(ρ1 − ρ2)gsinβ
(

dp f /dx
)0

1s

(39)

where P1,0
f is the dimensionless frictional pressure gradient in the inclined two-phase flow

and Y1,0 is the (a priori known) inclination parameter. Similarly,

G1 =
dp
dx
− ρ1gsinβ =

(
dp
dz

)

f
−
(

1−
∼
h
)
(ρ1 − ρ2)gsinβ (40)
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and
∼
G

1,0

1 =
G1(

dp f /dx
)0

1s

=

[∼
P

1,0

f −
(

1−
∼
h
)

Y1,0
]

(41)

Upon substituting (39) and (41) in Equations (32) and (33) (and in (36)), a solution for

the holdup
∼
h and the dimensionless frictional gradient P1,0

f can be obtained in terms of the

four (a priori known) dimensionless parameters (η12,Q12, Ha, Y1,0). The values of those
parameters are a priori known for a specified two-flow system (i.e., channel geometry and
inclination, fluid properties, and magnetic field intensity).

In fact, Equation (32) can be used to obtain an explicit expression for P1,0
f in terms of

( η12, Ha, Y1,0,
∼
h
)

, which can then be substituted into Equation (33) to obtain an implicit

equation for the holdup. This step is important to explore the possibility of multiple
solutions for prescribed values of the dimensionless parameters, since this becomes rather
straightforward once a single algebraic equation for the holdup is obtained.

In view of Equation (37), the total pressure gradient in inclined flow (normalized with
respect to the frictional pressure gradient of mercury flow in the absence of a magnetic
field) is given by the following:

P1,0 =
dp/dx

(
dp f /dx

)0

1s

= P1,0
f + P1,0

g = P1,0
f +

∼
hY

1,0
+

ρ2

∆ρ
Y1,0 (42)

where the sum of the last two terms on the right hand side (r.h.s) represents the dimen-
sionless hydrostatic pressure gradient, P1,0

g . When normalized with respect to the frictional
pressure gradient obtained for SP flow of the conductive layer under the same magnetic
field,

(
dp f /dx

)
1s

(see Equation (16)), the dimensionless total pressure gradient is then

P1 = P1,0/P1,0
f s , (P 1

f and P1
g are the frictional and hydrostatic components). Note that

the density ratio, ρ12 = ρ1/ρ2, is an additional dimensionless parameter that has to be
prescribed in order to obtain the total pressure and power factors. However, in the case the
lighter (non-conductive) fluid is a gas, the last term on the r.h.s of Equation (42) is negligible

and practically P1,0 ≈
∼
G

1,0

2 .
To examine the effect of the gas layer on the pressure gradient, its value compared to

the total pressure gradient in SP flow of the conductive fluid which develops under the
same Ha is of interest. It is given by the following:

P1T =
P1

1 + ρ2
∆ρ

Y1,0

P1,0
f s

(43)

and the corresponding power factor is Po = P1T(1 + Q21). Once the holdup and pressure
gradient have been obtained, the corresponding dimensionless velocity profile in the two
layers are given by the following:

∼
u1

(∼
z
)
=

u1

(∼
z
)

U1s
=
∼
A1

[
cosh

(
Ha
∼
z
)
− 1
]
+
∼
A2sinh

(
Ha
∼
z
)

(44)

∼
u2

(∼
z
)
=

u2

(∼
z
)

U1s
=
∼
B2

(
∼
z

2 − 1
)
+
∼
B1

(∼
z − 1

)
(45)
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The dimensionless coefficients are given by the following:

∼
A1 = −12

∼
G

1,0

1
Ha2 ;

∼
B2 =

G2H2

2η2U1s
= −6η12

∼
G

1,0

2 (46)

∼
A2 is given in Equation (36) and by using Equation (28):

∼
B1 = 12


∼G

1,0

2 η12
∼
h −

∼
G

1,0

1 η12

Ha
sinh

(
Ha
∼
h
)
+

∼
A2Haη12 cosh

(
Ha
∼
h
)

(47)

4. Results and Discussion

The analytical solution presented in Sections 2 and 3 enables determining the con-
ductive liquid holdup and the dimensionless pressure gradient in MHD two-phase flow
in terms of the set of dimensionless ( η12, Q21, Ha, Y1,0) parameters. The values of these
parameters are determined by the channel geometry, fluid properties, and flow rates, and
are independent of the in situ flow characteristics. Worth noting is that using the above
analytical solution for the calculation of the holdups and velocity profiles appears to be
non-trivial. Due to the hyperbolic functions involved, it is necessary to work with very
large and very small numbers, which poses an accuracy problem for the usual calculations
with 16, and even 32, decimal places. To obtain correct results we had to require 128 or
even 256 decimal places, which was possible when the calculations were performed using
Maple (https://www.maplesoft.com).

The analytical solution obtained is used to explore the effect of the presence of a
second non-conductive (gas) layer and the intensity of the magnetic field on the flow
characteristics in horizontal flows and in concurrent and countercurrent inclined flows of
the fluids. With this aim, we selected two representative two-phase systems—mercury–air
and sodium–argon. Their physical properties are provided in Tables 1 and 2, respectively.
The viscosity ratio of the sodium–argon and the mercury–air systems are η12 = 11.83 and
η12 = 81.87, respectively. The higher value of the latter results from the lower viscosity
of sodium compared to mercury (and somewhat higher viscosity of argon compared to
air). Worth noting is that, for the same Ha number, the magnetic field intensity applied
in the case of mercury flow is about five times larger than that in argon (e.g., B0 = 0.01 T
corresponds to Ha = 5.18 in mercury and to Ha = 25.23 in sodium).

Table 1. Properties of mercury (Hg) and air at room temperature.

Name Notation Mercury (Hg) Air

Density ρ 13,534 kg/m3 1.2 kg/m3

Dynamic viscosity η 0.00149 kg/(m·s) 1.8 × 10−5 kg/(m·s)
Kinematic viscosity ν = η/ρ 1.1 × 10−7 m2/s 1.8 × 10−5 m2/s
Electric conductivity σ 106 1/(Ω·m)

Surface tension γ 0.4589 N/m

Table 2. Properties of liquid sodium (Na) and argon (Ar) at 400 ◦C.

Name Notation Sodium (Na) Argon (Ar)

Density ρ 856 kg/m3 0.713
Dynamic viscosity η 0.000284 kg/(m·s) 2.4 × 10−5

Kinematic viscosity ν = η/ρ 3.32 × 10−7 m2/s 3.37 × 10−5

Electric conductivity σ 4.52 × 106 1/(Ω·m)
Surface tension γ 0.161 N/m
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4.1. Horizontal Channel

In a horizontal channel, Y1,0 = 0, whereby, for specified fluids (i.e., specified η12), the

solutions for the holdup
∼
h and the dimensionless pressure gradient P1,0

f are a function of
the phases’ flow-rate ratio, Q12, and the Hartmann number, Ha.

Figure 2 shows the effect of the magnetic field intensity variation of the holdup with the
gas-to-liquid flow-rate ratio Q21 = U2s/U1s for mercury–air and sodium–argon two-phase
flows. Obviously, the liquid metal holdup decreases with the increase in the gas flow rate,
and is higher in the mercury–air system of the larger viscosity ratio. The effect of the magnetic
field on the holdup becomes significant for Ha > ~1. Due to the slowing down of the flow by
the magnetic damping force, increasing the magnetic field intensity results in a higher holdup
of the liquid metal and attenuates its decline with the increase in the gas flow rate. These
trends are more pronounced for the same Ha in the more viscous mercury–air system.

Figure 3 shows the effect of the magnetic field intensity on the dimensionless frictional
pressure gradient P1,0

f (normalized with respect to the frictional pressure gradient of a single-
phase liquid metal flow with the same U1s, but without a magnetic field, see Equation (15)).
As expected, increasing Ha results in a higher frictional pressure gradient, whereby the P1,0

f
factor reaches a value of ~1000 for Ha = 103.7 (corresponding to B0 = 0.2 T and 0.041 T for
mercury and sodium, respectively). It is well known that, in the absence of a magnetic field,
the introduction of a gas flow to the flow of a viscous liquid can result in a lubrication effect
(e.g., [31]), where P1,0

f < 1 values are obtained for some range of low Q21. The lubrication
effect increases with increasing η12 (approaching a value of 0.25 in the TP geometry for
large η12). For example, in mercury–air flow and Ha = 0, P1,0

f can reach a value of ~0.35

(65% reduction of the pressure gradient) for Q21 = 0.05, and P1,0
f < 1 up to Q21 < ~10 (see

also Figure 4b below for low Ha, which shows the power reduction). Indeed, a reduction
of the pressure gradient factor P1,0

f by the gas flow at low Q21 values is also obtained for
low values of Ha < ~1. However, the figure shows that, in the examined range of Ha > 5,
the presence of a gas layer further augments the pressure gradient factor, P1,0

f , in particular,

when Q21 > 1 and Ha is relatively low. The sensitivity of the P1,0
f factor to the gas flow is

higher for the less viscous sodium–argon system. In both systems and high Ha, the gas
flow rate has a rather small effect on the P1,0

f factor over a wide range of gas flow rates.
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Figure 2. The effect of the magnetic field intensity on the liquid metal holdup,
∼
h. Comparison of

holdup vs. the gas-to-liquid flow-rate ratio in the mercury–air (solid line) and sodium–argon (dashed
line) systems for the same Ha. The range of Ha considered corresponds to B0 = 0.01 T to 0.2 T and
B0 = 0.0020544 T to 0.041088 T in mercury and sodium, respectively.

The lubrication effect of the gas flow is noticed over a wider range of Ha when
examining the P1

f factor (Equation (17)), which is the dimensionless frictional pressure
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gradient normalized with respect to a single-phase liquid metal flow under the same
magnetic field intensity. As shown in Figure 4a, the lubrication effect is more pronounced
in the case of the more viscous mercury, where values of P1

f < 1 are obtained up to Ha~25
for Q21 < 1. The adverse effect of the gas flow on the pressure gradient at Q21 > ~10 is also
reflected in the P1

f factor, which, for the same Ha, is higher for the sodium–argon system.
The lubrication region is more visible in Figure 4b, where the pumping power factor, Po, is
also shown for the mercury–air system for lower Ha (B0 = 0.001 T, Ha = 0.5183). Values of
Po = P1

f (1 + Q21) <1 indicate that pumping power saving can be achieved by introducing

air flow to the conductive liquid flow. Note that for low Q21 Po ∼ P1
f (both approach 1 at

Q21 = 0). As shown in Figure 4b, significant power reduction can be achieved for low Ha.
For example, for Ha = 0.5183, the minimal value Po = 0.3586 is obtained by adding 3.5% air
to the mercury flow. For such low magnetic field strength, the P1

f ∼ P1,0
f and the value of

both is almost the same as that obtained for Ha = 0. The potential for power saving by the
air flow is obviously reduced with increasing the magnetic field strength (negligible for
Ha > 25), and the minimum Po is shifted to lower Q21 values.
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Figure 3. The effect of the magnetic field intensity on the P1,0
f factor (with respect to the pressure

gradient in single-phase liquid metal flow without a magnetic field)—comparison of P1,0
f vs. the

gas-to-liquid flow-rate ratio in the mercury–air (solid line) and sodium–argon (dashed line) systems
for the same Ha.
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Figure 4. The effect of the magnetic field strength on (a) the P1
f factor (with respect to the pressure

gradient in single-phase liquid metal flow under the same magnetic field, see Equation (17))—comparison
of P1

f vs. the gas-to-liquid flow-rate ratio in the mercury–air (solid line) and sodium–argon (dashed
line) systems for the same Ha; (b) the power factor, Po (Equation (18)), vs. the gas-to-liquid flow-rate
ratio in the mercury–air system.
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Further insight into the effect of the gas flow on the holdup and pressure gradient can
be obtained by examining the dimensionless velocity profiles (normalized by the conductive
liquid superficial velocity, U1s). Figure 5a demonstrates the change in the velocity profile
in the mercury–air system when the gas flow rate is increased from Q21 = 1 to 10 for a
constant Ha (=25.92, B0 = 0.05 T). As shown, in both cases, the air moves much faster than
the mercury and its velocity profile is practically parabolic. The velocity gradients at the
upper wall (hence the shear stress) are sharp and obviously increase with the gas flow rate.
The velocity profiles in the mercury are depicted in Figure 5b for a wider range of Q21. The
magnetic field results in a flat velocity profile in the bulk of the mercury layer, with sharp
velocity gradients at the wall and at the interface. As shown, except for very low Q21, the
maximum velocity is in the air layer, whereby, near the interface, the mercury is dragged
by the air flow. The sharp velocity gradients at the interface indicate that high interfacial
shear stresses are involved. Increasing the gas flow rate also results in a higher near-wall
velocity gradient in the mercury. The increase in the wall shear stresses on both channel
walls with the gas flow is reflected in the increased pressure drop factors, P1,0

f and P1
f (in

particular for Q21 > ∼ 10, Figures 3 and 4).
Figure 6 shows that, with increasing the intensity of the magnetic field (for a fixed value

of Q21 = 1), even though the mercury holdup increases, the mercury velocity gradient near
the wall and at the interface becomes steeper, resulting in an increased pressure gradient at
higher Ha. The mercury velocity rapidly grows from the bottom wall and quickly attains
an almost flat profile, like in the single-phase Hartmann flow. However, contrary to the
latter, in the upper part of the mercury layer the velocity does not decay, but steeply grows
towards the air velocity at the interface. The thickness of the gas layer decreases at increased
applied magnetic fields, while its maximum velocity and interfacial shear stress increase.
In the experimental study by Lu et al. [10], such a flow configuration was characterized as a
gas jet. This configuration is likely to enhance mixing between the two phases, potentially
causing the flow regime to gradually transition to a mixed flow.

The effect of Q21 and Ha on the shape of the velocity profile can be deduced by
examining the variation in the maximal velocity and the interfacial velocity. Figure 7a
shows the variation in the maximal velocity in the velocity profile vs. Q21 for various Ha (B0
ranging from 0.001 to 0.1). The range of Q21 where the maximal velocity is in the mercury
layer is indicated by a dashed line, corresponding to the range of flow rates where the
mercury flow drags the air at the interface. In this range of flow rates, the interfacial velocity
is obviously lower than the maximal mercury velocity. However, as shown, this flow range
is limited to low Q21 and diminishes with increasing Ha. Examining the interfacial velocity
in mercury–air flow vs. Q21 for various values of Ha (see Figure 7b) shows that it increases
with increasing Q21, with a rather low sensitivity to the magnetic field strength.
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Figure 5. (a) The effect of the air-to-mercury flow-rate ratio on the dimensionless velocity profile
(scaled with respect to mercury superficial velocity). (b) Enlargement of the mercury domain.
Ha = 25.92. Mercury—red curves, air—blue curves.
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Figure 6. The effect of the magnetic field intensity, Ha, on the mercury dimensionless velocity profile
(scaled with respect to mercury superficial velocity), Q21 = 1. Mercury—red curves, air—blue curves.

Fluids 2024, 9, x FOR PEER REVIEW 12 of 28 
 

flow range is limited to low 𝑄21 and diminishes with increasing Ha. Examining the inter-

facial velocity in mercury–air flow vs. 𝑄21 for various values of Ha (see Figure 7b) shows 

that it increases with increasing 𝑄21, with a rather low sensitivity to the magnetic field 

strength. 

  

Figure 5. (a) The effect of the air-to-mercury flow-rate ratio on the dimensionless velocity profile 

(scaled with respect to mercury superficial velocity). (b) Enlargement of the mercury domain. Ha = 

25.92. Mercury—red curves, air—blue curves. 

 
Figure 6. The effect of the magnetic field intensity, Ha, on the mercury dimensionless velocity profile 

(scaled with respect to mercury superficial velocity), 𝑄21 = 1 . Mercury—red curves, air—blue 

curves. 

  

Figure 7. (a) The dimensionless maximal velocity vs. 𝑄21 for various Ha. The range of 𝑄21 where 

the maximal velocity is in the mercury layer is indicated by the dashed line. For large 𝑄21 values, 

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6

Z

Velocity

Ha=51.84

Ha=25.92

Ha=5.184

Q21=1.0

0

0.2

0.4

0.6

0.8

1

0 20 40 60 80 100 120

Z

Velocity

1
10

Ha=25.92

Q21

(a) 

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6

Z

Velocity

0.001
0.01
0.1
1
10
100

Ha=25.92

Q21

(b) 

1

10

100

1000

0.001 0.01 0.1 1 10 100

M
ax

im
al

 V
el

oc
ity

Q21

Ha=51.84

Ha=25.92

Ha=5.184

Ha=2.592

Ha=0.518

(a) 

0

1

2

3

4

5

6

7

0.001 0.01 0.1 1 10 100

In
te

rf
ac

ia
l v

el
oc

ity

Q21

Ha=51.84
Ha=25.92
Ha=5.184
Ha=2.592
Ha=0.518

(b) 

Figure 7. (a) The dimensionless maximal velocity vs. Q21 for various Ha. The range of Q21 where
the maximal velocity is in the mercury layer is indicated by the dashed line. For large Q21 values,
the maximal velocity is always in the air and increases proportionally to Q0.6737

21 . (b) The interfacial
velocity in mercury–air flow vs. Q21 for various values of Ha.

4.2. Inclined Channel

In inclined channels, the holdup and (dimensionless) frictional pressure gradient (P1,0
f , P1

f

)

are determined by four dimensionless parameters (η12, Q21, Ha, Y1,0). To obtain the total
(dimensionless) pressure gradient factors (P1,0, P1, or P1T; see Equations (42) and (43)) the
hydrostatic pressure gradient contribution should be accounted for. It can be calculated
based on the holdup; however, the density ratio, ρ12 = ρ1/ρ2, is then an additional required
parameter. Depending on the values set for Q21 and Y1,0, concurrent up-flow, concurrent
down-flow or countercurrent flow of the liquid metal and gas are considered. In the follow-
ing, the effects of the system parameters on the flow characteristics are demonstrated by
referring to the mercury–air system, thus fixing the values of η12 = (81.87) and ρ12 (=13,534).

4.2.1. Concurrent Upward Flow

According to the selected flow configuration and coordinates (Figure 1), concurrent
upward flow corresponds to negative values of the superficial velocities, U2s, U1s < 0; hence,
Q21 > 0 and Y1,0 > 0.

Figure 8a shows the effect of the magnetic field intensity on the variation in the holdup
with the air-to-mercury flow-rate ratio for a fixed inclination parameter value of Y1,0 = 2075.25.
The latter corresponds to a constant flow rate of the mercury (U1s = −0.005 m/s) and a slight
upward inclination of the channel, β = 0.2◦ (the channel height is 0.02 m). The variation in
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Q21, in this case, actually corresponds to the change in the air flow rate. A comparison of
Figure 8 with Figure 2 shows the drastic effect of the slight inclination on the holdup. Due
to the retarding gravity force, the metal flow is slowed down. Consequently, even for very
shallow channel inclination and low mercury flow rate, the mercury occupies most of the

flow cross-section over a wide range of air flow rates (
∼
h > 0.9 up to Q21 = ∼200 with low

sensitivity to Ha). The holdup (and the hydrostatic pressure drop) steeply declines with
the air flow rate for Q21 > 2000. Then, for some range of high air flow rates, three different
solutions for the holdup are obtained for the same air (and mercury) flow rates: the high
holdup solution and two additional solutions of lower holdup values. An example of the
triple solution is indicated by the three circles in Figure 8b. With increasing the magnetic
field strength (i.e., higher Ha), the range of air flow rates where a triple solution is obtained
diminishes and is shifted to higher air flow rates (see Figure 8a). For the tested parameter
set, the triple solution is feasible up to Ha∼52 (Bo∼0.1 T). For even higher air flow rates,
beyond the triple-solution region, only a single (low) holdup solution is obtained, and
the sensitivity of its value to the magnetic field intensity is rather low. Figure 8b shows
that, with increasing the mercury flow rate (i.e., reducing Y1,0), the range of gas flow rates
where triple solutions are obtained is shifted to a lower Q21, but becomes narrower. For
|U1s| ≥ 0.1 m/s, only a single solution for the holdup is obtained even for low Ha (=0.518).
For the same flow-rate ratio (Q21 ) the holdup of the mercury layer increases with reducing
the mercury flow rate (i.e., increasing Y1,0).

The possibility of obtaining multiple holdup solutions is typical to gravity-dominated
two-phase systems, where the body force is of the order of the frictional pressure gradient
(or higher), and the forces acting on the fluids can be balanced in more than one flow
configuration. A demonstration of the velocity profiles associated with the three different
solutions for the holdup is shown in Figure 9. The velocity profile in the air flow cross-
section is almost parabolic, whereby the air flow practically determines the values of the
pressure gradient and the interfacial shear stress. In the low holdup solution, the gravity
force acting on the thin mercury layer is low, and the pressure gradient and air shear at
the interface are capable of carrying upward the flow over the entire mercury layer. In
the high holdup solution, the mercury experiences the highest counter-flow body force,
whereby the pressure gradient and the air interfacial shear are insufficient to carry the
entire mercury layer upward. Consequently, a back-flow of the mercury is observed near
the lower channel wall, and the wall shear direction is reversed. As shown in the figure,
the back-flow is reduced in the middle holdup solution, which results in a lower reversed
wall shear.
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Figure 8. Variation in the mercury holdup in concurrent up-flow of mercury and air: (a) Effect of
the magnetic field strength, Ha (Y1,0 = 2075.25, corresponding to U1s = −0.005 m/s β = 0.2◦ and
H = 0.02 m). (b) Effect of the mercury superficial velocity for Ha = 0.518 (Y1,0 values in the range
of 20.75 to 10376). An example of triple solutions is shown by the 3 circles on the holdup curve
corresponding to U1s = −0.005 m/s.
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Figure 9. Velocity profiles (dimensionless) in the 3-holdup solutions of mercury–air up-flow.
(a) (Ha = 0.518, Y1,0 = 2075.25, Q21 = 2× 104 U1s = −0.005 m/s, U2s = −100 m/s. (b) Enlargement
of the velocity profiles in the mercury layer. Mercury—red curves, air—blue curves.

Back-flow of the heavier fluid is a source of instability of the stratified flow configura-
tion, as it introduces a large disturbance at the inlet, where the fluids are introduced into
the channel. The effect of the magnetic field strength on the velocity profiles of the high
and middle holdup solutions is demonstrated in Figure 10 (for Y1,0 = 2075.25

)
. As shown,

due to the magnetic field damping force, increasing Ha reduces the back-flow in both flow
configurations, although the mercury holdup corresponding to the high holdup solution
increases with Ha, and, therefore, is associated with a higher backward gravity force. For
the examined parameters, triple-holdup solutions are obtained up to Ha~18 (B0 = 0.035 T).
For higher Ha, a single (relatively high) holdup solution is obtained, yet with a significant
region of mercury back-flow (e.g., Ha = 51.83 in Figure 10b). The effect of the air flow rate
on the velocity profile in the mercury layer for Ha = 51.84 is demonstrated in Figure 10c,d.
For this magnetic field intensity, a single solution for the holdup is obtained for any Q21.
As shown, although the mercury holdup is reduced with increasing the air flow rate, the
back-flow intensity increases. Note that the same dimensionless velocity profiles would
be obtained for lower superficial velocities of the conductive layer and the gas, provided
the value of Y1,0 is the same (e.g., by referring to a smaller channel size and/or inclination,
and/or density difference), and Q21 and η12 are unchanged.

The effect of the magnetic field strength and the air flow rate on the pressure gradient
is examined in light of Figure 11. As expected, the frictional pressure gradient factor
P1,0

f (scaled with the frictional pressure gradient of single-phase mercury flow for Ha = 0)
increases with Ha (see Figure 11a). Introducing the air flow further increases the frictional
pressure gradient. In fact, at high Q21 (beyond the triple-solution region, corresponding to
the loop in the pressure gradient curves) the increase in the frictional pressure gradient is
dominated by the gas flow and is insensitive to the magnetic field intensity. Examining the
frictional pressure gradient factor P1

f (i.e., scaled with the frictional pressure gradient of
mercury flow under the same Ha, Figure 11b) reveals that the lubrication effect, obtained in
the horizontal channel at low air flow rates (Figure 7b), is lost at even such a slight upward
inclination of the channel. The variation in the hydrostatic pressure gradient factor, P1

g (see
Equation (42)), is shown in Figure 11c. Obviously, for a constant Ha, it follows the trend
of the holdup variation with Q21 (shown in Figure 7). With increasing Ha, the hydrostatic
pressure gradient factor decreases, and values < 1 are reached at high Ha and Q21.
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Figure 10. Velocity profiles (dimensionless) in mercury–air up-flow (Y1,0 = 2075.25, U1s = −0.005 m/s).
(a) Effect of Ha on the mercury velocity profiles in the high and middle holdup solutions (for
U2s = −100 m/s). Triple solutions are obtained up to Ha~18 (b) Velocity profiles in the mercury
layer for higher Ha for U2s = −100 m/s, where a single holdup solution is obtained. (c) Effect of the
air superficial velocity on the mercury velocity profiles at high magnetic field strength, Ha = 51.84
(B0 = 0.1T). (d) Velocity profile in the air layer. Mercury—red curves, air—blue curves.

From the perspective of reducing the pressure gradient by the air flow the values of the
total pressure gradient factor, P1T (i.e., dp/dx normalized with respect to the total pressure
gradient of single-phase mercury flow with the same magnetic field, Equation (43)), should
be examined. Figure 11d shows that, at low Q21, introducing the air flow practically does
not affect the total pressure gradient. However, in the triple-solution region and in its
vicinity, the steep reduction in the mercury holdup (and thus the hydrostatic pressure
gradient), results in a pronounced reduction in the total pressure gradient compared to
the mercury single-phase up-flow (e.g., by a factor of 0.122 at low Ha, and by a factor of
0.285 for B0 = 0.1 T, Ha = 51.83). The potential for pressure drop reduction in this region is
reduced with the increase in the magnetic field strength.

The trends of the variation in the holdup with the channel upward inclination are
similar to those obtained upon changing the mercury flow rate (Figure 8b). Obviously, an
increase in Y1,0 can be affected by reducing the flow rate of the conductive phase (mercury),
by increasing the channel upward inclination, or by increasing the channel size. Figure 12a
shows that, for the same Ha and maintaining the same flow rates of both phases (i.e., same
Q21), the holdup of the conductive layer is higher at a steeper upward channel inclination.
Also, with increasing β, the triple-solution region is shifted to higher air flow rates. In
this region, owing to the lower values of the low and middle holdup solutions at steeper
inclinations, smaller values of the total pressure-gradient factor, P1T , can be obtained (e.g.,
0.00425 for β = 5◦ in Figure 12b). Obviously, the same range of Y1,0 examined in Figure 12a
can be obtained for a lower superficial velocity of the conductive layer in a smaller channel
size, in which case the Q21 range of the triple-solution region corresponds to lower gas
dimensional velocity.

141



Fluids 2024, 9, 129

The concurrent down-flow corresponds to Y1,0 < 0 U1s, U2s > 0 (Q21 > 0). In counter-
current flow, a net downward flow of conductive heavier fluid is considered, namely U1s > 0
and Y1,0 < 0, while the light fluid flows upward (U2s < 0); hence, Q21 < 0. Countercurrent
flow is a basic configuration in many heat and mass transfer systems.
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Figure 11. Effect of the magnetic field strength, Ha, on the pressure gradient in concurrent up-flow
of mercury and air (Y1,0 = 2075.25, corresponding to U1s = −0.005 m/s, β = 0.2◦ and H = 0.02 m).
(a) Frictional pressure gradient factor P1,0

f (with respect to the frictional pressure gradient of SP

mercury flow and Ha = 0). (b,c) Frictional and hydrostatic pressure gradient factor, P1
f and P1

g ,
respectively (with respect to the frictional pressure gradient of SP mercury flow with the same Ha).
(d) Total pressure gradient normalized with respect to the total pressure gradient of SP mercury flow

with the same Ha, P1T = P1/
(

1 + ρ2
∆ρ

Y1,0

P1,0
f s

)
.
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Figure 12. Effect of the channel inclination on the holdup (a) and on the total pressure gradient factor,
P1T (b), for mercury–air flow, Ha = 5.18, U1s = −0.005 m/s, and H = 0.02 m (Y1,0 values in the range
of 2075.25 to 51815.6, corresponding to β ranging from 0.2◦ to 5◦).
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4.2.2. Countercurrent and Concurrent Downward Flows

Figure 13 demonstrates the effect of the magnetic field intensity on the countercur-
rent flow characteristics of mercury and air for a given inclination parameter value of
Y1,0 = −259.1. The latter corresponds to a constant flow rate of the mercury (U1s = 1 m/s)
and a channel inclination of β = 5◦ (the channel height is 0.02 m). The variation in Q21 can
then be attributed to variation in U2s. As shown in the figure, countercurrent flow can be
established for a limited range of sufficiently low (upward) air flow ( Q21 < 0) and magnetic
field strength. In this range, two distinct solutions for the holdup (and the corresponding
flow characteristics) are obtained for fixed flow rates of the air and mercury, which merge
to a single solution at the flooding point, beyond which countercurrent flow is not feasible.
The countercurrent flow region diminishes with increasing Ha. For Ha > 53.7, counter-
current flow of mercury and air is not feasible (see also Figure 15b below). It is worth
noting that the possibility of establishing the two high and low holdup configurations
in the countercurrent region was demonstrated experimentally by Ullmann et al. [28] for
Ha = 0. The flow configuration realized actually depends on the resistance at the heavy
phase outlet. The high holdup configuration is obtained by increasing the resistance at the
outlet while maintaining the same flow rates.
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Figure 13. Countercurrent mercury–air flow—effect of the magnetic field intensity (Ha) and air flow
rate on the countercurrent flow characteristics: (a) Mercury holdup (where the two solutions and
the flooding point for Ha = 25.92 are indicated by circles). (b–d) Frictional and hydrostatic pressure
gradient factors, P1,0

f , P1
f , and −P1

g, respectively. (Y1,0 = −259.1, corresponding to U1s = 1 m/s,
β = 5◦, H = 0.02 m).

Figure 13b,c show the variation in frictional pressure gradient factors P1,0
f , P1

f with
Q21 and Ha. In the countercurrent flow region, the positive values of the frictional pressure
gradient factors are associated with the low-holdup configuration, indicating that the
frictional pressure gradient is dominated by the downward mercury flow. Negative values
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of these factors are obtained (usually, but not exclusively, in the high holdup configuration)
for low Ha (e.g., Ha = 0.518 and 5.18 in Figure 13b), which indicates that the frictional
pressure gradient is dominated by the upward gas flow. With increasing Ha, the difference
between the P1,0

f and P1
f values associated with the low and high holdup configurations

diminishes (both P1,0
f values are positive). With high Ha values, the frictional pressure

gradients become close to that obtained in single-phase mercury flow with the same Ha
(i.e., the P1

f values are close to 1). The corresponding P1,0
f values at high Ha are in the

concurrent flow outside the range of Figure 13b. The downward flow of the mercury is
obviously assisted by the hydrostatic pressure, (dp/dx)g > 0 (P1

g < 0, Figure 13c, and, when

−P1
g > P1

f , no pump is needed to drive the mercury flow.
The difference between the flow characteristics associated with the two-holdup solu-

tions in countercurrent flow can be elucidated by examining the velocity profiles. Figure 14
shows the effect of Ha on the velocity profiles of the two holdup solutions obtained for a
downward flow of mercury (U1s = 1 m/s) and a low upward gas flow
(U2s = −0.05 m/s, Q21 = −0.05). The velocity profiles in the lower holdup solution
(Figure 14a) show that the downward flow of the mercury drags the air downward near
the interface (i.e., air back-flow region). With increasing Ha, the mercury holdup increases
and its (downward) velocity is reduced, resulting in lower air back-flow near the interface.
Figure 14b shows the velocity profiles in the corresponding upper holdup solution. For the
low Q21 considered, the mercury occupies most of the channel, and the air flows in a very
thin layer. Here, the air flow drags the mercury upward near the interface (i.e., mercury
back-flow region). Such velocity profiles are associated with negative values of P1,0

f , P1
f (see

Figure 13b,c). As shown, the mercury back-flow in the upper holdup solution diminishes
with increasing Ha (for Ha = 25.92, the mercury flows downward over the entire layer). As
shown in Figure 13a, for higher upward air flow rates, the thickness of the air layer in the
high holdup solution is much larger. Yet, for low Ha, the mercury back-flow phenomenon
near the interface is sustained over a wide range of negative Q21 corresponding to P1,0

f ,

P1
f < 0 (Figure 13b,c).
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Figure 14. Effect of the magnetic field intensity on the (dimensionless) velocity profiles in the 2-
holdup solutions of mercury–air countercurrent flow: (a) lower holdup solution; (b) upper holdup
solution (Y1,0 = −259.1, corresponding to U1s = 1 m/s, U2s = −0.05 m/s β = 5◦ H = 0.02 m).
Mercury- red curves, air-blue curves.

The variation in the holdup with the magnetic field intensity in concurrent down-flow
of mercury and air is elucidated in view of Figure 15 (Y1,0 = −259.1, corresponding to
U1s = 1 m/s, β=5◦, H = 0.02 m). Figure 15a implies that, apparently, a single solution
for the holdup is obtained for specified Ha and Q21. As expected, the holdup increases
with Ha and is reduced by increasing the air flow rate. However, the enlargement of the

144



Fluids 2024, 9, 129

region of high holdups and low Q21 (Figure 15b) shows that two additional solutions of
higher holdups can be obtained in the range of Ha < 53.92. This range of Ha is slightly
higher than the maximal Ha value for obtaining countercurrent flow (Ha~53.7). However,
independently of the magnetic field intensity, for the tested inclination parameter value(
Y1,0 = −259.1

)
, already, only the low holdup solution branch persists in the concurrent

flow for Q21 > 0.006. Note that the same inclination parameter can be obtained for lower
mercury superficial velocity, lower channel inclination, or smaller channel height.

The frictional pressure gradient factor P1
f is shown in Figure 15c. For low Ha, and

(even low) Q21 values, which are already outside the triple-solution region (see Figure 15a),
the low mercury holdup solution is associated with higher frictional pressure gradients
compared to single-phase mercury flow under the same Ha. The effect of the airflow on
the frictional pressure gradient diminishes with increasing Ha. Enlargement of the low Q21
(triple solution) region is shown in Figure 15c, where P1

f values associated with the two
additional high holdup solutions at low Q21 are shown (e.g., for Ha = 25.92 and 51.84). The
two high holdup solutions in the triple-solution regions correspond to P1

f ∼ 1 (only slightly
lower than the frictional pressure gradients of single-phase mercury under the same Ha)
and are lower than that obtained for the low holdup solution. For sufficiently high Ha, only
a single holdup solution is obtained in the entire concurrent down-flow region, for which
the dimensionless frictional pressure gradient values are only slightly lower than 1 at low
Q21, due to the air lubrication effect. Practically, for large Ha, the frictional pressure gradient
factor, P1

f , in the concurrent region, is of the order of 1 in a wide range of Q21. For example,
for Q21 = 200, the frictional pressure gradient is only about 5% larger than the single-phase
mercury flow. Obviously, it then keeps increasing with further increase in the air flow rate.
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Figure 15. Concurrent mercury–air down-flow—effect of the magnetic field intensity (Ha) and air
flow rate on the concurrent flow characteristics: (a,b) Mercury holdup. (c,d) Frictional pressure
gradient factor, P1

f . The r.h.s. figures show enlargement of the low Q21 region. (Y1,0 = −259.1,
corresponding to U1s = 1 m/s, β = 5◦, H = 0.02 m.)
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The difference between the velocity profiles of the three holdup solutions in concurrent
down-flow is demonstrated in Figure 16. As shown, the velocity profile of the lower
holdup solution (Figure 16a) is similar to that of the lower solution in countercurrent flow
(Figure 14a). The difference is that here the net flow of air is downward, while there is a
region of upward (back-flow) of the air near the upper channel surface. The steep mercury
velocity gradient at the wall at low Ha is responsible for the large frictional pressure gradient
associated with the lower holdup solution discussed above (with reference to Figure 15c).
With increasing Ha, the holdup of the mercury increases, its velocity is reduced, and the
velocity profile is flatter and becomes more similar to that observed in single-phase mercury
flow under the same Ha. The back-flow in the thinner air layer diminishes, and eventually,
for sufficiently large Ha, the flow in the entire gas layer is downward, and only one solution
exists. A similar effect of Ha on the mercury velocity profile is observed in the middle
and high holdup solutions (the latter is not shown), as both correspond to high mercury
holdup and the velocity profiles in the mercury layer are similar. The main difference in
the velocity profile of the middle and high holdup configurations is in the air layer (shown
in Figure 16c,d). While in the upper solution, the flow in the entire air layer is downward
for all Ha; in the middle holdup solution, back-flow of the air is still obtained. The increase
in the mercury holdup with Ha results in a higher (positive) hydrostatic pressure gradient,
which facilitates the downward flow of the heavier conductive liquid. Due to the opposite
sign of the hydrostatic and frictional pressure gradient in concurrent down-flow, and
also in countercurrent flow, the interpretation of the total pressure gradient value is more
complicated than in concurrent up-flow. For example, for a specified single-phase flow
rate of mercury in the particular channel size considered, the hydrostatic (dimensional)
pressure gradient can be larger than the (negative) frictional pressure gradient. Hence, the
total pressure gradient can attain positive values, indicating that the specified mercury
flowrate is entirely driven by gravity. In fact, a restriction (valve) at the channel outlet is
required to maintain the specified flow rate.

To analyze the effect of the air flow and the magnetic field intensity on the total
pressure gradient, in concurrent down-flow and countercurrent flow, the values of dp/dx
are normalized with respect to the hydrostatic pressure gradient in single-phase mercury
flow, i.e., πT =

(
dp
dx

)
/(ρ1gsinβ). The obtained πT values are shown in Figure 17. The effect

of the air flow rate on the total pressure gradient is demonstrated in Figure 17a, where
the πT values are depicted vs. Q21. Positive values are obtained in the countercurrent
flow region (as long as the magnitude of the magnetic field is low enough to enable
countercurrent flow), indicating that the specified mercury downward flowrate is also
entirely driven by gravity in the presence of air upward gas flow. Figure 17b shows the πT
values when presented vs. the mercury holdup. The range of holdups that correspond to
countercurrent flow extends from a holdup of almost 1 (marked by a square) to the holdup
for which πT = 0 (marked by a diamond). For this holdup, the frictional pressure gradient
for the air–mercury system with the specified mercury flow rate (i.e., specified Y1,0) is
exactly balanced by the hydrostatic pressure gradient. This point corresponds to the lowest
holdup solution obtained for Q21 = 0 (see Figure 13a), where the air is circulating in the
channel with a zero net flow. The high holdup configuration (indicated by the squares)
at Q21 = 0 also corresponds to gas circulation in the channel, however, with πT > 0 (see
Figure 17a). As shown in Figure 17b, the holdup range of countercurrent flow diminishes
with increasing Ha. Countercurrent flow is feasible for magnetic field intensities below a
critical value, for which the πT value for single-phase mercury flow (i.e., holdup = 1) is 0
(i.e., the frictional pressure gradient for the single-phase mercury flow is balanced by the
hydrostatic pressure gradient). For a higher Ha, the single-phase dimensionless pressure
gradient is <1, and a pump is needed to drive the mercury flow, whereby countercurrent
flow of air becomes unfeasible.
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Figure 16. Effect of the magnetic field intensity on the (dimensionless) velocity profiles in the 3-
holdup solutions of mercury–air concurrent down-flow: (a) lower holdup solution (for Ha = 17.97
only one solution exists); (b) middle holdup solution; (c,d) enlargement of the air velocity profile
in the middle and upper holdup solutions. (U1s = 0.005 m/s and Y1,0 = −25.91, corresponding to
U1s = 10 m/s, β = 5◦, H = 0.02 m.) Mercury—red curves, air—blue curves.
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Figure 17. The effect of the magnetic field intensity (Ha) and the air flow rate (Q21) on the dimension-
less total pressure gradient factor πT (normalized by the hydrostatic pressure gradient in single-phase
mercury flow) in concurrent down-flow and countercurrent flow (Y1,0 = −259.1, corresponding to
U1s = 1 m/s, β = 5◦, H = 0.02 m). (a) πT vs. Q21 for various Ha. (b) πT vs. the holdup. For each Ha
the countercurrent flow extends from a holdup of almost 1 (marked by squares) to the holdup for
which πT = 0 (marked by diamonds).

The negative values of πT in Figure 17 correspond to concurrent down-flow, and in the
triple-solution region they correspond to the lower holdup solution. The figure shows that
these πT values become more negative as the magnitude of the magnetic field strength and/or
the downward air flow are increased, indicating that higher pumping power is needed to
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drive the concurrent downward mercury–air flow. For Ha values for which triple solutions in
concurrent down-flow are feasible, the πT values of the two high holdup solutions (which
are close to 1, and cannot be distinguished in Figure 17b) are positive, and are only slightly
lower than the πT value of single-phase mercury flow for the same Ha. This indicates that in
these configurations the mercury–air down-flow is driven by gravity. It is worth noting that
the correspondence of πT = 0 and the low holdup solution of countercurrent flow at Q21 = 0
is valid in cases of ρ2/∆ρ � 1. Otherwise, values πT > 0 can also be obtained in the low
holdup solution at Q21 = 0 as well as in concurrent flow (Q21 > 0).

The effect of channel inclination on the holdup and the total pressure gradient factor,
πT , in both countercurrent and concurrent downward flow is illustrated in Figure 18. The
range of β = 0.5◦ to 10◦ corresponds to Y1,0 = −25.94 to −516.2. Decreasing the channel
inclination reduces the range of airflow rates for countercurrent flow (Figure 18a). With
decreasing channel inclination, the thickness of the mercury layer associated with the high
holdup solution decreases, while thicker mercury layers are associated with the low holdup
solution. Conversely, at shallower inclinations, the range where a triple-holdup solution is
obtained in concurrent downward flow extends over a wider range of downward airflow
rates (refer to Figure 18b, which depicts an enlargement of the high holdup region at
low Q21; the corresponding low holdup solution is shown in Figure 18a). While the total
pressure gradient factor (πT) of the high and middle solutions is positive (values close to
1 for all the examined inclinations, Figure 18d), the πT value of the low holdup solution
becomes more negative at shallower channel inclinations (see Figure 18c). This indicates
that a pump is required to propel the concurrent downward mercury–air flow over most of
the range of Q21 > 0, where the low holdup is the only solution of the flow equations.
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Figure 18. The effect of the channel inclination and the air flow rate (Q21) on the holdup (a,b) and
dimensionless total pressure gradient factor πT (c,d) in countercurrent and concurrent down-flow.
The r.h.s. figures are enlargement of the low Q21 to show the holdup and πT values of the high
and middle holdup solutions in the triple-solution region of concurrent down-flow (Ha = 5.184,
U1s = 0.005 m/s; the values of Y1,0 correspond to β = 0.5◦, 1◦, 2◦, 5◦, 10◦).
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The influence of channel inclination on the flow characteristics illustrated in Figure 18
can be used to anticipate the effect of the mercury flow rate or the density of the conductive
fluid. This is evident from the fact that the same variation in Y1,0 can be achieved by
adjusting the mercury flow rate while keeping β constant, or by altering the density of the
conductive layer (ρ2 is significantly less than ρ1 and has minimal impact on the density
difference). It is noteworthy that increasing the viscosity of the lighter layer (i.e., reducing
η12) has a similar effect to channel inclination (though not depicted), as it diminishes the
countercurrent flow region and marginally expands the range of Q21 for triple solutions
in concurrent down-flow. However, for higher η2, the value of the single (low) holdup
solution in concurrent down-flow (at a specified Q21) is reduced. On the other hand, the
impact of altering η1 is more complex, as it also affects the values of Ha and Y1,0, and thus
necessitates specific examination of the particular two-phase system of interest.

4.3. Numerical Calculations

As already mentioned above, the hyperbolic functions involved in the analytical
solutions pose an accuracy problem for usual calculations with 16, and even 32, decimal
places. To obtain correct results, the calculations were carried out in Maple with 128 or
256 decimal places. For example, consider the mercury–air system with H = 0.2 m, B0 =
0.1 T. The holdup noticeably decreases below 1 for Q21 = 100 and larger. The correct holdup
values are calculated using 256 floating point digits, which yields h = 0.962, 0.919, 0.829,
and 0.645 for Q121 = 102, 103, 104, and 105, respectively. The inaccurate results calculated
by Maple using 128 digits are 0.594, 0.590, 0.585, and 0.579, respectively.

An alternative method of calculation of the holdups and the associated velocity profiles
and pressure gradients is a numerical solution of the flow, Equations (1), (2), (24), and (25).
The numerical schemes do not involve evaluation of the hyperbolic functions, and therefore
can be carried out with a usual floating-point precision. We obtained numerical solutions
using the finite difference and Chebyshev collocation methods. The Chebyshev collocation
method is the same as that presented in [33], and the finite difference method applies
central differences on an arbitrary stretched grid. The holdups and pressure drops are
calculated using the superposition principle and the secant method as described in [34,35].

For the above example, using the finite difference method for the above parameters
and at all values of Q21 considered, the holdup converges to the value obtained by the
analytical solution within the fourth decimal place with 200 uniformly distributed grid
points, and within the fifth place with 700 points. Trying to improve the convergence, we
applied the tanh stretching,

x ← 0.5 + 0.5
tanh[s(x− 0.5)]

tanh(0.5s)
, (48)

near the boundaries and the interface. However, with the stretching parameter gradually
increased up to s = 3, we did not observe any noticeable improvement in the convergence.

The Chebyshev collocation method exhibits much faster, spectral convergence. Thus,
for the same test cases, convergence within four decimal places is reached with the trun-
cated series of 50 polynomials, while beyond 90 polynomials eight decimal places are
readily converged. Obviously, the analytical solution is important for the validation of the
numerical results and for assuring that all possible solutions are considered in inclined
flows, where multiple steady-state configurations are feasible. An example of the holdup
convergence study and comparison with the analytic solution is presented in Appendix A.

It is emphasized that, for example, the numerical study of stability of these flows
is preferably conducted by using the Chebyshev collocation method, as demonstrated
in [32,33]. At the same time, consideration of two-phase flows in bounded rectangular
ducts or circular pipes (see [34,35]) will require lower-order methods. In these cases,
the present results on convergence of the finite difference method will help estimate the
computational resources required.
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5. Concluding Remarks

We analyzed the characteristics of two-phase laminar stratified flows in horizontal
and inclined channels under the effect of a transverse magnetic field, when the lower,
heavier liquid is electrically conducting while the upper fluid is an electric insulator. The
simplified channel geometry of two infinite parallel plates is considered, allowing for
analytical solutions, and thus facilitating the analysis of system parameters’ effects on flow
characteristics.

The flow is defined by prescribed flow rates of the fluids so that the pressure gradient
needed to drive the flow, as well as the conducting layer holdup, is obtained together with
the solution of the whole problem. We focused on two main issues:

(a) The effect of the magnetic field on the liquid metal holdup and the pressure gradient
driving the flow for prescribed flow rates of the fluids.

(b) The effect of the magnetic field on the multiple states (i.e., different holdups, pressure
gradients, etc., for the same operational conditions), which, under certain conditions,
may exist in inclined stratified two-phase flows.

The main conclusions are as follows:

(1) In horizontal flow, there exists a single state whose holdup increases with the increase
in magnetic field strength. This increase is explained by the slowing down of the
flow by the magnetic damping force. This effect is also valid in concurrent upward
and downward flows for operational conditions that correspond to a single holdup
solution of the flow governing equations.

(2) In inclined concurrent flows, the high-density difference between the liquid metal and
the gas results in high sensitivity of the flow configuration to the channel inclination,
which allows for multiple states (three) for fixed flow rates under low-to-moderate
magnetic field intensities.

(3) In the triple-solution region, growth of the magnetic field strength leads to an in-
crease in the lower and upper holdup values, but to a decrease in the holdup of the
middle solution.

(4) The triple-solution regions are associated with the possibility of a back-flow region
(downward) of the heavy phase near the lower wall in upward flow, and a back-flow
region (upward) of the gas near the upper wall. However, back-flow is not exclusively
associated with multiple solutions and can also be obtained under conditions where a
single solution exists.

(5) Back-flow is a source of instability of the stratified flow configuration, as it introduces
a large disturbance at the inlet, where the fluids are introduced into the channel. It
can result in the formation of liquid metal slugs in an upward flow or entrainment of
the gas into the liquid in a downward flow.

(6) The magnetic field weakens the back-flow, and the velocity profile of the liquid metal
flattens. Consequently, the ranges of flow rates where multiple solutions exist narrow,
and then disappear in strong magnetic fields. In this respect, a magnetic field stabilizes
the single holdup flow configuration.

(7) In countercurrent flow, two distinct states exist up to a certain value of the phase’s
flow-rate ratio, beyond which countercurrent flow is impossible. In most cases, in the
state of the smaller holdup, the heavier liquid metal drags the lighter one near the
interface, while in the other state of a larger holdup, the thinner gas layer drags the
liquid metal near the interface.

(8) With the increase in magnetic field strength, the countercurrent region diminishes,
and beyond a certain Hartmann number, countercurrent flow is not feasible.

(9) Compared to the classical single-phase Poiseuille flow, the magnetic field damping
force increases the pressure gradient needed to reach the same flow rate. In liquid
metal–gas horizontal stratified flows, the addition of a gas layer may yield a lubrica-
tion effect so that, compared to the single-phase Hartmann flow, the same flow rate of
the metal liquid can be reached with a smaller pressure gradient.
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(10) In horizontal flows, the lubrication effect increases with increasing the liquid–metal/gas
viscosity ratio and can reach about 75% pressure gradient reduction with high viscos-
ity liquid metal under low magnetic field strength. The maximal lubrication effect is
reached by adding a few percent gas flow rate to that of the liquid metal flow rate, and
therefore can also be associated with pumping power reduction. However, the lubri-
cation effect diminishes with increasing the Hartmann number (e.g., for mercury–air
flow, it becomes insignificant for Ha > 25).

(11) In upward concurrent flow, the introduction of gas flow does not result in a lubrication
effect and, in fact, increases the frictional pressure gradient. However, as the hydro-
static pressure gradient is reduced in the presence of a gas layer, the total pressure
gradient can be significantly reduced. Indeed, a reduction in the total pressure gradient
compared to the single-phase flow of the liquid metal is obtained in the triple-solution
region and its vicinity. As this region is associated with high gas/liquid flow-rate ratios,
power reduction may not be obtained. In any case, the potential for a pressure drop
reduction in this region is reduced with the increase in the magnetic field strength.

(12) In concurrent downward flow, the addition of the gas layer also has a small effect on
the frictional pressure gradient in the triple-solution region. However, as the driving
force of the hydrostatic pressure is reduced in the presence of a gas layer, there is no
benefit to adding gas to the flow of the liquid metal.

(13) In countercurrent flows, the frictional pressure gradient is higher in the state of the
smaller holdup. In both states, it is larger than in single-phase mercury flow under
the same magnetic field strength.

The analytical solution has been used to validate the results obtained by the numerical
solution of the flow equations, which is intended to be used for studying the effect of
the magnetic field on the stability of the laminar stratified flow pattern in horizontal and
inclined flows.
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Nomenclature

Latin Symbols
B0 magnetic field flux kg/(s2−A)
g gravitational acceleration m/s2

G pressure gradient,= dp/dx Pa/m
h height of interface plane m/s
∼
h Holdup,= h/H -
H channel height -
Ha Hartmann number,= B0H

√
σ1/η1 -

p pressure Pa
P dimensionless pressure gradient -
Po dimensionless pumping power -
Q volumetric flow rate m3/(m−s)
u velocity m/s
∼
u dimensionless velocity, = u/U1s -
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U1s,2s superficial velocity,= Q1,2/H m/s
x horizontal coordinate m
Y inclination parameter, defined in Equation (39) -
z vertical coordinate m
∼
z dimensionless vertical coordinate,= z/H -
Greek letters
β channel inclination angle to the horizontal
η dynamic viscosity kg/(m-s)
π dimensionless pressure gradient normalized by the -

hydrostatic pressure gradient of single-phase flow
ρ density kg/m3

σ electric conductivity 1/(Ω-m)
Subscripts
1 lower phase (conductive fluid)
2 upper phase (gas)
12, 21 ratio (e.g., η12 = η1/ η2 )
f frictional pressure
g gravitational (hydrostatic) pressure
s single phase
Superscripts
0 value without magnetic field is used for normalization
1,2 value in single-phase flow of fluid 1,2 is used for normalization
T normalized by the total pressure gradient in single-phase flow

Appendix A

Comparison between analytical and numerical solution for B0 = 0.1T, s = 3.

Finite Differences Chebyshev Collocation Analytical

Q12
Number of
Grid Nodes

Holdup
Number of
Collocation

Points
Holdup Holdup

10−6 20 0.2953 10 0.2067
50 0.2944 20 0.2885

100 0.2942 50 0.2940
200 0.2941 100 0.2940
500 0.2941 150 0.2940

1000 0.2940 200 0.2940 0.2940

10−4 20 0.8303 10 0.7694
50 0.8296 20 0.8253

100 0.8294 50 0.8293
200 0.8293 100 0.8293
500 0.8293 150 0.8293

1000 0.8293 200 0.8293 0.8293

10−2 20 0.9626 10 0.9582
50 0.9624 20 0.9621

100 0.9624 50 0.9624
200 0.9624 100 0.9624
500 0.9624 150 0.9624

1000 0.9624 200 0.9624 0.9624

1 20 0.9919 10 0.9918
50 0.9919 20 0.9919

100 0.9919 50 0.9919
200 0.9919 100 0.9919
500 0.9919 150 0.9919

1000 0.9919 200 0.9919 0.9919
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Abstract: This work demonstrates the use of an ultrasonic methodology to monitor bubble density in
a water column. A flow regime with droplet size distribution between 0.2 and 2 mm was studied.
This range is of particular interest because it frequently appears in industrial flows. Ultrasound is
typically used when the size of the bubbles is much larger than the wavelength (low frequency limit).
In this study, the radius of the bubbles ranges between 0.6 and 6.8 times the wavelength, where wave
propagation becomes a complex phenomenon, making existing analytical methods difficult to apply.
Measurements in transmission–reception mode with ultrasonic transducers operating at frequencies
of 2.25 and 5.0 MHz were carried out for different superficial velocities. The results showed that
a time-averaging scheme is necessary and that wave parameters such as propagation velocity and
the slope of the phase spectrum are related to the number of bubbles in the column. The proposed
methodology has the potential for application in industrial environments.

Keywords: bubble column; ultrasonic spectrometry; digital image processing; heterogeneous flow
monitoring

1. Introduction

Bubbly flows are integral to a variety of industrial operations, including alloy pro-
duction, two-phase heat exchangers, reactor aeration and agitation, flotation equipment,
and bubble column reactors. Bubble columns, where numerous gas bubbles travel upward
through a liquid, are commonly utilized in the chemical, petrochemical, and biotechnologi-
cal industries. These reactors play a crucial role in chemical processes like Fischer–Tropsch
synthesis, fine chemical manufacturing, oxidation reactions, coal liquefaction, and fermen-
tation [1]. Bubble column reactors are favored due to their simple construction and the
absence of mechanically moving parts, which facilitates easy maintenance and lowers
operating costs. Additionally, these reactors offer large interfacial areas and high transport
rates, resulting in superior heat and mass transfer efficiency. This makes them highly
effective for processes requiring significant interaction between gas and liquid phases [2].

In a bubble column, there are two different flow regimes depending on the superficial
gas velocity U (the volumetric flow of air divided by the cross-sectional area of the column).
By increasing U, an increase in the gas holdup ε (the number of bubbles per unit of volume)
is observed. At the beginning, this increase is almost proportional and the homogeneous
bubbly flow regime occurs, where the distribution of bubble sizes is narrow (1–7 mm) and
the gas rise velocity is low, although trajectories of individual bubbles experience non-linear
instabilities [3]. Above a transition superficial gas velocity, the coalescence phenomenon
becomes important and large bubbles form and rise at a higher velocity. In this case, a
heterogeneous or churn-turbulent flow regime occurs, with small bubbles that coexist with
much larger ones (20–70 mm), and important horizontal velocity components are present,
generating the mixing of the liquid phase [4,5]. When the gas in a vertical pipe occupies
almost the entire cross section, this bullet-shaped bubble is called a Taylor bubble [6].
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In a homogeneous bubbly flow, the individual bubbles move through the continuous
liquid phase at low liquid superficial velocities and the interaction between them is negligi-
ble [7]. These kind of flows are found in boiling water nuclear reactors, steam generators,
and refrigeration and air conditioning equipment [8]. On the other hand, the addition
of bubbles in some industrial processes has been shown to be beneficial, for example, by
increasing the efficiency of mixing or heat transfer between fluids, and the reaction rate
in chemical reactors [9]. Therefore, the characterization or monitoring of these flows is
important for the chemical, pharmaceutical, nuclear, and petrochemical industries. Another
important area is environmental sciences, where the measurement of greenhouse gases
migrating from the seafloor is an important topic [10].

For the characterization or monitoring of bubbly flows optical, electrical, and acoustical
techniques have been used. In the case of optics, laser scattering [11] and laser-induced
fluorescence [12] allow the density and relative size of the bubbles to be inferred. The
passage of bubbles at a position in the column can be determined using an optical fiber
immersed in the liquid [13], and this frequency can be related to the density of bubbles in
the column. The pulse-light velocimetry (PLV) technique allows more precise measurement
of bubble size and velocity [14], but the implementation of this technique requires expensive
equipment and laboratory conditions. On the other hand, a relatively cheap and easy-
to-implement technique is based on the digital processing of images captured with high-
speed cameras. Edge detection algorithms are used to calculate the bubble density [15].
Overlapping, grouping, and irregular shapes of the bubbles are problems that are not easy to
solve. To obtain accurate values, more than one camera and elaborate processing algorithms
are needed [16,17]. However, the main disadvantage of optical methods is the opaqueness
of many flows of interest. In this case, the use of x-rays has allowed the characterization
of multi-phase flows [18]. But the measurement process can be complicated, requiring
the capture and analysis of several planes or prior knowledge of some flow parameters.
Furthermore, X-rays are a form of ionizing radiation that is harmful to life.

In the electrical case, measurements of the electric impedance in pairs of electrodes
and the conductance in wire meshes are the main sensing approaches. The measurement of
electrical impedance through a set of electrodes in contact with the medium under study
is a cheap and relatively easy-to-implement technique that has gained attention in recent
years [19]. Works related to the characterization of the stratified bubble flows and the study
of the cavitation phenomenon are interesting examples [20]. These works use a single pair
of electrodes, or a small number of them, to determine the electrical impedance at a certain
frequency or range of working frequencies. The electrical impedance data can be related
to the physical properties of the medium, and the flow dynamics can be analyzed using
the temporal signal obtained. When a large number of electrodes are used, an image can
be generated by solving an inverse problem. This technique is called electrical impedance
tomography and it has been used to characterize multiphase flows [21–23]. In the case of
wire-mesh tomography, the electrodes are wires arranged in a mesh pattern. Each crossing
point of the wires serves as a sensing point [24]. In this case, the measurement is direct,
and therefore, no reconstruction algorithms are needed. The resolution depends on the
number of wires, and the data processing is fast, allowing for the measurement of hundreds
of frames per second [25]. Although the electrical technique has much potential, its main
disadvantage is that small chemical changes in the medium and material deposits on the
electrodes or wires can affect the measurement.

Acoustical techniques use ultrasonic waves to infer the physical properties of the
medium. Their main advantages are their capability to penetrate opaque media where
optical techniques are not useful, the absence of ionizing radiation, and the fact that the
required equipment is relatively simple and cheap [26]. In this respect, the ultrasonic
characterization of heterogeneous media such as gas–liquid mixtures and immiscible
liquids (emulsions) has been a topic of interest in recent years. Most of the works reported
in the literature have been carried out with the limits of low frequency (r/λ� 1) and a low
concentration of the dispersed phase [27–29]. Under these conditions, the propagation of
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ultrasonic waves is well behaved and there are analytical models that allow us to determine
the droplet size spectrum from the ultrasonic signals. For example, these methods have
been fundamental in the development and study of the contrast agents used in medical
ultrasonography. These agents are fluids containing gas-filled microbubbles [30]. However,
when the dispersed-phase droplets are of comparable (r/λ ∼ 1) or larger (r/λ� 1) size
than the wavelength, which is called the high-frequency limit, the propagation of ultrasonic
waves becomes complicated. In these cases, there is an important interaction between the
waves and the bubbles, generating large variations in the amplitude, and to a lesser extent
in its phase, of the receiving waves. This behavior can be almost chaotic and the reception
signal could even disappear.

Some works dealing with relatively large droplet sizes have been published in the
literature. For instance, ultrasonic devices were developed to detect bubbles in the blood-
stream [31]. The possibility of using common ultrasonic flow meters to determine the size
of gas bubbles flowing through the pipe was evaluated, but it was only possible to obtain
qualitative results [32]. The use of ultrasound and neural networks for the interpretation
of data in the characterization of bubble flows in a water column was also reported. The
bubble size was large (r/λ ∼ 65) and a normalization scheme for the amplitude spectra [33]
was used. Another work compared the analysis of ultrasound images obtained with a
phased array and optical images for the characterization of a bubble flow, achieving similar
results with both methods [10].

In this work, an ultrasonic methodology for bubble density monitoring in a water col-
umn is proposed. Measurements in transmission–reception mode and working frequencies
of 2.25 and 5.0 MHz were carried out for different values of superficial gas velocity. Digital
image processing allowed the characterization of the bubble flow, showing a droplet size
distribution between 0.4 and 2.0 mm (0.6 ≤ r/λ ≤ 6.8), almost independent of bubble
density. By modifying the power supply voltage of the peristaltic pump it was possible
to vary the amount of bubbles in the column. A signal-averaging scheme allowed us to
circumvent the problem of large amplitude variations at reception. It was found that wave
parameters such as the slope of the phase spectrum and the propagation velocity are closely
related to the number of bubbles in the column, allowing the real-time monitoring of the
bubbly flow. The proposed methodology is relatively simple and reliable, with potential
for industrial application.

2. Materials and Methods
2.1. Experimental Setup

Figure 1 shows a scheme of the experimental setup, including the water column. The
ultrasonic transducers were installed at half the height of the column, with metal brackets
screwed to the acrylic wall to maintain alignment. The distance between the radiating
surface of the transducers was approximately 151 mm. The column was filled with water
to a level of approximately 160 mm above the transducers. A porous stone (diffuser) of the
type used in decorative aquariums was installed at the bottom. The air was injected using
a positive displacement pump (peristaltic pump) driven by a direct current (DC) motor
powered by a laboratory power supply. The amount of bubbles in the column depended
on the excitation voltage of the DC motor.

The transducers were driven by an ultrasonic pulse/receiver (Olympus 5077PR, Olym-
pus NDT, Waltham, MA, USA), which excited the emitter with a high-voltage and short-
duration pulse, and at the same time, amplified the signals that reached the receiver with
gains of up to 40 dB. A digital oscilloscope with a bandwidth of 200 MHz (Keysight
DSOX2022A, Keysight, Santa Rosa, CA, USA) synchronized with the pulser/receiver al-
lowed the signals to be visualized and digitized. The ultrasonic signals were transferred to
desktop computers through the LAN network and stored for later processing in Matlab
(R2018b). All tests were carried out in a laboratory at room temperature, which was main-
tained at 23± 1.3 ◦C by the air conditioning system. Temperature was measured using a
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digital thermometer with accuracy of 0.1 ◦C. Figure 2 shows an image of the experimental
setup, where all the components can be seen, except the desktop computer.

Figure 1. Scheme of the experimental setup.

Figure 2. Image of the experimental setup, including the water column including the two ultrasonic
transducers.

In this work, two pairs of ultrasonic transducers with a working frequency of 2.25 and
5.0 MHz from a well-known manufacturer (Krautkramer, Lewiston, PA, USA) were used.
Table 1 reports the most relevant technical data, including the center frequency ( fc), the
bandwidth (BW) of the signal acquired in water (without bubbles), calculated for a −6 dB
amplitude drop, and the acoustic field parameters. These parameters are the near-field
length, Zm = (φ/2)2/λ, and the beam divergence angle, sin(θ/2) = 1.22λ/φ, where φ is
the diameter of the transducer radiating surface, λ = cw/ fc is the theoretical wavelength,
and cw = 1480 m/s is the propagation velocity in water at 20 ◦C. Figure 3 shows the
waveform and the respective Fourier spectra of the ultrasonic pulses obtained in reception
with water.
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Table 1. Main characteristics of the ultrasonic transducers used is this work.

Transducer fc (MHz) φ (mm) BW (−6 dB) Zm (mm) θ (degree)

Krautkrame 242–280 2.25 12.7 32% 61.3 3.62
Krautkrame 254–360 5.0 24 17% 486 0.86

The excitation signal, as seen on the oscilloscope without the transducer connected, is
a square pulse with an amplitude and a width that can be varied by certain set values. The
width allows the pulse to be tuned to the transducer’s working frequency to achieve a better
response. In the emission, we used an excitation pulse with an amplitude of 200 V, and
gains between 0 and 10 dB were used in the receiver. Despite the high excitation voltage,
the acoustic waves generated in pulse-echo mode are of low intensity. These are the waves
used in ultrasonic non-destructive testing (UT-NDT), where other physical phenomena,
such as cavitation or streaming, do not occur.
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Figure 3. Waveforms and spectra of the ultrasonic transducers used in this work.

The transducer spacing is large compared to the wavelength, at 228λ and 508λ for the
2.25 and 5.0 MHz transducers, respectively. This allows clear reception of the ultrasonic
pulses, without the problems of reverberation or spurious reflections. On the other hand,
the diameter and frequency of the transducers cause the receiver to be located in the far
field and the near field for the 2.25 and 5 MHz cases, respectively. This difference is not
relevant due to the frequency domain normalization performed using the signal in the
bubble-free case.

2.2. Signal Processing

Let a2(t) and a1(t) be the ultrasonic signals received in the cases with and without
bubbles, respectively, where t is the time. In the case with bubbles, there is a drop in
amplitude and a difference in the arrival time of the wave, which are related to diffraction,
attenuation, and changes in the propagation velocity. The comparison between the cases
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with bubbles and the reference (without bubbles) is performed in the frequency domain
using the loss coefficient (P):

P( f ) = pejφ, (1)

where p and φ are the magnitude and phase of the loss coefficient, which are calculated
from the ultrasonic signals as follows:

p( f ) =
|A2( f )|
|A1( f )| (2)

and
φ = arg[A2( f )]− arg[A1( f )] (3)

where A2( f ) and A1( f ) are the Fourier transforms of the signals a2(t) and a1(t), respec-
tively, and f is the frequency.

The effect of the presence of bubbles on ultrasonic waves is analyzed by means of
attenuation and phase spectra. The attenuation spectrum is given by [34]:

α( f ) =
1
d

20 log[p( f )] (4)

where d is the distance between the face of the transducers (see Figure 1). The attenuation
spectrum quantifies the amplitude reduction of each spectral component in a suitable
frequency range around the center frequency of the transducer.

The velocity spectrum is obtained by calculating the additional time (δ) that the wave
takes, due to the presence of the bubbles, by means of the phase of the Fourier transform:

δ =
φ

2π
T =

φ

2π f
(5)

where T = 1/ f is the period. The velocity spectrum is calculated by dividing the distance
traveled by the total time in the case with bubbles [34]:

v( f ) =
d

δ0 + δ
(6)

where δ0 is the arrival time in the case without bubbles. Replacing δ0 and δ in (6), we obtain
the expression for the velocity spectrum:

v( f ) =
dv0(2π f )

d(2π f ) + v0φ
, (7)

where v0 = d/δ0 is the velocity in the reference case.

2.3. Characterization of the Bubble Column

Figure 4 shows the image processing methodology used to estimate the bubble density.
The images were captured with a reflex camera (Nikon D3200, Nikon, Tokyo, Japan) using
a white background with a matte finish and high-intensity LED lighting. Due to the rise
speed of the bubbles, a high shutter speed (1.25 ms) was necessary. First, a circular element
was positioned on the axis that joins the center of the two ultrasonic transducers and
a picture was taken. This circle of known diameter was a size reference for estimating
the observed void area. Keeping the camera in the same position, pictures of the bubble
column were taken. The air flow that generated the column of bubbles was controlled by
the electrical voltage applied to the DC motor of the peristaltic pump.

To estimate the void fraction, a portion of the area observed by the camera was estab-
lished. The transverse area illuminated by the surface transducer,including the divergence
of the beam in the far field, was taken (see Figure 4 and Table 1). This area was defined with
the intention of covering the area with the highest interaction between ultrasonic waves
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and bubbles. However, the results for both transducers were similar, and finally, only the
area established with the larger-diameter transducer (5.0 MHz) was used.

Emitter

Receiver

Size reference

Detected 
circle

Detected 
contour

Z m

Bubble 
column

Figure 4. Image processing methodology used for the bubble density estimation.

The images with bubbles were analyzed using the OpenCV Python library (https:
//opencv.org/ (accessed on 11 July 2024)). Processing began by converting each image to
gray scale; then, segmentation and capture algorithms were applied. The processing was
based on applying the Hough transform to detect circles [35]. The algorithm returned the
coordinates of the centers and radii of the detected circles. Another algorithm was used to
detect contours. The detected circles and contours are shown in red and green, respectively,
in Figure 4 (bottom). The results of both algorithms presented similar values. However,
contour detection presented more unexpected results, such as contours with areas of water
inside, which required reprocessing or changing the image. The circle detection algorithm
was more stable and probably more suitable for a possible practical application.

Figure 5 shows the histograms of the bubble size spectra for six excitation voltages of
the peristaltic pump. The x-axis is the size range and the y-axis is the number of bubbles
detected by the algorithm in each range. The results show that regardless of the excitation
voltage, the highest count is within the 0.2 to 0.4 mm range. As the voltage is increased, the
number of bubbles detected also increases, but it is the larger bubbles that show a more
significant increase due to coalescence. The entire spectrum range remains almost the same
(0–2 mm).
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Figure 5. Bar graph showing the bubble radius distribution obtained by image processing for five
excitation voltages of the peristaltic pump.

The area void fraction calculated by the image processing procedure is shown in
Figure 6 (left). This value was calculated as the quotient between the sum of all the areas
detected by the algorithm (Ab) and the area of influence of the acoustic beam (A0) defined
in Figure 4. These results show that the void fraction increases with the pump excitation
voltage, as expected. This increase does not appear to be linear.
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Figure 6. Area void fraction obtained with the image processing technique (left) and superficial gas
velocity obtained in the characterization of the peristaltic pump (right).

The peristaltic pump was also characterized to determine the volumetric flow (Q) as a
function of the excitation voltage. In a test, the time required to pump a certain volume
of liquid was measured. Figure 6 (right) shows the injected air flow and the superficial
velocity as a function of the pump voltage. The shape of the curve is similar to that of the
void fraction obtained by digital image processing. Clearly, there is a linear behavior in
the 2–5 and 8–12 V ranges. Between 5.2 and 7 V, approximately, the flow remains constant.
These results are important because they relate the wave parameters to the actual air flow.
By dividing the air flow by the cross-sectional area of the column (225 cm2), the superficial
velocity was obtained.

3. Results

The behavior of acoustic waves in reception is chaotic due to the relative size of the
bubbles. For the analysis shown in this work, a diffuser (porous stone) that provides
bubbles with an average radius of 400 µm and maximum radii close to 2 mm (see Figure 5)
was used. These bubble sizes lead to values of 0.6 < r/λ < 3.0 and 1.4 < r/λ < 6.8 for
the working frequencies for 2.25 and 5.0 MHz, respectively. Therefore, most bubbles are of
similar size, and some others several times larger than the wavelength. In this measurement
range, there is a high interaction of the ultrasonic waves with the bubbles, causing large
variations in the amplitude observed in reception.

Figure 7 shows the mean and standard deviation of the loss coefficient as a function
of the signal averages, calculated at the central frequency of each transducer. The results
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show how the mean value stabilizes and the standard deviation reduces dramatically as the
averages increase. The mean value is very close to 0.6 for both frequencies. The repetition
rate used in the ultrasonic pulser/receiver is 5 kHz. Therefore, the acquisition times are
relatively short in spite of the high number of averages. For example, the acquisition times
for the 212 and 216 averages are 0.82 and 13 s, respectively. These times are short enough to
perform several measurements per minute. However, the transfer, storage, and processing
time on the computer must be added, which, depending on the hardware, may be relevant.

Figure 7. Mean and standard deviation of the loss coefficient as a function of the signal averages.
p( f ) were calculated at the central frequency of each transducer.

Figure 8 shows the magnitude and phase of the loss coefficient as a function of
frequency for the two transducers in a frequency band of−12 dB. The signals were acquired
with 1015 averages and the temperature in the water column was 23.1 ◦C. In the case of the
magnitude of the loss coefficient, the results show a complicated spectrum, with oscillations
and increasing and decreasing trends. For 2.25 MHz, the size of the bubbles is closer to
the wavelength and there is greater interaction, with increasing magnitude values as the
frequency increases. For 5.0 MHz, all magnitudes decrease with frequency. However, for
both working frequencies, decreasing magnitude with a decreasing amount of bubbles can
be observed. When the average value or the area under the curve was calculated, the results
were erratic. In the case of the phase of the loss coefficient, a more stable and almost linear
behavior was observed. This result is the expected in the case of a receiving ultrasonic
pulse, and clearly, the slope of the phase is related to the amount of bubbles.

Figure 9 shows the attenuation and propagation velocity spectra in the −12 dB band
for the two working frequencies. Since the attenuation spectrum depends on the magnitude
of the loss coefficient, its behavior is very similar to that shown in Figure 8. On the other
hand, the propagation velocity can be calculated at any frequency. In this case, the velocity
was calculated at the central frequency of the transducer (see Figure 3). These results show
an approximately constant propagation velocity as a function of frequency, which increases
with the number of bubbles. The propagation velocity measured without bubbles was
1489.1 m/s at 23.1 ◦C, and the value reported in the literature is 1491.5 m/s [36,37]. Even
though the velocity increase due to the presence of bubbles is only 2 m/s for for an air flow
variation of 6.0 mL/s, which is equivalent to 0.13%, perfectly separated curves are observed
for the air flow valuer. This shows that the system has good resolution and stability for
measuring propagation velocity.

These results allow us to conclude that in this heterogeneous medium with bubbles,
the phase is more stable and useful for bubble density monitoring than the magnitude. This
becomes clearer when it is recalled that the phase is related to the arrival time of the waves,
and the magnitude to the measured acoustic pressure. This result is in agreement with that
reported by other authors who worked with homogeneous media and emulsions [38].
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2.25 MHz

5.0 MHz

Figure 8. Magnitude (p) and phase (φ) of the loss coefficient as a function of frequency for all the
values of the air flow (frequency band of −12 dB, 1015 averages, and test temperature of 23.1 ◦C).

Figure 10 (left) shows the slope of the phase spectrum and the propagation velocity
as a function of the air flow in the column for the two working frequencies. In the case
of the phase slope, both curves show a monotonically rising tendency with the air flow,
with less variation at 5 MHz. Considering that the slope of the phase spectrum is zero for
the bubble-free case due to normalization, the range of variation is 0.5 and 0.6 rad/MHz
for 2.25 and 5.0 MHz, respectively. The slope of the phase spectrum was already used for
monitoring of the water content in water-in-crude oil emulsions [39]. In this case, the phase
slope variation was higher, up to 12 rad/MHz. This difference must be a consequence of
the concentration in both heterogeneous media. However, such a value is also affected by
some measurement parameters, for example, the distance at which the waves interact with
the bubbles of the dispersed phase.

In the case of propagation velocity shown in Figure 10 (right), a similar behavior with
a clearly increasing trend is observed. The behavior seems less stable, with points further
away from this trend. It can be seen that the total variation in propagation velocity is
2.5 m/s; such small variations (0.17%) must have a considerable error component due to
random noise. In measurements carried out in water-in-crude oil emulsions with a volu-
metric concentration of up to 40%, variations in the propagation velocity of up to 30 m/s
were observed [38]. In that case, it can be stated that the difference in propagation velocity
is exclusively a consequence of the concentration of the dispersed phase in the media.
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2.25 MHz

5.0 MHz

Figure 9. Attenuation (α) and velocity (v) spectra for all the values of the air flow (frequency band of
−12 dB, 1015 averages, and test temperature of 23.1 ◦C).
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Figure 10. Phase slope (left) and propagation velocity (right) as a function of the air flow in the column.

These results show the possibility of monitoring the amount of bubbles in the water
column using both the slope of the phase spectrum and the propagation velocity. Both
properties can be used to obtain calibration curves that directly provide the air flow
or superficial velocity. However, the analysis of the influence of temperature and the
applicability of the technique with higher concentrations requires further research.
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4. Conclusions

This work proposes a simple and inexpensive methodology based on ultrasonic
spectrometry for monitoring the bubble density in a water column. Tests were carried
out at two working frequencies in transmission–reception mode for different values of
superficial velocity. The amount of bubbles was determined by characterizing the positive
displacement pump used for air injection. On the other hand, digital image analysis
allowed us to establish the droplet size spectrum, showing bubble radii comparable to or
greater than the wavelength. Under these conditions, wave propagation is complicated,
with large variations in amplitude, even leading to signal disappearance at reception. To
overcome this problem, a signal averaging scheme proved to be an appropriate strategy.

Signal analysis was performed in the frequency domain using a loss coefficient, and
attenuation and velocity spectra. The results were normalized using a reference case
without bubbles. The amplitude of the loss coefficient and the attenuation spectrum
showed an intricate behavior that could not be related to the number of bubbles. On the
other hand, the phase of the loss coefficient and the velocity spectrum showed a more stable
behavior, dependent on the number of bubbles. The best case was provided by the slope of
the phase spectrum, which displays monotonic growth with the superficial velocity.

Our results showed the possibility of monitoring the density of bubbles in the water
column using the phase spectrum of the loss coefficient. The proposed methodology is
relatively simple and inexpensive, and the signal processing requires little computational
power, making it possible to use low-cost microcontrollers. The studied regime, with the
presence of large droplets compared to the wavelength, is interesting because it occurs in
important industrial processes, for instance, in chemical reactors, with little information in
the literature about non-destructive testing by ultrasound.

Finally, the main limitations of the proposed technique are its applicability at high
temperatures and concentrations. This technique will probably require a calibration process
for each working temperature. Additionally, at temperatures above 100 ◦C, conventional
ultrasonic transducers may present problems, such as large temperature gradients that
affect their operation or even permanent depolarization of the piezoelectric material. On the
other hand, with concentrations higher than those used in this work, the signals must have
a more complex behavior, and the proposed methodology will probably not be applicable.
For these cases, additional research is required.
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Abstract: This review paper aims to summarize recent advancements in time-marching schemes for
solving Navier–Stokes (NS) equations in multiphase flow simulations. The focus is on dual-time
stepping, local preconditioning, and artificial compressibility methods. These methods have proven
to be effective in achieving high time accuracy in simulations, as well as converting the incompressible
NS equations into a hyperbolic form that can be solved using compact schemes, thereby accelerating
the solution convergence and allowing for the simulation of compressible flows at all Mach numbers.
The literature on these methods continues to grow, providing a deeper understanding of the underly-
ing physical processes and supporting technological advancements. This paper also highlights the
imposition of dual-time stepping on both incompressible and compressible NS equations. This paper
provides an updated overview of advanced methods for the CFD community to continue developing
methods and select the most suitable two-phase flow solver for their respective applications.

Keywords: Navier–Stokes; multiphase flows; preconditioning; artificial compressibility; dual-time
methods; curvilinear coordinates

1. Introduction

Two-phase flows such as gas–gas, gas–liquid, liquid–liquid, and three-phase (liquid,
gas, and vapor) flows are of great interest in many natural phenomena, engineering, and
industrial applications. Numerical simulations and analyses of two-phase flows to obtain
an understanding of the mechanism and physical characteristics of the flows in applications
have become routine activities. In design and development, computational fluid dynamic
(CFD) programs based on the Navier–Stokes (NS) equations are now considered to be
standard numerical tools to predict the nonlinear motions of the interface between two
phases (two fluids), its deformations and breaks, phase change, heat transfer, turbulence,
shockwaves, and violent interaction with devices/systems [1–5].

Both incompressible and compressible NS systems are commonly used for predicting
multiphase flows. The governing equations for multiphase incompressible flows generally
consist of the mixture continuity equation, mixture momentum equations, and phasic
volume fraction equations, which are given as:

∇·u = 0, (1)

∂

∂t
(ρu) +∇·(ρuu + pI) = ∇·

(
µ
(
∇u +∇uT

))
+ ρg, (2)

∂αi
∂t

+∇·(uαi) = 0, (3)

where u is the flow velocity vector, p is the pressure, t is the physical time, αi is the volume
fraction of the ith phasic component and g is the gravity acceleration.
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Mixture rules are given as

ρ =
N

∑
i

αiρi; µ =
N

∑
i

αiµi;
N

∑
i

αi = 1. (4)

To predict the mechanism and physical characteristics of flows with transient effects
accurately, the governing equations require advanced temporal discretization and time-
marching schemes. For the incompressible system (1–3), the time derivative term does not
appear in the continuity Equation (1). The numerical solution of these equations presents a
major difficulty, and to overcome this, a special equation was derived for solving pressure,
e.g., employing the nonlinear Poisson equation for pressure, and then obtaining other state
variables by using prediction and correction procedures [6–8]. However, to apply the well-
developed compressible flow algorithms to the incompressible problem, the incompressible
NS equation system must be hyperbolic as compressible NS equation systems.

The dual-time preconditioning approach originally is a numerical technique used to
simulate unsteady incompressible flows. It was first proposed by Merkle [9] as a modification
of the artificial compressibility method developed by Chorin [10]. The approach involves
adding pseudo-time derivative terms to the incompressible NS equations and treating the time
variation of the incompressible flow as a compressible flow, allowing for the coupling of the
velocity and pressure fields in each time iteration [11–15]. One of the key advantages of the
dual-time preconditioning approach is the direct coupling of the continuity and momentum
equations in the incompressible flow equations, which eliminates the factorization error in
factored implicit schemes [2]. Additionally, this approach eliminates errors due to approxima-
tions made in the implicit operator, improves numerical efficiency, and eliminates errors due to
lagged boundary conditions at both solid and internal fluid boundaries [2,15–17]. By using
preconditioned iterative methods, the dual-time preconditioning approach can also achieve a
more efficient convergence of the sub-iterations.

The concept of artificial compressibility involves transforming elliptic equations describ-
ing incompressible flows into a hyperbolic compressible system, making it amenable to a
solution using standard time-marching methods, such as explicit or implicit methods [2,18–20].
This allows the use of established numerical techniques for solving compressible flows to be
applied to the simulation of incompressible flows. The specific procedure for adding artificial
time derivatives to the incompressible NS equations is discussed in detail in Section 2.1.

Multiphase flows are assumed either incompressible or compressible flows depending
on the range of Mach numbers of the flows. A flow can be assumed an incompressible
one as the Mach number is less than 0.1, in which the compressibility is small and can
be ignored. Examples of small Mach numbers are free-surface flows [21,22], dynamics of
rising bubbles [23–25], and boiling flows [26,27]. A flow, at a Mach number greater than
0.3, is usually assumed a compressible one. At supersonic speeds, the Mach number is
greater than 1.0, supercavitating flow around projectiles characterizes by shock waves,
thermodynamic behavior, and compressibility dominates [28]. The physical aspects also
were observed in supersonic flows in nozzles and/or separators [29–31]. Traditional time-
marching algorithms that are based on physical time derivatives have been widely used
and have proven to be effective in simulating transonic and supersonic flows. These
algorithms have been successful in capturing the temporal evolution of the flow and
have been widely adopted in many engineering and scientific applications. Despite their
success, these algorithms may face challenges in the simulation of unsteady incompressible
flows, which require the solution of elliptic equations and may suffer from convergence
issues. Weakly compressible flow models were introduced for multiphase flows where the
compressibility is not very significant [32–34]. Moreover, in realistic problems, the flows
are often mixed flows involving both high and low local Mach numbers, e.g., cavitating
flows [35], water entry of objects [36], cavitation bubble collapse [37,38] where the sound
speed varies largely, or unsteady flows around accelerating and decelerating objects at all
Mach number speeds. A major difficulty encountered in most compressible flow solvers is
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their inability to efficiently solve the problems of very low Mach numbers in the flows. At
the low Mach numbers, most of these numerical solvers encounter degraded convergence
speeds due to the wide disparity between the fluids and acoustic wave speeds. To overcome
these challenges, alternative numerical techniques, such as the artificial compressibility
method and the dual-time preconditioning approach, have been developed to improve the
accuracy and efficiency of simulations of incompressible flows.

It is worth noting that there are two types of preconditioning techniques. The first
type is the linear system level, which is purely mathematical. This approach solves a linear
system to accelerate convergence in the initial iterations by preconditioning the matrix.
The second type is the partial differential equation level, in which preconditioning terms
are introduced in the partial differential equations to overcome difficulties in solving the
equation. In this paper, our focus is mainly on the second type, specifically dual-time
preconditioning derivatives introduced to the NS equation system to modify the way the
solution evolves in pseudo-time towards convergence. The paper will review dual-time
preconditioning methods for both steady and unsteady cases.

The subsequent sections provide a detailed mathematical background on the implementa-
tion of artificial time derivatives in both incompressible and compressible NS equations for
multiphase flows. These sections present summaries of efficient simulation techniques for
various multiphase flows, and serve as an informative resource for interested readers.

Subsequently, we conduct a comprehensive review and analysis of current trends, ad-
vanced simulation results, and complex numerical methods reported in the literature. This
analysis provides researchers with a comprehensive overview of the successful applications
of dual-time preconditioning methods in the field.

We conclude by recommending further research in the improvement of numerical
methods for the simulation of complex multiphase flow problems. Additionally, we discuss
several ways to enhance the accuracy and conductivity of these methods and provide
potential areas for future research. Overall, this study contributes to the growing body of
literature on the effective use of dual-time preconditioning methods in the simulation of
multiphase flows.

2. Incompressible Multiphase Flows

This section focuses on the review of the mathematical foundations of various forms
of preconditioning and artificial compressibility methods for multi-phase flows. The
review begins with an overview of the incompressible flow models, including the dual-
time homogeneous mixture model with a preconditioning parameter and the artificial
compressibility model with a pseudo density and pressure function. The latest research
and simulations on multi-phase flow modeling are then discussed and presented.

2.1. Preconditioning Dual-Time Stepping Method

As aforementioned, the ideas of artificial compressibility for incompressible flow
are to transform the elliptic incompressible equations into a hyperbolic compressible
system, which can be solved by standard, explicit or implicit, time-marching methods. The
continuity equation can be rewritten as

δ̃
∂p
∂τ

+∇·u = 0 (5)

where the artificial equation of state is p = ρ̃/δ̃, ρ̃ is artificial density, and δ̃ is artificial
compressibility. In order to ensure a consistently high convergence rate, the condition
number of the Jacobian matrix of the governing equations system should be as close as
possible to one for all flow conditions.

At each physical time step of the numerical solver, a pseudo-time iterative procedure
is applied such that the term δ̃

∂p
∂τ approaches zero upon convergence. Conversely, when
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δ̃
∂p
∂τ approaches zero, the solution of the artificial equations converts back to the solution of

the original equations.
The artificial compressibility method is effective in solving single-phase flows. How-

ever, when the computational domain involves more than one fluid, a challenging difficulty
arises due to the appearance of an interface that separates fluids and behaves as an addi-
tional type of discontinuity. The application of single-phase schemes to multi-phase flows
can result in problematic issues related to the mixture of two phases, mixture density, and
sound speed, which can ultimately affect the entire flow field. To achieve rapid conver-
gence rates and high computational accuracies near material interfaces in multiphase flow
systems, it is necessary to modify the preconditioning formulation for single-phase flow
systems due to the significantly different densities of the fluids involved.

In order to solve multiphase flows, various formulations of the preconditioning formu-
lation for the continuity equation have been proposed. One such formulation, suggested
by Kunz et al. [39,40], is given by 1

βρ1
∂p
∂τ . Another formulation, proposed by Owis and

Neyfeh [41], is given by 1
βρ0

∂p
∂τ . The different forms of preconditioning result in different

convergence rates and accuracies of the methods. To evaluate these rates and accuracies,
Nguyen et al. [2] introduced a general formulation: 1

βργtt
∂p
∂τ .

The convergence rates and accuracy of the methods were accessed using a variety of
ργtt . The detailed effects of each formulation can be found in the study.

The dual-time preconditioning formulations can be applied to the mixture continu-
ity, mixture momentum, and phasic volume fraction equations. The mass transfer was
considered to model cavitation around the projectiles. In our previous study [2], a dual
time-stepping algorithm was developed for the unsteady computation of multiphase flow.
The algorithm is based on the NS equations, which are expressed as follows:

1
βργtt

∂p
∂τ

+∇·u = 0, (6)

∂

∂τ
(ρu) +

∂

∂t
(ρu) +∇·(ρuu + pI) = ∇·

(
µ
(
∇u +∇uT

))
+ ρg, (7)

∂αi
∂τ

+

(
αi

βργtt

)
∂p
∂τ

+
∂αi
∂t

+∇·(uαi) = 0, (8)

where β is the preconditioning compressibility parameter, p is the pressure, t is the physical
time, τ is the pseudo time, u is the flow velocity vector, αi is the volume fraction of the ith
phasic component and g denotes the gravity vector.

As described by the governing equations, the dual time-stepping algorithm introduces
novel pseudo-time terms into the mixture continuity and phasic volume fraction equations.
These terms are presented in the general form

(
1

βργtt

)
, where γtt represents an exponential

factor of the mixture density. The general forms reduce to the form
(

1
βρ

)
suggested by

Kunz et al. [39,40] when γtt = 1, and to the form
(

1
β

)
modified by Owis and Neyfeh [41]

when γtt = 0. This exponential factor provides a convenient mechanism for controlling the
magnitude of the pseudo-time terms, thereby enabling the adjustment of the convergence
rate for a given multiphase flow simulation. Accordingly, the pseudo terms are generalized
forms in order to effectively evaluate the numerical stability and computational efficiency
of the model.

Thanks to the ideas of artificial compressibility, it can transform the elliptic incom-
pressible equations into a hyperbolic compressible system, allowing solving the sys-
tem by standard, explicit or implicit, time-marching methods [2,18–20]. The governing
Equations (6)–(8) can be rewritten in a compact vector form for two-phase flows as follows:

Γ
∂W
∂τ

+
∂Q
∂t

+∇·F(W) = ∇·G(W) + S(W), (9)
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where the preconditioning matrix Γ is given as

Γ =




1/βργtt 0 0 0 0
ρ ρ 0 0 u∆1
ρ 0 ρ 0 v∆1
ρ 0 0 ρ w∆1

α1/βργtt 0 0 0 1




, (10)

W = [p, u, v, w, α1]
T , Q = [0, ρu, ρv, ρw, α1]

T F(W) = (F1, F2, F3) is the flux
tensor, G(W) = (G1, G2, G3) is viscous terms and S(W) is the source term.

Here,

F1 =




u
ρu2 + p

ρuv
ρuw
α1u




; F2 =




v
ρuv

ρv2 + p
ρvw
α1v




; F3 =




w
ρuw
ρvw

ρw2 + p
α1w




. (11)

2.2. Numerical Method and Body-Fitted Curvilinear Coordinate System

The dual-time preconditioning approach treats the time variation of the incompressible
flow as a compressible flow, which enables the coupling of the velocity and pressure fields
in each time iteration [2,23]. This approach uses sub-iterations in pseudo-time and offers
several advantages over traditional time-marching algorithms. For example, it provides
a direct coupling of the continuity and momentum equations in the incompressible flow
equations, eliminates the factorization error in factored implicit schemes, reduces errors
due to approximations made in the implicit operator for improved numerical efficiency,
eliminates errors due to lagged boundary conditions at both solid and internal fluid bound-
aries, and allows for the use of nonphysical, preconditioned iterative methods for more
efficient convergence of the sub-iterations. These benefits of the dual-time precondition-
ing approach make it a promising technique for the numerical simulation of unsteady
incompressible flows.

By adding a pseudo-time derivative term into the NS systems, the incompressible
NS equation system can be formulated in a hyperbolic form, which can be solved using
advanced compact schemes where the eigensystem and eigenvectors can be derived, and
the wave propagation can be determined by applying Godunov-type methods and upwind
solvers. Solving the NS equation in a system that can be implicitly solved and obtain highly
accurate simulations [2,15,16].

The preconditioning dual-time multiphase flow model (9) can be solved on a curvi-
linear body-fitted grid for complex geometries, as illustrated in Figure 1. Accordingly, the
governing equations can be transformed from the physical space (x, y, z, t) to the compu-
tational space (ξ, η, ζ, τ) in the general curvilinear coordinate system using the following
relations [34]:

τ = t; ξ = ξ(t, x, y, z); η = η(t, x, y, z); and ζ = ζ(t, x, y, z). (12)

The Cartesian derivatives can be expressed using the chain rule of differential derivatives:

∂

∂τ
=

∂

∂t
+ ξt

∂

∂ξ
+ ηt

∂

∂η
+ ζt

∂

∂ζ
; and

∂

∂x
= ξx

∂

∂ξ
+ ηx

∂

∂η
+ ζx

∂

∂ζ
. (13)

For convenience, ξt = ∂ξ
∂t ; ηt = ∂η

∂t ; ζt = ∂ζ
∂t ; ξx = ∂ξ

∂x ; ηx = ∂η
∂x ; and ζx = ∂ζ

∂x ; the
differential derivatives of y and z are defined similarly. The derivatives of the metrics are
given as:
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ξx = J
(
yηzζ − yζ zη

)
, ξy = J

(
xζzη − xηzζ

)
, ξz = J

(
xηyζ − xζ yη

)
, ηx = J

(
yξzζ − yξ zζ

)

ηy = J
(
xξ zζ − xζzζξ

)
, ηz = J

(
xζ yξ − xξyζ

)
, ζx = J

(
yξ zη − yηzξ

)
, ζy = J

(
xηzξ − xξ zη

)
,

ζz = J
(
xξ yη − xηyξ

)
, ξt = −

(
xτξx + yτξy + zτξz

)
, ηt = −

(
xτηx + yτηy + zτηz

)
, and

ζt = −
(
xτζx + yτζy + zτζz

)
,

(14)

where the Jacobian of the transformation is defined as:

J = det
[

∂(ξ, η, ζ)

∂(x, y, z)

]
=

1
xξ

(
yηzζ − yζ zη

)
− xη

(
yξ zζ − yζ zξ

)
+ xζ

(
yξ zη − yηzξ

) (15)

By applying Equations (12)–(15), Equation (1) can be transformed into a general
curvilinear coordinate system (ξ, η, ζ). Note that the time τ = t; therefore, the system can
be rewritten in vector form as:

Γ
∂

^
W

∂τ
+

∂
^
Q

∂t
+

∂F̂1

∂ξ
+

∂F̂2

∂ξ
+

∂F̂3

∂ξ
=

∂Ĝ1

∂ξ
+

∂Ĝ2

∂ξ
+

∂Ĝ3

∂ξ
+

^
S (16)

where
^

W = 1
J W,

^
Q = 1

J Q is the state vector,
^
S = 1

J S, and convective flux vector
^
F1 and

viscous flux vector
^
G1 given as;

^
F1 =

1
J




U
ρuU + pξx
ρvU + pξy
ρwU + pξz

α1U




;
^
G1 =

1
J




0
ξxτxx + ξyτxy + ξzτxz
ξxτxy + ξyτyy + ξzτyz
ξxτxz + ξyτyz + ξzτzz

0




(17)

To build a moving grid algorithm, the grid velocities ξt, ηt, and ζt are introduced, and
the contravariant velocities are defined as:

U = ξt + ξxu + ξyv + ξzw; V = ηt + ηxu + ηyv + ηzw; W = ζt + ζxu + ζyv + ζzw. (18)
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2.3. Coupling Artificial Density-Based Dual-Time Method and Sharp Interface Methods

The pseudo-compressibility method used in this study is based on the fundamental
principles of classical methods, but it introduces pseudo-time derivative terms by replacing
the true density with a pseudo-density, denoted by ρ̃, and calculating the pressure as
a function of the pseudo-density, referred to as the pseudo-law of state [1,21,42]. This
pseudo-law of state provides a mechanism for controlling the magnitude of the pseudo-
time terms and adjusting the convergence behavior for a given simulation, as described in
the governing equations. The introduction of pseudo-density and the use of a pseudo-law
of state provide a means of effectively and efficiently simulating unsteady incompressible
flows in a manner that couples the velocity and pressure fields in each time iteration.

p = ρU2
0 ln
(

ρ̃

ρ∞

)
+ p∞ (19)

where the parameters are set in accordance to U0 =
√

U2
∞ or U0 =

√
u2 + v2 + w2, in which

u, v, and w, are equal to the local values of the respective velocities obtained at a previous iteration.
Using the pseudo-law of state (19), the incompressible NS Equations (1) and (2) can

be solved in a hyperbolic form using density-based solvers, where the pseudo-density
and velocity field can be obtained at each time step and, subsequently the pressure can be
obtained from Equation (19). The governing equations can be expressed as follows:

∂ρ̃

∂τ
+∇·(ρu) = 0, (20)

∂

∂τ
(ρ̃u) +

∂

∂t
(ρu) +∇·(ρuu + pI) = ∇·

(
µ
(
∇u +∇uT

))
+ ρg, (21)

For the simulation of immiscible fluid flows, such as free surface flows and bubble
dynamics, which involve a sharp interface separating the two fluids, it is crucial to maintain
the accuracy and sharpness of the interface. In order to achieve this, a volume of fluid
(VOF) equation is used to track the interface position. The advection equation is solved
using a known velocity field to update the density and viscosity fields in the next time step.
The VOF equation takes the form of:

∂α

∂t
+ u∇·α = 0. (22)

This equation ensures that the interface is captured accurately, even in the presence
of complex flow physics, and allows for the simulation of multiphase flows with sharp
interface transitions. The use of the VOF equation in conjunction with the governing
equations of the flow helps to accurately model and simulate the behavior of immiscible
fluid systems. The geometric VOF/PLIC methods [21] or algebraic VOF methods [22] have
been successfully coupled to incompressible flow solutions for free surface flows.

2.4. Simulations of Incompressible Multiphase Flows
2.4.1. Modeling Two-Phase Flows with Sharp Interface

The dual-time preconditioning and artificial compressibility methods have been uti-
lized in the simulation of multiphase flows in the incompressible NS equations. These
techniques have led to successful reports of two-phase flow simulations. Extensive numeri-
cal analyses have been conducted to study the free surface and fluid-structure interactions
with moving bodies [1,2,20–22,42–45]. A novel numerical model that integrates a fully 3D,
dual-time, pseudo-compressibility model with a VOF interface tracking algorithm was
introduced for multiphase flows [21]. The model is designed for the analysis of free surface
flows and water impact problems. The numerical solver is validated through simulations
of various water impact problems, including the water entries of free-falling hemisphere
and cone, the initial stages of the dam-break problem with dynamic pressure loads, and
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a long-term simulation of the wave impact on a container and a tall structure. A typical
simulation of a three-dimensional falling water column on a container and impact pressures
at four positions in the container is illustrated in Figure 2. The time sequence of a falling
water column on a container in 3D shows complex and violent fluid dynamics, including
wave impact, breaking, jets, mixing, and entrapment of fluids. The simulation results
of pressure peak, initial slope, water level, and arrival times of the primary wave show
good agreement with experimental data. These findings demonstrate the model’s potential
for accurate analysis and prediction of fluid dynamics in free surface flows and water
impact problems.
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A research article was published describing an advanced technique that uses a volume-
of-fluid (VOF)-based method and a dual-time, pseudo-compressibility method on overset
grids for 3D free-surface flow problems in engineering [21]. The technique employs overset
grids to enable simulations of complex geometries and object motions, enhancing compu-
tational efficiency by utilizing the flexibility of these grids. The nonlinear six degrees of
freedom (6DOF) motion equations are strongly coupled with the flow solver to enable the
simultaneous solution of rigid body motion. A range of complex problems, featuring a
broad variety of Froude numbers and large density ratios, was selected to showcase the
method’s capabilities on a complex, moving overset grid system. Figure 3 illustrates simula-
tions of free-surface wave profiles surrounding a NACA0024 foil using the free-surface flow
solver. The numerical results are well compared with experimental photographs from [46].
The numerical simulations of a bubble-bursting phenomenon in two tandem bubbles at the
free surface are conducted to explore the influence of another bubble behind it [47]. The
problems of water entry and exit of rigid bodies have been numerically simulated to study
the slamming effect on structures near the free surface [1]. Figure 4 shows a 3D simulation
of an oblique cylinder entering the water. The dual-time preconditioning method was used
in ANSYS Fluent software to model flow-front advancement during the impregnation of
woven fabrics of a 3D curved mold for a fillet L-shaped structure [48]. The studies show the
capability of the methods for simulation and analysis of incompressible two-phase flows
with sharp interfaces.

2.4.2. Modeling Cavitating Flows

To model phase change in cavitating flows, vaporization and condensation are taken
into the account [2,20]. Accordingly, the mass transfer rates are added in the source terms
of the continuity and phasic volume fraction equations as follows.

1
βργtt

∂p
∂τ

+∇·u =
.

m
(

1
ρl
− 1

ρv

)
, (23)
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∂αl
∂τ

+

(
αl

βργtt

)
∂p
∂τ

+
∂αl
∂t

+∇·(uαl) =

.
m
ρl

, (24)

The source term for the mass transfer rate in multiphase flows is represented as
the sum of two terms:

.
m =

.
m+

+
.

m−. The term
.

m+ represents the mass rate of vapor
generation, while

.
m− represents the mass rate of condensation. The source term of the

mass transfer rate takes into account the generation and condensation of vapor, which are
essential processes in the simulation of multiphase flows. The accurate representation of
the mass transfer rate is crucial in ensuring the accuracy of the simulation results and the
proper prediction of the behavior of the flow. The source term of the mass transfer rate has
been widely studied in the literature and various models have been proposed to account
for the generation and condensation of vapor in multiphase flows [26,34].
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The mass transfer rates can be characterized and modeled based on the vapor pressure
pv, and the scaling theory of static critical phenomena [2,35,49] as follows:

.
m− = −k1

αlρl
t∞

min
{

1, max
(

0,
pv − p
kp pv

)}
, (25)
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.
m+

= k2
αvρv

t∞
min

{
1, max

(
0,

p− pv

kp pv

)}
, (26)

where the constant coefficients, k1 and k2, represent the transfer rates from fluid 2 to fluid
1 and from fluid 1 to fluid 2, respectively. The damping parameter, kp, accounts for the
pressure difference between the vapor and liquid pressures.

Alternative models of cavitation based on the vapor pressure pv, and the scaling theory
of static critical phenomena can be also employed in this governing equation system such
as the Merkle cavitation model [2,50], Kunz cavitation model [39,40], Schnerr and Sauer
cavitation model [51,52] Singhal cavitation model [53], and ZGB cavitation model [54,55].

The cavitation number is defined as follows:

σ =
p∞ − pv

0.5ρ∞u2
∞

(27)

where the p∞ is the initial pressure in air, pv is the vapor pressure, ρ∞ is the liquid density,
and u∞ is the initial velocity.

This technique was also employed in many studies to analyze cavitating flows.
The super- and partial-cavitating flow over submerged projectiles were modeled and
reported [2,41,56–58]. Using the general form of the dual-time preconditioning terms [2],
the cavitating flows around the projectile with different angles of attack have been simu-
lated as shown in Figure 5. Furthermore, in the study, the simulations of water entry for
high-speed projectiles involve modeling the fluid flow as a mixture of liquid, condensable
vapor, and non-condensable gases. Separate volume fraction equations are used for each
species and solved to capture their behavior. The interface-capturing method can distin-
guish between the species and is crucial for accurately modeling supercavitation, which
occurs when a cavity of vapor is created around the projectile. This enables a more accurate
prediction of supercavitating water entry and provides valuable design insights.

The dual-time preconditioning NS solver was employed to study the cavitation be-
havior of projectiles moving below a free surface and exiting it [20]. The results of the
simulation can be used to improve the design of underwater systems and make them more
resilient to high-pressure peaks caused by collapsing bubbles. Figure 6 demonstrates the
asymmetric cavitation shedding and collapse during the exit of an axisymmetric projectile
at an angle of attack of 4 degrees. The simulation accurately captured pressure distribution,
cavitation growth, shedding, collapse, velocity magnitude, streamlines, and cavity evolu-
tion. These findings can aid in the design and control of submerged vehicles or projectiles
operating in similar fluid flows, as they provide insight into the interaction between these
objects and their environment.

The dual-time preconditioning method has also been employed with a cut-cell method
utilizing 2D cartesian meshes with embedded boundaries to simulate steady-state, turbu-
lent, and cavitating flows over isolated hydrofoils. The numerical solver can characterize
two hydrofoils featuring mid-chord and leading-edge cavitation and the simulation results
show satisfactory agreement with numerical and experimental data [59]. The cavitation
of many different hydrofoils is widely analyzed because of the important application of
this shape in ship engineering. A 3D NACA66 hydrofoil fixed at an 8◦ angle of attack and
sheet/cloud cavitating conditions has been simulated and compared with experimental
data as shown in Figure 7. The unsteady behavior of transient cavitating flow, the results at
eight typical instants are presented and the formation, growth, and breakdown of the cavity
well agree with the experimental photograph. The dual-time preconditioning method has
been used to predict instabilities due to cavitation in turbopump inducers [60]. The method
was successful to analyze steady cavitating flows around the NACA 0012 and NACA 66
(MOD) hydrofoils and also an axisymmetric hemispherical fore-body under different condi-
tions, and the results are compared with the available numerical and experimental data [61].
A high-order nodal discontinuous Galerkin method was applied to solve the dual-time
preconditioned multiphase NS equations for cavitating flows on unstructured grids, show-
ing accurate results of the cavitation around hydrofoil and axisymmetric bodies [62]. The
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artificially ventilated supercavities covering an underwater vehicle are shown in Figure 8.
The numerical method shows its capability and is a powerful tool for computation of the
complex multiphase flows.
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3. Compressible Multiphase Flows

This section provides a review of the mathematical foundation of dual-time precondition-
ing techniques for compressible multiphase flows. The focus will be on the description of the
dual-time stepping methods and preconditioning approach for the compressible NS equation
system, as well as the computation of multiphase flows for a range of Mach numbers.

3.1. Dual-Time Preconditioning Method for Compressible NS Equation System

Almost numerical solvers for compressible flows can well simulate transonic and
supersonic flows, however, for problems with mixed flows of very different Mach numbers,
the solver can overcome the stiffness of the compressible flows at low Mach numbers and
the large discrepancy of wave propagation in the hyperbolic system of the compressible
NS equations. Local preconditioning techniques with dual-time stepping methods were
introduced to the compressible NS equation to control the wave propagation velocities
of the various modes. The preconditioning techniques eliminate the inconsistent scaling
behavior of numerical flux functions of Godunov-like schemes. The techniques should be
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improved and applied to full two-fluid models and DNS-like flow simulations for realistic
flow problems [65].

For the compressible homogeneous mixture flow model, the preconditioning matrix
is introduced into the compressible Euler/NS equations with pseudo-time derivative
terms [66]. The dual-time preconditioning methods not only moderate the stiffness of the
system of equations but also improve the accuracy of simulations of flows at low Mach
numbers. The preconditioning technique involves the alteration of the time derivatives used
in time-marching CFD methods with the primary objective of enhancing their convergence.
The preconditioning is introduced by multiplying the time derivative in Equation (17) by a
preconditioning matrix Γ as follows [36]:

Γ
∂W
∂τ

+
∂F
∂x

= 0 (28)

In formulation (17), the alteration of the time derivative, as the time t is replaced by a
pseudo time τ, can negatively impact the time accuracy, particularly for transient problems.
However, the time accuracy can be restored by using a dual time-stepping method.

To improve the efficiency of numerical simulations, the equation is transformed from
the conservative variables Q to a more suitable set of variables, to reduce the system
Jacobian matrix to a sparse and easier-to-manipulate form. The derivation of the precondi-
tioning matrix starts with this transformation.

In the case of a mixture of multi-species real gases, the primitive variables are consid-
ered the most suitable set of variables. After the preconditioning steps, a transformation
back to the conservative set of variables is necessary for numerical implementation. The
preconditioning matrix Γ will be modified in different forms according to the numerical
models to which is applied [67–72]. Here, the formulation of the dual-time precondition-
ing NS equation system of a homogeneous mixture flow model based on mass fraction
variables is presented. The system is given in a vector form in curvilinear coordinates as
follows [36]:

Γ
∂

^
W

∂τ
+

∂
^
Q

∂t
+

∂
^
Fj

∂ξ j
=

∂
^
Gj

∂ξ j
+ Ŝ, (29)

where
^

W = 1
J [p, u, v, w, T, Y2]

T ,
^
Q = 1

J [Y1ρ, ρu, ρv, ρw, ρH − p, Y2ρ]T is the state vector,
^
S = 1

J S, and convective flux vector
^
F1 and viscous flux vector

^
G1 given as;

^
F1 = 1

J




Y1ρU
ρuU + pξx
ρvU + pξy
ρwU + pξz
(ρH)U
Y2ρU




;
^
F2 = 1

J




Y1ρV
ρuV + pηx
ρvV + pηy
ρwV + pηz
(ρH)V
Y2ρV




;
^
F3 = 1

J




Y1ρW
ρuW + pζx
ρvW + pζy
ρwW + pζz
(ρH)W
Y2ρW




;

^
G1 = 1

J




0
ξxτxx + ξyτxy + ξzτxz
ξxτxy + ξyτyy + ξzτyz
ξxτxz + ξyτyz + ξzτzz

Ψξ

0




;
^
G2 = 1

J




0
ηxτxx + ηyτxy + ηzτxz
ηxτxy + ηyτyy + ηzτyz
ηxτxz + ηyτyz + ηzτzz

Ψη

0




;
^
G3 =

1
J




0
ζxτxx + ζyτxy + ζzτxz
ζxτxy + ζyτyy + ζzτyz
ζxτxz + ζyτyz + ζzτzz

Ψζ

o




,

(30)
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where Ψξ = ξx
(
uτxx + vτxy + wτxz − qx

)
+ ξy

(
uτxy + vτyy + wτyz − qy

)
+

ξz
(
uτxz + vτyz + wτzz − qz

)
.

The preconditioning matrix Γ is given as

Γ =




Y1
∂ρ́
∂p 0 0 0 Y1

∂ρ
∂T Φ1

u ∂ρ́
∂p ρ 0 0 u ∂ρ

∂T u ∂ρ
∂Y2

v ∂ρ́
∂p 0 ρ 0 v ∂ρ

∂T v ∂ρ
∂Y2

w ∂ρ́
∂p 0 0 ρ w ∂ρ

∂T w ∂ρ
∂Y2

Φp uρ vρ wρ ΦT ΦH

Y2
∂ρ́
∂p 0 0 0 Y2

∂ρ
∂T Φ2




, (31)

where, Φp = H ∂ρ
∂p + ρ ∂H

∂p − 1; ΦT = H ∂ρ
∂T + ρ ∂H

∂T ; ΦH = H ∂ρ
∂Y2

+ ρ ∂H
∂Y2

; Φ1 = −ρ + Y1
∂ρ

∂Y2
;

Φ2 = ρ + Y2
∂ρ

∂Y2
. The characteristics of the preconditioned system result in a well-

conditioned dissipation formulation and ensure reliable accuracy, in which the pseudo-time
derivative, ∂ρ́

∂p = ∂ρ
∂p + 1

V2
p
− 1

c2 ; Vp is defined as the pseudo-speed of sound and this control

the wave propagation velocities of the various modes of the system.
The fluids’ properties can be modeled based on equations of state (EOS) from ideal to

real fluids. Examples of EOS equations are adiabatic/Isentropic EOS, Tait EOS, Stiffened
Gas EOS, Noble-Abel Stiffened-Gas EOS, and Industrial Association for the Properties of
Water and Steam (IAPWS).

3.2. Numerical Solution Procedures

The Dual-Time Preconditioned System (18) can be discretized on a structured grid
utilizing a subclass of the lower-upper symmetric Gauss-Seidel (LU-SGS) method [73].
An upwind non-MUSCL total variation diminishing (TVD) algorithm is employed in
conjunction with a suitable limiter function to eliminate the generation of unphysical
solutions in the vicinity of strong gradients [36]. The discretization of the convective
flux terms is accomplished through this approach. Meanwhile, the viscous flux terms
are treated using a second-order accurate central difference scheme. The physical-time
derivative is approximated using a second-order accurate backward difference method,
while the pseudo-time derivative is determined through the application of the Euler finite-
difference formula. The pseudo-time step is established based on the largest eigenvalue
of the system, and the local pseudo-time step is defined accordingly. For steady-state
solutions, the physical-time step is set to infinity, while in unsteady computations, the
physical-time step is set to the global pseudo-time step at each pseudo-time level. A hybrid
formulation, combining a conservative preconditioned Roe method and a nonconservative
preconditioned characteristic-based method, is presented to extend the method to transonic
and supersonic flows with the presence of shocks. This hybrid approach allows for a more
comprehensive and accurate treatment of flow physics in these challenging regimes [74].

Alternatively, the application of the linearization procedure to System (18) results in
the derivation of an implicit unfactored numerical scheme. The solution to this implicit
unfactored scheme can be obtained through the utilization of the alternating direction
implicit (ADI) method [75]. Furthermore, the dual-time preconditioned system can alterna-
tively be discretized by employing the advection upstream splitting method (AUSM), and
the multi-dimensional limiting process (MLP) limiter was utilized to ensure efficient and
accurate computation of convective fluxes [76,77].

3.3. Simulations of Compressible Multiphase Flows

The initial preconditioning algorithm designed for the computation of compressible
single-phase flow [66] was expanded to accommodate multiphase flow simulations [36].
This study presents a numerical solver for multiphase flows capable of simulating various
fluid-structure interactions in underwater environments, such as cavitation flows over

182



Fluids 2023, 8, 100

underwater projectiles, transonic flow past an underwater projectile, water impact of a
circular cylinder, and water entry of a hemisphere with one degree of freedom. The solver
has been shown to provide results that are in good agreement with available experimental
data or previously published results for various quantities of interest, such as surface
pressure coefficients, water impact forces, vertical accelerations, and impact velocities.
Figure 9 presents typical results of the contours of pressure, density, and temperature for a
transonic flow over a projectile, where the free stream velocity is 1540 m/s. Additionally,
the study also examines key aspects of supercavitating flows over axisymmetric projectiles
during entry and exit from the water, including the shape of the cavity, phase topography,
and drag coefficients.

Given that a significant portion of cavitating flows involve both an incompressible
liquid region and a compressible cavity region, it is imperative to employ a system pre-
conditioning technique that appropriately scales the numerical speed of sound in order to
improve the convergence rate in low Mach number flow simulations [35,67,75,78–80].

Furthermore, the Dual-Time Preconditioned method has been demonstrated to be
highly effective in the simulation of cavitation bubble dynamics using real fluid properties
of IAPWS [37,81]. The cavitation bubble dynamics, which refers to the formation of vapor-
filled bubbles in a liquid, is a potent phenomenon with significant ramifications in various
fields such as nature, science, and industrial engineering and technologies. In applications
such as hydrofoils, propellers, pipes, control valves and nozzles, and ultrasonic cavitation,
repeated instances of cavitation bubble collapse over time can result in high local energy
and cause detrimental effects on the mechanical components. Conversely, the repeated
occurrences of cavitation bubble collapse can also generate high local energy that can be
harnessed for practical applications, such as hydrodynamic cavitation processes, surface
cleaning, extraction of natural products, industrial production of food and beverages,
microbial inactivation, and others. During the collapse phase of a cavitation bubble, high
local energy can be generated through shock waves and high-speed microjets, resulting in
hot spots of high temperature and pressure.
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Figure 9. The contours of pressure, density, and temperature for a transonic flow over a projectile,
where the free stream velocity is 1540 m/s (This figure has been adapted from [36]).

The numerical computations can analyze the thermodynamic effects on single cavita-
tion bubble dynamics under various ambient temperature conditions [37,38]. The results
of these studies can be used to improve our understanding of how different temperatures
affect the behavior and intensity of bubbles in a variety of applications as simulations in
Figure 10, such as medical imaging or industrial processes that involve fluid flow with
high-pressure gradients. The maximum bubble radius, first minimum bubble radius, and
collapsing time increase with an increase in ambient temperature. However, the peak
values of internal pressure and internal temperature decrease as the ambient temperature
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increases. Generally speaking, bubbles collapse less violently at higher temperatures than
the lower ones.
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Figure 10. Thermodynamic effects on single cavitation bubble dynamics (This figure has been adapted
from [37]).

For capturing a sharper interface between two fluids, novel level-set approaches [82],
and tangent of hyperbola for interface-capturing methods (THINC) [83,84] were introduced
for the simulation of all-Mach multiphase flows. The proposed all-Mach level-set method
utilizes the concept of signed distance functions within the framework of a species mass
conservation equation to provide accurate evolution of the interface. The method also
encompasses multiple reinitialization techniques to address subgrid scale interfacial frag-
mentation, ensuring the maintenance of accuracy. From a practical perspective, this study
has the potential to enhance simulations related to high-speed marine vehicles, particularly
in the context of supercavitation, which refers to the formation of gaseous cavities around
moving objects such as ships or submarines at very high velocities. The other works have
evaluated several approaches for sharp interface capturing in computations of multi-phase
mixture flows using the preconditioning method [83]. The practical implications are that
these strategies can be used to accurately capture the volume fraction discontinuities, which
is important when simulating complex flow phenomena such as Rayleigh Taylor instability
and axisymmetric jet instabilities. These methods also provide an accurate representation of
fluid properties at interfaces between different phases such as the evolution of vapor volume
fraction in an aerated-liquid injector shown in Figure 11. The inception of bubbles occurs
in the fluid upstream of the discharge tube, which is characterized by a relatively low flow
velocity. As these bubbles progress through the discharge tube, they experience rapid defor-
mation and fragmentation due to the presence of shearing stresses. This allows engineers to
better understand how fluids interact with each other under various conditions.

Using the preconditioning method, a comprehensive examination of the behavior of
sheet cavitation in 3D Venturi geometries has been studied [85]. The research provides a
deeper understanding of the dynamics of sheet cavitation, which is crucial for improving
design decisions in hydraulic applications. The correlation between the numerical results
and the experimental data for the capture of the re-entrant jet is found to be substantial
in Figure 12 This is evidenced by the accurate determination of negative velocity values
as depicted in the velocity profiles. Through a comparison of numerical results obtained
under both sidewall and periodic conditions, the researchers were able to identify 3D effects
that are not directly tied to the presence or absence of walls.

The homogeneous mixture model simulation of compressible multi-phase flows at
all Mach numbers was also applied for a numerical simulation of compressible multi-
phase flows utilizing the Noble–Abel stiffened gas (NASG) equation of state for fluid
properties [86]. The simulation takes into account the effects of gravity and surface tension
forces, which allows for the examination of oscillations in elliptical drops and unsteady
water surfaces in dam break scenarios. The preconditioning technique was utilized to
achieve improved convergence at low speeds without introducing numerical dissipation.
The results obtained from this research were compared against analytic solutions and
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experimental data, such as Schlieren images, and were found to be in good agreement.
The method provided a highly resolved result of the vortex formed around the bubble
in Figure 13, showing the bubble transformed into an elliptical shape. Additionally, the
simulation was able to accurately predict the deformation and evolution of bubbles during
air/helium shock interactions, as well as the mixing and heat transfer between liquid and
gas phases in underwater explosion scenarios, under various conditions.
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figure has been adapted from [85]).
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Furthermore, the preconditioning method has been applied to various multiphase flows
and physics. A study presents the results of a numerical simulation investigating the interaction
between an ultrasound wave and a bubble [87]. It provides three different numerical methods
which are assessed with one-dimensional spherical benchmarks, showing that the compressible
projection method is most suitable when considering spatial accuracy and time step stabil-
ity. Finally, moving deformable bubbles interacting with plane waves have been simulated
successfully demonstrating the ability of this new technique in more complex situations. The
preconditioning technique was also applied to the development of a two-phase compressible
flow model with stiff mechanical relaxation [70,88]. These studies present numerical results for
two-dimensional liquid gas channel flows, shocks, and real cavitating flows in Venturi nozzles,
which show that the proposed preconditioning techniques are effective in improving accuracy
at low Mach number regimes. The order of pressure fluctuations generated by these methods
is consistent with theoretical predictions from an asymptotic analysis on continuous relaxed
two-phase flow models. A comprehensive and unified approach to general fluid thermodynam-
ics was developed to account for fluid flows across the entire thermodynamic state [89]. The
proposed method was validated through several test cases that examined the vaporization of su-
percritical droplets in both quiescent and convective environments. These test cases demonstrate
the efficacy of the current algorithm in accurately modeling the specified physical phenomena.
This technique was also applied to a modified flamelet-progress-variable model for combustion
under supercritical conditions. The validity of the model is established through comparisons
with experimental data from both laminar flames and turbulent combustion. Additionally, the
model is used to investigate the influence of pressure on the coaxial injection and combustion
of LOx/methane, as well as on the swirling injection and combustion of LOx/kerosene [90].
An algorithm based on the integration of time-derivative preconditioning techniques with
low-diffusion upwinding methods was presented and applied to the simulation of multiphase,
compressible flows commonly found in the motion of underwater projectiles [91]. The efficacy
of the algorithm is demonstrated through the presentation of results from several multiphase
shock tube calculations. Furthermore, calculations are presented for a high-speed axisymmetric
supercavitating projectile during the crucial water entry phase of flight. an extension of the
preconditioned advection upstream splitting method was introduced for the simulation of 3D
two-phase flows in circulating fluidized beds [92]. The results of the calculations performed on a
straight tube geometry demonstrate that the behavior of the flow, as reported in previous studies,
is accurately modeled. The analysis specifically focuses on the effects of inelastic particle-particle
collisions, which result in a fluctuating flow field. Another study focuses on the development of
simultaneous solution algorithms for Eulerian–Eulerian gas–solid flow models, analyzing the
stability and convergence behavior of both a point solver and a plane solver [93].

4. Conclusions

In this review, we analyzed the advancements in dual-time preconditioning and
artificial compressibility methods for solving NS equations in both incompressible and com-
pressible multiphase flows. We discussed the latest progress in different forms of dual-time
preconditioning and artificial compressibility terms integrated into the NS equations on
structured and unstructured grids, overlapping grid systems, and curvilinear coordinates.

These methods have been proven to be robust and widely used for the analysis of
multiphase flows. We also highlighted outstanding issues in the simulation of free-surface,
fluid-structure interaction, slamming, water entry, and exit of rigid bodies, and cavitation
flows and shock waves. The relative advantages of these techniques for simulating mixed
flows of different speeds were pointed out, and it was concluded that they are a powerful
tool for the computation of multiphase flows at all Mach numbers. Overall, the dual-time
preconditioning and artificial compressibility methods are valuable tools for CFD simu-
lations in the field of multiphase flows. However, the dual-time, pseudo-compressibility
method can be still improved in several ways:

(i) Incorporating more accurate and efficient numerical schemes for solving dual-time,
pseudo-compressibility NS equations.
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(ii) Considering the effects of turbulence by implementing various accurate turbulence
models and other physical phenomena that may affect the multiphase flow behaviors.

(iii) Additionally, the method can be extended to handle more complex and realistic bound-
ary conditions and geometries. Accordingly, efforts should be focused on reducing
the computational cost of the method while preserving its accuracy and robustness.
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Nomenclature

α Phasic volume fraction
Y Phasic mass fraction
β Preconditioning parameter
ρ Density
γtt Exponential factor of mixture density
Γ Preconditioning matrix
Γe Jacobian of physical time derivatives
µ Molecular viscosity
τ Pseudo time
∆τ Pseudo time step
∆t Physical time step
σ Cavitation number
g Gravity
p Pressure
t Physical time
T Transformation matrix
u x-direction velocity of fluid
U Contravariant velocity in x-direction
U0 Parameter reference to velocity
U∞ Free-stream velocity
v y-direction velocity of fluid
V Contravariant velocity in y-direction
w z-direction velocity of fluid
W Contravariant velocity in z-direction
ξ, η, and ζ computational space in the general curvilinear coordinate system
.

m Mass transfer rate
ρ̃ Artificial density
∞ Reference to free stream
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Abstract: Particle concentration is an important parameter for describing the state of gas–solid two-
phase flow. This study compares the performance of three methods, namely, Back-Propagation Neural
Networks (BPNNs), Recurrent Neural Networks (RNNs), and Long Short-Term Memory (LSTM),
in handling gas–solid two-phase flow data. The experiment utilized seven parameters, including
temperature, humidity, upstream and downstream sensor signals, delay, pressure difference, and
particle concentration, as the dataset. The evaluation metrics, such as prediction accuracy, were used
for comparative analysis by the experimenters. The experiment results indicate that the prediction
accuracies of the RNN, LSTM, and BPNN experiments were 92.4%, 92.7%, and 92.5%, respectively.
Future research can focus on further optimizing the performance of the BPNN, RNN, and LSTM to
enhance the accuracy and efficiency of gas–solid two-phase flow data processing.

Keywords: gas–solid two-phase flow data processing; BPNN; RNN; LSTM

1. Introduction

Gas–solid two-phase flow is a common and complex fluid state in industries such
as energy and chemical engineering [1]. Particle concentration is a key parameter that
determines the flow characteristics of gas–solid two-phase flow and plays a crucial role in
investigating these characteristics and optimizing industrial production processes. Vari-
ous techniques, including microwave [2], capacitance [3], acoustic [4], and optical wave
fluctuation [5] techniques, have been proposed for measuring the parameters of gas–solid
two-phase flow. Particularly, the electrostatic principle has received widespread attention
in recent years due to its reliability and high sensitivity. Nonintrusive sensors are widely
used for detecting charge in various industrial applications [6,7].

Traditional methods extract useful signals from electrostatic signals, using different
algorithms to accurately study the parameters of gas–solid two-phase flow. For instance,
Wang et al. decomposed the signal from an electrostatic sensor using harmonic wavelet
transform (HWT) [8] and discrete wavelet transform (DWT) [9]. Zhang et al. utilized the
Hilbert–Huang transform to obtain the average flow characteristic parameters of particles
within the sensor, such as average flow velocity and average mass flow rate [10]. However,
a challenge of electrostatic sensing technology is establishing a model between particle
concentration, flow rate, and electrostatic current signal. This is due to the complexity
of the electrostatic behavior of powder particles, as well as the amount and polarity of
charges being related not only to the properties of the particles themselves (shape, size,
distribution, roughness, relative humidity, chemical composition, etc.) but also to the
material and arrangement of the pipeline, as well as conveying the conditions of particles
within the pipeline (pipe size, conveying velocity) [11,12]. Researchers have improved
the characteristics of the instrument to mitigate the influence of sensors on flow patterns
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and enhance the consistency of spatial sensitivity, thereby improving measurement accu-
racy [9,10]. This compensation for spatial sensitivity is an important step in enhancing
measurement accuracy and improving the instrument’s suitability for flow patterns.
From a theoretical perspective, it is still challenging to explain the complexity and random-
ness of gas–solid and other multiphase flow systems. Therefore, it is crucial to acquire a
large amount of data through experiments and in actual production processes, study the
phenomena using statistical methods, and establish models. Modeling unknown functions
of unrelated variables using machine learning techniques is an effective application of
electrostatic sensor modeling. Deep learning algorithms can effectively model variables
such as signals, concentration, and particle velocity. Furthermore, deep learning [13–15]
offers valuable characteristics that allow for efficient learning and processing of complex
relationships and non-linear features in data, providing efficient and accurate modeling
and prediction capabilities.

In the field of measurement research on gas–solid two-phase flow, Yan et al. have
made effective explorations in applying machine learning algorithms to optimize models
and improve measurement accuracy [16]. Despite this progress, there has been relatively
little research on using deep learning methods to determine parameters in gas–solid two-
phase flow.

Nevertheless, deep learning models demonstrate sufficient flexibility to promptly
respond to and update based on changes in data in order to adapt to dynamic system
variations. This characteristic provides robust support for industrial production optimiza-
tion, environmental protection, and process safety. Despite the limited research on deep
learning for determining parameters in gas–solid two-phase flow, it is foreseeable that deep
learning will emerge as a pivotal method in future studies, offering new perspectives and
opportunities for addressing related issues.

2. Materials and Methods

Deep learning is a sub-field of artificial intelligence that focuses on developing algo-
rithms and models capable of learning and making predictions or decisions without explicit
programming. It involves studying statistical models and algorithms that enable computers
to automatically analyze and interpret complex patterns and relationships in data.

At the core of machine learning is the construction of computational models that can
learn from data and make predictions or decisions based on that knowledge. These models
are trained using large datasets, which consist of input data and corresponding desired
outputs or outcomes. During the training process, the models learn to recognize patterns,
extract meaningful features, and generalize from the data to make predictions or decisions
on new, unseen data.

In the context of complex gas–solid two-phase flow data, this study utilized several
models for predicting particle concentration, including RNNs, LSTM, and BPNNs.

2.1. BPNN

The main steps of training a BPNN include parameter initialization, forward propaga-
tion, loss computation, back propagation, and parameter updating [17–19]. During forward
propagation, input samples are processed through the network to obtain output results.
The loss function is then calculated to measure the discrepancy between the output and
the target. Subsequently, back propagation is performed to compute the gradients layer by
layer and update the weights and biases. This iterative process continuously adjusts the
parameters to make the network output approach the target values.

2.1.1. Forward Propagation

During forward propagation, input data are transmitted from the input layer to
the output layer. At each layer, the input is multiplied by weights and passed through
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an activation function to produce the output. The process can be described using the
following equations:

Zi =
n

∑
i=1

(Wi Ai−1 + bi) (1)

yi = f (Zi) (2)

In these equations, Zi represents the weighted sum of inputs at layer i, Wi represents
the weighted matrix connecting layer i − 1 to layer i, Ai−1 represents the output of layer
i − 1, bi represents the bias vector at layer i, f () represents the activation function, and Ai
represents the output of layer i.

2.1.2. Backward Propagation

Backward propagation is used to calculate the gradients of the parameters (weights
and biases) with respect to the loss function. This allows the neural network to update its
parameters and improve its performance. The gradients are calculated using the chain rule
of differentiation.

For example, let us consider the output layer. Assuming the activation function is f (),
the loss function is L, the input to the output layer is Z, and the output is A. The gradient of
the loss function with respect to the output can be calculated as:

∂L
∂Z

=
∂L
∂a

f ′(Z) (3)

Here, f ′ represents the derivative of the activation function. Using these gradients, the
weights and biases can be updated according to the following formulas:

wl = wl − a
∂L
∂wl

(4)

bl = bl − a
∂L
∂bl

(5)

In these formulas, a represents the learning rate of the neural network, ∂L/∂wl repre-
sents the gradient of the loss function with respect to the weights, and ∂L/∂bl represents
the gradient of the loss function with respect to the biases.

The common activation functions and their expressions are as follows:

fSigmoid =
1

1 + e−x (6)

The Sigmoid function can map real numbers to between 0 and 1 in the input and is
usually used for binary classification problems.

fReLU = Max(0, x) (7)

The ReLU function returns the input itself for non-negative inputs and returns 0 for
negative inputs. ReLU is widely used in deep learning because it can accelerate training
and reduce the risk of overfitting.

fTanh =
ex − e−x

ex + e−x (8)

The Tanh function is similar to the Sigmoid function but maps the input to between
−1 and 1 and is usually used for multi-classification problems.

These activation functions introduce non-linearity into the neural network, allowing it
to learn complex patterns and make predictions. The choice of activation function depends
on the nature of the problem and the characteristics of the data.
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2.1.3. Advantages and Disadvantages of BPNNs

BPNNs have advantages in handling non-linear relationships, flexibility, and adaptabil-
ity. By optimizing model parameters, it effectively reduces the loss function and improves
performance. However, BPNNs have the drawbacks of long training time, susceptibility to
local minimums, and sensitivity to outliers, requiring data preprocessing and parameter
tuning to avoid overfitting. When dealing with gas–solid two-phase flow data, additional
parameter tuning and preprocessing may be necessary to enhance stability and accuracy.

2.2. RNNs and LSTMs

RNNs and LSTMs are neural network architectures used for processing sequential
data [20]. RNNs have recurrent connections that allow information to be passed and
shared within a sequence, capturing temporal dependencies and contextual information.
However, traditional RNNs suffer from the issues of vanishing and exploding gradients.
To address this problem, LSTM was introduced, which incorporates gate mechanisms to
selectively update, retain, or discard information, mitigating the gradient problem and
better capturing long-term dependencies. Hence, LSTM can be regarded as an enhanced
version of RNN designed to improve the handling of long sequential data.

2.2.1. RNNs

An RNN (Recurrent Neural Network) is a type of recursive neural network used for
processing sequential data. Its principle can be represented by the following equation:

ht = f (Whh + Wxhxt + bh) (9)

Here, ht represents the hidden state at time step t, xt represents an element of the input
sequence, Whh is the weight matrix from hidden state to hidden state, Wxh is the weight
matrix from input to hidden state, bh is the bias vector, and f is the activation function.

2.2.2. LSTM

LSTM (Long Short-Term Memory) is a variant of Recurrent Neural Networks (RNNs)
that effectively handles long-term dependencies. It achieves this by incorporating gate
mechanisms to control the flow of information, which primarily consists of input gate,
forget gate, and output gate [21,22], as follows:

1. Forget gate.

The forget gate determines which information from the previous time step’s memory
state should be forgotten. It is calculated using the following formula:

g f = δ(w f [ht−1, xt] + b f ) (10)

Here, w f and b f are the parameters of the forget gate, and δ represents the Sigmoid
activation function; ht−1 refers to the previous time step’s hidden state, and xt represents
the current input.

2. Input gate.

The input gate determines which information from the current time step should be
updated into the memory state. It is calculated using the following formula:

it = δ(wi[ht−1, xt] + bi) (11)

gt = tanh(wg[ht−1, xt] + bg) (12)

Here, it denotes the output of the input gate, gt represents the candidate memory value
at the current time step, and wi, wg, bi, and bg are the weights and biases of the input gate.
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3. Updating memory state (cell state).

The previous memory state, ct−1, is updated based on the outputs of the forget gate
and input gate. The computation formula is as follows:

ct = δ(w f [ht−1, xt] + b f ) (13)

Here, ct represents the current memory state.

4. Output gate.

The output gate determines which information from the current hidden state should
be output to the next time step or externally. It is calculated using the following formula:

ot = δ(wo[ht−1, xt] + bo) (14)

ht = ottanh(ct) (15)

Here, Ot denotes the output of the output gate, and ht represents the current hid-
den state.

At each time step, LSTM utilizes the input, previous hidden state, and memory state
to update the memory state and hidden state through the computation of the forget gate,
input gate, and output gate. This enables LSTM to model and retain information from
sequential data.

2.2.3. Advantages and Disadvantages of RNNs and LSTM

RNNs can effectively capture temporal dependencies in the time-series data of gas–
solid two-phase flow, enabling improved prediction and analysis. Its strength lies in its
ability to capture sequential time-dependent information, making it suitable for handling
time-series data in gas–solid two-phase flow. However, it suffers from the challenge of
vanishing or exploding gradients when dealing with long sequences. Consequently, its
performance may be limited when handling extremely long sequences.

On the other hand, LSTM’s memory units allow for selective retention and forgetting
of information, making it a suitable choice for addressing long-term dependencies in gas–
solid two-phase flow data. It overcomes the issue of long-term dependencies in RNNs and
handles temporal data more effectively in gas–solid two-phase flow. Compared to tradi-
tional RNNs, it performs better in handling long sequences and long-term dependencies.
Nevertheless, it may require increased computational resources and training time.

3. Data Collection and Processing
3.1. Data Collection

The experiment required the collection of data such as temperature, humidity, pressure
difference, and velocity during the running process of the particles. The experimental
equipment utilized a gas–solid two-phase flow detection device provided by the laboratory
to complete the research work. The experimental platform is shown in Figure 1.

The experimental platform equipment included a separator, a receiving bin, a feeding
bin, a blower, a power supply unit, and a digital multimeter, as well as a ring-shaped
electrostatic sensor, temperature and humidity sensors, and a pressure difference sensor
located near the annular electrostatic sensor. The experiment used fly ash particles with
particle sizes ranging from 0.1 mm to 0.9 mm.

196



Fluids 2024, 9, 59Fluids 2024, 9, x FOR PEER REVIEW 6 of 14 
 

 
Figure 1. Experimental platform for gas–solid two-phase flow. 

The experimental platform equipment included a separator, a receiving bin, a feed-
ing bin, a blower, a power supply unit, and a digital multimeter, as well as a ring-shaped 
electrostatic sensor, temperature and humidity sensors, and a pressure difference sensor 
located near the annular electrostatic sensor. The experiment used fly ash particles with 
particle sizes ranging from 0.1 mm to 0.9 mm. 

The following equipment was used for measurement and monitoring in this experi-
mental platform: 
1. KZWSRS485 temperature and humidity transmitter. 

The Kunlun Zhongda Company in Beijing, China manufactures this transmitter, 
which comprises a sensor, signal-processing circuit, and communication interface. It con-
verts the measured temperature and humidity data into standard electrical signal output. 
The temperature measurement range is from 0 °C to 50 °C, and the humidity measurement 
range is from 0%RH to 100%RH. The KZWSRS485 temperature and humidity transmitter 
have high accuracy, reliability, and stability and can operate within a wide range of tem-
peratures and humidity. 
2. KZY-808BGA pressure difference sensor. 

The sensor, produced by Kunlun Zhongda Company in Beijing, China, is designed 
for measuring air pressure differences and converting them into corresponding electrical 
signal outputs. It offers a measurement range from 0 to 3 KPa. 
3. Electrostatic sensor. 

Two inductive ring-shaped electrostatic sensors and a metal shield were used in the 
experiment. The sensor electrodes were made of highly sensitive stainless steel material 
in a ring-shaped structure, providing good wear resistance. To ensure the stability of the 
signal output, the electrostatic sensor was equipped with a metal shield to reduce the in-
fluence of external electromagnetic interference. 
4. APS3005S-3D power supply unit. 

This device is manufactured by Shenzhen AntaiXin Technology Co., Ltd., located in 
Shenzhen, China. It provides stable voltage and current outputs for sensors, ensuring the 
normal operation of the sensors.This device provided stable voltage and current output 
to the sensors, ensuring their normal operation. 

  

Figure 1. Experimental platform for gas–solid two-phase flow.

The following equipment was used for measurement and monitoring in this experi-
mental platform:

1. KZWSRS485 temperature and humidity transmitter.

The Kunlun Zhongda Company in Beijing, China manufactures this transmitter, which
comprises a sensor, signal-processing circuit, and communication interface. It converts the
measured temperature and humidity data into standard electrical signal output. The tem-
perature measurement range is from 0 ◦C to 50 ◦C, and the humidity measurement range
is from 0%RH to 100%RH. The KZWSRS485 temperature and humidity transmitter have
high accuracy, reliability, and stability and can operate within a wide range of temperatures
and humidity.

2. KZY-808BGA pressure difference sensor.

The sensor, produced by Kunlun Zhongda Company in Beijing, China, is designed
for measuring air pressure differences and converting them into corresponding electrical
signal outputs. It offers a measurement range from 0 to 3 KPa.

3. Electrostatic sensor.

Two inductive ring-shaped electrostatic sensors and a metal shield were used in the
experiment. The sensor electrodes were made of highly sensitive stainless steel material in a
ring-shaped structure, providing good wear resistance. To ensure the stability of the signal
output, the electrostatic sensor was equipped with a metal shield to reduce the influence of
external electromagnetic interference.

4. APS3005S-3D power supply unit.

This device is manufactured by Shenzhen AntaiXin Technology Co., Ltd., located in
Shenzhen, China. It provides stable voltage and current outputs for sensors, ensuring the
normal operation of the sensors.This device provided stable voltage and current output to
the sensors, ensuring their normal operation.

5. GDM-842 digital multimeter.

The manufacturer of the GDM-842 Digital Multimeter is GW Instek (Good Will In-
strument Co., Ltd.), located in Taiwan, China. This multimeter is used to measure voltage
signals outputted by sensors, ensuring accurate measurement results.
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The use of these devices in the experimental platform aimed at achieving precise
measurements and data acquisition of environmental conditions, providing reliable data
support for the experiment.

Due to the randomness and complexity of fluid motion, the charge signals sensed by
electrostatic sensors often exhibit instability. Processing the charge signal itself is relatively
challenging. Therefore, the experiments were designed to consider the influence of the
sensor’s impedance and signal bandwidth, and corresponding conditioning circuits were
developed. Through the conditioning circuit, the charge signal was able to be converted
into a stable and measurable voltage signal.

The data acquisition system uses an FPGA (Intel’s EP4CE40F) as the main control
chip, which is produced by Shenzhen Gongshen Electronic Technology Co., Ltd. located
in Shenzhen, China. It employs the AD7606 as the ADC with a precision of 16 bits and
a sampling frequency set at 104 Hz. In addition, to achieve data storage, a NAND flash
memory was added, utilizing the H27U1G8F2B chip from Micron Technology Inc., located
in Boise, ID, USA. The CY60813A chip from Cypress Semiconductor Corporation in San
Jose, CA, USA, was utilized as the core chip for USB transmission. This chip played a
crucial role in enabling seamless communication with the PC. The data collection process is
illustrated in Figure 2.
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Figure 2. Data collection process diagram.

The experiment utilized a feeder and a blower to control the mass flow rate and
velocity of particles, obtaining data on gas–solid two-phase flow at different mass flow
rates and velocities within a range of 30–50 m/s for velocity and 33.5–54.5 g/s for mass
flow rate.

3.2. Calculation of Particle Velocity and Particle Concentration

The experiment involved the processing of voltage output from two electrostatic
sensors. After running the system for a period of time, it was observed that the signal
outputs between these two sensors exhibited notable similarities. This trend can be clearly
observed in Figure 3.

The experiment measured the difference in the index numbers corresponding to
the peak values of signals from the upstream and downstream sensors as the particle
delay. Considering the known constant values of the sampling frequency and the distance
between the two electrostatic sensors, this delay value can be used as an approximate
particle velocity.
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After obtaining the velocity, the particle concentration can be calculated using the
following formula:

C =
q

AV
(16)

where C is the particle concentration, q is the mass flow rate, V is the particle velocity, and
A is the cross-sectional area of the particle transport pipeline.

By following the aforementioned process, the experiment obtained complete data
for temperature, pressure difference, humidity, signals from upstream and downstream
sensors, velocity, and particle concentration.

3.3. Normalization of Model Data

Data normalization is typically performed in deep learning models to ensure that the
input data have similar value ranges across different features. This helps in accelerating
model convergence and improving stability. Normalization prevents issues such as feature
bias and excessive gradient changes, allowing the model to treat all features fairly and
enhance training effectiveness and reliability. It is calculated using the following formula:

x′ =
x− xmin

xmax − xmin
(17)

where, xmin refers to the minimum value of the original data, and xmax refers to the
maximum value of the original data. x refers to the value before normalization, and x′

refers to the value after normalization.

4. Results
4.1. Experimental Preparation and Environment Configuration

The experiment utilized a two-phase gas–solid flow dataset consisting of seven
columns of data, including temperature, humidity, upstream sensor signal, downstream
sensor signal, delay, pressure differential, and particle concentration. The training set
consisted of 25,500 samples with varying velocities and particle concentrations. The test set
was extracted from the remaining samples and contained 5100 samples. The training set
was used for model training and parameter optimization, while the test set was used to
evaluate the model’s predictive performance.
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To establish the experimental environment, Jupyter Lab (4.0.3) was chosen as the com-
putational environment, which is a scientific computing tool implemented in an interactive
manner. For the selection of the main programming language, Python (3.9) was adopted,
which is a high-level programming language widely used in the field of machine learning.

To enhance the reliability of project management and the independence of experiments,
the Anaconda platform was utilized. With Anaconda, it is possible to create isolated virtual
environments to ensure the isolation of dependencies between different projects. Within
the virtual environment, TensorFlow was installed as the machine learning library, which is
an open-source framework developed by Google. Along with TensorFlow, other essential
machine learning libraries and tools such as Keras, PyTorch, and scikit-learn experiments
were installed to enhance the functionality and flexibility of the experiments.

4.2. Model Evaluation Metrics

This experiment set up three evaluation metrics: prediction accuracy (AF), mean
squared error (EMSE), root-mean-square error (ERMSE), and mean absolute error (EMAE).
The specific expressions are:

AF =
1
n∑ 1− |y− y′|

y
(18)

ERMSE =

√
1
n∑ (y− y′)2 (19)

EMSE =
1
n∑ (y− y′)2 (20)

EMAE =
1
n∑

∣∣y− y′
∣∣ (21)

where n represents the total number of samples, and y and y′ represent the actual value
and predicted value, respectively.

4.3. Model Construction and Parameter Determination

In order to construct a model for predicting particle concentration, the present ex-
periment used temperature, humidity, upstream and downstream sensor signals, velocity,
and pressure difference as input parameters and the predicted particle concentration as
the output of the model. The experiment employed BPNN, RNN, and LSTM models
for modeling. Before beginning the modeling process, it was necessary to determine the
number of hidden layers and the number of nodes in the hidden layers.

The decision to utilize three hidden layers in the experimental setup was driven
by the findings of preliminary experiments, which suggested that a model with three
hidden layers exhibits superior capability in capturing the intricate features within the
dataset. Conversely, the potential drawbacks associated with introducing a fourth hidden
layer, such as an increased risk of overfitting, heightened model complexity without
substantial performance enhancements, and escalated computational expenses, were taken
into consideration. The primary focus of the experiment was to explore the impact of
varying node quantities within the three hidden layers. Starting with 40 nodes, the quantity
was incrementally increased to 80 in increments of 10 nodes. Evaluation of each parameter
combination was conducted to pinpoint the combination of node quantities that yielded the
most favorable results. Throughout the experiment, EMSE was employed as the designated
loss function.

Following the completion of training, the model’s performance was evaluated using the
test set. The prediction accuracy of models with different parameter settings was quantified
by calculating the loss function. The experimental results are shown in Figures 4–6.
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Based on the results presented in Figures 4–6, it is evident that the BPNN demonstrated
superior predictive performance when configured with three hidden layers and 80, 60, and
50 memory units in each respective layer. Similarly, the LSTM model delivered optimal
results with three hidden layers and 80, 80, and 70 memory units, while the RNN model
exhibited the best predictive performance when utilizing three hidden layers with 80, 40,
and 40 memory units. The decision to set the maximum iteration count to 500 was informed
by experimental data indicating that errors across different models converged to a stable
level after 500 iterations. The parameters determined for the BPNN, LSTM, and RNN
models are presented in Table 1.

Table 1. The key parameters of the model.

Parameter BPNN RNN LSTM

Number of Hidden Layers 3 3 3
Number of Units per Layer 80, 60, 50 80, 40, 40 80, 80, 70

Maximum Number of Iterations 500 500 500
Training Batch Size 32 32 32

4.4. Results

When handling gas–solid two-phase flow data, the present experiment compared
the predictive performance of different methods and used three evaluation metrics for
comparison, including AF, ERMSE, and EMAE. Table 2 shows the prediction results of the
different models. Figure 7 presents a comparison between the predicted values and actual
values for the different models.

Table 2. Comparison of prediction results for different models.

Prediction Model AF RMSE RMAE

BPNN 92.5 52.22 37.45
RNN 92.4 53.19 38.88
LSTM 92.7 53.43 38.70
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After obtaining the predicted values and actual values of the different models’ test sets,
the results were divided into different intervals based on the relative error. By evaluating
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the proportion of low-error-interval samples, the performance of the models was able to
be quantitatively assessed. A high proportion of low-error-interval samples indicated that
the model could accurately predict the majority of samples, demonstrating a high level
of precision. The proportions of samples within different relative error intervals for each
model can be observed in Figure 8.
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Based on the analysis of experimental results, it was evident that there were differences
in the performance of the LSTM, RNN, and BPNN models in predicting the relative error of
particulate matter concentration in gas–solid two-phase flow. In the relative error range of
[0.0, 0.1), the LSTM model demonstrated strong performance, with an accuracy of 74.27%,
which was slightly higher than the RNN model (71.57%) and the BPNN model (71.61%).
Regarding the overall prediction performance indicators, the three models showed similar
values in prediction accuracy, root-mean-square error, and mean absolute error, with no
significant advantages observed. The LSTM model exhibited superior memory and long-
term dependency capabilities compared to the BPNN and RNN, making it suitable for
handling time-series data and long-distance dependency relationships, thereby providing
the LSTM model with stronger modeling capabilities for gas–solid two-phase flow data
processing. Although the LSTM model required a longer training time and computational
resources, its training efficiency and convergence speed in handling complex gas–solid
two-phase flow sequence data were higher compared to the BPNN and RNN, as observed
in Figures 3–5, where, under the same number of iterations (100) and parameter settings,
the LSTM’s loss function was relatively smaller than those of the BPNN and RNN.

In summary, according to the experimental results, the LSTM model performs well in
the relative error range of [0.0, 0.1), which is possibly attributable to its superior memory
and long-term dependency capabilities, as well as its modeling capabilities in handling
gas–solid two-phase flow sequence data. However, there were no significant differences
observed among the three models in terms of overall prediction performance indicators.

5. Discussion

This experimental study compared the performance of LSTM, RNN, and BPNN models
in predicting the concentration of particulate matter in gas–solid two-phase flow. The results
showed that within the relative error range of [0.0, 0.1), the LSTM model exhibited the
best performance, validating its advantages in handling time-series data and capturing
long-term dependencies. Although the overall prediction performance indicators of the
three models were similar and showed no significant advantages, they all demonstrated
certain predictive capabilities and adaptability. This may be due to the similar challenges
and limitations they face in handling the concentration of particulate matter in gas–solid
two-phase flow. The complexity and dynamics of gas–solid two-phase flow may lead to
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noise and uncertainty in the data, posing similar challenges for all models. Additionally,
the prediction of particulate matter concentration is influenced by various factors, such as
gas flow velocity, particle size distribution, and pipeline or equipment structure, which
may have similar impacts on the prediction performance of different models.

Furthermore, these models possess similar modeling and expressive capabilities,
leading to similar predictive performance when processing gas–solid two-phase flow
data. The quantity and quality of the data may have similar effects on the prediction
performance of the three models, resulting in relatively close predictive effects if the
dataset features are challenging to all of the models to some extent. Therefore, despite
potential differences in handling time-series data and capturing long-term dependencies,
these models demonstrate similar predictive effects in specific tasks of predicting the
concentration of particulate matter in gas–solid two-phase flow.

To enhance the performance of these models, it is recommendable to conduct further
experiments with different parameter settings and optimization strategies, feature selections
and engineering, and model integration methods. Future research may involve evaluating
other machine learning models (such as CNNs and self-attention mechanism models),
improving feature selection and engineering methods, and exploring the interpretability of
the models. Interdisciplinary cooperation is crucial to integrate fluid mechanics and deep
learning for in-depth research to seek more reliable and accurate data processing models
for gas–solid two-phase flow.
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Abstract: The current study begins with an experimental investigation focused on measuring the
pressure drop of a water–air mixture under different flow conditions in a setup consisting of horizontal
smooth tubes. Machine learning (ML)-based pipelines are then implemented to provide estimations
of the pressure drop values employing obtained dimensionless features. Subsequently, a feature
selection methodology is employed to identify the key features, facilitating the interpretation of the
underlying physical phenomena and enhancing model accuracy. In the next step, utilizing a genetic
algorithm-based optimization approach, the preeminent machine learning algorithm, along with its
associated optimal tuning parameters, is determined. Ultimately, the results of the optimal pipeline
provide a Mean Absolute Percentage Error (MAPE) of 5.99% on the validation set and 7.03% on the
test. As the employed dataset and the obtained optimal models will be opened to public access,
the present approach provides superior reproducibility and user-friendliness in contrast to existing
physical models reported in the literature, while achieving significantly higher accuracy.

Keywords: pressure drop; two-phase flow; machine learning; feature selection; pipeline optimization

1. Introduction

Gas and liquid multiphase systems are commonly encountered in pipe flows within
the petrochemical, energy, and healthcare industries, where accurate estimation of pressure
drop is essential. In applications such as oil and gas transportation [1–3], pipelines handle
mixtures of liquids and gases, necessitating precise pressure drop calculations to ensure
efficient and cost-effective transportation. Similarly, in cryogenic applications like liquefied
natural gas (LNG) transport, understanding pressure drops helps in maintaining optimal
flow rates and preventing equipment failure due to excessive pressure differentials, espe-
cially during loading and unloading operations [4]. These calculations not only influence
the design and operation of systems but also impact safety and reliability, making them
essential for achieving desired performance levels without compromising operational in-
tegrity. However, estimating the frictional pressure drop of two-phase flow is considered
to be a complex problem [5], as the corresponding governing physical phenomena depend
on several parameters including the ones corresponding to the flow conditions, properties
of the fluids involved, and the specific geometry of the system. This field has been the
subject of extensive research since the 20th century. Numerous investigations have been
undertaken in this field, leading to the development of multiple empirical correlations
suitable for various applications [6]. This research area has specifically received notable at-
tention since the accurate estimation of energy conversion plants, which include two-phase
processes, requires an accurate prediction of two-phase flow pressure drop.
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The literature commonly utilizes two approaches to determine the frictional pressure
gradient of two-phase flow in pipes: the homogeneous and separated flow models. These
models are chosen for their independence from the specific flow pattern. The first method-
ology considers the two-phase flow as if it were a single-phase flow, with the physical
properties determined through an appropriate weighting of the properties associated with
the individual phases. The second approach is instead based on the assumption that the
two-phase pressure gradient is correlated with the pressure gradient of each individual
phase, which is considered separately. In the field of separated flow models (liquid or gas),
the groundbreaking work was conducted by Lockhart and Martinelli [7] with experimental
data corresponding to air and liquids such as water, along with various types of oils and
organic fluids. Chisholm [8] subsequently pursued this research, presenting a straightfor-
ward model relying on Lockhart–Martinelli charts. Additional enhancement on Chisholm’s
model was conducted by Mishima and Hibiki [9] (for viscous gas, viscous liquid flows),
Zhang et al. [10] (for adiabatic and diabatic viscous flows), and Sun and Mishima [11]
(refrigerants, water, CO2, and air). The Lockhart and Martinelli approach can also be
successfully applied to non-straight pipes; for instance, Colombo et al. (2015) introduced
adjustments to account for centrifugal forces in steam-water two-phase flow within helical
tubes [12], incorporating pressure drop estimates from a previous study for single-phase
laminar flow [13]. Different models were proposed by Chisholm [14] (transformation of the
Baroczy plots [15]) and MullerSteinhagen and Heck [16] (a solely empirical model based on
a very broad dataset). Other studies in this approach include the works conducted by Souza
and Pimenta [17] based on data obtained from the experimental activity on refrigerants,
Friedel [18] (a large dataset taking into account the effects of surface tension and gravity),
Cavallini et al. [19] (condensing refrigerants), and Tran et al. [20] (refrigerants during the
phase transition).

Most of the proposed models in the above-mentioned studies are simple empirical
models (for the sake of reproducibility and ease of use), which are obtained from the
regression of the experimentally acquired data. Such data fitting provides acceptable
accuracy for datasets with limited flow conditions; however, often the models cannot be
easily extended to include different conditions. Furthermore, while attempting to fit large
datasets with a wide range of flow and geometric conditions, the accuracy of these types of
models is notably reduced. An alternative methodology to the latter approach is utilizing
complex machine learning-based models, which can provide significantly higher accuracy
compared to simple empirical ones while being fed with large datasets.

Considering their higher accuracy, machine learning-based models have been em-
ployed in several studies for simulating the multi-phase flow phenomena [21,22]. An
Artificial Neural Network (ANN) was employed to predict the pressure drop in both
horizontal and vertical circular pipes conveying a mixture of oil, water, and air from the
production well [2,3]. Artificial Neural Network (ANN) was additionally utilized to predict
pressure drop in piping components for the conveyance of non-Newtonian fluids [23],
predicting the performance of a parallel flow condenser utilizing air and R134a as working
fluids [24], and the pressure drop production of R407C two-phase flow inside horizontal
smooth tubes [25]. The integration of the Group Method Data Handling with an Artificial
Neural Network (ANN) was employed to forecast frictional pressure drops in mini-channel
multi-port tubes for flows involving five different refrigerant fluids [26]. Various machine
learning-based approaches were employed to predict the pressure drop associated with
the evaporation of R407C [27] and through the condensation process of several fluids in
inclined smooth tubes [28]. An Artificial Neural Network has been utilized to predict the
pressure drop in horizontal long pipes for two-phase flow [29]. In a reverse approach, by
measuring pressure drop and other physical parameters, flow rates of the multiphase flow
could be predicted [30]. Shaban and Tavoularis [31] implemented the latter approach for
predicting the flow rate of two-phase water/air flows in vertical pipes. A new universal
correlation for predicting frictional pressure drop in adiabatic and diabatic flow is devel-
oped employing machine learning methods [32]. In a work conducted by Faraji et al. [33], a
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comparison between various ANN models including six multilayer perceptron (MLP) and
one Radial Basis Function (RBF) was performed to assess their performance in estimating
the pressure drop in two-phase flows. It was shown that the multilayer perceptron neural
network incorporated with the genetic algorithm obtained the best results with a Root
Mean Square Error of 0.525 and an Average Absolute Relative Error percentage of 6.722.
Consequently, a sensitivity analysis was performed to indicate features with positive and
negative impacts on the flow pressure drop. Similarly, Moradkhani et al. [34] investigated
the performance of MLP, RBF, and Gaussian process regression (GPR) in developing di-
mensionless predictive models based on the separated model suggested by Lockhart and
Martinelli, where GPR was shown to be the most effective model with a coefficient of
determination of 99.23%. Additionally, the order of importance of features was established
using a sensitivity analysis. The investigation into the prediction performance of frictional
pressure drop in helically coiled tubes at different conditions and orientations was detailed
in a work by Moradkhani et al. [35]. Employing the dataset from 64 published papers,
including 25 distinct fluids and various operating conditions, Nie et al. [32] attempted
to implement the ML methods to develop a universal correlation for predicting the fric-
tional pressure drop in adiabatic and diabatic flow. ANN and extreme gradient boosting
(XGBoost) were employed, obtaining an MARD of 8.59%. It was shown that the newly
established correlations can offer more reliable predictive accuracy compared to the current
correlations for the employed database with a MARD of 24.84%. Ardam et al. [22] investi-
gated the application of machine learning-based pipelines with a focus on feature selection
and pipeline optimization in estimating the pressure drop in R134a flow in micro-fin tube
setup and obtained a MARD of 18.08% on the test set. Alternatively, the pressure drop
of two-phase adiabatic air–water flow was investigated by Najafi et al. [21] in a set-up of
horizontal micro-finned tubes.

Research Gap and Contributions of the Present Work

The present study aims to develop optimized ML-based pipelines to estimate pressure
drop in a two-phase adiabatic flow of water/air mixture using experimentally obtained
data in horizontal smooth copper tubes. Each row of the dataset used to train the pipelines
corresponds to an individual experiment performed at various flow conditions. In the next
step, the physical phenomena-based models, which have been proposed in the studies
available in the literature, have been implemented and the corresponding obtained accu-
racies are compared. Taking into account the MAPE (Mean Absolute Percentage Error)
as the key accuracy index, the best model has been determined. Next, pipelines utilizing
machine learning algorithms are implemented to predict pressure drop, with two-phase
flow multipliers considered as targets and non-dimensional parameters (chosen according
to the physics of the subject) serving as inputs.

Within the existing body of literature, a gap emerges in the domain of pipeline opti-
mization and feature selection specific to the case study at hand. This gap underscores a
need for a more refined methodology aimed at optimizing state-of-the-art machine learn-
ing (ML) as well as a systematic approach for selecting the features in the investigated
setup with smooth tubes. By employing a systematic framework for feature selection,
it is possible to identify and eliminate those features that make negligible contributions,
thus enhancing the interpretability of results and providing a deeper understanding of the
complex dynamics inherent within the system.

Therefore, in order to obtain optimal pipelines, a comprehensive search grid is first im-
plemented to determine the optimal Random Forest as the benchmark algorithm employing
all the features. Next, a feature selection procedure has been conducted in order to identify
the most promising set of features, resulting in the highest accuracy. In this approach, the
features are first ordered based on their ranking according to their correlation with the
target. Next, the features are added incrementally, making predictions at each step, and
tracking the resulting accuracy. After choosing the initial most promising combination of
features, a feature elimination procedure is carried out to evaluate the potential increase in
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accuracy by adding further features and removing the existing features that do not enhance
the accuracy. Following the above process, the features yielding the maximum accuracy
are identified. Finally, employing the chosen features as inputs, an optimization approach
based on genetic algorithms is utilized to identify the optimal ML pipeline. The optimized
pipeline and the utilized dataset are shared as an open-source tool, aiming to improve the
accessibility and reproducibility of the proposed models, while ensuring elevated accuracy.

2. Frictional Pressure Gradient in Two-Phase Flow

Owing to the increased complexity of the motion, predicting frictional pressure drop
in two-phase flows is more intricate compared to single-phase flows. The phases flowing
together show a variety of arrangements, called flow patterns, strongly affecting their
mutual interaction, as well as the interaction between each phase and the pipe’s wall. For
the sake of simplicity, models designated as “flow pattern independent” have been intro-
duced despite their considerable approximation. In this context, two different approaches
are possible:

1. Homogeneous flow model: The two-phase mixture is modeled as an equivalent
single-phase fluid, using properties that are averaged to reflect the characteristics of
both phases.

2. Separated flow model: The two-phase mixture is presumed to consist of two inde-
pendent single-phase streams flowing separately. The resulting pressure gradient is
determined through an appropriate combination of the pressure gradients from each
individual single-phase stream.

The specifics of the two approaches are outlined in the subsequent section.

2.1. Homogeneous Models

The homogeneous approach determines the frictional pressure gradient of a two-phase
flow as

−
dp f

dz
=

2 ftpG2
tp

ρbD
(1)

ρb = ρgxv + ρl(1− xv) =
( x

ρg
+

1− x
ρl

)−1
(2)

where ftp is typically assessed as a function of a two-phase Reynolds number, incorporating
the definition of an average two-phase dynamic viscosity denoted as µtp. Table 1 showcases
some of the most promising predictive models proposed in the literature [36–38] that have
utilized the homogeneous approach.

Table 1. Selected models, proposed in the literature, which have utilized the homogeneous approach.

Author(s) and the Respective Reference(s) Equation Eq. No

McAdams et al. [36]
1

µtp
=

x
µg

+
1− x

µl
(3)

Beattie and Whalley [37]

µtp = µl(1− β)(1 + 2.5β) + µgβ

β =
x

x + (1− x)
ρg

ρl

(4)

Awad and Muzychka [38] µtp = µg
2µg + µl − 2(µg − µl)(1− x)
2µg + µl + (µg − µl)(1− x)

(5)
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2.2. Separated Flow Models

It is frequently convenient to establish a dimensionless factor by referencing the two-
phase frictional pressure gradient to a single-phase counterpart. The following conventions
can be employed for this purpose:

1. l—liquid alone: refers to the liquid moving independently, specifically at the liquid
superficial velocity.

2. lo—liquid only: refers to the liquid moving with the total flow rate, specifically at
the mixture velocity.

3. g—gas alone: refers to the gas moving alone, specifically at the gas superficial velocity.
4. go—gas only: refers to the gas flowing with the total flow rate, specifically at the

mixture velocity.

Accordingly, the four distinct, but equivalent, two-phase multiplier factors are defined
as follows:

Φ2
l =

dp f

dz(dp f

dz

)
l

, Φ2
lo =

dp f

dz(dp f

dz

)
lo

, Φ2
g =

dp f

dz(dp f

dz

)
g

, Φ2
go =

dp f

dz(dp f

dz

)
go

(6)

Likewise, Table 2 lists some of the most promising predictive models from the
literature [8–11,14,16–20] that have employed the separated flow approach.

Table 2. Selected models that have employed the separated flow approach.

Author(s) and the Respective
Reference(s) Equation Eq. No

Chisholm [8]

Φ2
l = 1 +

C
X

+
1

X2

X2 =
(

∆p
∆z

)l

(
∆p
∆z

)g

C = 5 for vv, C = 10 for tv
C = 12 for vt, C = 20 for tt

(7)

Mishima and Hibiki [9] C = 21[1− exp(−0.319Dint)] (8)

Zhang et al. [10]

C = 21[1− exp
(
− a

La

)
]

La =

√
σ

g(ρl−ρg)

Dint
For gas and liquid a = 0.647

For vapor and liquid a = 0.142

(9)

Sun and Mishima [11]

For viscous flow:

C = 26(1 +
Rel

1000
)
[
1− exp

( −0.153
0.8 + 0.27La

)]

For turbulent flow:

Φ2
l = 1 +

C
X1.19 +

1
X2

C = 1.79(
Reg

Rel
)0.4

√
1− x

x

where Reg =
Gtp x Dint

µg
,

Rel =
Gtp(1− x)Dint

µl

(10)
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Table 2. Cont.

Author(s) and the Respective
Reference(s) Equation Eq. No

Chisholm [14]

Φ2
lo = 1 + (Y2 − 1){B[x(1− x)]0.875 + x1.75}

Y2 =
(

∆p
∆z

)go

(
∆p
∆z

)lo

if 0 < Y < 9.5, B =





4.8 Gtp ≤ 500

2400 500 < Gtp < 1900
55

G0.5
tp

Gtp ≥ 1900

if 9.5 < Y < 28, B =





520
YG0.5

tp
Gtp ≤ 600

21
Y

Gtp > 600

if Y > 28, B =
15000

Y2 G0.5
tp

(11)

Muller-Steinhagen and Heck [16] Φ2
lo = Y2x3 + (1− x)0.333[1 + 2x(Y2 − 1)] (12)

Souza and Pimenta [17]
Φ2

lo = 1 + (Γ2 − 1)x1.75(1 + 0.9524 Γ X0.4126
tt )

Γ = (
ρl
ρg

)0.5 (
µg

µl
)0.125, Xtt =

1
Γ
(

1− x
x

)0.875 (13)

Friedel [18]

Φ2
lo = (1− x)2 + x2 ρl fgo

ρg flo
+

3.24 x0.78(1− x)0.224 H
Fr0.045

tp We0.035
tp

H = (
ρl
ρg

)0.91 (
µg

µl
)0.19 (1− µg

µl
)0.7

Wetp =
G2

tp Dint

σ ρtp
, Frtp =

G2
tp

g Dint ρ2
tp

,
1

ρtp
=

x
ρg

+
1− x

ρl

(14)

Cavallini et al. [19]

Φ2
lo = (1− x)2 + x2 ρl fgo

ρg flo
+

1.262 x0.6987 H
We0.1458

go

H = (
ρl
ρg

)0.3278 (
µg

µl
)−1.181 (1− µg

µl
)3.477

Wego =
G2

tp Dint

σ ρg
,

(15)

Tran et al. [20] Φ2
lo = 1 + (4.3 Y2 − 1){[x (1− x)]0.875 La + x1.75} (16)

3. Experimental Procedures and Utilized Dataset

The measurement procedure for frictional pressure drop was performed on the adia-
batic stream of the air–water mixture at various flow rates [39], within a horizontal, smooth
copper pipe.

3.1. Overview of the Laboratory Setup

The simplified configuration of the laboratory setup is depicted in Figure 1. Water is
pumped from the storage tank, passing through the temperature, pressure, and volume
flow rate measurement section, then proceeding to the mixing section and subsequently to
the test section. Finally, it flows back to the tank. The volumetric flow rate is assessed using
a trio of parallel rotameters, with each specifically designed to accommodate a distinct
range of flow rates. Compressed air, provided by the building’s auxiliary supply system,
passes through the temperature, pressure, and volumetric flow rate measurement section,
proceeds to the mixing section, and finally to the test section. Next, it flows to the tank
where, after separation from the water, it is vented to the environment. Similarly, the
volumetric flow rate of the air is gauged by a set of three parallel rotameters.
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Figure 1. A schematic depiction illustrating the laboratory configuration employed for conducting
the experimental procedures.

The test section is a copper tube, the properties of which are provided in Table 3.
Pressure taps are installed at both the inlet and outlet of the test section, and these taps are
connected to a differential pressure transducer (DPT). The DPT then sends electrical signals
to a data-acquisition unit (DAU). Each pressure tap is connected to the pressure transducer
through a pair of nylon tubes filled with water, enabling the hydraulic transmission of
pressure variations. A bypass valve enables measuring either the pressure drop between
the two pressure taps or the pressure difference between each tap and the ambient, which is
more convenient for reducing the signal-to-noise ratio under specific operating conditions.
The data-acquisition unit operates at a sampling frequency of 1 kHz with an acquisition
time of 15 s. The maximum measurable pressure difference is about 70 kPa. Table 4 reports
the uncertainties of the employed measurement devices. It is noteworthy to emphasize
that, given the adiabatic nature of the studied flow in this investigation, temperature
measurements are solely utilized in the data processing phase. Consequently, the inherent
uncertainty associated with the thermometer has a negligible influence on the final results.

Table 3. Specification of the test section and experimental setup conditions of the flow.

Parameters Units Values

Utility - E-C-A
External diameter of the tube [mm] 9.52
Thickness of the tube [mm] 0.3
Internal diameter of the tube [mm] 8.92
Length of the test section [m] 1.295
Wet perimeter [mm] 28.02
Cross-section area [mm2] 62.49
Number of two-phase data points - 119
Mass fluxes range of the air [

kg
(m2 s) ] 5.30–47.42

Mass fluxes range of the water [
kg

(m2 s) ] 44.29–442.91
Mass quality range [−] 0.01–0.52
Pressure gradient range [ Pa

m ] 450.05–20,047.16

The investigated range of the water and air volume flow rate were 10 to 100 [ Nl
h ] with

a step of 10 [ Nl
h ] and 500 to 4000 [ Nl

h ] with a step of 500 [ Nl
h ], respectively. The pressure

of both water and air in the measurement section was maintained at a constant value
of 2.2 [bar] and 3 [bar]. The temperature was measured at the initiation of each test, being
insignificantly variable between 22 and 25 ◦C for water and 19 to 21 ◦C for air. Starting
from the minimum water flow rate, the airflow rate was systematically adjusted to cover
the entire range. At each stage, steady-state conditions were achieved through iterative
adjustments of the volume flow rates using regulation valves, ensuring constant pressure
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in the measurement section. Measurements at each step were repeated 5 to 10 times,
depending on the observed fluctuations, and averaged as a single data point which resulted
in 119 measured data points.

Table 4. Specifications of the employed measurement devices.

Device Range Uncertainty

Manometer 0–6 bar (gauge) 0.2 bar
Thermometer 5–120 [◦C] 1 [◦C]
Differential Pressure Transducer 0–70 kPa 1.5% full scale
Air Flow Meter 4–190 Nl

h 3% of the observed value

Air Flow Meter 85–850 Nl
h 3% of the observed value

Air Flow Meter 400–4000 Nl
h 3% of the observed value

Water Flow Meter 10–100 Nl
h 3% of the observed value

Water Flow Meter 40–400 Nl
h 3% of the observed value

3.2. Data Processing

All of the fluid properties were evaluated at the inlet temperature and at the arithmetic
average between the inlet and outlet pressure. The airflow meter readings are calibrated
to normal conditions, defined as T0 = 20 ◦C and P0 = 101,325 Pa. According to the
manufacturer’s specifications, by taking the actual temperature (Tms) and pressure (pms)
at the measurement segment and the average pipe pressure (pav), the actual volume flow
rate flowing in the pipe is calculated as

Q = Q0

√
pms p0

p2
av

Tms

T0
(17)

Consequently, the air superficial velocity in the test section ranges between 5 and 34 [m
s ].

On the other hand, the water superficial velocity varies between 0.05 and 0.45 [m
s ], which

causes the observed flow regimes to vary from wavy to annular flow (at low water velocity)
and from slug flow to annular/annular-mist flow, approximately in accordance with the
Mandhane map [40]. The pressure drop across the test section was determined from
the difference between inlet and outlet measured pressures. With the flow being fully
developed, the pressure gradient was determined by calculating the ratio of the pressure
drop to the distance between the pressure taps. A summary of the operating conditions are
provided with the test section specifications (Table 3).

4. Machine Learning
4.1. Overall Framework

Since, in the present study, the machine learning algorithms are utilized for predicting a
known target, which is a continuous value, the overall framework is a supervised regression
problem. Accordingly, the machine learning models are employed in order to predict the
target value, while being provided a set of features (input parameters). The provided
dataset is randomly divided into two subsets: a training subset used to optimize the
machine learning algorithms, and a test subset which comprises 20% of the dataset and
is utilized to determine the corresponding accuracy. In order to evade the dependence
of the determined accuracy on the choice of training and validation subsets, the k-fold
cross-validation methodology is employed (with the k = 10). In this procedure, the training
is divided into k subsets, and each subset is once used as the validation set, while the
remaining subsets are used for the training. In an iterative procedure, all of the subsets will
then play the role of the validation set thus predictions, are provided for all of the samples
of the training set.

In order to compare the accuracy of different models, several metrics including the
Mean Percentage Error (MPE) (Equation (18)), and the Mean Absolute Percentage Error
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(MAPE) (Equation (19)), were considered. MPE and MAPE were chosen as the primary
metrics since the current study aims to compare its achieved performance with the one
obtained using existing physical models. As the performance of these physical (empirical)
models, in the previous studies, has been reported using MPE and MAPE, for the sake of
coherence, these metrics have also been utilized in the present study. Additionally, these
metrics are among the most commonly used evaluation metrics in other studies focused
on data-driven models in this area, which thus facilitates performing comparisons with
previously proposed models. The Mean Absolute Percentage Error (MAPE) is then utilized
as the primary accuracy metric for selecting the most promising models.

MPE =
1
N

N

∑
i=1

yi,pred − yi,exp

yi,exp
[%] (18)

MAPE =
1
N

N

∑
i=1

| yi,pred − yi,exp |
yi,exp

[%] (19)

4.2. Machine Learning Algorithms

In the present study, the machine learning pipelines have been first developed em-
ploying Random Forest [41] as the benchmark algorithm, which is an ensemble method
built upon decision trees.

4.3. Optimisation of Machine Learning Pipelines

Following the implementation of machine learning-based pipelines using the se-
lected benchmark algorithms, a genetic algorithm-based optimization procedure is carried
out in order to improve the model accuracy by selecting the most effective combina-
tion of preprocessing steps and machine learning models with their corresponding opti-
mal hyperparameters.

The optimization procedure is conducted employing TPOT, a Tree-Based Pipeline Op-
timization Tool [42], while defining a custom objective function that considers MAPE as the
key accuracy metric. This AutoML employs various combinations of preprocessing meth-
ods, feature selection techniques, and machine learning models to find the best pipeline.

4.3.1. Optimization Settings

The corresponding key settings include the following:

• Generations (generations = 100): number of iterations for the genetic algorithm.
• Population Size (population size = 100): number of candidate pipelines in each generation.
• Scoring Function (MAPE): Mean Absolute Percentage Error used to evaluate

pipeline performance.
• Cross-Validation (cv = 10): 10-fold cross-validation to assess pipeline generalizability.

4.3.2. Pool of Hyperparameters

The hyperparameters search pool includes a variety of preprocessors and machine
learning algorithms [43] with their respective hyperparameters such as the depth of decision
trees, the number of trees in a Random Forest, regularization parameters in linear models,
and learning rates in gradient boosting machines. The major optimized hyperparameters
for the considered machine learning algorithms are provided in Table 5.

The pipeline structure optimization enhances the overall pipeline, refining the com-
bination and sequence of preprocessing steps and model training components. Although
feature selection methods are included in the optimization process, they are not imple-
mented in this study since a more comprehensive feature selection procedure has been
performed in the previous step.
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Table 5. Algorithm search pool and their corresponding hyperparameter range.

Model Hyperparameters

ElasticNetCV
• l1_ratio: {0.0, 0.05, 0.1, . . . , 1.0}
• tol: {1× 10−5, 1× 10−4, 1× 10−3, 1× 10−2, 1× 10−1}

ExtraTreesRegressor

• n_estimators: 100
• max_features: {0.05, 0.1, . . . , 1.0}
• min_samples_split: {2, 3, . . . , 20}
• min_samples_leaf: {1, 2, . . . , 20}
• bootstrap: True or False

GradientBoostingRegressor

• n_estimators: 100
• loss: {“ls”, “lad”, “huber”, “quantile”}
• learning_rate: {0.001, 0.01, 0.1, 0.5, 1.0}
• max_depth: {1, 2, . . . , 10}
• min_samples_split: {2, 3, . . . , 20}
• min_samples_leaf: {1, 2, . . . , 20}
• subsample: {0.05, 0.1, . . . , 1.0}
• max_features: {0.05, 0.1, . . . , 1.0}
• alpha: {0.75, 0.8, 0.85, 0.9, 0.95, 0.99}

AdaBoostRegressor
• n_estimators: 100
• learning_rate: {0.001, 0.01, 0.1, 0.5, 1.0}
• loss: {“linear”, “square”, “exponential”}

DecisionTreeRegressor
• max_depth: {1, 2, . . . , 10}
• min_samples_split: {2, 3, . . . , 20}
• min_samples_leaf: {1, 2, . . . , 20}

KNeighborsRegressor
• n_neighbors: {1, 2, . . . , 100}
• weights: {“uniform”, “distance”}
• p: {1, 2}

LassoLarsCV • normalize: True or False

LinearSVR

• loss: {“squared_epsilon_insensitive”,
“epsilon_insensitive”}

• dual: True or False
• tol: {1× 10−5, 1× 10−4, 1× 10−3, 1× 10−2, 1× 10−1}
• C: {1× 10−4, ..., 1× 10−1, 0.5, 1.0, 5.0, 10.0, 15.0, 20.0, 25.0}
• epsilon: {1× 10−4, 1× 10−3, 1× 10−2, 1× 10−1, 1.0}

RandomForestRegressor

• n_estimators: 100
• max_features: {0.05, 0.1, . . . , 1.0}
• min_samples_split: {2, 3, . . . , 20}
• min_samples_leaf: {1, 2, . . . , 20}
• bootstrap: True or False

XGBRegressor

• n_estimators: 100
• max_depth: {1, 2, . . . , 10}
• learning_rate: {0.001, 0.01, 0.1, 0.5, 1.0}
• subsample: {0.05, 0.1, . . . , 1.0}
• min_child_weight: {1, 2, . . . , 20}
• nthread: 1
• objective: {“reg:squarederror”}

SGDRegressor

• loss: {“epsilon_insensitive”, “squared_loss”,
“huber”}

• penalty: {“elasticnet”}
• alpha: {0.0, 0.01, 0.001}
• learning_rate: {“invscaling”, “constant”}
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Table 5. Cont.

Model Hyperparameters

SGDRegressor

• fit_intercept: True or False
• l1_ratio: {0.25, 0.0, 1.0, 0.75, 0.5}
• eta0: {0.1, 1.0, 0.01}
• power_t: {0.5, 0.0, 1.0, 0.1, 100.0, 10.0, 50.0}

RidgeCV

Preprocessors

Model Hyperparameters

Binarizer • threshold set to {0.0, 0.05, 0.1, . . . , 1.0}

FastICA • tol set to {0.0, 0.05, 0.1, . . . , 1.0}

FeatureAgglomeration
• linkage set to {“ward”, “complete”, “average”}
• affinity set to {“euclidean”, “l1”, “l2”, “manhattan”,

“cosine”}

MaxAbsScaler

MinMaxScaler

Normalizer • norm set to {“l1”, “l2”, “max”}

Nystroem

• kernel set to {“rbf”, “cosine”, “chi2”, “laplacian”,
“polynomial”, “poly”, “linear”, “additive_chi2”,
“sigmoid”}

• gamma set to {0.0, 0.05, 0.1, . . . , 1.0}
• n_components set to {1, 2, . . . , 10}

PCA • svd_solver set to {“randomized”}
• iterated_power set to {1, 2, . . . , 10}

PolynomialFeatures
• degree set to 2
• include_bias set to False
• interaction_only set to False

RBFSampler • gamma set to {0.0, 0.05, 0.1, . . . , 1.0}
RobustScaler

StandardScaler

ZeroCount

OneHotEncoder
• minimum_fraction set to {0.05, 0.1, 0.15, 0.2, 0.25}
• sparse set to False
• threshold set to 10

5. Methodology and Implemented Pipelines

Various machine learning-based pipelines are employed to identify the most promis-
ing one that yields the most accurate prediction of the pressure drop, given the considered
features. In the initial stage, a comprehensive grid search (GridSearchCV [43]) was con-
ducted to determine the optimal Random Forest as the benchmark algorithm by exploring
the hyperparameters listed in Table 5. Subsequently, all potential features are fed into the
benchmark algorithm, and the corresponding accuracies are recorded. In the next step, the
feature selection procedure, explained in the next sub-section, is executed to ascertain the
most promising combination of features, employing the benchmark algorithm, resulting in
the highest achievable accuracy. Finally, the pipeline optimization procedure, as explained
in Section 4.3, considering the selected features as the input is conducted to identify the
optimal machine learning algorithm along with their associated tuning parameters.
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5.1. Feature Selection Procedure

As was previously pointed out, the objective of the feature selection procedure is to
determine the most promising set of features that leads to the highest accuracy. An ideal
solution to achieve the mentioned goal is evaluating all possible combinations of features,
though the latter leads to an excessive computational cost, which makes it practically
infeasible. Accordingly, an alternative procedure is implemented, in which the features are
first ordered based on their rank ((determined by their Pearson’s correlation coefficient [44]
to the target (two-phase pressure drop multipliers)). The features are then added one by
one and the resulting set is provided to the machine learning model as input features and
the resulting MAPE value at each step is registered. The employed machine learning model
in this procedure is Random Forest, which is considered as the key benchmark algorithm
for the studied case. The set of features, that results in the lowest MAPE (initial chosen
set), is next selected. The remaining features are divided into two categories: the ones
that had increased the MAPE, and the ones that had decreased it. The features that had
increased the MAPE are discarded, while the ones that had decreased MAPE are sorted
in descending order (based on the MAPE achieved while adding them) and added at
the beginning of the initial chosen set. The obtained chosen set is again provided to the
Random Forest algorithm as the set of features; the features are then dropped one by one,
and the resulting MAPE at each step is registered again. The set of features that leads to the
lowest possible MAPE value is chosen as the updated set of selected features. Subsequently,
the Random Forest is initially fitted with each selected feature individually (as a single
input), and the one yielding the lowest Mean Absolute Percentage Error (MAPE) is chosen
as the first feature. In the next step, the model is trained utilizing solely two variables (the
first one is already chosen), where each of the remained features is given as the second
feature. Similarly, the one that leads to the lowest MAPE is chosen as the second feature.
This procedure persists until all selected features are incorporated. Evidently, the result
obtained in the last step is the same as the one provided in the previous step. The final
set of selected features is the one that results in the minimum MAPE value. Finally, it is
noteworthy that only the dimensionless numbers that represent the governing phenomena
are employed in this work, which results in a rather limited number of features. Thus,
executing the proposed gradual selection method results in a limited computational cost.
Therefore, taking into account the fact that the feature selection procedure is performed
offline (and not in real-time or in-operando), the corresponding execution time does not
limit the application of the method in the present work’s context.

5.2. Feature Selection Based on Random Forest-Derived Feature Importance

To compare the effectiveness of the utilized feature selection procedure in the current
study, another feature selection approach based on the feature importance of Random Forest
algorithm [45] has been applied. The Random Forest algorithm quantifies the significance of
a feature by assessing the extent to which the model’s accuracy decreases when that feature
is randomly permuted or shuffled while maintaining all other features unchanged [45].
In this approach, features are initially ranked by their importance employing the optimal
benchmark. The process begins by using the most important feature for predictions and
recording the accuracy achieved. Subsequently, each additional feature is sequentially
incorporated, and predictions are made at each step. This iterative process continues
until all features have been included. The elbow method is then applied to determine the
optimal set of features. Finally, the performance of the model using this optimal feature
set is evaluated on both the training/validation set and the test set, and the results are
reported accordingly.

6. Results and Discussions
6.1. Accuracy of Existing Standard Physical Models

The accuracies of pressure gradient prediction from various models for the two-phase
dataset are presented in Table 6. The model proposed by Muller-Steinhagen and Heck [16]
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is identified as the most accurate, resulting in a Mean Absolute Percentage Error (MAPE)
of 15.79%.

Table 6. Results derived from the conventional physical phenomena-based models (the deviation

between the estimated pressure gradient (
dp
dz

[
Pa
m

]) and the experimentally acquired values).

Author(s) and the Respective Reference(s) MPE [%] MAPE [%]

McAdams et al. [36] −10.05 18.56
Bettiel and Whalley [37] −28.27 28.38
Awad and Muzychka [38] 6.67 17.58
Chisholm [8] −13.25 16.69
Mishima and Hibiki [9] −4.37 17.13
Zhang et al. [10] −8.75 18.29
Sun and Mishima [11] −35.94 36.52
Chisholm [14] 65.91 66.18
Muller-Steinhagen and Heck [16] 7.80 15.79
Souza and Pimenta [17] 32.93 54.93
Friedel [18] 23.97 36.04
Cavallini et al. [19] −89.03 89.03
Tran et al. [20] −65.45 65.45

6.2. Implemented Hybrid Data-Driven/Physical-Based Models

As was previously mentioned, two-phase flow multipliers are taken into account as
targets, while the non-dimensional parameters are given as inputs. Consequently, four
general machine learning-based pipelines were defined, in which the target wasn defined
as a liquid, liquid only, gas, or gas-only multiplier. For each of the above-mentioned targets,
the Random Forest-based pipelines were first implemented both with all features and
selected features. Next, the optimal pipeline, given the selected features, was determined
for each scenario, and the resulting accuracies were compared.

Table 7 represents the prediction accuracies that are obtained while employing the
abovementioned pipelines. The most accurate optimal pipeline was determined to be the
one with the Φ2

l as the target and utilizing selected features which leads to an MAPE of
5.99% on the validation set and 7.03% on the test set.

The comprehensive grid search was conducted for each target employing all the
input features (Table 8). The optimal benchmark algorithm for Φ2

l is defined as described
in Table A1. Table 8, in addition to the list of all of the input features, provides their
corresponding Pearson correlation with respect to the targets. These correlations are used
initially to rank the features in the feature selection step. The feature selection results in
Table 9 demonstrate that the model requires only three input parameters (x, Reg, and X),
significantly simplifying it with respect to physical models. Clearly, the reason behind the
fact that only three parameters are selected is that only one pair of fluids (water and air)
is utilized in this study; accordingly, the other parameters that depend on the material
properties do not provide additional information.

Table 7. Implemented machine learning pipelines and their corresponding results.

Pipeline
Two-Phase Flow

Multiplier (Φ2
i [−])

Pipeline
Validation (CV) Test

MPE [%] MAPE [%] MPE [%] MAPE [%]

A
l

All Features—Random Forest 3.97 9.89 9.97 18.01
B Selected Features—Random Forest 1.95 9.16 7.99 15.04
C Selected Features—Optimal Pipeline 0.40 5.99 2.86 7.03

D
lo

All Features—Random Forest 4.01 11.76 11.71 17.28
E Selected Features—Random Forest 5.25 10.41 8.44 11.80
F Selected Features—Optimal Pipeline −0.31 7.29 3.29 9.33
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Table 7. Cont.

Pipeline
Two-Phase Flow

Multiplier (Φ2
i [−])

Pipeline
Validation (CV) Test

MPE [%] MAPE [%] MPE [%] MAPE [%]

G
g

All Features—Random Forest 2.07 8.34 5.43 9.97
H Selected Features—Random Forest 0.20 7.49 4.90 9.83
I Selected Features—Optimal Pipeline 0.45 6.05 4.21 8.68

J
go

All Features—Random Forest 2.45 9.42 3.08 10.09
K Selected Features—Random Forest 0.81 8.16 −0.20 6.56
L Selected Features—Optimal Pipeline 0.66 6.09 2.63 7.79

Table 8. Employed input features and their corresponding correlation to each target (sorted by φ2
exp,l).

Features φ2
exp,l φ2

exp,lo φ2
exp,g φ2

exp,go

x [-] 0.96 0.85 0.60 0.96
Reg [-] 0.73 0.74 0.53 0.78
X [-] 0.64 0.69 0.98 0.70
fg [-] 0.63 0.67 0.62 0.68
1

Rel
[-] 0.62 0.46 0.47 0.63

xv [-] 0.61 0.66 0.98 0.68
1−xv

xv
[-] 0.60 0.65 0.99 0.66

Rel [-] 0.60 0.60 0.64 0.60
G∗l
G∗g

[-] 0.59 0.64 0.98 0.65
1−x

x [-] 0.59 0.64 0.98 0.65
fl [-] 0.57 0.40 0.42 0.60

1
Reg

[-] 0.56 0.61 0.63 0.61
Rego [-] 0.52 0.52 0.59 0.51
Relo [-] 0.52 0.52 0.59 0.51
fgo [-] 0.49 0.42 0.53 0.50

1
Rego

[-] 0.42 0.32 0.45 0.45
1

Relo
[-] 0.42 0.32 0.45 0.45

flo [-] 0.23 0.02 0.24 0.27
Y [-] 0.09 0.18 0.02 0.15

Table 9. Selected input features associated with each target.

Targets Selected Features

φ2
exp,l x Reg X

φ2
exp,lo xv Reg Relo

1
Reg

fl
1−xv

xv
Y flo

1
Relo

Rel

φ2
exp,g xv fl x

φ2
exp,go x Reg

Next, the performance of the three-step feature selection performed was compared
with the methodology provided in Section 5.2. The accuracy obtained by progressively
adding features, based on their importance as determined by the Random Forest algorithm,
is depicted in Figure 2. It can be observed that by expanding the list of input features,
improvements in results are obtained up to a certain point. The plot illustrates that improve-
ments in results are observed as more input features are included, reaching an optimal
point. Using the elbow method, the optimal set of features, consisting of nine features, is
identified. Finally, the identified set of features is used to make predictions on both the
training/validation and test sets, resulting in accuracies of 9.35% and 15.70% in terms of
MAPE, respectively. It is evident that the three-step feature selection method employed
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in this study (pipeline B) outperforms the feature importance-driven method, achieving
higher prediction accuracies with only three selected features.

Figure 2. Obtained accuracy by progressively adding features based on Random Forest algorithm-
derived importance, focusing on φ2

l as the target.

Next, the details of the optimal pipeline identified in the current work are provided.
Figure 3 provides the ML algorithms of the optimized pipeline and the corresponding
additional feature processing. Additionally, Table A2 in Appendix A section provides the
attributes and the detailed description of each parameter utilized in the various steps of
the optimal pipeline.

Figure 3. A schematic description of the identified optimal pipeline (Pipeline C).

Figure 4 compares the estimated two-phase multiplier values generated by this
pipeline and the corresponding experimental data, with respect to the Lockhart–Martinelli
parameter X [-].

Figure 5 illustrates the comparison between the measured pressure gradient values,
those estimated by Muller-Steinhagen and Heck [16], and the predictions of the proposed
optimal pipeline. Using the obtained Φ2

lo and employing Equation (6) the pressure gradient
values were calculated (as mentioned in Section 6.1) and are compared to experimental data.
It can be observed that the model proposed by Muller-Steinhagen and Heck [16] overesti-
mates the low-pressure gradient ranges and underestimates high-pressure gradient values.
Additionally, it can be noted that the optimal model demonstrates a significantly higher
accuracy in estimating the two-phase pressure drop compared to the Muller-Steinhagen
and Heck [16], which is the most precise physical model currently available in the literature.

Furthermore, since both the dataset and the optimal pipeline are made publicly acces-
sible as tools, the latter approach also enhances reproducibility and ease of use.
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(a) (b)

Figure 4. Comparison between the experimentally obtained two-phase flow multiplier and the
estimation by the optimal pipeline (Pipeline C) with respect to the Lockhart–Martinelli parameter X.
(a) Training set (CV). (b) Test set.

(a) (b)

Figure 5. Experimentally acquired pressure gradient vs. the optimal pipeline estimations (Pipeline C)
and juxtaposed with the values estimated by Muller-Steinhagen and Heck [16] model. (a) Training
set (CV). (b) Test set.

7. Conclusions

In the present study, an experimental study was first conducted in which the fric-
tional pressure drop of the water–air mixture (two-phase), while passing through a smooth
horizontal tube at various flow conditions was measured. In the next step, on the ac-
quired dataset, the state-of-the-art standard physical models, proposed in the literature,
were applied and the corresponding accuracy, being implemented to the experimentally
acquired dataset, was calculated and the most accurate models were determined. Next,
machine learning-based pipelines, while following dimensionless approaches, were imple-
mented. In this approach, the two-phase flow multipliers were employed as the targets
while only non-dimensional parameters were employed as features. Feature selection
and pipeline optimization procedures were applied to each pipeline in order to deter-
mine the most promising set of features along with the most accurate machine learning
algorithm (and the associated tuning parameters), respectively. The optimal pipeline was
determined to be the one where the liquid two-phase multiplier serves as the target, and
three dimensionless parameters (chosen from 19 provided features) are utilized as input
features. Employing the latter pipeline, a MAPE of 5.99% on the validation set and 7.03%
on the test set can be achieved that is notably more accurate than the most promising
physical model (Muller-Steinhagen and Heck [16] leading to a MAPE of 15.79% on the
whole dataset). It can be mentioned that other methods such as Bayesian optimization are
also available for pipeline optimization, and while AutoML methods that are based on
Bayesian optimization methods, such as those implemented in tools like auto-sklearn [46],
offer advantages in certain aspects, including efficient handling of continuous parameters
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and better performance with limited data, they may not always outperform genetic al-
gorithms in terms of scalability and ability to handle diverse types of hyper-parameters.
However, there are Bayesian optimization methods designed for scalability and handling
mixed variables, thus eliminating the need for the extensive evaluations required by genetic
algorithms. Therefore, it is recommended for future work to explore Bayesian optimization
methods for optimizing machine learning-based pipelines in predicting pressure drops in
smooth tubes. This approach could significantly enhance the efficiency and accuracy of the
optimization process.

The feature selection procedure provided in the current work effectively assessed the
performance of various combinations of input features in predicting the pressure drop,
allowing for the identification of the most promising set. This study demonstrated that a
significant reduction in the number of input parameters can be achieved while maintaining
accuracy, thereby enhancing the interpretability of the results. Nevertheless, other methods
regarding explainable machine learning such as the Sindys [47,48] via Neural Networks can
be employed to achieve/enhance the explainability of the model in future works. Finally,
with the public accessibility of both the dataset and the optimal pipelines, the proposed
model offers superior reproducibility and user-friendliness compared to state-of-the-art
physical models.
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Nomenclature

∆p Pressure drop [Pa]
∆p
∆z

Pressure gradient [
Pa
m

]

Nl
h

Normal litter per hour

AI Artificial intelligence
ANN Artificial Neural Network
CV Cross-Validation
Dint Pipe internal diameter [m]
f Friction factor (by Fanning) [-]
Fr Froude number [-]

G Mass flux [
kg

m2 s
]

G∗ Apparent mass flux [
kg

m2 s
]

J Superficial velocity
m
s

La Laplace constant [-]
MAPE Mean Absolute Percentage Error [%]
ML Machine learning
MPE Mean Percentage Error [%]
p Pressure [Pa]
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Q Volume flow rate [
m3

s
]

Re Reynolds number [-]
RF Random Forest algorithm
S Internal wetted perimeter [m]
SVM Support Vector Machines
U Phase velocity

m
s

We Weber number [-]
X Lockhart–Martinelli parameter [-]
x Average mass quality [-]
xv Average volume quality [-]
Y Chisholm parameter [-]
Greek symbols
α Void fraction [-]

Γ Mass flow rate [
kg
s
], non-dimensional parameter (Equation (13))

µ Dynamic viscosity [Pa s]
Ω Cross-section [m2]

Φ2 Two-phase flow friction multiplier [-]

ρ Density [
kg
m3 ]

σ Surface tension [
N
m
]

τw Shear stress [Pa]
Subscripts
a Accelerative
av Average
b Bulk
exp Experimental value
f Frictional
go Gas only
l Liquid
lo Liquid only
m Micro-finned
ms Manufacturer’s specifications
pred Predicted value
s Smooth
tp Two-phase
tt Turbulent liquid, turbulent gas flow
tv Turbulent liquid, laminar gas flow
vt Laminar liquid, turbulent gas flow
vv Laminar liquid, Laminar gas flow

Appendix A. Optimal Pipeline

Table A1. Attributes of the identified optimal Random Forest (pipelines A and B) along with the
description of each parameter (defined by scikit-learn guidelines [43]).

Optimal Benchmark
Algorithm Arguments Definitions Values

RandomForestRegressor

bootstrap Whether bootstrap samples are used
when building trees

False

max-features The number of features to consider
when looking for the best split

0.2

min-samples-leaf The minimum number of samples
required to be at a leaf n

1

min-samples-split The minimum number of samples
required to split an internal node

2

n-estimators The number of trees in the forest 100
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Table A2. Attributes of the identified optimal pipeline (Pipeline C) along with the description of each
parameter (defined by scikit-learn guidelines [43]).

Optimal Pipeline Steps Arguments Definitions Values

Step 1: PCA 1
iterated-power The number of iterations used by the

randomized SVD solver to improve accuracy
3

svd-solver Selects the algorithm for computing SVD,
balancing speed and accuracy

randomized

Step 2: StackingEstimator:
estimator = ExtraTreesRegressor

bootstrap Whether bootstrap samples are used
when building trees

False

max-features The number of features to consider
when looking for the best split

0.95

min-samples-leaf The minimum number of samples
required to be at a leaf n

15

min-samples-split The minimum number of samples
required to split an internal node

8

n-estimators The number of trees in the forest 100

Step 3: StandardScaler 2 - - -

Step 4: PolynomialFeatures 3
degree The degree of the polynomial features 2

include-bias bias column is considered False
interaction-only interaction features are produced False

Step 5: RidgeCV - - -

1 A pre-processing step that reduces dimensionality by transforming data into a set of orthogonal principal
components that capture the maximum variance. 2 A pre-processing step that standardizes features by removing
the mean and scaling them to unit variance. 3 A pre-processing step that generates a new feature matrix consisting
of all polynomial combinations of the features with degree less than or equal to the specified degree.
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