
On the Relationship between Health Sectors’
Digitalization and Sustainable Health Goals:
A Cyber Security Perspective

Stefan Sütterlin, Benjamin J. Knox, Kaie Maennel, Matthew Canham and
Ricardo G. Lugo

1. Towards Sustainable Digitalized Healthcare

Digitalization in the health sector is, as in all societal domains, motivated by
a range of anticipated positive consequences, such as increased effectiveness of
prevention, treatment and follow-up, a generally improved resource efficiency and
improved health care availability. This chapter will discuss how the ambition of
achieving sustainable health goals may be affected by measures of digitalization. This
will be done by covering digitalization from a cyber security perspective and how
new potential threats to privacy may influence the public’s trust in their health care
system, thereby affecting the envisaged goals of sustainable health care performance.
It will also discuss further how digitalization in the healthcare sector unleashes an
enormous potential in terms of cost-effectiveness, decentralization and the availability
of specialist services and expertise, which risks and countermeasures these changes
entail, and how they are currently dealt with and the role of cyber resilience in
ensuring rapid digitalization does not come at the cost of essential trust mechanisms
that are quid pro quo in the health sector.

Transformation to a digitalized healthcare system must be governed and framed
by a range of measures in various societal domains. The World Health Organization’s
(WHO) report on the status of eHealth in the European region (WHO 2016) states that
its member states “acknowledge and understand the role of e-Health in contributing
to the achievement of universal health coverage and have a clear recognition of
the need for national policies strategies and governance to ensure the progress and
long-term sustainability of investments. However, leveraging eHealth as a national
strategic asset demands a more coordinated approach [ . . . ]” (WHO 2016, p. xi).
The WHO acknowledges the fact that a majority of its member states developed or
are developing “national strategies or policies for eHealth, universal health coverage
or national health information systems, and ensuring sustainable funding for their
implementation.” (WHO 2016, p. xi). The report requests the member states to



develop an “inclusive and intersectorial approach to the development of national
eHealth strategies” (p. xii). These international efforts to adapt to the consequences
of technological development provide an example for the wide ranging consequences
that the digitalization of health systems entails for legal security measures relating
to a state’s power over its citizens, institutional development, policy and practice,
education, and cyber security. We argue that cyber security, in turn, is not just one of
many subjects to consider, but instead it pertains to and penetrates all other affected
domains, such as the aforementioned organizational structures, policymaking, and
education of non-technical healthcare professionals, as well as legal structures.

The healthcare system’s efficiency and effectiveness depends on policies and
procedures such as the rapid and precise exchange of health-related information
between its different acteurs. In recent years, more national healthcare systems
approached sustainable health benefits for their populations by digitizing their
services and administrative procedures, enabling new innovative models of health
care delivery and efficient data sharing amongst stakeholders. Digitalization on a
system level led to increasingly centralized databases offering synergies for new
research possibilities, and the opportunity to improve individualised, time- and
cost-efficient healthcare covering hitherto underserviced areas, such as disadvantaged
parts of society or structurally weak geographical spheres. The manifold effects of
digitalized healthcare result from a large variety of technological innovations on
individual, institutional or system level.

The concept of e-Health combines aspects of areas such as healthcare business
and administration, public health, and medical informatics. This broad term covers
aspects of healthcare delivery, data administration and relies, to a large extent, on the
availability of web-based patient care via communication platforms. e-Health is both
a technical tool of practical healthcare delivery as well as a governance instrument.
The term is also used as a more general description of a larger variety of digitalized
healthcare. On the contrary, the term m-health (“mobile health”) is a particular
aspect of e-health describing medical and public health practice via mobile (wireless)
electronic devices such as smartphones or specific monitoring devices such as EKG
monitors or glucometers. Telehealth is a rather broad term referring to remote clinical
services, as well as non-clinical activities such as training and medical education.
The narrower term telemedicine is the aspect of telehealth dealing with remote
clinical services. These various manifestations of digitalized healthcare contribute
to the gradual achievement of sustainability goals in a number of ways. Within the
last ten to fifteen years, electronic health records have become a universal feature of
digitalized healthcare. This increased availability of digitalized information and the



overall improved information management by healthcare professionals accelerated
decision-making time, provided an information basis for better outcomes of clinical
decisions, facilitated interdisciplinary cooperation, reduced the fragmentation of
information between healthcare providers, and reduced duplicate tests and other
treatment risks or side effects (Atasoy et al. 2019).

In developing countries, digitalization and thus this universally available
information has increasingly been used not only to process patient-related information,
but also to make medical services and the competence of rare and remote health
care providers accessible to rural and secluded regions with lacking or insufficient
medical infrastructure (Zhang and Zaman 2019) by means of eHealth. While eHealth
has been mostly seen in terms of reducing inequality to access of healthcare, a
discussion on unequal access to these benefits emerges. As mHealth contributes
to an increased autonomy and strengthening of the patient role as administrator
and gatekeeper over own health-related data, this increases the demands towards
patients considerably. The access to “patient-facing” mHealth and a consequently
more responsible and autonomous patient role are raising concerns related to digital
inequality and cognitive skills. Unequal access to the benefits of digitalization for
deprived societal groups could be particularly pronounced in countries with rather
limited universal healthcare, such as the USA or developing countries.

2. Digitalization and Increased Vulnerability

Highly digitized healthcare systems relying on electronic health records are a
vital part of a nation’s critical infrastructure. Critical infrastructure describes the
“physical and cyber systems and assets that are so vital [ . . . ] that their capacity or
destruction would have a debilitating impact on [ . . . ] physical or economic security
or public health or safety” (Department of Homeland Security 2019).

The model of an increasingly patient-centered healthcare emphasizing the
individual’s needs, rights, autonomy, preferences and values guiding all medical
decisions is increasingly promoted and spread as a development unfolding parallel
to digital change. Healthcare systems involve patients to an increased extent in
ambulatory data collection, provide more insight into patient documentation, secure
the patient’s rights to own the data and become more inclusive when choosing
amongst treatment options. As an effect of the increased cooperation between patient
and numerous other acteurs in the healthcare system, the increased amount of
patient-centered sensitive data is bundled, stored and processed in centralized or
highly interconnected digital infrastructures.



The amount and availability of patient-related data are tempting high-value
assets for criminal undertakings. The extent to which the healthcare sector has
become a primary target of cyber crime is reflected in the number of cyber attacks on
hospitals in recent years. More than 2000 breaches involving a total of 176 million
patient records were reported between 2010 and 2017, with individual breaches
ranging from 500 to nearly 79 million patient records. The total number of breaches
increased from 199 in 2010 to 344 in 2017 (e.g., McCoy and Perlis 2018). One of
the first occasions when the international general public became aware of cyber
attacks on the health care sector was the 2017 WannaCry ransomware attack infecting
an estimated 230,000 windows systems in 150 countries (Chen and Bridges 2017).
The unprecedented scale of this cyber attack brought the relatively neglected field of
cyber security in the healthcare sector onto the agenda of media, healthcare providers
and policy makers.

The many years of negligence towards cyber security made many healthcare
providers particularly easy targets, especially when compared to highly protected
societal domains such as the military, law enforcement, and innovation-driven
economy safeguarding their intellectual property or high-value tactical or strategic
decisions. The Norwegian data breach of 2018 is a particular—but not
exclusive—example of a targeted attack with the criminal intent to obtain sensitive
patient data exploiting the lack of awareness and preparedness. The targeted attack
resulted in the extraction of 2.9 million datasets, including patient records, resembling
more than half of Norway’s population (Hughes 2018; Johansson 2018). The attack
is believed to have been carried out by highly sophisticated attackers explicitly
targeting patient records stored by the health authorities in the South-East region
of Norway. Following further investigations, it was assumed that the attackers
were focused on the health service’s relationship with Norway’s armed forces and
potential information regarding a major NATO exercise organized in Norway later in
the year. The cyber attack seems to have benefitted from lax security standards and
outdated operating systems no longer supported by security updates. According
to the investigations of a national newspaper, as late as in 2017, about 1200 of
the Health-South-East’s computers were still running on Windows XP, about three
years after Microsoft ceased supporting the popular operating system (Irwin 2018;
VG 2017).

While these events demonstrate clearly the need for heightened cyber security
awareness and preparedness, the viciousness of criminal hackers—be they rogue
criminals with economic interests, financed by nation-states, competitors or
others—data breaches do not necessarily presuppose criminal intent. Human



failure is known to be the major vulnerability of all technical systems with which
humans interact (“socio-technical systems”). Human failure provides numerous
“attack vectors”, i.e., opportunities to exploit a person’s individual vulnerability in
order to access a targeted network. However, while processes, people and technology
need to be designed, trained, and maintained in a way that reduces the risk of
human failure enabling third parties with malicious intent to get access to sensitive
data, the loss of sensitive patient data does not necessarily require malicious intent.
Amongst some of the most prominent—known—health data breaches made public
in recent years include the breach of data on 150,000 patients by the UK’s National
Health Service being shared without their permission in 2018. In fact, the patients
whose data were made public actively opted out of any use of their data beyond
own treatment. The breach was later explained as a “coding error”, i.e., an internal
human failure without any criminal intent (Canham et al. 2020). The National Health
Service (NHS) data breach of 2018 indicates how cyber security breaches and efforts
to improve information security management routines are of crucial relevance for
the patients’ trust in the healthcare system, even in the absence of any criminal
attempt, as it undermines the public trust in the institutions’ very ability to maintain
secure information processing as a part of their daily routines, and in the absence
of acute threats. The case of the NHS data breach demonstrated impressively how
a digitalized data administration potentiates the detrimental impact of singular
human failure.

The motivation for targeting the health sector is comparable to other large societal
sectors such as public authorities, governmental or non-governmental organizations
or industry. With cybercrime dominating, hacktivism and cyber espionage are
the major motivations behind cyber attacks in the healthcare sector (Passeri 2017).
The often-reported observation that human factors seem to play a particular role in
cyber breaches targeting the healthcare sector, has been associated with the particular
lack of security awareness, training, and security-related attitudes (Kim 2017). As a
result, health and hospital trusts are frequently considered “low hanging fruits” by
cyber criminals aiming for financial profits on the black market for patient data.
In addition, and in the comparably smaller but potentially more devastating case
of nation-actors, the healthcare sector provides a relatively easy entrance for the
acquisition of sensitive information required to paralyze a potential enemy’s critical
healthcare infrastructure in a conflict situation.

Cyber security rests upon three pillars; confidentiality, availability, and integrity
(Conrad et al. 2012; Canham et al. 2018). Cyber-attacks focused on the confidentiality
pillar expose private information (such as credit card or health information) to



unauthorized persons. The American Medical Collection Agency (AMCA) data
breach in which 12 million patient records were exposed is an example of an attack
using the confidentiality pillar. The integrity pillar represents the prevention of
unauthorized modification of a system or data. Attacks against the integrity pillar
modify data in such a way that it becomes untrustworthy, and the attack may
not be discovered even after the damage has been done. In a healthcare context,
cyber threat actors who attack the integrity pillar might change a patient’s dosage
instructions and create a potentially unsafe situation for that patient. The Stuxnet
worm is often cited as an example of an attack on information integrity that caused a
large number of Iranian uranium centrifuges to malfunction. This attack employed
malware specifically designed to provide false performance readings to operators
that left them unaware of an impending problem (Chien et al. 2012). Security
researchers have conducted proof-of-concept attacks against the Integrity Pillar of
neuro-prosthetic devices and were able to inject commands that disrupted the device’s
normal functionality (Canham and Sawyer 2019; Cusack et al. 2017). The availability
pillar focuses on information assurance; in other words, ensuring that users are able
to access the data that they are authorized to access. Examples of attacks against the
availability pillar include the multitude of ransomware attacks against hospitals and
healthcare facilities over the past few years.

The examples of major data breaches provided above are only a very small part
of the overall picture and do by no means cover a substantial part of known cyber
threats. Commercial cyber security providers publish regular lists of conducted cyber
attacks that have become known. At the time point of detection, cyber attacks have
usually already happened, and a considerable number of attacks and conducted data
extractions may remain undetected or unreported. The majority of attacks directly
target individual hospitals as key centers of gravity, with direct access to patients’
sensitive data, while being known to be lagging far behind other institutions of
comparable size in terms of their cyber security standards. Where a few hospitals
with low resources for cyber security threaten the entire infrastructure due to their
interconnectedness, the efforts to become a less attractive goal for cyber criminals
needs to step up considerably. These efforts need to go beyond current regulations
which largely focus on questions related to data privacy, but not data security
(Jalali and Kaiser 2018). A surge in related analyses and systematic research on
risk factors and potential countermeasures in recent years indicates an increasing
awareness amongst the stakeholders, which may lead to increased future investment
in technology, processes and personnel (Coventry and Branley 2018; Kruse et al. 2017;
Martin et al. 2017).



3. Improving Sustainable Healthcare and Ensuring Cybersecurity:
The Estonian Case

As digitalization as a means to improve national healthcare systems’ effectiveness
and efficiency comes with increased data exchange accompanied by an increased
potential of vulnerabilities towards security threats, governments work towards
finding a balance between technically feasible solutions maximizing the outcome
benefits, whilst minimizing the threat potential with cyber security measures. Cyber
resilient healthcare systems contribute to and maintain public acceptance for further
transformation and sustainable development initiatives, and bolster public perception
of information security. When discussing these future trends, the digitalization of
the Estonian healthcare system may serve as a blueprint for future developments in
other countries, too. The Baltic country with approximately 1.2 million inhabitants is
considered a world leader in both e-government as well as cyber security. Estonia is
regarded to be one of the most digitized countries of the world and has firsthand
experience of being subject to hostile cyber attacks by a foreign state power. In 2007,
a Russian cyber attack brought the Estonian public authorities, organizations, media
and with it, the usual public life, to an abrupt hold. The attacks were interpreted as
an expression of Russia’s disagreement with the relocation of a Sovjet-era bronze
soldier statue in the capital city Tallinn. In the aftermath of these attacks and
reinforced by a continuously perceived threat by Russian interference, the country
publicly and privately invested heavily in cyber security infrastructure, processes
and competences. Both the level of digitalization of the country’s healthcare services
and the technological advancements in cyber security make Estonia an interesting
case study and “laboratory” providing possible insights into future developments
on an international scale. Trends and consequences in Estonia are likely to be—in
similar or partial form—also introduced in other countries.

Estonia’s healthcare system’s patients and doctors, hospitals and the government,
have to rely on e-services for health. Each person in Estonia that has visited a doctor at
least once has an online e-Health record. The core of the Estonian e-Health System is
the digital health record that functions as a centralized, national database and retrieves
data as necessary from various providers, who may be using different systems, and
presents it in a standard format via the e-Patient portal (e-estonia.com). These
e-Health records are, among other purposes, used for prescriptions and in emergency
situations. E-ambulances are available in emergency situations to detect and locate
an emergency call within 30 seconds. On board the e-ambulance, a doctor can use
a patient’s ID code to read time-critical information, such as blood type, allergies,
or recent treatments. To balance these obvious advantages in availability, efficiency



and cost-effectiveness on the societal level, data privacy for the individual is secured
by various means. Sensitive patient information is only accessible by authorised
individuals identified via national electronic ID cards. Highly secure state-of-the
art data transmission encryption techniques (Keyless Signature Infrastructure (KSI)
Blockchain technology) are used for the system to ensure data integrity and mitigate
internal threats to the data. Data transport and security layers are provided for by the
government’s data transmission software (“X-Road”), ensuring that only digitally
signed and encrypted data are exchanged (Priisalu and Ottis 2017). The electronic
databases are organised in a decentralized manner ensuring that cyber attacks or leaks
cannot compromise the overall system. There are no so-called super-administrators
with unrestricted access to patients’ health records (Health and Welfare Information
Systems Centre (TEHIK) (2019)). By default, medical specialists can access data
using their unique individual identifier, but any patient can choose to deny access
to any case-related data, to any, or all care providers; including one’s own general
practitioner (Priisalu and Ottis 2017). Every patient thus keeps full autonomic control
over the stored data, provides permission and keeps the full overview over which
individual person has accessed their personal information. Each data view leaves an
identifiable trace and record.

The privacy and processing of personal data processed in the Estonian healthcare
system and other public databases is regulated by the country’s Personal Data
Protection Act and the European Union’s General Data Protection Regulation
(GDPR). The governing principle is to provide an open and transparent attitude
as a prerequisite for a robust trusted relationship between the citizens and the
state. By investing in a person’s confidence in the government’s ability to keep
their data secure and guarantee confidentiality, integrity and availability. While
there are no direct survey data describing the public and individual trust into the
Estonian eHealth services available, the high rate of access and usage since the
system’s introduction in December 2008, the constantly high ratings of perceived
quality of healthcare in public surveys indicate a level of acceptance (Lai et al. 2013).
The Estonian example combines state-of-the art e-government services with newest
cyber security technology, maximizing the potential of “security by design”, i.e.,
providing technology with least possible vulnerabilities and robustness towards
human failure. To ensure public acceptance and trust, the patient is given full
autonomy and transparency over the use of his/her personal information.

There are currently no known comprehensive data breaches following attacks
on the Estonian healthcare system. While security-by-design solutions are a powerful
and necessary means to provide cyber resilience, the human factor remains a



considerable risk factor, particularly in less advanced partially digitalized systems
and healthcare systems with lower degrees of centralization, as typical in larger
countries. Human behaviour thus remains a constant threat of cyber security that is
subject to intensifying research efforts by behavioural and interdisciplinary scientists.

4. The Human Factor in the Healthcare System’s Cyber Security

Research on the human factor in cyber security acknowledges that technology
does not exist in isolation, but that interpretations, conclusions and decisions are
made by individuals or groups of humans with the “inbuilt guarantee” to commit a
whole range of human failures if given the opportunity. Thus, even the best designed
system for processing and storing sensitive data in a healthcare system faces human
users and thus human failures, which potentially compromise data security at least
on an individual, if not even systemic level, in unforeseen ways. These human
failures—such as the coding error enabling the 2018 NHS data breach—occur on
individual levels following erroneous conclusions and decision-making processes,
insufficient or biased information as a decision-making foundation following
inappropriate or inaccurate communication between individuals, teams, institutions
or authorities. Given the relatively recent awakening concerning awareness of cyber
vulnerabilities in the healthcare sectors, we argue that the human factor based on
training, education and compliance, is of particular importance. In areas such as
aviation, acute medical care, and many safety- and security-critical sectors, the
devastating effects of human failure, for example by miscommunications, are well
documented and acknowledged. In the area of cyber security, knowledge about the
sources and underlying reasons of human failure and performance is still relatively
scarce and “work in progress”, but the amount of systematic research in this field is
growing (Sütterlin et al. 2019).

Amongst the various ways in which human failure occurs and threatens cyber
security, procedural compliance is one. A lack of procedural compliance when
technology users do not adhere to existing security protocols can result from such
protocols being too complicated, formulated in a, not understandable way, and highly
technical. Other factors include the failure of organizational cultures, where enforced
hierarchies and authoritarian leadership styles foster a culture of low tolerance to
criticism and constructive feedback upwards along the vertical axis, making available
competencies of lower ranking and technologically savvy younger experts unavailable
for strategic decisions (Jøsok et al. 2016). Communicative challenges between
individuals, teams, organisations and sectors particularly in interdisciplinary groups
set up in an ad hoc manner and without established collaborative routines provide an



environment that is particularly prone to misunderstandings, misinterpretations, and
the loss of relevant information, resulting in discrepant mental models of a cyber threat
situation. The reason why cyber security is particularly vulnerable to communicative
challenges is the highly technical nature of the threat. A profound understanding
and interpretation of a technical situation, its real-life consequences, options to act
and their various anticipated consequences and associated risks in a cyber threat or
cyber incident situation, with high stakes, that is potentially also characterized by
time pressure and based on ambiguous information, creates an enormous cognitive
individual and organizational workload prone to human errors. The creation of a
shared situational awareness between technicians, decision-makers, and all other
stakeholders requires a high degree of technical specialization in combination with
efficient communication routines across disciplines, departments, organisations
and societal sectors. The availability of understandable, yet accurate, technical
information providing this shared situational awareness and decision-making ability
gives technologically less informed decision-makers the ability to react and act with
appropriate tactical and strategic decisions. The challenge is to provide an accurate
yet simplified description of a given threat situation. The consequential options to
act as well as the probabilities of anticipated consequences pose particular challenges
in a context where not the shortage of information, but the overwhelming availability
of it, adds to an enormous cognitive load for all stakeholders. In the communication
of cyber threats, it is therefore not the situational status per se, but the outcome of its
perception, interpretation, and communication by the cyber security technician that
shapes the decision-makers’ experienced reality. The decision-maker on the receiving
end depends upon their understanding and thus upon the technician’s simplification,
selection, weighting, and interpretation. Knox et al. (2018) described the conditions
that need to be put in place to facilitate information exchange on recognized cyber
pictures between individuals and propose an orient-locate-bridge-model (OLB)
describing how institutions can apply educational methods to enable both their cyber
security personnel as well as their leaders in the effective communication of cyber
security related situations (Knox et al. 2018).

Lacking procedural compliance and ineffective communication only represent
examples of a number of ways in which human failures affect cyber security in and
beyond the healthcare system. While there is a lack of research on human factor-related
cyber security risks in the healthcare sector, the more extensive human-factor related
knowledge from other domains can be transferred and applied in the healthcare
sector as well. Human factor research can contribute to risk identification and the
development of training approaches to facilitate cyber resilience. With 94% of malware



distributed via email in 2018 (Verizon Communications Inc. 2019), phishing mails are
the tool of choice to breach targeted networks. Empirical research has identified four
categories of risk factors for susceptibility to phishing mails. These are situational
factors, social engineering techniques, cultural factors, and individual differences
(Canham et al. 2019). Employees who might not, under “normal” circumstances,
be susceptible to a phishing attacks may be susceptible when distracted, or under
significant cognitive load; in this way, situational factors play a major role in
susceptibility. The social engineering techniques employed by threat actors can be
very sophisticated and even appear to originate from known contacts. Some research
suggests that cultural influences along the individualism–collectivism spectrum may
significantly contribute to susceptibility (Butavicius et al. 2016). Finally, individual
differences relating to personality and propensity to trust appear to account for some
users being more susceptible than others. The most vulnerable users, sometimes
referred to as “repeat clickers”, represent a small minority of users who repeatedly fall
prey to simulated phishing campaigns meant as training exercises. While these users
usually only account for one to two percent of users within an organization, they can
represent nearly 50% of the total simulated phishing failures (Canham et al. 2019).

Health care workers seem to fulfill some of these criteria, as they have shown
a high propensity to click on phishing scams and have limited awareness of
threats (Priestman et al. 2019). In a sector where women make up over 70% of
workers in the health sector (WHO 2019) and usually rank higher on traits such as
neuroticism, agreeableness (Parrish et al. 2009; Weisberg et al. 2011) and reward-based
decision-making, known risk factors for maladaptive cyber behaviours cumulate.
Getting targeted training to health care workers is essential in establishing and
maintaining cyber resilience on an organisational level (Ghernaouti-Helie 2013).
Other influencing factors determining susceptibility to fraudulent emails serving
as an attack strategy to achieve entrance into sensitive IT systems are personality
factors. IT users who are agreeable, emotionally less stable, and technically less
knowledgeable, show higher risks of all unintended security violations in phishing
attacks (Gratian et al. 2018; Halevi et al. 2013).

These vulnerabilities are usually addressed in cyber security education and
training programmes. While these trainings are by far not sufficiently available and
widespread in the healthcare sector, they are not even suitable to address all sources
of errors. Even though general security training has shown to increase pro-security
behaviors to some extent (Darwish et al. 2012), more targeted education is required
to reach a significant improvement and lasting effects on behaviour.



In 2018, the United Kingdom’s Information Commissioner (ICO) commissioned
Kroll to conduct a study of all data breaches experienced by the UK government
in 2017, 2124 incidents in total (Targett 2018). This study found that 88% of all
data breaches involving UK government entities resulted from unintentional human
error, without the direct involvement of a cyber threat actor. Examples of these
errors included emailing unencrypted confidential patient information to the wrong
recipient (21%), loss or theft of paperwork (20%) and data left in an insecure location
(7%). Of the reported malicious cyber breaches, unauthorised access was the most
common, accounting for 4% of the total, followed by malware (2.5%), phishing attacks
(2.4%) and ransomware (1.5%). The healthcare sector accounted for the majority
(57%) of these breaches, followed by general business (17%), education and childcare
(16.7%), and local government (15.4%).

Knowledge workers in the information economy are often overworked, facing
staffing shortages and constant deadlines. These workers commonly experience a
tension between complying with security policy friction and accomplishing assigned
tasks within deadlines (Posey and Canham 2018). Workers in the health care sector
are no exception to this situation. One of the leading causes of (or contributing factors
to) human error, is time pressure. Time pressure manifests in errors in two primary
ways, deliberate policy violations and unintentional human errors (Reason 1990;
Norman 2013).

The two categories of deliberate policy violations are routine violations and
situational violations. Routine violations occur when policy non-compliance is so
common that it is mostly ignored. A frequent example of this is the emergence of
“shadow IT” systems. Shadow IT systems represent workarounds that users adopt
in order to complete their work in an easier (but often less secure) manner. Examples
include using unauthorized external cloud services or installing unauthorized
wireless networks in secured spaces. Situational violations occur during exceptional
circumstances. For example, in order to save a patient’s life, emergency department
medical staff might leave a proximity card on a monitoring cart in order to prevent the
lock screen from activating. These violations are not routine, and usually occur when
the cost of following proper security procedures is higher than abiding by them. Both
routine and situational deliberate policy violations should give security staff pause, to
reflect on the appropriateness of the policies causing these circumstances. If a policy
is so cumbersome as to lead to it being deliberately ignored, this may be a good area
to explore policy alternatives as a way to encourage secure behaviors. If existing IT
infrastructure is so cumbersome to use that users are leveraging external resources,
perhaps the existing infrastructure can be made more user friendly. Devices that



utilize timeout lock screens might be modified to include an “emergency mode” so
that they will not lock for the duration of the emergency.

Human errors, in contrast to deliberate violations, are unintentional and usually
result from two distinctly different sources. The first type of human error is known
as slips. Slips occur when an individual intends for one action to occur, but instead
executes a different action. In this case, the person understands the correct action
to take, but inadvertently takes the wrong action. An example of a slip might be
pouring milk into coffee, but then placing the coffee cup in the refrigerator instead of
replacing the milk (Norman 2013). In a cyber context, email address auto-complete is
likely responsible for a great number of slip errors. Recall that the Kroll study found
that emailing unencrypted confidential patient information to the wrong recipient
was responsible for 21% of the 2017 data breaches (the largest number). In contrast to
slips, mistakes are another type of human error that occur when an individual has
the wrong goal (Norman 2013). Humans form mental models for how tools, artifacts,
and environment operate and interact (Johnson-Laird 1983). These mental models
encapsulate a simplified mental representation that allows the human mind to make
predictions for actions taken with the things we interact with. Unfortunately, these
mental representations are not always correct. When they are incorrect, this often
leads to the wrong goal being formed, and an error then usually occurs. If a user
believes that their employer has stronger security than what they have at home, they
might forward a questionable email that they receive at their personal email account,
to their work account, with the belief that the organization’s security resources are
better equipped to manage malicious software than their home system is. If this were
the case, then this person would be taking the correct action, but of course this is
false and based on an incorrect mental model.

This distinction between error types comes with consequence. In the cyber
security industry, much emphasis is placed on user awareness training, with the
implication being that if users were simply more aware of the inherent risks associated
with their actions, they would be less vulnerable to attacks or committing errors
leading to breaches (Carpenter 2019). While this may be true in some cases such as
mistake type errors, it is untrue with regard to slip type errors. Slip errors result from
highly learned behaviors that have become automatic and usually occur without
conscious processing. In fact, slip errors tend to be more common in expert users,
because they are so familiar with these actions. No amount of awareness training
will fix slip errors; the best method to deal with these will likely be better design of
interfaces and processes. Mistake errors result from incorrect goals, usually derived
from incorrect mental models. Mental models can be updated through training



and, therefore, these types of errors might be corrected through awareness training.
Because these policy deviations can have radically different causes, they need to be
addressed through different means (Canham et al. 2020). Security personnel in the
health sector would be served well to track these errors in relation to data breaches
and security violations and use these as a guide for developing corrective actions.

5. Cyber Resilience and Trust

In the previous sections, we laid out how digitalization transformed the way
healthcare systems perform and the benefits these changes entail, as well as the
vulnerabilities that come with large-scale health data administration. We also
provided examples of how human behaviour can pose a large risk for breaches of
sensitive data. Cyber resilience is more than the prevention of valuable data being
stolen or the direct and collateral damages associated with a cyber attack. While data
can in many cases be restored by backups, malware isolated and eliminated, and
access to blocked data can be regained (ransomware)—there is a wider picture to it.
Stolen data or access credentials and system vulnerabilities can spread in uncontrolled
manners and be sold on illegal markets. The whereabouts of breached data remain
usually unknown for long time periods, occasionally for years. The perpetrators
can, in most cases, not be clearly identified, which adds an additional component
of insecurity for the victims of cyber attacks, widely known as the “attribution
problem”. Cyber threats in the healthcare sector can have acute detrimental effects
in times of national crisis (functionality of the healthcare system), hybrid warfare,
or international conflicts above or below the threshold of war. In peacetime and in
western democracies, however, breaches of data that were administered by private or
public bodies (healthcare providers, insurances, etc.) can also undermine the public
trust in these institutions. Public awareness and scepticism therefore influence policies
around the digitalization of healthcare and consequently affects the development of
institutions at the frontline of healthcare and achievement of sustainable development
goals. The crucial role of people’s trust in the protection of their privacy and thus in
the integrity of the healthcare system as a whole has been recognized by state actors
and lead to the development of relevant legal frameworks facilitating privacy, security
and thus overall cyber resilience as a prerequisite of trust in a sustainable healthcare.
According to the World Health Organization, trust in privacy legislation is key for the
population’s “confidence in their national eHealth programme” (WHO 2016, p. 77).

To reach a sufficient level of cyber resilience allowing for the further development,
implementation and maintenance of digital solutions in healthcare, the vast majority
of industrialized countries have established national legislation regulating the sharing,



storing and use of personal data and/or personal health-related information as well as
information exchange. While these legal frameworks have been put in place, the lack
of cyber resilience on institutional levels makes healthcare institutions still an easy
prey for malicious attacks or human failures due to mistakes and behavioural slips.
One such cognitive barrier to prioritising cyber-resilience is the cost of investing in
managing something that steals time from the primary and measurable role of the
institution (Elgsaas and Heireng 2014). Investing time and resources into cyber secure
systems and the people capable of ensuring persistent network resilience comes at
considerable costs and is only rarely seen as a necessary and important investment
in value generation (Coventry and Branley 2018). This is especially so when future
funding for health institutions is very often performance related. Unfortunately,
performance of cyber and information security is not the key criteria, meaning that
in many countries, speed and efficiency of digital systems is prioritised ahead of
security and resilience. For this reason, the introduction and implementation of
digital systems in healthcare with the security by design principle at the forefront of
development, and meet certain recognized classification frames, should be a step in
adding cyber resilience from the start.

In Europe, national legal frameworks are directly affected by supernational
legislation. The European Union Cyber Security Act of 2019 aims to increase EU
resilience and response to cyber-attacks. The act established an EU framework for
cybersecurity certification aimed at boosting the cybersecurity of digital products
and services in Europe, including the various national healthcare sectors. In practice,
the certification framework means improved cybersecurity across a wide spectrum
of existing digital products and services, including the Internet of Things, as well as
critical infrastructure such as, for example, hospitals. Even though these measures are
not specifically aimed at cyber resilience in the healthcare sector, it contributes to the
harmonization of cybersecurity standards, increasing the effectiveness in responding
to cyberattacks as the system or device has a familiarity to it based on it meeting
prescribed criteria. Manufacturers of healthcare technology are incentivised to invest
in cyber security for their products, consequently giving them a potential competitive
edge as customers see that certification is dependent upon a security-by-design
approach to product development. When considering how the aforementioned
potential of telemedicine and eHealth will rely heavily on the Internet of Things
and the newest 5G data transmission standards, these new supernational legal
frameworks can add a significant level of resilience; as it takes a stride in ensuring
good cyber security as the foundation for trust in digital systems that should be able
to guarantee information security.



Until legal frameworks such as the aforementioned legislation on harmonized
certification have been implemented, security concerns remain a relevant factor
influencing the users’ trust in the healthcare system’s ability to protect their sensitive
data. The rise and investment in telemedicine to take advantage of the internet
in support of ambulatory, more self-responsible monitoring and treatment in a
“hospital-at-home” is heavily reliant upon security-by-design solutions minimizing
or excluding the possibility of data breaches caused by unaware end-users. Such
user-driven, self-monitoring of health care is ideal from a cost saving efficiency
perspective as it is designed for people in certain risk-groups, people that might
otherwise be re-hospitalized, and to assist people who are more likely to recover
faster in their own home, whilst providing autonomy and enhanced quality of life.
However, patients are required to place complete trust into their own network and
the integrity of the data presented to them, or that they are required to share; as
well as ensuring that the precise data that they need are available to them, their
devices as well as to their healthcare professional, whenever it is needed and in
real time. Lastly, the patient data must remain confidential in accordance with
legal requirements. These demands are dependent upon a stable information and
communication technology platform. Currently, many experts regard the Internet as
simply not yet good enough for eHealth due to persisting reliability, availability and
security issues. Each of which can undermine a patients’ wellness due to the explicit
risk related to telemedicine application and its dependency upon data management
and data security.

Where even unintended individual human errors (slips) can cause massive
data breaches, sensitive data of high value administered by poorly prepared and
insufficiently aware healthcare professionals pose a huge incentive for malicious
cyber attacks. The resulting limited trust in the system’s integrity directly impairs
the political incentives to facilitate digitalization further and increases the economic
and organizational costs of further establishing robust cyber resilience. Precautions
to ensure cyber resilience slow down or functionally impair the overall service
performance by patients, due to delays, less user-friendly interfaces and identification
requirements. As a result of diminished trust into both privacy and security, users
may only reluctantly share highly personal data such as stigmatizing mental and
sexual health conditions with a depersonalized and intransparent environment
(Shenoy and Appel 2017). There is, to the best of our knowledge, currently no
evidence-based knowledge on how far cyber security impairs the trust into
the healthcare system and how reduced trust into cyber resilience impairs its
performance or cost-effectiveness. Considering these likely side effects of hastily



implemented digitalization without parallel implementation of a robust, transparent
and technologically advanced cyber security strategy, we find the transparent,
user-friendly and so far outstandingly successful cyber resiliency strategy provided
by the Estonian example as a promising blueprint for future developments in
other countries.

6. Conclusions

The digitalization of healthcare environments is changing the way healthcare
systems operate and how they are organized, with significant changes for the
patient’s roles, responsibilities and opportunities. The benefits are manifold
and relate to improved decision-making processes, availability of services,
cost-effectiveness, and patient autonomy. The foundation of these changes is
the constant and instant availability and exchange of patient- and service-related
data that coordinate actors, communicate health-related patient data, provide the
foundations for decision-making and facilitate the administrative processes at large.
The comprehensive datasets occurring in this process provide the basis of the benefits
of digitized healthcare, as well as the major challenge and vulnerability. A series of
massive data breaches and enormous growth rates of cybercrime targeting valuable
data processed in the healthcare systems, as well as a number of unintended breaches
resulting from human failures, demonstrate an overproportional vulnerability of this
societal sector, in which cyber security awareness is considered to lag behind other
areas where security concerns appear more intuitively natural.

The health sectors’ drive for digitalization to realize opportunities in, for example,
eHealth and telemedicine will require far greater investment in cyber resilience if
availability and security are to match the potential and ambitions of efficiency and
effectiveness. Any progress towards ensuring the digitalization of the health sector
needs to be measured against the current vulnerabilities to confidentiality, integrity
and availability of before, between and after treatment data. Critical applications that
are implemented to support achieving sustainable health goals may lack sufficient
trust and reliability. Contact-tracing applications as they are introduced in the later
phase of the COVID-19 pandemic have raised privacy and security concerns. While
it is currently too early to thoroughly evaluate the outcomes of this particularly
controversial symbol of accelerated digitalization in terms of public health benefits,
the controversy around contact tracing apps provides an impressive example of the
necessity of trust and its tight relationship with healthcare outcomes.

We argue that trust in healthcare systems affects its performance in a number
of ways: (a) Patients hesitate to share sensitive data on their personal conditions if



these are likely to be exchanged or administered in online databases and possible
accessed by third parties. (b) The enormous additional investments in cyber security
measures such as security-by-design or the engagement of qualified cyber security
professionals as well as the related infrastructure increasing costs, planning and
implementation time for digital innovations and thus slows down the transformation
process. (c) Educational efforts by users including healthcare professionals, healthcare
administrators, patients and third parties (for example, insurers) are necessary to
develop cyber hygiene and reduce the risk of human failures, adding further to the
time and financial costs of digitalized services.

Cyber security is fundamentally a human factor challenge and will require
significant investment and research into achieving ways to develop a shared
understanding across legal, institutional and national boundaries. The security
aspect needs to be incorporated in the very early stages of designing and making it a
central part of all digitalization processes.

While these measures to be taken may facilitate cyber resilience, increase the
trust into a digitized healthcare with increased patient autonomy counteracting the
simultaneous risk of privacy threats, parallel efforts have to be undertaken to ensure
that all societal groups benefit from a more digitized healthcare. The empowerment
and patient autonomy that comes with digitalization is of particular advantage for
patients who know how to make use of their opportunities. Those with less technical
affinity, but empowered, cannot take responsibility for their data security. This
requires a balance of giving users full control and oversight over the use of their
sensitive data, but without giving them the responsibility of making decisions that
could unintentionally compromise their privacy.

In sum, the digitalization of healthcare is a potential major breakthrough in the
development of sustainable healthcare worldwide. Sustainable healthcare system
transformation, however, builds on the trust of its users and all measures taken to
further improve the systems’ effectiveness are subject to cost-benefit-analysis. Cyber
resilience of healthcare systems plays an important role in building and ensuring
ongoing trust as a central pillar of sustainability.
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