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1. Introduction

1.1. Conference Introduction

The XXXII Electrical and Electronic Engineering Conference (XXXII JIEE-2024) is an
annual event organized by the Faculty of Electrical and Electronic Engineering at the
Escuela Politécnica Nacional, Quito, Ecuador. This conference brings together students,
professors, researchers, and professionals with the aim of disseminating their graduation
projects, curricular integration initiatives, research project advancements, and engagement
activities, as well as presenting academic papers.

The JIEE serves as an opportunity to promote the exchange of knowledge and experi-
ences in various fields of expertise, establish professional connections, stay updated on the
latest technologies, and acquire skills to tackle the challenges presented by the industry.

The XXXII JIEE-2024 aimed to contribute to the sustainable development of the Ecuado-
rian energy, telecommunications, and production sectors, including the electricity sector
in its generation, transmission, and distribution stages; control, automation, and security
of essential infrastructure in the country’s production. In this sense, the XXXII JIEE-
2024 provided the space to disseminate national and international research and devel-
opment aimed at guaranteeing the future availability of energy and telecommunications
services, improving the production chain in the country, while promoting a lower impact on
the environment.

1.2. Organizers

• Faculty of Electrical and Electronic Engineering at the Escuela Politécnica Nacional;
• Ecuadorian Committee of the Regional Energy Integration Commission (ECUACIER).

1.3. Scopes and Topics

• Power and energy;
• Communications;
• Electronic circuits, systems, and devices;
• Artificial intelligence;
• Local and wide area networks;
• Mobile and web applications;
• Internet of things;
• Robotics and automation systems;
• Security and privacy;
• Systems and control;
• Engineering education.
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Proceeding Paper

Information-Theoretic Security of RIS-Aided MISO System
Under N-Wave with Diffuse Power Fading Model †

José David Vega-Sánchez 1,*, Ana Zambrano 2, Ricardo Mena 2 and José Oscullo 2

1 Colegio de Ciencias e Ingenierías “El Politécnico”, Universidad San Francisco de Quito (USFQ),
Diego de Robles s/n, Quito 170157, Ecuador

2 Departamento de Electrónica, Telecomunicaciones y Redes de Información, Escuela Politécnica
Nacional (EPN), Ladrón de Guevara E11-253, Quito 170525, Ecuador; ana.zambrano@epn.edu.ec (A.Z.);
ricardomenav@epn.edu.ec (R.M.); jose.oscullo@epn.edu.ec (J.O.)

* Correspondence: dvega@usfq.edu.ec
† Presented at the XXXII Conference on Electrical and Electronic Engineering, Quito, Ecuador,

12–15 December 2024.

Abstract: This paper aims to examine the physical layer security (PLS) performance of a recon-
figurable intelligent surface (RIS)-aided wiretap multiple-input single-output (MISO) system over
generalized fading conditions by assuming inherent phase shift errors at the RIS. Specifically, the pro-
cedures (i.e., the method) to conduct this research is based on learning-based approaches to model the
magnitude of the end-to-end RIS channel, i.e., employing an unsupervised expectation-maximization
(EM) approach via a finite mixture of Nakagami-m distributions. This general framework allows
us to accurately approximate key practical factors in RIS’s channel modeling, such as generalized
fading conditions, spatial correlation, discrete phase shift, beamforming, and the presence of direct
and indirect links. For the numerical results, the secrecy outage probability, the average secrecy rate,
and the average secrecy loss under different setups of RIS-aided wireless systems are assessed by
varying the fading parameters of the N-wave with a diffuse power fading channel model. The results
show that the correlation between RIS elements and unfavorable channel conditions (e.g., Rayleigh)
affect secrecy performance. Likewise, it was confirmed that the use of a RIS is not essential when
there is a solid line-of-sight link between the transmitter and the legitimate receiver.

Keywords: generalized fading channels; secrecy performance; reconfigurable intelligent surface

1. Introduction

Recently, RISs have received academic and industrial attention for their promising
potential to customize the wireless channel cost-effectively. A RIS element can be pro-
grammed to adjust the phases, amplitude, phase frequency, and even the polarization of
the impinging signal on the RIS to overwhelm the hazardous consequences of the channel.
Owing to the promising RIS’s features, this technology will presumably permit PLS to fi-
nally advance as a defense technique for delivering information security to wireless systems
by exploiting the wireless propagation’s intrinsic randomness (e.g., fading and noise). Mo-
tivated by these reasons, some research works on RIS-aided secure systems under diverse
fading channel conditions have been studied in the literature [1]. Nevertheless, an in-depth
examination of RIS-related studies in PLS indicates that the typical premise is to consider
Rayleigh fading to model the individual end-to-end RIS channels for the mathematical
facility. However, the original intention of RIS is to provide reliable line-of-sight (LoS) links
between the indirect RIS channels. Therefore, unlike the Rayleigh model, the generalized
channel models are better suited to deliver these requirements thanks to their freedom
to model different propagation environments. In recent years, some activities have been
addressed to develop a more precise channel model through two procedures: On the one
hand, envelope-aided fading models, such us [2]. On the other hand, ray-based channel

Eng. Proc. 2024, 77, 1. https://doi.org/10.3390/engproc2024077001 https://www.mdpi.com/journal/engproc3
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models where the received wave is constructed from dominant specular components plus
several scattered waves with random phases [3]. The pioneering ray-based model was
proposed in [4] and called the N-wave with diffuse power (N-WDP) model. This type of
channel model is suited to accommodate different wireless channel conditions encoun-
tered in upcoming networks for higher frequencies. Particularly, the N-WDP models have
exhibited satisfactory exactness in characterizing the short-fading channel in mm wave
bands [5]. Regarding the performance of the RIS over different fading channel models,
in [6], the authors developed a unified framework to assess the outage performance of
RIS-assisted communications over generalized fading channels in the presence of phase
error noise by using Fox’s H functions. Likewise, in [7], a comprehensive statistical, secrecy,
and performance analysis of RIS-assisted multiple-antenna systems under Weibull fading
was presented. In [8], the secrecy rate analysis for a RIS-aided multi-user MISO system
over a Rician fading channel was explored. Recently, in [9], the secrecy performance of
RIS-aided systems over the Rician channel by assuming spatially random eavesdroppers
was analyzed.

In light of the aforementioned points, and encouraged by the RIS features, this paper
investigates how more realistic fading channels, discrete phase shifts, and spatial correla-
tion impact the secrecy performance of RIS-assisted networks. Specifically, our primary
purpose is to conduct a good description of the role of N-WDP’s parameters on the secrecy
performance of RIS-assisted networks. Furthermore, some useful insights for reaching
secure communications in RIS-aided systems are provided, which are naturally connected
to the physical parameters captured by the generalized channel model.

Notation: In what follows, uppercase and lowercase bold letters denote matrices and
vectors, respectively; f(·)(·), probability density function (PDF); F(·)(·), the cumulative

density function (CDF); U [a, b], a uniform distribution on [a, b]; (·)T, the transpose; ‖·‖,
the Euclidean norm of a complex vector; Γ(·), the gamma function ([10], Equation (6.1.1));
Υ(·, ·), the lower incomplete gamma function ([10], Equation (6.5.2)); 2F1(·, ·; ·; ·), the hyper-
geometric function ([10], Equation (15.1.1)); C, the set of complex numbers; E[·], expectation;
B(·, ·), the Beta function ([10], Equation (6.2.2)); diag(x), a diagonal matrix whose main
diagonal is given by x; CN (·, ·), the circularly symmetric Gaussian distribution; IN, the iden-
tity matrix of size N × N; (·)H, the Hermitian transpose; mod(·), the modulus operation;
�·�, the floor function, and sinc(w) = sin(πw)/(πw), the sinc function.

2. System and Channel Models

Assume a RIS-aided wiretap model composed of a transmitter, Alice (A) provided
with M antennas, one legitimate node called Bob (B), one eavesdropper denoted by Eve
(E), and a RIS, which helps the secure communication between A and B nodes. Specifically,
a MISO system is assumed, where A sends information through its multiple antennas to
a legitimate receiver B and an eavesdropper E, both of which have a single antenna. In
this sense, the RIS helps to redirect the incident signal toward the legitimate receiver B,
complicating the decoding of the message by eavesdropper E, as shown in Figure 1. In
short, B and E are equipped with a single antenna, while the RIS has L nearly reconfigurable
units. So, the received signal at E and B can be expressed as

yi =
√

P
(

hT
2,iΦG + hT

d,i

)
wx + ñi, (1)

in which i ∈ {B, E} is either the eavesdropper or the legitimate channel, x is the transmitted
information symbol, P is the transmit power at A, ñ ∼ CN (0, σ2

i ) denotes the additive
white Gaussian noise (AWGN) with σ2

i power, hd,i ∈ CM×1 is the channel between A and
B or A and E, w ∈ CM×1 denotes the precoding vector at A, G = [g1, . . . , gM] ∈ CL×M

and h2,i = [h2,i,1, . . . , h2,i,L]
T ∈ CL×1 are the paths between A and RIS, RIS and B, or RIS

and E, respectively. Furthermore, Φ = diag(δ1ejϕ1 , . . . , δLejϕL) is the phase-shift matrix
generated by the RIS, where δl for l = {1, . . . , L} denotes the amplitude of the lth RIS
element. Hereafter, it is considered that δl = 1, ∀l in all subsequent derivations. The RIS
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adjusts the phase shifts for each unit to compensate for all phases created by the direct and
indirect channels at the legitimate receiver, i.e., ϕl = ∠(hH

d,Bw)−∠(hH
2,B,l)−∠(glw) ([11],

Equation (19)) where hH
2,B,l is the lth element of hH

2,B and gl is the lth row vector from G.
In this configuration, both ϕl and the transmit precoding w are optimized together [11]
to maximize the acquired signal-to-noise ratio (SNR) at B. Nevertheless, the RIS forces a
residual random phase error to prevail in practice. Here, such an error is denoted by φl ,
so the final phase shifts of the lth RIS unit change from the optima to Θl = ϕl + φl [11].
Therefore, the equivalent channel observed by the receivers can be formulated as

hi =
(

hT
2,iΨG + hT

d,i

)
w+, (2)

where Ψ = diag(ejΘ1 , . . . , ejΘL) indicates the phase noise, and w+ =
(hT

2,BΨG+hT
d,B)

H∥∥∥hT
2,BΨG+hT

d,B

∥∥∥ ∈ CM×1

is the maximal ratio transmission (MRT) precoding. Here, we decided to use the joint active
and passive MRT precoding strategy from [11] because it is a low-complexity algorithm
obtained on alternating optimization. In particular, the transmit precoding at A and the
RIS’s phase shifts were optimized iteratively until meeting a pre-established criterion. It is
worth pointing out that the MRT beamforming occurs when w is employed as a starting
point in the distributed algorithm, which is updated in each iteration together with the RIS’s
phase shifts. Concerning the channel model, we supposed that the fading coefficients of the
underlying system are constructed as a superposition of N-dominant specular components
plus scattering waves (i.e., the N-WDP model); so, it follows that [12]

hp
d,i =

√
βd,i

(Nd,i

∑
n=1

V(n,p)
d,i ejθ(n,p)

d,i + Z(p)
d,i

)
, h2,i,l =

√
β2,i

(NRIS,i

∑
n=1

V(n,l)
2,i ejθ(n,l)

2,i + Z(l)
2

)
(3)

gl,p =
√

β1

(NA,RIS

∑
n=1

V(n,p,l)
1 ejθ(n,p,l)

1 + Z(p,l)
1

)
, (4)

for p = {1, . . . , M}, and l = {1, . . . , L}. Here, V(n,·)
(·) symbolize the amplitude of an nth

specular component, θ
(n,·)
(·) ∼ U [0, 2π] and N( f ),(u) indicate the total number of domi-

nant components of the channel between nodes f and u, and Z(·)
(·) follow Rayleigh with

E{|Z|2} = 2σ2 = Ω0, indicating the diffuse received waves. The terms β1, β2,i, and βd,i
encompass the path loss for A-RIS, RIS-i, and A-i links for i ∈ {B, E}, respectively. Notice
that the N-WDP model includes important stochastic fading models such as TWDP, Rician,
and Rayleigh as special cases for N(·) = 2, 1, 1, respectively. Now, to evaluate spatial corre-
lation for the RIS channels, the geometry network proposed in [13] is employed. Hence, we
assumed that the RIS is a surface consisting of L elements, where LV and LH are the total
units per row and per column, respectively. In this regard, the area of an individual RIS
element is expressed by A = dHdV , with dH and dV denoting the vertical height and the
horizontal width, respectively. Based on this, and by assuming an isotropic diffuse envi-
ronment, the indirect RIS fading channels subject to correlation and the direct link can de-

fined as hd,i =
[

h1
d,i, . . . , hM

d,i

]T
, h2,i =

√
AR[h2,i,1, . . . , h2,i,L]

T, gp =
√

AR
[
g1,p, . . . , gL,p

]T,

where p = {1, . . . , M}, R ∈ CL×L is the spatial correlation matrix for the RIS. The
(a, b)th-entry of R is given by [R]a,b = sinc(2‖ua − ub‖/λ) a, b = 1, . . . , L [13], where
uζ = [0, mod(ζ − 1, LH)dH , �(ζ − 1)/LH�dV ]

T , ζ ∈ {a, b}, and λ is the wavelength of the
wave. With the previous expressions, the received SNR at B or E is formulated by

γi =
P|hi|2

σ2
i

= γi|hi|2. (5)
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Now, γi = P/σ2
i is defined as the average transmit SNR for B or E. As a first stage, the

purpose is to approximate the magnitude of hi using some statistical distribution. For this
purpose, we employed the EM learning algorithm, as follows:

Figure 1. RIS-aided wiretap MISO wireless communication system.

3. RIS Channel Characterization

Here, using a simple mixture of Nakagami-m random variables (RVs) combined with
the EM strategy, the end-to-end RIS channel was characterized in a simple manner.

Let hi = {hi}t
1 be a training set vector of t samples of hi in (2); it is approximated that

hi is observed by B and E using a mixture of Nakagami-m distributions, as follows [14]:

fhi
(ri) ≈

C
∑
z=1

ωz,iNz,i(ri; mz,i, Ωz,i), (6)

where C is the mixture size (i.e., the number of Nakagami-m components), Nz,i(ri; mz,i, Ωz,i) =

m
mz,i
z,i r

2mz,i
i e

− mz,i r2
i

Ωz,i

2−1Γ(mz,i)Ω
mz,i
z,i ri

, ωz,i ∈ {1, . . . , C} with ∑C
z=1 ωz,i = 1 and 0 ≤ ωz,i ≤ 1 are the mixture

weights, and Ωz,i and mz,i are the mean powers and the fading elements of the weighted
PDFs, respectively. Here, we refer to the unsupervised EM method to fit the mixture
parameters. Specifically, in the expectation (E)-step of the EM technique, the posterior
probabilities (i.e., membership values) of the zth-weighted PDF of both B and E can be
calculated as [14]

τ
(k)
zj,i =

ωz,iNz,i
(
hi,j; mz,i, Ωz,i

)
∑C

l=1 ωl,iNl,i
(
hi,j; mz,i, Ωz,i

) , z = 1, . . . , C, j = 1, . . . , t, (7)

where k represents the present iteration, t is the size of the sample set in (2), hi,j, ∀j = 1 . . . t
are the unlabeled samples at the receiver node i ∈ {B, E}, and z is the mixture component.
Next, in the M-step of the EM algorithm, the updated parameters are fitted by maximizing
the log-likelihood formulation of each RV-weighted mixture via the posterior probabilities.
Hence, the updated parameters of the receive sides can be calculated as [14]

Ω(k+1)
z,i =

∑t
j=1 τ

(k)
zj,i h2

i,j

∑t
j=1 τ

(k)
zj,i

m(k+1)
z,i =

1 +

√
1 +

4Δk
z,i

3

4Δk
z,i

ω
(k+1)
z,i =

∑t
j=1 τ

(k)
zj,i

t
, Δk

z,i =
∑t

j=1 τ
(k)
zj,i

[
log(Ωz,i)− log(h2

i,j)
]

∑t
j=1 τ

(k)
zj,i

(8)

Algorithm 1 displays the EM Nakagami-m mixture model, where the initial mixture weights
are randomly selected from U [0, 1], and the start values for the scaling parameters of
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Nakagami-m PDFs are calculated using the maximum likelihood estimation (MLE). Also,
comparable toleration practice is employed as a stopping criterion. It is worth pointing out
that the EM can efficiently model any target system’s wireless channel considered in (2). In
fact, EM can also be utilized even with experimental measurement channel data.

Algorithm 1: Unsupervised EM machine learning algorithm for fitting ωi, Ωi,
and mi of Nakagami-m RVs

1 Input: hi ← unlabeled set for i ∈ {B, E}, ε ← 1 × 10−3, and initial values of ωz,i,
Ωz,i, and mz,i via MLE, for z = 1, . . . , C;

2 Output: ωz,i, Ωz,i, and mz,i, for z = 1, . . . , C;
3 k = 1, t = length(hi);
4 while ΛΩz,i && Λmz,i < ε do

5 E step:

6 for j = 1; j < t; j++ do

7 τk
zj,i =

ωk
z,iNz,i(hi,j ;mk

z,i ,Ω
k
z,i)

∑2
l=1 ωl,iNl,i(hi,j ;mk

z,i ,Ω
k
z,i)

, for z = 1, . . . , C;

8 end

9 M step:

10 Δk
z,i =

∑t
j=1 τk

zj,i

(
log(Ωk

z,i)−log(h2
i,j)
)

∑t
j=1 τk

zj,i
;

11 Ωk+1
z,i =

∑t
j=1 τk

zj,i×h2
i,j

∑t
j=1 τk

zj,i
mk+1

z,i =
1+

√
1+

4Δk
z,i

3

4Δk
z,i

;

12 ωk+1
z,i = ∑t

t=1 τk
zj,i/t, for z = 1, . . . , C;

13 k ++;
14 end

15 Stop Criterion: Λmz,i =| (m(k+1)
z,i − m(k)

z,i )/mk
z,i | ΛΩz,i =| (Ω(k+1)

z,i − Ω(k)
z,i )/Ωk

z,i |;

4. RIS Secrecy Performance

4.1. Distribution of γE and γB

The PDFs and CDFs of the received SNR in E and B, respectively, are acquired by
performing a transformation of variables from (5). Thus, this yields

fE(γE) =
C
∑
z=1

γ
κz,E−1
E

(γEθz,E)
κz,E Γ(κz,E)

e

(
− γE

γEθz,E

)
, FB(γB) =

C
∑
z=1

Υ
(

κz,B, γB
γBθz,B

)
Γ(κz,B)

(9)

where κz,i = mz,i and θz,i = Ωz,i/mz,i.

4.2. Secrecy Outage Probability (SOP)

This metric is useful for passive eavesdropping scenarios where Eve channel’s channel
state information (CSI) is not known at Alice. Thus, Alice encodes the information at an
unchanging secrecy rate RS. Based on [15], the secrecy capacity, i.e., CS, is calculated as
CS =max{CB − CE, 0}, with CB = log2(1 + γB) and CE = log2(1 + γE) being the channel
capacities at B and E, respectively. Here, secrecy is attained only when RS ≤ CS, and it
is compromised otherwise. Mathematically speaking, a lower bound of the SOP can be
determined as [15] SOPL(RS) =

∫ ∞
0 FγB

(
2RS γE

)
fγE(γE)dγE. Hence, an approximation of

the SOPL can obtained as stated below.

Proposition 1. The SOPL for RIS-assisted MISO networks under generalized fading is approxi-
mated as
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SOPL(RS) =
C
∑
s=1

C
∑
z=1

ωs,Bωz,E

(
γEθz,E
γBθs,B

)κs,B 2RSκs,B

κs,BB(κs,B,κz,E) 2F1

(
κs,B + κz,E, κs,B; 1 + κs,B;− 2RS γEθz,E

γBθs,B

)
. (10)

Proof. SOPL can be easily derived from ([16], Equation (7)), with the corresponding substi-
tutions of (9), and after some mathematical manipulations.

4.3. Average Secrecy Rate (ASR)

This metric is relevant for the active eavesdropping case, where Alice knows the CSI
of both Bob and Eve channels. Alice can guarantee secrecy by adjusting her transmission
rate subject to RS. Based on [17], the ASR can be computed as ASR =

∫ ∞
0 (1 − SOPL(x))dx.

Proposition 2. The ASR expression of the RIS underlying network is approximated by

ASR ≈
η

∑
c=1

ξce−xc u1(xc), (11)

where u1(xc) = exc(1−SOPL(xc)) and xc and ξc are the cth zero (root) and weight of the ηth-order
Laguerre polynomial ([10], Equation (22.2.13)).

Proof. Based on Gauss–Laguerre quadrature technique ([10], Equation (25.4.45)), the exact
ASR can be approximated by a weighted sum of samples.

4.4. Average Secrecy Loss (ASL)

This novel secrecy metric relates to the information leaked from A to E. Using ([17],
Equation (9)), the ASL is expressed as in the following proposition.

Proposition 3. The ASL formulation of the underlying network is expressed as

ASL ≈ ∑υ
j=1 ρje

−xj u2(xj)

ASR2 − 1, (12)

where u2(xj) = 2xje
xj(1− SOPL(xj)), xj, and ρj are the jth zero (root) and weight of the υth-order

Laguerre polynomial ([10], Equation (22.2.13)).

Proof. Again, the Gauss–Laguerre quadrature approach is used to approximate the inte-
gral ([17], Equation (10)), which involves the computation of the exact ASL.

5. Numerical Results and Discussions

Here, we investigated how correlated channels over generalized fading impact the
system’s secrecy performance, assuming discrete phase shifts, as well as the goodness-
of-fit of the approximations for the RIS channels. Monte Carlo (MC) simulations for
EM-based approximations are included in all instances with markers. For the sake of
comparison, the well-known moment matching method (MoM) (For informative purposes
and to compare the MoM with the proposed method fairly) models the end-to-end channel
in (2) through a Nakagami-m distribution. Here, the fitting parameters were obtained
numerically by calculating the moments and equating them to the parameters of the
Nakagami-m distribution, as indicated by the MoM procedure in ([18], Sec. III).) proposed
in [18] for modeling generalized RIS channels (i.e., (2)) is included as a baseline in the
secrecy analysis. Also, to estimate the parameters of the Nakagami-m mixture model with
the EM method, 105 realizations are generated for the unlabeled training set in (2), which
is required in Algorithm 1 for both Bob and Eve. Specifically, these generated channel
coefficients are the observations, constituting the input in Algorithm 1. With the output
of Algorithm 1 (e.g., ωz,i, Ωz,i, and mz,i), these fitting parameters are used in (9) to be later
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substituted into (10)–(12); in this way, the performance of the underlying system model
is evaluated. The discrete phase shift φl is built from U [−2−qπ, 2−qπ], where q ≥ 1 is the
amount of quantization bits utilized to encode the phase shifts errors, i.e., the discrete set
of 2q phases that can be configured on the RIS (a larger q refers to smaller phase errors on
RIS’s configuration).

In all figures, the following considerations are assumed: (i) a RIS-aided network
system given in [13] with a frequency of 3 GHz (i.e., λ = 0.1 m), BW = 1 MHz of
bandwidth, a transmit power of P = 23 dBm, and an AWGN with a power spectral density
of N0 = −174 dBm/Hz. Hence, σ2

i = N0BW = −114 dBm, which makes P/σ2
i = γi =

137 dB, (ii) RS = 1 bps/Hz for all SOP curves, and (iii) C = 2 as the number of components
of the Nakagami-m mixture.

Moreover, only Figure 2b includes both direct and indirect links. For mathematical
compactness, the power ratio parameter is represented as being analogous to the Rician

K factor, i.e., KN(·)
Δ
=

ΩN(·)
Ω0

, with ΩN(·) = ∑
N(·)
n=0

(
V(n,·)
(·)

)2
being the total average power

of the dominant components. Also, K(·)
dB = 10 log10

(
K(·) = KN(·)

)
is defined. Likewise,

the amplitudes of corresponding rays are depicted in terms of the amplitude of the first
dominant component, i.e., V(n,·)

(·) = αn,(·)V
(1,·)
(·) for n =

{
2, . . . , N(·)

}
, with 0 < αn,(·) < 1.

Figure 2a shows the SOP vs. β2,B for different channel setups. Here, the following cases are
assumed. Case I: The legitimate paths are subject to Rician fading, i.e., NA,RIS = NRIS,B = 1

with V(1,·)
1 = V(1,·)

2,B = 1 for KA,RIS
dB = KRIS,B

dB = 12 dB, and the eavesdropper link, i.e., RIS-to-
E, follows Rayleigh fading (i.e., NRIS,E = 0). Case II: All channels follow Rayleigh fading (i.e.,
the classical assumption). For the aforementioned cases, the remaining system parameters
are M = 5, L = 144, q = 5, β1 = −20 dB, β2,E = −30 dB, and dH = dV ∈ {λ/2, λ/5}. Here,
the impact of dealing with both Rician fading and RIS-correlated channels is explored.
From all traces, we observed that a more favorable channel propagation for legitimate links
(i.e., Rician fading) contributes to improving the SOP performance with respect to Rayleigh
propagation’s counterpart. Moreover, revealing SOP behavior is observed depending on
the strength of the correlation on RIS channels. For instance, decreasing the size of RIS
units (i.e., hard-correlated RIS channels) leads to lower secrecy performance.
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Figure 2. (a) SOP vs. β2,B with different channel configurations. (b) SOP vs. β2,B by varying
both βd,i and q in the presence of direct and indirect paths. The solid lines represent the proposed
analytical solutions.

Figure 2b illustrates the SOP vs. β2,B when both Bob and Eve have a direct path.
Here, all the indirect paths, i.e., A-to-RIS, RIS-to-B, and RIS-to-E, follow Rayleigh fading.
However, the direct links, i.e., A-to-B and A-to-E, are subject to TWDP fading. Thus,
Nd,E = Nd,B = 2 with V(1,·)

d,E = V(1,·)
d,B = 1, α2,d,B = α2,d,E = 0.7 for Kd,B

dB = Kd,E
dB = 18 dB.

The remaining parameters are set to M = 8, L = 196, Aβ1 = −30 dB, Aβ2,E = −50 dB,
and dH = dV = λ/3. From this figure, we observed that the combination of mild path loss
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(i.e., βd,i = −40 dB) and good propagation conditions (i.e., TWDP fading) on Bob’s direct
link is favorable to achieve better secrecy performance. Also, for this scenario, notice that
the RIS does not contribute significantly to the system’s performance due to the presence
of a strong LoS for Bob and Eve’s links. However, the SOP’s behavior changes slightly
from β2,B ≈ −20 dB since the RIS-to-B link presents better channel conditions than the
direct A-to-B link. Therefore, the RIS begins to operate in this region, and a difference in
the phase error’s configuration is observed. Now, when direct paths are heavily attenuated
(i.e., βd,i = −90 dB), the use of the RIS makes sense in this case since different performances
of the SOP are obtained by varying q.

Figure 3a presents the ASR vs. β2,B. In this figure, base values (i.e., baseline fading
channel models) are considered to measure the system’s performance by setting different
propagation conditions. Also, the following scenarios are considered: Case III: A-to-RIS link
(Rician), NA,RIS = 1 with V(1,·)

1 = 1 for KA,RIS
dB = 25 dB. RIS-to-B link (three rays), NRIS,B = 3

with V(1,·)
2,B = 1, αn,RIS,B = 0.1 for n = {2, 3}, and KRIS,B

dB = 25 dB. RIS-to-E link (TWDP),

NRIS,E = 2 with V(1,·)
2,E = 1, α2,RIS,E ∈ {1, 0.5, 0.1} for KRIS,E

dB = 25 dB. Also, M = 6, L = 196,
q = 4, Aβ1 = Aβ2,E = −50 dB, and dH = dV = λ/4. Herein, the impact of Eve’s fading
TWDP parameters on the ASR performance is explored. From all traces, notice that there is
a mixture of more dominant paths in B than E and that lower amplitude values associated
with Eve’s rays (i.e., α2,RIS,E) lead to poor ASR performance. This result verifies that the
amplitudes of the specular waves play relevant roles in secure communication criteria of
over-generalized channel conditions.
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Figure 3. (a) ASR vs. β2,B with different number of specular components on the receiver sides.
(b) ASL vs. β2,B by varying the number of elements on the RIS. The solid lines represent the proposed
analytical solutions.

Figure 3b depicts the ASL vs. β2,B by altering the elements at the RIS. For this scenario,
we considered that all indirect paths follow Rician fading, i,e., NA,RIS = NRIS,B = NRIS,E = 1

with V(1,·)
1 = V(1,·)

2,B = V(1,·)
2,E = 1 for KA,RIS

dB = KRIS,B
dB = KRIS,E

dB = 20 dB. Furthermore, M = 4,
q = 6, Aβ1 = Aβ2,E = −45 dB, and dH = dV = λ/3. From all instances, it was observed
that information leakage was drastically reduced as the number of elements on the RIS
increased. Here, the ASL shows how much β2,B the system needs to drive the information
leak to zero. For instance, in the proposed setup, from β2,B ≈ −35 dB, communication
between legitimate links is secure. In addition, notice that in all the analyzed curves, the
proposed approximation beats the MoM in precision, mainly in the secrecy outage-based
metric. Finally, it is worth mentioning that an energy consumption parameter that integrates
energy collection from environmental sources with secure communication mechanisms at
the physical layer is not considered. However, this topic is out of this paper’s scope and
will be explored in the future.
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6. Conclusions

The secrecy performance of the RIS-assisted wiretap MISO system by assuming gener-
alized fading channels and discrete phase shifts was explored. Specifically, secrecy metrics
such as the SOP, ASR, and ASL were obtained in closed-form expression to evaluate the
secure performance by approximating the end-to-end RIS channel through an unsupervised
EM learning algorithm. Some insights reveal how different propagation conditions and RIS
practical implementation (e.g., discrete phase-shift noise, spatial correlation, beamform-
ing, presence of direct link) impact secrecy performance. For instance, when the direct
link is present in the communication between Alice and Bob, using a RIS is practically
unnecessary despite correctly configuring the phase error. On the contrary, when only the
non-line-of-sight link between Alice and Bob is available, RIS technology is essential so
that the information does not leak to the eavesdropper.
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Abstract: This paper investigates the domain of Natural Language Inference (NLI), with an emphasis
on Recognizing Textual Entailment (RTE). We utilize the Stanford Natural Language Inference (SNLI)
dataset, a benchmark for RTE tasks, to examine the efficacy of machine back translation and model
performance in textual entailment. Our methodology employs a cost-effective approach using an
open-source machine translation library like MarianMT with Helsinki-NLP/opus-mt models for
back translation, applied to the comprehensive SNLI dataset. The concluding analysis demonstrates
that no single model, whether back translated or augmented, consistently outperforms the reference
English model in all aspects. The performance variations are particular to certain word overlap
ranges and categories, suggesting that these models are essentially equivalent to the reference. This
study contributes to the comprehension of machine translation′s impact on textual entailment models,
emphasizing the complexities in multilingual NLI tasks.

Keywords: textual entailment; natural language inference (nli); snli dataset; back translation

1. Introduction

Natural language inference (NLI) is central to numerous semantic tasks in natural
language processing, such as question answering and text summarization. A key aspect
of NLI is recognizing textual entailment (RTE), where the objective is to determine if a
hypothesis (H) can logically be inferred from a premise (P). The Stanford Natural Language
Inference (SNLI) dataset, constructed through a crowdsourcing method developed by [1],
has emerged as a benchmark for RTE tasks. However, recent studies, including [2], have
highlighted the prevalence of artifacts and biases in datasets like SNLI, which can lead to
spurious correlations and reduced model generalizability.

Natural Language Processing (NLP) is becoming an integral component across various
domains, including the electric power industry. NLP enables computers to interpret human
language, offering promising opportunities to enhance operational efficiency and automate
complex processes [3]. In particular, NLI can be valuable for understanding and analyzing
complex systems in the electric power industry, to capture complex relationships and
entailments within textual data. One notable application is ETAP 2024′s AI-powered
Natural Language Search, which allows engineers and operators to interact with power
system analysis tools using everyday language, significantly reducing the learning curve
and enhancing productivity [4]. As NLP continues to evolve, its exploration for potential
applications in the power industry underscores the need to understand its capabilities for
power systems starting by the fundamentals, such as those addressed in this paper.
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In the context of NLI and RTE, this paper explores the potential of back translation
as a method to diversify data patterns and reduce dependency on dataset artifacts in RTE
classification. Back translation involves translating a text into a pivot language and then
back into the original language, potentially offering a novel approach to addressing data-
related issues in the SNLI dataset. By analyzing the effects of this technique, this study aims
to explain its impact on model performance and data characteristics, thereby contributing
to the development of more robust and reliable NLP models.

2. Related Work

RTE datasets were initially developed predominantly in English, providing greater
depth in terms of sentence pairs and topical variety. This focus on linguistic aspects has
spurred research into creating RTE datasets in other languages, including Italian, Spanish,
German, Arabic, Greek, and Czech [5]. The translation of the SNLI and MultiNLI datasets
into Turkish by [6] exemplifies efforts to broaden the linguistic scope of NLP, emphasizing
the need for multilingual resources. These efforts highlight the potential differences in
model performance when trained and tested on linguistically diverse data. Cross-lingual
adaptation research, such as the work by [7] on English-to-Arabic RTE and the XNLI
project by [8], further investigates models trained in English and evaluated on non-English
datasets. These studies emphasize the significance of cross-lingual adaptability in NLP
models, a notion that aligns with the concept of back translation.

In NLP, back translation is primarily used in machine translation to create paraphrased
content that maintains the original meaning with diverse expressions. This approach,
typically employed for data augmentation, offers potential benefits for entailment tasks
by providing varied expressions of the same ideas, thereby aiding models in capturing
semantic meanings beyond specific word patterns. However, the application of back
translation to entailment datasets like SNLI is not as extensively documented. This study
explores the potential of back translation in mitigating data biases in English NLI RTE tasks
by introducing diverse expressions. This approach aims to enhance model robustness and
reduce overfitting to dataset-specific idiosyncrasies. Key considerations in this approach
include the quality of translation and computational costs, with a focus on preserving
dataset balance to prevent introducing new biases.

3. Approach and Methodology

RTE models often struggle with the presence of artifacts in datasets like SNLI, where
models may rely heavily on superficial cues, such as word overlap, rather than deeper se-
mantic understanding. These artifacts limit model generalizability and result in overfitting
to the patterns within the dataset.

To address these challenges, this study explores back translation as a potential solution
for mitigating artifacts by introducing linguistic diversity and paraphrased expressions
into the dataset. As native Spanish speakers, we were particularly motivated to test the
effectiveness of back translation in reducing artifacts in the SNLI dataset. By translating
sentences into various pivot languages and then back to English, back translation generates
paraphrased versions of premise and hypothesis pairs, encouraging the model to rely more
on semantic content rather than superficial lexical patterns.

The rationale behind back translation is that by using multiple languages, including
Danish, German, Spanish, French, Russian, Swedish, and Chinese, we introduce a broader
range of linguistic variations. This variation can expose models to different syntactic and
lexical patterns, helping them generalize better and potentially reduce their reliance on
artifacts like word overlap.

The following subsections detail the specific methodologies employed, including the
machine translation process and the fine-tuning of ELECTRA models for textual entailment.
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3.1. Machine Back Translation

The SNLI dataset comprises approximately 550k sentence pairs labeled for textual en-
tailment in the training set, totaling about 57 million characters. Utilizing a paid translation
API service for a single pass of a dataset of this magnitude would incur significant costs,
especially since back translation requires a round trip. Open-source machine translation
libraries like OpenNMT and MarianMT offer a cost-effective alternative, allowing local
execution without API costs, albeit requiring some setup and computational resources.

The MarianMT framework [9] is a high-performance Neural Machine Translation
(NMT) framework known for its efficiency, flexibility, and portability. Leveraging the
Transformer architecture, it ensures accurate, fast, and memory-efficient translations. Its
user-friendly API and cross-lingual adaptability make it a popular tool for researchers.

Helsinki-NLP/opus-mt [10], a collection of pre-trained open NMT models, offers
several advantages for translation tasks. It provides ready-to-use NMT models for various
language pairs, eliminating the need for additional training. Helsinki-NLP/opus-mt
models are built upon the MarianMT framework. While newer models such as mBART
and mT5 offer advanced multilingual translation capabilities, they often require significant
computational resources and fine-tuning to achieve optimal performance. Given the time
and resource constraints of this study, Helsinki-NLP/opus-mt was selected for its balance
of translation quality, ease of use, and efficiency, allowing for high-quality back translation
without the need for fine-tuning or substantial overhead.

Combining MarianMT with Helsinki-NLP/opus-mt pre-trained models through the
Hugging Face Transformers library proves to be an effective approach for back translation.
Sentences are translated from one language (English) to another (pivot language) and then
back to the original language (English), generating paraphrased content.

In the SNLI dataset, premises were provided to crowdworkers as textual descriptions
of images. The workers generated hypotheses that could be true, false, or neutral, which
were then labeled as entailment, neutral, or contradiction by judges. As a result, the
same premise could appear multiple times with different hypotheses. To address this, we
translated only unique premises, reducing the character count from over 36 million to
about 9.5 million. This reduction underscores the presence of repeated premises, which can
challenge natural language inference models due to potential associations between specific
premises and hypotheses.

Pivot language selection was influenced by linguistic characteristics, availability of
high-quality machine translation models, and cultural context. Chosen languages included
Danish, German, and Swedish from the Germanic family; Spanish and French from the Ro-
mance languages; Russian for its Slavic syntactic structure; and Chinese, offering significant
syntactic and semantic variation from Indo-European languages. This diverse selection
introduces a broad spectrum of linguistic variations into the SNLI dataset, enhancing the
potential performance of trained models.

In assessing the quality of back-translated sentences, it is important to ensure that
the core meaning and context are preserved, despite some expected deviation from the
original text. This study utilizes a combination of quantitative and qualitative metrics to
evaluate the back translation′s fidelity and fluency: BLEU Score [11], Char-F Score [12],
and BERTScore [13]. These metrics collectively offer a comprehensive view of the back
translation′s quality, balancing lexical and semantic fidelity with fluency and grammatical
integrity. While BLEU and Char-F provide a quantitative assessment, BERTScore adds a
layer of qualitative analysis, ensuring a thorough evaluation of the translation process.

3.2. Fine-Tuning ELECTRA Models for Textual Entailment

For this study, the ELECTRA model ′google/electra-small-discriminator′ [14] was
chosen for its efficiency in language understanding and suitability for textual entailment
tasks. Its unique architecture, which differentiates between replaced and original tokens,
makes it particularly effective for our study.
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In this study, we conducted extensive model training, encompassing a total of 15 models
to thoroughly investigate the impact of back translation on model performance. The
models were trained across various datasets: the original English (en) dataset served as our
baseline, and we then utilized back-translated English versions of the dataset for each target
language, specifically Danish (da), German (de), Spanish (es), French (fr), Russian (ru),
Swedish (sv), and Chinese (zh). In addition, we explored the effect of data augmentation
by combining the original English dataset with non-repeated pairs from each of the English
back-translated versions, resulting in augmented datasets labeled as en + da, en + de,
en + es, en + fr, en + ru, en + sv, and en + zh.

3.2.1. Data Preparation

The preparation phase involved loading the SNLI dataset and processing both the
original English and the various back-translated versions. We employed the ‘datasets’
library for loading and the ‘AutoTokenizer’ from the Transformers library for tokenization,
adjusting the sequence length to a maximum of 128 tokens. The data was filtered to
exclude examples without labels and then converted into a format compatible with the
ELECTRA model. The total number of examples after filtering was 549,367 that were left
after removing 785 examples due to having no label.

3.2.2. Training Setup

The training of the ELECTRA model (′google/electra-small-discriminator′) was con-
sistent across all datasets. A batch size of 16 was used to better utilize the available GPU
resources, and a total of three training epochs were used for each model. To manage disk
space effectively, model checkpoints were saved every 1000 steps, with a limit of retaining
the last three checkpoints.

3.2.3. Model Training and Saving

The ‘Trainer’ class from the Hugging Face Transformers library was used to manage
the training process. Models were trained on each dataset variant and saved on Google
Drive. Due to disk space limitations, checkpoints were saved every 1000 steps, retaining
only the last three. This strategy balances saving frequency and disk usage, ensuring access
to well-trained model iterations while allowing the option to revert to earlier checkpoints
using Google Drive’s version history.

3.2.4. Reproducibility and Environment

The training was executed in a Google Colab environment, leveraging its cloud-based
resources. Specifically, the training was conducted on a Google Colab Pro+ instance with a
V100 16 GB GPU. This setup provided the necessary computational power while ensuring
the reproducibility of the training process across different datasets.

4. Back Translation Analysis

We assessed the quality of back-translated sentences for unique premises and hypothe-
ses across different target languages using BLEU, char-F, and BERT Score metrics. This
analysis evaluates how effectively back translation preserves meaning while introducing
linguistic variability.

Tables 1 and 2 present the NMT quality assessment for the pivot languages in unique
premises and hypotheses, respectively, sorted based on their average ranking across all
metrics. The BLEU and Char-F scores indicate that Spanish, Danish, and Swedish for unique
premises, and Spanish, Danish, and German for hypotheses, performed exceptionally well
in terms of lexical precision and grammatical correctness. High precision and recall in
BERT scores across these languages suggest effective preservation of semantic content.
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Table 1. NMT quality assessment for unique premises.

Lang BLEU chrF P R F1

es 0.636 0.774 0.981 0.979 0.98
da 0.615 0.747 0.979 0.977 0.978
sv 0.606 0.747 0.979 0.977 0.978
de 0.583 0.737 0.979 0.976 0.977
fr 0.59 0.733 0.977 0.975 0.976
ru 0.387 0.602 0.963 0.959 0.961
zh 0.284 0.539 0.953 0.948 0.951

Table 2. NMT quality assessment for hypotheses.

Lang BLEU chrF P R F1

es 0.632 0.78 0.981 0.979 0.98
da 0.554 0.708 0.977 0.974 0.975
de 0.533 0.696 0.976 0.973 0.975
sv 0.545 0.697 0.976 0.973 0.975
fr 0.528 0.688 0.974 0.97 0.972
ru 0.347 0.574 0.963 0.956 0.959
zh 0.262 0.538 0.953 0.948 0.950

The analysis shows that back translation in these languages is particularly effective
in creating diverse training data while maintaining semantic integrity. The high precision,
recall, and F1 scores across all languages suggest that despite linguistic variations, the
core meaning in the back-translated sentences is well preserved. This suggests that back
translation, regardless of the target language, can be a robust method for enhancing dataset
quality in NLP tasks.

5. RTE Models Performance Evaluation

5.1. Evaluation Methodology

The performance of the ELECTRA models was evaluated on the filtered English SNLI
validation dataset, which included 9842 examples after removing 158 without labels. Each
model was assessed using key metrics: Loss, which indicates the error rate, and Accuracy,
representing the proportion of correct predictions (see Table 3). Lower loss and higher
accuracy values signify better performance. While Table 3 highlights Loss and Accuracy,
additional metrics such as Micro F1, Macro F1, Weighted Precision, Weighted Recall, and
Weighted F1 were also evaluated, with trends consistent with those seen in Accuracy,
further validating the models’ performance.

Table 3. Model performance evaluation on the SNLI validation dataset.

Model Loss Accuracy %

en + de 0.3132 90.39
en + sv 0.3136 90.33
en + da 0.3186 89.92
en + fr 0.3294 89.77
en + es 0.3235 89.76

en 0.3168 89.72
en + zh 0.3103 89.49

sv 0.3138 89.27
en + ru 0.3185 89.20

da 0.3154 89.00
es 0.3222 88.93
de 0.3198 88.90
fr 0.3273 88.75
ru 0.3392 87.84
zh 0.3387 87.58
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5.2. Comparison of Model Performance

We assessed the impact of back translation by comparing models trained on the origi-
nal dataset with those trained on back-translated datasets. Models using back translation
are labeled with language codes (e.g., “de” for English–German–English, “en + de” for
English augmented with English–German–English), while the original model is labeled
“en” as described in Section 3.2. Our evaluation showed that back-translated models gener-
ally had comparable or slightly improved accuracy over the original, suggesting that back
translation enhances model performance by increasing linguistic diversity and reducing
reliance on dataset-specific artifacts. These results highlight back translation′s potential
to improve the robustness and generalizability of NLP models, though further research is
needed to understand the underlying mechanisms.

6. Analyzing Word Overlap Artifacts in Multilingual Textual Entailment Models

Word overlap is a significant artifact in recognizing textual entailment (RTE) tasks in
natural language inference (NLI). This issue arises when a premise and hypothesis share
many words, potentially causing models to rely on lexical similarity instead of semantic
understanding. For example, the premise “A group of people is sitting at a table eating
food” and the hypothesis “The people are enjoying a meal together” share significant
word overlap, yet the semantic relationship is not clear-cut. The hypothesis could be
considered an entailment or neutral, highlighting how models might struggle with subtle
semantic meanings. This challenge emphasizes the importance of addressing word overlap
to improve model performance in RTE tasks.

This analysis specifically targets instances where model predictions are incorrect with a
high degree of word overlap between the premise and hypothesis across multiple languages.
The study involves training on the original English (en) RTE dataset and its variations
through back-translated English datasets using pivot languages: Danish (da), German (de),
Spanish (es), French (fr), Russian (ru), Swedish (sv), and Chinese (zh). Additionally, it
includes training on augmented datasets combining original English with back-translated
datasets (en + da, en + de, en + es, en + fr, en + ru, en + sv, en + zh) as explained in
Section 3.2.

6.1. Methodology

The methodology to investigate this artifact is outlined as follows:

1. Calculate the Word Overlap Ratio: Compute the overlap ratio between the premise
and hypothesis by tokenizing the text, removing specified punctuation, and convert-
ing it to lowercase to focus on the words.

2. Bin the Overlap Ratios: Categorize the calculated overlap ratios into bins (e.g., 0–10%,
10–20%, 90–100%) to facilitate structured analysis.

3. Count the Errors in Each Bin by Category: Count incorrect predictions within each
bin, categorized by labels: ′Entailment,′ ′Neutral,′ and ′Contradiction,′ to understand
performance variations across overlap levels.

4. Calculate the Error Rate: Determine the error rate in each bin for every label category
to quantify model performance across different overlap levels.

5. Visualize the Results: Plot error rates against word overlap bins on the x-axis and
error rates on the y-axis, separated by label categories for comparative analysis.

This evaluation measures the proportion of incorrect predictions within various word
overlap ranges, providing insights into the model′s reliance on word overlap as a predictive
feature. An ideally generalized model should show a uniform error rate across all overlap
levels, indicating a balanced consideration of semantic content over lexical similarity.

Visual comparisons of models across word overlap bins allow us to assess their reliance
on overlap for predictions and how language-specific characteristics from back translation
or dataset augmentation might influence this.
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6.2. Observations on Original English Model

Figure 1 shows the bar plots for the error rates across different word overlap bins for
each category label (Entailment, Neutral, and Contradiction), with each bar representing a
different bin. Based on the error rates across different word overlap bins for the English
model in the categories of Entailment, Neutral, and Contradiction, we have:

Figure 1. Error rates as a function of the word overlap ratio bins by label category using the original
English model.

Entailment: The error rates start higher in the 10–20% bin, decrease slightly, and then
fluctuate. The highest error rate is in the 10–20% bin (0.1744), and the lowest is in the
80–90% bin (0.0575).

Neutral: The error rates are more varied. The highest error rate is in the 70–80% bin
(0.1620), which is interesting as it suggests difficulty in this range. The lowest is in the
90–100% bin, but this could be due to a smaller number of examples in this range.

Contradiction: The error rates generally decrease with a few fluctuations. The highest
is in the 0–10% bin (0.1086), and the lowest is in the 10–20% bin (0.0595).

The variation in error rates suggests that the model does not consistently rely on word
overlap for predictions. Notably, the peak in the 10–20% bin for Entailment, and the high
error rate in the 70–80% bin for Neutral indicate potential areas of struggle, possibly due
to specific linguistic features. Lower error rates in the Contradiction category across most
bins suggest the model is more effective at identifying contradictions than entailments or
neutral relationships involving word overlap.

6.3. Observations on Back-Translated and Augmented English + Back-Translated Models

Figure 2 shows the line plots for the error rates across different word overlap bins for
each category label (Entailment, Neutral, and Contradiction), with each line representing
a different model. Similarly, Figure 3 shows the line plots for the error rates for each line
corresponding to one of the augmented models.

Figure 2. Error rates as a function of the word overlap ratio bins by label category using the back-
translated models vs. the original English model.
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Figure 3. Error rates as a function of the word overlap ratio bins by label category using the
augmented English + back-translated models vs. the original English model.

Table 4 provides a summary of observations for both back-translated and augmented
models, highlighting the deviations from the English counterpart across different word
overlap bins. This table offers a concise comparison of how each model performs in the
Entailment, Neutral, and Contradiction categories, allowing for a clearer understanding of
the impact of linguistic variations introduced through back translation. By consolidating
the observations into a single table, we can more easily identify patterns and insights that
may not be immediately evident from the figures alone.

Table 4. Observations for back-translated and augmented models across word overlap bins as
compared to its English counterpart.

Model Entailment Neutral Contradiction

da Similar trend to English, slight
deviations

Generally close to English, minor
differences Comparable to English

de Notable deviations in certain bins Fluctuates, some significant
differences

Mostly similar to English, some
exceptions

es Follows English, some deviations Noticeable differences in certain bins Significant deviations from English

fr Larger deviations in several bins Varied performance, especially
mid-range Similar to English, with differences

ru Considerable differences, especially
higher bins

Varied performance with significant
divergence Close to English, few exceptions

sv Significant deviations, mid to high
range Some alignment, others diverge Similar in lower bins, diverges in

higher

zh Similar in lower bins, diverges in
higher

Some variability, particularly middle
bins

Similar pattern to English, some
deviations

en+da Minor deviations, similar to English Slight differences, close to English Some deviations, generally follows
English

en+de Noticeable differences in certain bins Fluctuates, significant variation Fairly close to English, minor
deviations

en+es Follows English, small deviations Consistent with English Some variance, generally aligns with
English

en+fr Larger deviations, different trend Varied performance, distinct handling Mostly follows English, some
divergence

en+ru Notable differences in some bins Similar in several bins, few deviations Close to English trend, some
divergence

en+sv Significant differences, distinct trend Generally follows English, some
exceptions

Similar in lower bins, diverges in
others

en+zh Similar in lower bins, diverges in
higher Similar trend, minor variations Aligns with English, noticeable

differences
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6.4. Visualizing Artifact Mitigation and Distribution Changes

To further investigate the effects of back translation on artifact reduction and the
introduction of new artifacts, we present a statistical analysis of word correlations in
the SNLI dataset using the method outlined in [15], which explores spurious feature
correlations through a z-statistic for each token. The goal of this analysis is to determine
whether individual words in back-translated datasets exhibit detectable correlations with
specific class labels, as seen in the original English dataset.

In Figures 4 and 5, we present the artifact statistics for the SNLI dataset across the
various back-translated and augmented datasets. As highlighted in [15], certain annotated
words (e.g., “nobody”, “outdoors”, “competition”) function as artifacts in the SNLI dataset
that were also reported by [2,16]. These words are labeled in the figures to track their
behavior across languages and dataset combinations.

  

   

  

 

Figure 4. Artifact statistics across different language versions of the SNLI dataset. (Top row) English
(en), Danish (da), German (de); (Middle row) Spanish (es), French (fr), Russian (ru); (Bottom row)
Swedish (sv), Chinese (zh). Points above the blue line indicate words with statistically significant
correlations to a class label, representing potential artifacts. The class labels are color-coded: neutral
(orange), contradiction (red), and entailment (green), with annotated artifact words labeled with
superscripts n, c, and e for neutral, contradiction, and entailment, respectively.

21



Eng. Proc. 2024, 77, 2

   

   

  

 

Figure 5. Artifact statistics for augmented datasets (original English combined with back-translated
data). (Top row) English (en), English+Danish (en+da), English+German (en+de); (Middle row)
English+Spanish (en+es), English+French (en+fr), English+Russian (en+ru); (Bottom row) En-
glish+Swedish (en+sv), English+Chinese (en+zh). The original English plot is included for reference.
Points above the blue line indicate words with statistically significant correlations to a class label,
highlighting potential artifacts. The class labels are color-coded: neutral (orange), contradiction (red),
and entailment (green), with annotated artifact words labeled with superscripts n, c, and e for neutral,
contradiction, and entailment, respectively.

In Figure 4, which focuses on the back-translated datasets (da, de, es, fr, ru, sv, zh),
we observe notable shifts in the positions of these annotated words across languages. For
instance, the word “outdoors”, which is a strong artifact in the English dataset, gradu-
ally moves closer to the significance threshold (blue line) in the French back-translated
dataset, and in the Russian dataset, it falls below the blue line, indicating a reduction in
its correlation with class labels. However, not all artifacts exhibit such changes. Words
like “nobody” and “competition” remain above the significance threshold across most
languages, maintaining their artifact-like behavior.

In Figure 5, which compares the artifact distribution in augmented datasets (e.g., en+da,
en+de, en+es), we observe that the overall artifact distribution remains quite similar to
the English baseline. The density of points above the blue line is largely unchanged, sug-
gesting that augmentation with back-translated data does not drastically alter the artifact
distribution. However, there are slight shifts in the positions of the annotated words com-
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pared to their single back-translated counterparts. The shifts in annotated words are less
substantial in the augmented datasets, and the overall artifact density remains similar to
the English reference.

7. Conclusions

The analysis showed that no single model (neither back translated nor augmented)
consistently outperformed the reference English model across all word overlap bins and
categories. While some models did better in specific areas, this improvement was not
uniform across the entire range of overlap bins. Therefore, it can be said that the models
are broadly equivalent to the reference, with variations specific to certain word overlap
ranges and categories. The analysis of models trained on back-translated and augmented
datasets showed similar trends, indicating that these variations in training data did not
significantly alter the models’ approach to word overlap.

In particular, back translation affected the distribution of some artifacts, such as
reducing the correlation of certain annotated words (e.g., “outdoors”) with class labels
in languages like Russian. However, in many cases, these artifacts remained largely
unchanged or shifted only slightly, as seen in the augmented datasets (e.g., en+da, en+de,
en+ru), where the overall artifact distribution remained similar to the English reference.

While back translation and data augmentation introduce linguistic diversity and can
mitigate certain artifacts, they are not sufficient to completely eliminate the problem. The
model’s approach to word overlap appears balanced, incorporating it as one of several
factors rather than relying solely on it as a heuristic. However, further techniques and more
sophisticated preprocessing strategies may be necessary to fully address the artifact issues
in NLI datasets.
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Abstract: This article introduces a compelling study on the design and implementation of a storage
system for automated object classification using color analysis. Despite notable advancements in
robotic systems, the precise and reliable color-based classification in uncontrolled environments re-
mains an ongoing challenge. The primary aim of this research is to develop an economical prototype
that integrates color sensor and robotic arm to significantly enhance the efficiency of object-sorting pro-
cesses across a wide range of industries. This study showcases the system’s impressive high accuracy
rates of 97% for red, 96% for blue, and 98% for white objects in controlled settings. However, it also
highlights the drop in accuracy to 76% for red, 64% for blue, and 68% for white objects in uncontrolled
environments. These findings underscore the importance of maintaining consistent environmental
conditions to optimize system performance, while also pointing to promising opportunities for
modernization and semi-automation within the pharmaceuticals, food, and manufacturing sectors.

Keywords: object classification; color analysis; color sensor; robotic arm; semi-automation

1. Introduction

Currently, object classification holds substantial importance across diverse fields,
which require an autonomous process to be able to segment different elements of interest.
In modern times, by utilizing techniques such as neural networks [1], machine learning
algorithms like K-nearest neighbor [2], and image processing with computer vision [3],
favorable results can be obtained to make an automatic classification machine, depending
on the application you want to provide. Moreover, in robotic applications, automated color-
based object classification systems can improve tasks like grasp form detection, contributing
to the efficiency and reliability of robotic hand systems [4]. Overall, integrating automated
object classification based on color analysis streamlines processes, saves time, and enhances
accuracy in different domains.

Thus, taking into account that artificial intelligence is on the rise, offering powerful
capabilities for color detection by taking advantage of machine learning models and
convolutional neural networks to recognize subtle color changes imperceptible to the
human eye [5–7], other simpler methods can be used, such as color sensors, as these can
provide cost-effective color detection solutions by efficiently converting sensor signals
to RGB colors [8]. While AI excels at complex color analysis and adaptability, a color
sensor may be better suited for simpler applications where real-time processing speed and
cost-effectiveness are prioritized [9].

Therefore, automated classification systems based on color analysis with sensors play a
crucial role in various industries by enhancing efficiency, reducing labor costs, and improv-
ing accuracy. These systems enable the classification of products [10], such as objects [11],
fruits [12], vegetables [13], and fish [14], based on their color attributes. By utilizing RGB
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sensors and color analysis techniques, these systems can accurately categorize items into
different classes, detect defects, assess freshness, and sort products accordingly. The au-
tomation of this process not only increases productivity and quality assessment but also
minimizes human error, speeds up decision-making processes, and facilitates remote mon-
itoring and management through IoT connectivity. In general, automated classification
systems based on color analysis with sensors are instrumental in streamlining operations,
ensuring product quality, and optimizing resource utilization in various sectors [15].

2. Related Works

For this analysis, several references were explored, each adopting different approaches
and methodological techniques to address research problems in the field of mechatronics.
These studies employ methodologies such as experiments, controlled environment tests,
and simulations, all aimed at solving specific problems.

In the context of developing classification stations, several notable concepts have
emerged from the literature. The design and development of a delta robot for object classi-
fication presents a unique approach compared with conventional Cartesian robots. This
application focuses on picking up and placing objects in stacking stations, and this paper
demonstrates the accuracy achieved using artificial vision. However, it emphasizes that the
shape of objects and the controlled environment are critical factors for success [16]. Robotic
arms, irrespective of their type, showcase impressive capabilities in modern robotics. Their
high degrees of flexibility enable them to maneuver in complex areas and assume challeng-
ing positions for effective object grasping. The versatility of robotic arms opens up various
possibilities for industrial applications [17].

Implementing color sensors provides an affordable solution for identifying the color
of objects during the classification process. Controlled by microcontrollers, these sensors
enable the robotic arm to accurately determine colors using sophisticated analog readers.
This low-cost development significantly enhances the efficiency and reliability of the object-
picking process [18]. The integration of transportation bands or conveyor belts is essential
for certain robotic arm manipulators. These bands facilitate the movement of objects to
specific areas where the arm can easily grasp and relocate them to their designated stations.
Integrating transportation bands with robotic arms optimizes the overall efficiency of the
system [19]. The development of a human–machine interface (HMI) plays a crucial role
in effectively controlling the programmable logic controller (PLC) and the entire robotic
system. The HMI enables an interactive mode of operation within the station, allowing
operators to monitor and control various parameters, ensuring seamless operation and
precise control over the entire process [20].

In addition to the aforementioned ideas, other aspects have been considered in the
literature. The use of a Cartesian arm, positioned as a square station on top of the working
area, offers advantages in the classification process. It allows students to develop algo-
rithms and control strategies more easily, enhancing their understanding and proficiency
in working with robotic arms for effective object manipulation [21]. Furthermore, the ac-
curate identification of object position is crucial in the classification process. The use of
artificial vision to identify the color, shape, and position of the pieces has demonstrated
100% accuracy in all inspections conducted [22]. Open-source solutions, such as using a
Raspberry Pi for color identification, have been explored. These solutions involve utilizing
a camera to capture images, which are then analyzed pixel by pixel to identify RGB colors.
Additionally, shape analysis is performed to determine the object’s position. This approach
achieves accurate color readings and employs two microcontrollers, including an Arduino
for robotic arm control [23].
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3. Main Contributions

As the preceding section illustrates, storage systems are essential to automated color-
based item classification. Nevertheless, several of these systems’ features have not been
fully investigated yet. Thus, the following contributions are intended to fill in these gaps in
this work:

• The machine uses color sensors to categorize objects based on their color, enhancing
the efficiency of sorting processes.

• The system incorporates a cartesian arm that moves along the X and Z axes, combined
with pneumatic actuators for precise object manipulation.

• This article explores a closed-loop control algorithm to regulate motor functions,
ensuring accurate and reliable operation.

• The prototype integrates an HMI screen for monitoring and controlling the entire
process, providing a user-friendly interface for operators.

This paper is structured as follows: Section 2 presents the methodology used to create
the machine, detailing the components used for the mechanical, electronic, and computer
parts, together with information about the operation of the machine. Furthermore, Section 3
shows the system in its final state and the results obtained in the experimental part with
respect to the implementation of the color classification method, accompanied by the
respective discussion. Finally, in Section 4, the conclusions obtained corresponding to the
system implemented in this paper are presented.

4. Methodology

4.1. Mechatronic Design

Mechatronic design integrates mechanical, electrical, and information processing
components to create innovative, functional, and streamlined systems [24–26]. Understand-
ing this concept, the next section presents the mechatronic design used to develop the
prototype, detailing its components and principal features for its correct operation.

4.1.1. Mechanical Design

This section describes the mechanism used to move the robotic arm in the three planes
(X, Y, Z). First, structures are made in the upper part of the machine where the discs are
placed for detection. Likewise, structures are incorporated to support the Cartesian arm
mechanism in the same part of the machine (see Figure 1).

Gripper 
mechanism

Gripper 

Sorting
station

Control
panel

Piling
station

(a) (b)

Figure 1. (a) CAD model of the classification system based on color analysis. (b) Components of the
upper part of the machine in conjunction with the mechanism for classifying objects.
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For the station, disc-shaped pieces were developed that were placed on the main upper
structure to be classified. In this case, they were made up of two main components: The
first is the lower disc that had a smaller internal diameter and the second component had a
larger internal diameter (see Figure 2), which were joined under pressure. Its composition
was made in this way for ease of manufacturing and for saving materials. The colors used
for classification were white, blue, and red.

(a) (b) (c)
White 45 mm 38 mm

38 mm 30 mm

47 mm 47 mm

Red

Blue

15 mm 15 mm

Figure 2. (a) Discs for classification process. (b) Female piece dimensions. (c) Male piece dimensions.

For the movement of the Cartesian arm, a base with wheels and a belt was used to
move the arm horizontally from the left to the right. For movement along the Y axis,
a pneumatic actuator operating at 0–10 PSI with a stroke of 50 mm was employed. This
actuator, which uses compressed air, allowed the arm gripper to move forward and back-
ward. Movement along the Z axis was achieved using a power worm mechanism with a
corresponding nut, which was mounted on a support with wheels attached to the Cartesian
arm. For holding objects, a parallel air gripper, operating at 14.5–101.5 PSI and with a
diameter range of 20 mm (see Figure 3), was utilized for precise classification. This system
ensures accurate and efficient movement and handling of the items.

(a) (b)

y
x

z

Pneumatic
actuator

Gripper

Color
sensor

Figure 3. (a) Cartesian arm movement. (b) Gripper for holding objects.

4.1.2. Electronic Design

Referring to the electronic section of the machine, it is essential to highlight that an
Xinje XC3-24RT-E PLC was employed to control various machine processes, powered by
a 110 V electrical supply. Regarding the microcontrollers, two ESP32 units were utilized.
The first microcontroller processes data from the TCS3472 color sensor via I2C commu-
nication for accurate color detection. Based on the detected hue, it sends signals to a
corresponding relay module, facilitating the necessary voltage conversion from 5 V to 12 V,
which is then transmitted to the PLC inputs. The second microcontroller is tasked with
managing the DC motors in conjunction with an L298N H-bridge module. It activates the
motors in response to the PLC outputs, which are also routed through relay modules to
reduce voltage as needed.
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Additionally, TCRT5000 proximity sensors are deployed to ascertain the position
of the Cartesian arm base, while limit switches are installed on other axes to determine
maximum positions along the X and Y axes. These signals are directed to the PLC inputs
and, for controlling the flow of compressed air, two solenoid valves are activated by the
controller outputs.

An HMI screen was integrated for process control, maintaining a constant interaction
with the PLC. Moreover, power and emergency stop buttons, complete with their respective
pilot lights, were installed. The electronic block diagram is depicted in Figure 4.

Solenoid valve
Gripper

Dc motors
Drivers

Cartesian arm mechanism

User 
Interace

Piling position

Limit switch per 
stage

Positioning system

Color
sensor

HMI

             PLC
(Main controller)

Figure 4. Block diagram representing the electronic process of the machine.

4.1.3. Software Design

Regarding the programming section, XCP-Pro V3.3 software was used for the PLC
program and Arduino IDE V1.8.18 software for the microcontroller ESP32 using Ladder
and C languages, respectively.

To perform the control and select the direction of the motors under the command
of the ESP32, the process that can be observed in Algorithm 1 was established. It was
used along with sequences based on timers from PLC programming, where each one had
a certain time and, according to it each DC motor, was activated by the microcontroller.
Therefore, first the Cartesian arm moves from the top to the bottom on the Z axis and
then it moves from the left to the right on the X axis to place the piece in the structure of
the respective color, thus ending the sequence. To move the motors and give them their
respective direction, microcontroller pins connected to the H-bridge were established so
that they rotated in one direction if one of the pins was “HIGH” and the other was “LOW”,
and vice versa for the opposite direction.

Algorithm 1 Motor control.

Set variables
while Motor is on do

if First, PLC timer equals 1 then
Move axis X rightwards

else if Second, PLC timer equals 1 then
Move axis X leftwards

else if Third PLC timer equals 1 then
Move axis Z upwards

else if Fourth PLC timer equals 1 then
Move axis Z downwards

end if
end while
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On the other hand, for the case of color-based detection and classification, the process
is outlined in Algorithm 2. In this scenario, involving a maximum of three discs in the initial
structure, variables were defined to determine the position of each disc. Consequently,
if one of the three predefined colors was detected in the first position, the Cartesian arm
would lower to that position and transfer the disc to the corresponding structure following
the previously described algorithm. Upon completing this sequence, the process would
repeat for each remaining object position.

Algorithm 2 Color detection ESP32.

Set variables
while Sensor is on do

if Piece in position 1 then
Activate position variable 1
Take the piece
if Piece in position 1 is color blue then

Move the piece to a blue structure
else if Piece in position 1 is color white then

Move the piece to a white structure
else if Piece in position 1 is color red then

Move the piece to a red structure
end if

else if Piece in position 2 then
Activate position variable 2
Take the piece
if Piece in position 2 is color blue then

Move the piece to a blue structure
else if Piece in position 2 is color white then

Move the piece to a white structure
else if Piece in position 2 is color red then

Move the piece to a red structure
end if

else if Piece in position 3 then
Activate position variable 3
Take the piece
if Piece in position 3 is color blue then

Move the piece to a blue structure
else if Piece in position 3 is color white then

Move the piece to a white structure
else if Piece in position 3 is color red then

Move the piece to a red structure
end if

end if
end while

Finally, a graphical HMI interface was developed within the same software to control
the PLC, featuring three main functions: automatic, manual, and counting. In the case of
automatic classification, there is an option to position the Cartesian arm at the starting point
and initiate classification according to the previously explained programming. For manual
classification, a panel with icons representing the directions the Cartesian arm can move,
as well as object gripping actions, was developed. Lastly, the counting option allows
visualization of the number of objects classified according to their color.
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5. Results and Discussion

5.1. Machine Fabrication and Integration

The machine’s structure was developed and assembled internally, along with the
cartesian arm system for sorting. The entire device can be seen in detail in Figure 5.
As observed, the sorting structure is located at the top of the machine. Additionally,
the control panel is located at the front of the structure, featuring various power and
emergency stop buttons, as well as pilot lights to indicate if the machine is powered
on (green) and if pieces are available (yellow). The HMI touch screen is located in the
same section, allowing us to control the machine’s different processes, either manually
or automatically. Primarily, the process for using the machine involves first turning it
on, placing the pieces to be sorted at the starting point, and selecting the sorting mode.
For a better understanding of the aforementioned process, the machine’s functionality
can be visually appreciated at the following link, which shows the sorting process: https:
//youtu.be/IA7_wQ3IJ_M (accessed on 26 August 2024).

Figure 5. Classification machine.

Regarding the mechanism and mobility of the Cartesian arm, no failures were observed
in its movements across the three axes, achieving smoothness in the bases equipped
with wheels and proper operation of the pneumatic actuator. Likewise, the electronic
components ensure the correct functioning of the machine, including the motors and sensors
used to determine the maximum and minimum positions of the mechanism. Additionally,
the microprocessor and the PLC controller operated optimally to determine each of the
sequences and processes for sorting the objects by their respective colors.

5.2. Objects Classification

For this section, tests of the sorting system were carried out in a controlled and
uncontrolled environment, where 100 discs of each color were used for testing. Therefore,
the lighting conditions were modified with a flashlight included in the gripper to lighten the
colors of the parts. Thus, for the uncontrolled environment, different ambient light spectra
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were used to determine whether the system continued to function correctly. Regarding the
graphics, the green bar indicates the iterations where the color was detected, while the red
bar denotes the iterations where the color was not detected. Row 1 corresponds to the color
red, row 2 to blue, and row 3 to white, as shown in Figure 6.

No controlled environment Controlled environment
100
90
80
70
60
50
40
30
20
10
0

100
90
80
70
60
50
40
30
20
10
0

Red object Blue object White object Red object Blue object White object 

(a) (b)

Detected No detected Detected No detected

Figure 6. Results obtained for the following: (a) Color detection—uncontrolled environment.
(b) Color detection—controlled environment.

The color-based object-sorting machine demonstrated high accuracy in a controlled
environment, with detection rates of 97% for red, 96% for blue, and 98% for white
(see Figure 6a). However, in an uncontrolled environment, the accuracy significantly de-
creased, achieving only 76% for red, 64% for blue, and 68% for white (see Figure 6b).

The decreased system precision is due to uncontrolled lighting conditions during the
storage system operation tests. To avoid this type of uncertainty, it is recommended to
analyze the environment in which the storage operations will be executed based on the
color of the objects. This would reduce problems in the classification process.

These results underscore the importance of maintaining consistent environmental
conditions to ensure the system’s effectiveness.

6. Conclusions

In the research, it was possible to observe teams that had made similar prototypes.
However, metrics still needed to be presented to validate the precision and accuracy of the
system. In the present work, being able to use communication between different types of
controllers has allowed for color classification, a human–machine interface, and their classi-
fication to be carried out, being an economic prototype applicable to the pharmaceutical,
metalworking, mass consumption, and food sectors, among others. In these sectors, new
technologies have been increasingly implemented in the form of modernization and semi-
automation of initially manual processes, especially in SMEs. The color-based object-sorting
machine demonstrated high accuracy in a controlled environment, with detection rates of
97% for red, 96% for blue, and 98% for white. However, in an uncontrolled environment,
the accuracy significantly decreased, achieving only 76% for red, 64% for blue, and 68%
for white.

Author Contributions: Conceptualization, M.G.; methodology, S.P.; software, S.P.; validation, S.P.-B.;
investigation, M.G. and S.P.; resources, S.P.; data curation, S.P.; writing—original draft prepara-
tion, M.G.; writing—review and editing, M.G. and A.Q.; visualization, M.G. and S.P.-B.; project
administration, S.P. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data are unavailable due to privacy restrictions.

Conflicts of Interest: The authors declare no conflicts of interest.

32



Eng. Proc. 2024, 77, 3

References

1. Goyal, A.; Sharma, J.K.; Anand, D.; Gupta, M. Temperature-and Color-Based SDSS Stellar Spectral Classification Using Automated
Scheme. In Proceedings of the Intelligent Communication, Control and Devices: Proceedings of ICICCD 2017; Springer: Singapore, 2018;
pp. 1415–1425. [CrossRef]

2. Kumar, N.S.; Maheswari, S.U.; Pramila, P.; Khilar, R.; Kumar, A. Colour based Object Classification using KNN Algorithm for
Industrial Applications. In Proceedings of the 2022 International Conference on Automation, Computing and Renewable Systems
(ICACRS), Pudukkottai, India, 13–15 December 2022; pp. 1110–1115. [CrossRef]

3. Fadhil, A.; Abbar, K.; Qusay, A. Computer Vision-Based System for Classification and Sorting Color Objects. In Proceedings
of the IOP Conference Series: Materials Science and Engineering, Baghdad, Iraq, 16–17 December 2019; Volume 745, p. 012030.
[CrossRef]

4. Yacoub, K.M.; Elbialy, A. Automated Object Detection and Grasp Form Classification. In Proceedings of the 2023 3rd International
Conference on Electronic Engineering (ICEEM), Menouf, Egypt, 7–8 October 2023; pp. 1–5. [CrossRef]

5. Kapgate, M.; Hatwar, K.; Jaipurkar, P.B. Color and Shape Detection Using Artificial Intelligence. Int. Res. J. Mod. Eng. Technol. Sci.
2023, 5, 1805–1808. [CrossRef]

6. Feng, F.; Ou, Z.; Zhang, F.; Chen, J.; Huang, J.; Wang, J.; Zuo, H.; Zeng, J. Artificial intelligence-assisted colorimetry for
urine glucose detection towards enhanced sensitivity, accuracy, resolution, and anti-illuminating capability. Nano Res. 2023,
16, 12084–12091. [CrossRef]

7. Wu, Y.; Arwa, A.H.; Farhan, Z.A.; Alkhalifah, T.; Alturise, F.; Ali, H.E. Enhanced artificial intelligence for electrochemical sensors
in monitoring and removing of azo dyes and food colorant substances. Food Chem. Toxicol. 2022, 169, 113398. [CrossRef] [PubMed]

8. Koch, G. The Color Sensor. In Learn Engineering with LEGO: A Practical Introduction to Engineering Concepts; Springer: Cham,
Switzerland, 2023; pp. 333–383. [CrossRef]

9. Li, N.; Okmi, A.; Jabegu, T.; Zheng, H.; Chen, K.; Lomashvili, A.; Williams, W.; Maraba, D.; Kravchenko, I.; Xiao, K.; et al. van der
Waals semiconductor empowered vertical color sensor. ACS Nano 2022, 16, 8619–8629. [CrossRef] [PubMed]

10. Raikar, M.M.; Meena, S.; Hubballi, S.; Kulkarni, A.; Merawade, V.; Deshpande, Y. Color based Classification of Products Using
Internet of Things. In Proceedings of the International Conference on Communication, Devices and Computing, Haldia, India,
6–18 August 2023; Springer: Singapore, 2023; pp. 665–675. [CrossRef]

11. Kanjanavasoontara, P.; Suppitaksakul, C. Color shade classification using RGB sensor. In Proceedings of the 2023 8th International
STEM Education Conference (iSTEM-Ed), Ayutthaya, Thailand, 20–22 September 2023; pp. 1–4. [CrossRef]

12. Elwakeel, A.E.; Mazrou, Y.S.; Tantawy, A.A.; Okasha, A.M.; Elmetwalli, A.H.; Elsayed, S.; Makhlouf, A.H. Designing, optimizing,
and validating a low-cost, multi-purpose, automatic system-based RGB color sensor for sorting fruits. Agriculture 2023, 13, 1824.
[CrossRef]

13. Alaya, M.A.; Tóth, Z.; Géczy, A. Applied color sensor based solution for sorting in food industry processing. Period. Polytech.
Electr. Eng. Comput. Sci. 2019, 63, 16–22. [CrossRef]

14. Cengizler, C. Fish spoilage classification based on color distribution analysis of eye images. Mar. Sci. Technol. Bull. 2023, 12, 63–69.
[CrossRef]

15. Sinha, S.; Suman, S.K.; Kumar, A. Color Sensor-Based Object Sorting Robotic Arm. In Proceedings of the Computing Algorithms with
Applications in Engineering: Proceedings of ICCAEEE 2019; Springer: Singapore, 2020; pp. 169–180. [CrossRef]

16. Cong, V.D.; Phuong, L.H. Design and development of a delta robot system to classify objects using image processing. Int. J. Electr.
Comput. Eng. 2023, 13. ISSN 2088-8708. [CrossRef]

17. Thakare, R.D.; Thakare, M.A. Development of Dual Arm Telerobotic System Based on Color Identification and RFID Tag. Int. J.
Res. Appl. Sci. Eng. Technol. 2018, 8, 1206–1213. [CrossRef]

18. Ahmad, T.; Chandan, S. Sensor Based Color Identification Robot For Type Casting. Int. J. Eng. Res. Technol. 2016, 9, 83–88.
19. Thike, A.; San, Z.M.; Oo, Z.M. Design and development of an automatic color sorting machine on belt conveyor. Int. J. Sci. Eng.

Appl. 2019, 8, 176–179. [CrossRef]
20. Luna-Puente, R.; Peréz-Chimal, R.J.; Hernández-Mosqueda, C.; Muñoz-Minjarez, J.U. Control de brazo robótico clasificador

mediante HMI y servidor Web Control of robotic arm classifier using HMI and Web server. Cómputo Apl. 2019, 1, 8. [CrossRef]
21. Barrionuevo Freire, J.A.; Gallo Chasi, N.A. Validación de la Cinemática Directa del Robot Cartesiano Clasificador de Objetos

Ferromagnéticos por Peso, Mediante un Sistema de Análisis Automático y en Tiempo Real de Movimientos por Fotogrametría.
Bachelor’s Thesis, Escuela Politécnica Nacional, Quito, Ecuador, 2021.

22. Mariappan, M.; Ming, T.C.T.; Nadarajan, M. Automated visual inspection: Position identification of object for industrial robot
application based on color and shape. Int. J. Intell. Syst. Appl. 2016, 8, 9. [CrossRef]

23. Fredriksson, T.; Ström, S. Color Sorting Robot: Sorting Algorithm by Color Identification. Bacherlor’s Thesis, KTH Royal Institute
of Technology, Stockholm, Sweden, 2016.

24. Jiang, B.; Tang, L. Exploration on teaching reform of Mechatronics System Design. In Proceedings of the 2023 3rd International
Conference on Modern Educational Technology and Social Sciences (ICMETSS 2023), Kuala Lumpur, Malaysia, 25–27 August
2023; Atlantis Press: Dordrecht, The Netherlands, 2023; pp. 151–157. [CrossRef]

33



Eng. Proc. 2024, 77, 3

25. Cashin, J.L. Designs and Specification of Mechatronic Systems. In Springer Handbooks; Springer: Cham, Switzerland, 2022;
pp. 287–313. [CrossRef]

26. Murali, V.N.; Starvin, M.; Prasanth, P.; Prasad, N. Introduction to Mechatronics and Systems; IIP Series, Volume 3; Selfypage
Developers Pvt Ltd.: Karnataka, India, 2024 ; pp. 1–10. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

34



Citation: Rivadeneira, P.; Chamorro,

W.; Medina, J.; Ramírez, J.; Orbe, D.;

Salazar, L. On the Performance

Comparison of Intelligent Control

Strategies for Lithium Battery

Chargers. Eng. Proc. 2024, 77, 4.

https://doi.org/10.3390/

engproc2024077004

Academic Editor: Jackeline Abad

Published: 18 November 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

On the Performance Comparison of Intelligent Control
Strategies for Lithium Battery Chargers

Pablo Rivadeneira 1, William Chamorro 1, Jorge Medina 1,*, Juan Ramírez 2, Daniel Orbe 2

and Luis Salazar 2

1 Departamento de Automatización y Control Industrial, Facultad de Ingeniería Eléctrica y Electrónica, Escuela
Politécnica Nacional, Quito 170525, Ecuador; pablo.rivadeneira01@epn.edu.ec (P.R.);
william.chamorro@epn.edu.ec (W.C.)

2 Departamento de Energía Eléctrica, Facultad de Ingeniería Eléctrica y Electrónica, Escuela Politécnica
Nacional, Quito 170525, Ecuador; juan.ramirezd@epn.edu.ec (J.R.); daniel.orbej@epn.edu.ec (D.O.);
luis.salazar@epn.edu.ec (L.S.)

* Correspondence: jorge.medinaj@epn.edu.ec
† Presented at the XXXII Conference on Electrical and Electronic Engineering, Quito, Ecuador, 12–15

November 2024.

Abstract: Lithium-ion batteries have become a beacon in modern energy storage, powering from
small electronic devices to electric vehicles (EVs) and critical medical equipment. Since their com-
mercial introduction in the 1990s, significant advancements in materials science and engineering
have enhanced battery capacity, safety, and lifespan. However, the complexity of lithium-ion battery
dynamics has necessitated the development of advanced charging and control strategies to optimize
performance, safety, and longevity. This work proposes a comparative analysis of three advanced
control methods for lithium-ion battery charging: reinforcement learning, fuzzy logic, and classic
proportional–integral–derivative (PID) control. Traditional charging methods often fail to address
the complexities of battery dynamics, leading to suboptimal performance. Our study evaluates
these intelligent control strategies using MATLAB-Simulink simulations to enhance charging effi-
ciency, speed, and battery lifespan. The findings indicate that reinforcement learning offers superior
adaptability, fuzzy logic provides robust handling of nonlinearity, and PID control ensures reliable
performance with minimal computational resources.

Keywords: lithium-ion battery; fuzzy logic; reinforcement learning; PID; charger; MATLAB-Simulink

1. Introduction

Lithium-ion batteries are rechargeable and widely recognized for their high energy
density, long cycle life, and low self-discharge rates, which have revolutionized energy stor-
age and usage, becoming a fundamental technology in modern society [1–3]. Conventional
charging methods, such as constant current and constant voltage (CC/CV) techniques, of-
ten fail to address the complexities of lithium-ion battery dynamics, resulting in suboptimal
charging performance and potential battery degradation over time [4]. To address these
challenges, researchers have explored the application of advanced control algorithms and
techniques for lithium-ion battery charging, aiming to improve efficiency, charging speed,
and battery lifespan [5].

In this context, this paper presents a comparative analysis of three prominent intelli-
gent control methods for lithium-ion battery charging: reinforcement learning (RL), fuzzy
logic (FL), and classical proportional–integral–derivative (PID) control.

The RL-based controller was studied due to its ability to learn optimal control strategies
through interactions with the battery model, and the power electronics. This last component
was simplified using the small signal model to enhance the training process. The RL
controller trains a neural network based on a reward function that penalizes current and
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voltage spikes to achieve greater stability in the charging process. This RL agent aims to
control the input voltage to the battery; the neural network adjusts the output to activate
the power electronics, evaluating the obtained response and maximizing the reward value
through multiple interactions. In addition to the voltage response, the system also monitors
the battery state, rewarding or penalizing based on current values and aggressive control
actions. RL algorithms, such as Q-learning or deep Q-networks, can discover charging
policies that minimize charging time, energy consumption, and battery degradation while
ensuring safe operation within the battery’s limitations [6,7].

On the other hand, FL controllers offer a flexible and intuitive way to incorporate
expert knowledge and heuristic rules into the charging process. By defining linguistic
variables such as state of charge, temperature, and charging rate, and establishing a set of
inference rules, two FL controllers are designed: the first one regulates voltage, allowing
it to remain stable despite different charging profiles; the second one regulates current,
avoiding excessive spikes and maintaining a stable value over time. Additionally, fuzzy
logic-based methods handle the nonlinearity and inherent uncertainty in lithium-ion battery
dynamics better, leading to improved charging performance and extended battery life [8].
Finally, PID controllers can be tuned to optimize charging profiles, balancing factors such
as charging time, energy efficiency, and battery health preservation.

This study will compare the three implemented controllers, considering that the choice
of the most suitable intelligent control method for lithium-ion battery charging will de-
pend on factors such as the specific application requirements, available computational
resources, the desired level of complexity, and trade-offs between charging speed, energy
efficiency, and battery lifespan. The three intelligent control methods will be evaluated
using MATLAB-Simulink 2024-B , where the most relevant factors for achieving an efficient
lithium battery charging method will be analyzed. It is important to note that MAT-
LAB provides a detailed battery model for research purposes. The simulation algorithms
will be available to the community at: https://github.com/PrediJos/Intelligent-control-
strategies-for-lithium-battery-chargers (accessed on 26 September 2024). The remaining
sections of this paper are organized as follows: Methodology, Experiments and Results,
and Conclusions.

2. Methodology

Simulating lithium battery chargers in MATLAB-Simulink offers a robust platform
for analyzing and optimizing battery charging systems [9]. Lithium batteries provide
numerous advantages that make them the preferred choice across various applications.
Their high energy density ensures a superior energy-to-weight ratio, making them ideal for
portable electronics and electric vehicles, where space and weight are crucial factors [10].
Moreover, their low self-discharge rate allows them to retain charge over extended periods,
making them suitable for long-term energy storage. Additionally, recent advancements
in recycling technologies and reduced environmental impact contribute to lithium bat-
teries being a more sustainable and eco-friendly energy storage solution. The following
sections will outline control architectures designed to efficiently manage the lithium battery
charging process.

2.1. Averaged Small-Signal Converter Modelling

Lithium-ion batteries require an effective design of the energy transmission system
to avoid damage and guarantee optimal performance in its discharge process. Inefficient
charging methods and components may affect the parameters of the battery, such as life
cycle, capacity and efficiency, state of charge (SOC) and Health Status (SOH) [11,12]. This
article relies on an isolated DC/DC converter power circuit for the energy transference
from a source to the lithium-ion battery. The forward converter features source voltage step-
down characteristics much like a DC/DC buck converter topology. in addition, the forward
converter includes an extra stage between the input and the output with a transformer,
which provides galvanic isolation, which offers greater safety and protection to the battery
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against possible system failures, such as short circuits or overloads [13]. The low signal
model criterion will examine the behavior of the forward converter in the face of small
disturbances near a stable operating point. Considering that the internal impedance of
the battery will be the resistive component, the model design will consider the capacitive,
inductive, and resistive components of the converter. According to Equation (1), the
behavior of this circuit can be characterized as a second-order transfer function [14].

G(s) =
1(

1 + s
ω1

)
·
(

1 + s
ω2

) , (1)

where ω1 and ω2 are the circuit cut-off frequencies. The complete analysis of the circuit can
be simplified by using the low-signal (low-Q) approximation, which considers the quality
factor Q of a low value, this factor measures the ability of the circuit to filter frequencies
close to the resonance frequency ω0 [14], where the interactions between the inductive and
capacitive components of the circuit are less evident. Equation (2) results from applying this
criterion to Equation (1), making the transfer functions more manageable and controllable.

G(s) =
1

1 + 1
Qω0

s + 1
ω2

0
s2

, (2)

The converter model includes its working and transformation ratios yielding,

G(s) = N · Gg0
1

1 + 1
Qω0

s + 1
ω2

0
s2

, Gg0 = D, ω0 =
1√

L · C
, Q = R ·

√
C
L

(3)

where N is the transformer’s transformation ratio, D is the duty cycle, L and C are the
inductive and capacitive components of the output filter of the forward converter, and R is
the battery impedance. Based on these parameters, the transfer function becomes,

Gs =
1

1 + 133x10−6s + 13.3x10−9s2 (4)

The converter simulation uses idealized components, such as power supply, trans-
former, ideal diodes and switches without delays or internal resistance, with the aim of
improving the simulation efficiency [15].

In Figure 1, two scenarios were analyzed: without load and another with a lithium-ion
battery as load. For the no-load case, Figure 1a shows that the voltage and current curves
obtained from the transfer function are smooth, although the converter output presents
oscillations in its final value due to the charge and discharge cycles of the inductor. and
capacitor. Despite this, both the transfer function and the converter present similar voltage
and current trends over time. In the second scenario, with the battery as load, Figure 1c
highlights that the main difference lies in the stabilization time. The idealization of the
transfer function leads to a faster system response compared to the real converter, although
the final output values are consistent.

One of the most notable features of using the transfer function is the simulation time.
Although the converter model provides a more accurate representation of the real world,
simulations when designing the controllers will be time consuming and will often provide
similar results.
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Figure 1. DC–DC converter averaged small-signal modeling: (a) no load model validation, (b) load
model validation, and (c) converter scheme.

2.2. Control Architectures Description

The control strategies use the lithium battery model in MATLAB-Simulink as a load,
which provides detailed technical parameters for accurate simulation and analysis of battery
performance. These parameters include SOC, open circuit voltage (OCV), internal resis-
tance, capacity, charge/discharge rates, thermal dynamics, voltage limits, self-discharge
rate, and equivalent circuit components. The controllers will handle the supplied voltage
and current during the charging process.

The control architectures are modeled with the same structure for a fair comparison.
The CC/CV charging process begins with a current control phase, where the current is
set at a safe level, usually a fraction of the battery’s nominal capacity, in this control the
battery voltage gradually increases as it accumulates charge, until the battery voltage
reaches a threshold of 3.855 volts per cell, slightly below the maximum value. Then, the
system switches to the voltage control phase, keeping the voltage stable at this level [16,17],
in this voltage control, the current gradually decreases as the battery approaches full
charge. Current reduction occurs because the voltage is held constant, resulting in a drop
in charging current as the battery becomes almost fully charged. This CC/CV approach
prevents overcharging, reduces battery stress, minimizes overheating risks, and extends
battery life [16,17]. The control strategies that were assessed are summarized in Table 1,
and will be detailed in the following sections.

Table 1. Proposed Control Architectures.

Controller. Scenario 1 Scenario 2 Scenario 3

Voltage Reinforcement Learning (RL) Sugeno Fuzzy PD PID
Current PI Sugeno Fuzzy PD + I PID

2.2.1. Reinforcement Learning Architecture

Reinforcement learning (RL) enables the controller to learn optimal control strategies
through interaction with the system [18], adapting to varying conditions and improving
performance over time. This approach allows the controller to handle complex, nonlinear
dynamics that traditional control methods might struggle with. The RL architecture is
summarized in Figure 2b, where the trained agent is executed using the MATLAB’s re-
inforcement learning toolbox. The current control was addressed with a classic PI. This
choice was made due to the high computational load experienced during the training while
using two agents. In addition, the battery model responds slowly to any action yielding an
excessively long training time.
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Figure 2. Control architectures: (a) classic PID and (b) reinforcement learning.

This should incentivize maintaining the voltage within a desired range while penaliz-
ing deviations from this range. Additionally, it should consider other objectives such as
minimizing energy consumption, reducing oscillations, and ensuring stability. In this sense,
the reward function is computed as,

Rk = r1 · (|ek| ≤ 0.5) + r2 ·
(
|uk−1| = Vre f

)
+ p1 · (|ek| > 0.5) + p2 · (Vk−1 > Vth) (5)

where rx and px denote a reward and a penalization constant, respectively. Note that the
penalizations are negative values that produce a decrease in the total reward. ek is the
voltage error at time k (current error), uk−1 and Vk−1 are the control action and the voltage
observation at time k − 1 (previous samples). Vre f and Vth are voltage constants that denote
the voltage reference and the maximum voltage overshooting threshold. The last constant
is usually considered a 10% above the cell’s voltage level. The proposed reward function
promotes lower errors and actions closer to the voltage setpoint and penalizes large voltage
observations and larger errors.

The agent´s policy learning architecture is composed by an actor–critic scheme as
shown in Figure 3a. The actor network, responsible for selecting actions, can handle con-
tinuous action spaces effectively, which is crucial for tasks requiring fine-grained control,
such as voltage regulation. The critic network, on the other hand, evaluates the actions
by estimating the value function, providing feedback to the actor. This setup allows for
stable and efficient learning by reducing variance in the policy gradient estimates. In this
work, we use a Continuous Gaussian Actor Network (CGAN), which handles continuous
action spaces by outputting the parameters of a Gaussian distribution—mean and standard
deviation. This stochastic approach facilitates exploration, allowing the agent to try various
actions and learn optimal policies. The actor–critic architecture enhances learning stability
by using the critic to evaluate actions and reduce variance in policy updates. This method
is particularly effective for tasks requiring fine-grained control, like voltage regulation in
battery charging, where precise adjustments are crucial. The smooth and differentiable na-
ture of the Gaussian distribution supports efficient gradient-based optimization, improving
learning efficiency and performance in complex control environments.

 

Figure 3. Reinforcement learning scheme: (a) actor–critic networks and (b) training results.

39



Eng. Proc. 2024, 77, 4

The actor–critic agent was setup with several fully connected layers (the universal
function approximators) to handle the complex voltage relationships [19,20]. Most of the
activation functions were setup as Rectified Linear Unit functions (RELU) for a computa-
tionally efficient training process, mitigate the vanishing gradient problem, and promote
sparse activation of the layers, as shown in Figure 3a. The proposed agent was trained
using the MATLAB’s reinforcement learning toolbox. The training results displayed in
Figure 3b showed that after 200 epochs the maximum average reward is achieved. It is
worth noticing that each epoch has a duration of approximately 5 min in a standard PC,
yielding a long training time. The constants in the reward function were set empirically
to ensure a maximum learning. The most critical objective is the error reduction, hence,
p1 and p2 were set to 200, and p1 and p2 were set to −10. Other values may enhance the
learning process; however, the slow response of the battery difficulties the tuning process.

2.2.2. Fuzzy Architecture

The fuzzy Proportional-Derivative (PD) controller can handle nonlinearities and un-
certainties in the system more effectively than traditional PD controllers, providing robust
performance under varying operating conditions. It adapts to changes in battery charac-
teristics, such as state-of-charge and temperature variations, ensuring stable and accurate
voltage control. The fuzzy logic approach allows for smooth and gradual control actions,
reducing the risk of overshooting and oscillations. The fuzzy architecture detailed in
Figure 4a uses a fuzzy-PD to control the voltage and a fuzzy-PD + I that includes an in-
tegral action to control the current. The Fuzzy Inference Systems (FIS) were built with
a Sugeno scheme, which is robust to system variations and uncertainties. It requires a
simplified rule base, reducing design complexity, and ensures smooth output transitions,
minimizing oscillations and overshooting for a more reliable and efficient charging process.
In this work, we trust in normalized triangular membership functions to handle the error
and its derivative, and the output uses three Sugeno normalized functions to handle the
states minimum, zero and maximum as shown in Figure 4b. The inputs range in Figure 4b
were constrained from −100 to 100 to avoid saturations due to the input variable´s vari-
ation. The input range is modified by the constants Kp and Kd, and the output range by
K. In our notation, the subindices v and i denote the relation for the voltage and current
controllers, respectively.

 

Figure 4. Fuzzy control architecture: (a) fuzzy PD and PD + I controllers and (b) membership functions.

2.2.3. Classic PID Architecture

Classic proportional–integral–derivative (PID) controllers are widely used in battery
charging applications due to their simplicity, effectiveness, and proven performance. They
are easy to implement and tune, making real-time adjustments to optimize charging
conditions. PID controllers provide stable and accurate control by combining proportional,
integral, and derivative actions, which ensures precise regulation of voltage and current.
Their versatility allows them to be adapted to various battery types and charging scenarios.
Additionally, PID controllers are cost-effective, requiring minimal computational resources,
making them suitable for embedded systems and low-cost hardware implementations.
The PID architecture only uses two classic controllers for voltage and current as shown in
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Figure 2a. The internal structure of a classic PID was assumed to be well known and it was
not detailed due to space limitations.

3. Experiments and Results

3.1. Performace Assessment

In the case of implemented drivers. The reinforcement learning reward function was
determined using heuristic methods, varying each constant of a given condition in small
steps until obtaining the function that provided the best training by trial and error, obtaining
r1, r2, p1, p2, = 200, −25, −10, 180. For the fuzzy controller (PD + I), manual tuning
was carried out by trial and error, starting with the adjustment of the parameter P until
an adequate response was achieved, followed by the adjustment of the constants D and
I, and finally the control signal K in that order, achieving for current control P, D, I, KD
are 20; 0.000001; 2; 0.297, and for voltage control P, D, KD are 15; 0.0001; 0.315. The PID
controller was tuned using the MATLAB PID Tuner tool, which uses neural networks to
find the optimal parameters, obtaining that for Current control P, IPID = 15; 5, and for
voltage control Current P, I, DPID = 22.5; 4.9; 0.03 [21].

In the analysis of the controllers, several aspects are evaluated such as precision in
voltage and current regulation, response time, stability and resistance to disturbances. For
the controller based on neural networks trained with reinforcement learning, the system
reached a stable nominal voltage without overshoots when the current was zero, see
Figure 5b. However, when applying CC/CV control, the agent’s lack of knowledge of
the existing current caused fluctuations in the voltage, allowing the current to variably
decrease while the battery continued to charge. The fuzzy controller, designed to maintain a
stable charge, showed longer charge and stabilization times, but no spikes in the transition
between current and voltage control, as shown in Figure 5c. The PID controller, although it
responded quickly to errors, presented greater disturbances, and during the transition from
voltage to current, an excess current was observed in Figure 5b, that could be dangerous
for the battery. In terms of loading speed, the reinforcement learning controller was the
fastest, although for practical use, it would need to consider the circulating current to
improve its performance. Also, a chattering phenomenon occurred, which could damage
the electronic components and reduce battery life, indicating the need to improve the RL
and fuzzy architectures. The fuzzy controller, although safer, was slower and could be
optimized by adjusting the inference rules. The PID showed intermediate performance,
without depending on the operator’s experience.

Figure 5. Performance comparison results: (a) voltage charging, (b) current charging, (c) battery
charge level, and (d) control action.

3.2. Performace Metrics

To measure the performance of the different controllers, an analysis of the voltage con-
trol action entering the DC/DC converter was carried out, resulting in Table 2. For the RMS
value, it is intended to verify the variation in the voltage control action, showing that the
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RL controller has a slightly higher value, indicating greater variations in its control action.
This suggests that it has a very fine-tuned response, reacting to even the smallest changes.

Table 2. Performance metrics in control action.

Controller
RMS Voltage

[V]
RMS Current

[A]
Charging Time

Simulation
Time 6 s

Step Simulation
Time

RL 3.9347 0.3 10,017.57 s 21,046.5 s 3.5 ms
Fuzzy PI + D 3.8601 0.3 18,401.40 s 1961.4 s 0.33 ms

PID 3.8601 0.3 12,933.57 s 87.90 s 0.015 ms

In addition to the analysis of the voltage delivered as a control action to the converter,
the battery current has been evaluated with an RMS value for all controllers. In which
a constant value of 0.3 A was obtained. This result suggests that, despite differences in
control strategies and variations in control action, all controllers manage to maintain the
output current within a desired range. This is indicative that although the RL controller
shows greater variability in voltage control action, it does not compromise stability and
consistency in terms of output current, which is crucial for the safe and efficient operation
of the system.

4. Discussion

The results in Table 2 were obtained in the simulation of each controller which is
configured for 6 s and for the three controllers, the one that took the longest to execute was
the RL, which took 21,046 s, additionally, when compared with the other controllers applied
to the DC/DC converter to regulate the voltage and current of a lithium-ion battery, it will
be observed that the RL controller presented greater variations in its output, even when
faced with small disturbances, causing the chattering phenomenon, which refers to high
frequency oscillations in the control actions, which when applied as an activation signal
in real power electronics can cause: overheating of the battery and converter components,
noise in the sensor and a reduction in battery life. This variation in the RL controller is 0.02 V.
To improve the controller and mitigate vibrations, options include adding low-pass filters at
the controller output, modifying the neural network architecture, or using a hybrid control
approach where a PID or fuzzy controller regulates the output of the neural network.

The RL controller has a high adaptability to different situations, due to the fact that
it reacts to disturbances with greater sensitivity, but these variations suggest the need to
include more parameters in the agent training to improve its ability to adapt to a greater
number of scenarios, increase charging efficiency, and avoid possible instabilities. On the
other hand, fuzzy controllers due to the inference rules placed seek to avoid high current
peaks, so it performs a slower charge, while the PID reacts to the error by modifying the
output signal and can adapt to dynamic changes.

Regarding the performance of the three controllers, their output was evaluated using
the root mean square (RMS) value. The results show that all controllers maintain an
average voltage similar to the nominal voltage of the battery, which is crucial to prevent
overcharging and avoid overheating of the battery. Regarding current control, all controllers
manage to reach the reference without presenting overshoots, in very short response times,
also demonstrating good tolerance to external disturbances. Regarding voltage control,
it was observed that the controllers manage to reach the reference consistently, which
causes the current to begin to gradually decrease until it reaches zero, thus completing
the charging cycle. However, it is important to note that, in the case of the reinforcement
learning (RL)-based controller, a slight oscillation in the current was observed, which
fluctuates between the current value and zero, which could require additional adjustments
to improve its stability in the final phase of the charge.

5. Conclusions

Using PID, fuzzy, and agent-based controllers trained with reinforcement learning
to regulate the charge of a battery offers different advantages and challenges. PID con-
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trollers are known for their simplicity and effectiveness in regulating voltage and current,
providing a fast and stable response in many applications. Fuzzy controllers transfer
certain experience to programmers by making the system adaptable to certain situations,
depending on the number of inference rules and controllers applied. On the other hand,
controllers based on neural networks with reinforcement learning can dynamically adapt
to changing conditions and optimize their performance over time. Although the latter
can offer significant improvements in terms of precision and efficiency, they also require
a greater computational load and can result in longer simulation times; and for greater
precision, they will require more complex neural network architectures that will increase
simulation times. When charging lithium-ion batteries, each type of controller offers spe-
cific advantages and disadvantages. The controller based on reinforcement learning stands
out for its high adaptability and ability to adjust to various loading conditions, thanks
to its ability to handle small disturbances and optimize the loading process dynamically.
However, it requires more extensive training and the inclusion of additional parameters to
maximize its efficiency and avoid instabilities. On the other hand, fuzzy and PID controllers
offer greater stability and lower variability, which can be beneficial in applications where
more predictable and reliable performance is required. Although these controllers show
less ability to adapt to changing conditions, their stability and simplicity may be suitable
for less dynamic systems or where predictability is crucial.
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Abstract: In this paper, a signal processing method based on Mathematical Morphology (MM) is
developed, designed to extract representative characteristics of signals that allow the identification
and detection of various types of faults in distribution network feeders that incorporate distributed
generation with inverter interfaces (IIDG). The goal is to improve the performance of the fault
protection system, ensuring rapid, sensitive, and reliable detection. The fault detection method
presented in this article employs a well-known signal processing filter, called the morphological
median filter (MMF), applied to the current measured at the current transformer (CT) associated with
the relay located at the head of a feeder in a medium-voltage distribution network with IIDG. The
extracted characteristics will be used in future research to detect and classify events, such as short-
circuit faults or operational manoeuvres, thus facilitating the implementation of protection strategies.

Keywords: distributed generation based on inverter interface; distribution networks; fault detection;
mathematical morphology; structuring element

1. Introduction

In recent years, growing concerns about sustainability and environmental issues,
coupled with the need to exploit unconventional renewable energy sources and increased
demand, have driven more significant distributed generation (DG) integration, especially
in distribution networks [1]. Traditionally, the protection systems of these networks were
not designed to handle a high penetration of DG, particularly renewable ones. Instead, they
were intended for a passive unidirectional current flow, typical of synchronous machines,
with which traditional overcurrent relays function effectively [2,3].

The algorithms of feeder overcurrent relays primarily rely on integral transforms,
such as the Fourier transform, to determine the characteristic feature of a fault, namely,
the current magnitude. However, the accuracy and speed of these algorithms can be
compromised by the DC component and harmonic distortions introduced by renewable
sources [3,4].

Although alternative signal processing techniques such as the Wavelet transform,
Hilbert Huang transform, Stockwell transform, and principal component analysis have been
widely explored in the literature for fault characteristic extraction, these techniques face
significant limitations. They fail to accurately extract fault characteristics in the presence
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of noise, harmonics, and decaying DC components, which affects their effectiveness and
precision. Additionally, most of these techniques’ high computational load and complexity
can cause further delays in the initial fault detection stage: feature extraction [3].

To overcome the inherent limitations of conventional signal processing methods,
a feature extraction tool is needed that is effective without being affected by harmonic
components, DC components, or noise, and that also avoids the issues of temporal delay
and computational complexity associated with traditional methods. In this context, MM
has established itself as a promising technique in signal processing due to its operational
simplicity and robustness.

This tool modifies the shape of signals through morphological operations, the goal
of which is to reveal waveform details that allow the detection of hard-to-detect faults;
moreover, these operations also serve to eliminate noise and enhance the signal for detect-
ing any anomalies. The application of MM for extracting transient features, using basic
mathematical operations such as addition, subtraction, and calculating maximum and
minimum values, facilitates faster processing of the signal. This contributes to reducing
waiting times in feature extraction and decreases the computational load [5–7].

This paper describes the development of a morphological tool designed to precisely
extract characteristics that represent faults. These characteristics will be used in future
research to detect and classify events such as short circuits and operational manoeuvrers,
thereby facilitating the implementation of protection strategies. The proposed method
employs an MMF, a well-established technique in signal processing, to identify a charac-
teristic index of faults that allows for effective detection. This method is applied to the
current signal measured at the CT associated with the relay at the head of a feeder in a
medium-voltage distribution network with IIDG. In this regard, the contribution of this
paper focuses on two important aspects:

• It provides a detailed methodological guide on applying the application of MM to
electrical signals, specifically to fault currents.

• It demonstrates the impact of the interaction of the structuring element with the signal
and provides a method for extracting fault characteristics based on the MMF, which
researchers in the field of electrical protections can easily replicate.

The structure of the rest of the article is as follows: Section 2 offers a description of the
fundamentals of MM, including the structuring element and fundamental morphological
operations; Section 3 details the method of feature extraction based on the MMF; Section 4
presents the findings along with their respective analysis; and Section 5 concludes the study.

2. Fundamentals of Mathematical Morphology

Mathematical Morphology is a signal processing method that effectively extracts
fault-representative characteristics by applying a structuring element (SE) to the test signal
through various morphological operations. These characteristics are crucial for detecting
the presence or absence of a fault. During processing, MM extracts fault characteristics by
moving and interacting the SE with each sample of the signal and its neighbouring samples.
The structuring element is fundamental in signal processing, and its selection depends
specifically on the application and the data being analysed. It is vital to appropriately
select the length and shape of the SE for applications in electrical systems, as the extracted
characteristics will reflect its shape [8]. There are a variety of shapes used in protection
schemes, including flat, triangular, or combinations of these [9], as illustrated in Figure 1.
Research has shown that flat-shaped SEs are less effective at extracting characteristics from
signals affected by interferences such as noise or harmonics. In these cases, more suitable
shapes would be triangular, or those that better fit the signal being processed [10,11]. Signal
processing using this method relies on the fundamental operators of MM: erosion and
dilation. The combination of these operations allows the development of advanced methods
for extracting fault characteristics. Each of these operations is described below. Weighted
dilation, represented by the mathematical operator “⊕”, is an operator that induces an
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expansion in each sample of the signal, depending on the selected structuring element. The
weighted dilation of a signal f (n) using a structuring element g(m) is defined by (1).

f ⊕ g(n) = max
m

{
f (n − m)

g(m)

}
, 0 ≤ (n − m) ≤ n (1)

   
(a) (b) (c) 

Figure 1. Types of structuring elements applied to signal processing: (a) flat; (b) straight lines;
(c) semicircular.

To comprehend the operation of weighted dilation and how the SE moves through
each sample of the signal, refer to (1) and Figure 1. This figure displays a signal f (n) =
[2.90, 3.83, 4.71, 5.56, 6.34, 7.07] of length N = 6, which is dilated by an SE g(m) = [0.99, 1, 0.99]
of length M = 3. The domains of g and f are Dg =

{
−
(

M+1
2 − 1

)
, . . . , 0, . . . ,

(
M+1

2 − 1
)}

and D f = {0, 1, 2, . . . , N − 1}, respectively, where N is the length of the signal under
analysis, and M is the length of the structuring element, with the condition M ≤ N.

By performing the respective operations on each sample of the signal with the corre-
sponding samples of the structuring element, it is possible to observe that the origin of the
SE, designated as the element g(0), acts as a pivot. This pivot moves along each sample
of the signal, and at each position, the maximum value is calculated by dividing each
sample of the signal by the corresponding sample of the SE. Thus, the dilation operation is
performed with adjacent samples at each position occupied by the pivot of the structuring
element. During the dilation operation, the SE moves to the right of the signal f (n), starting
with g(−1), followed by g(0), and finally g(1). It is important to note that the dilation of
the initial sample, f (0), cannot be calculated, as shown in Figure 2, because the SE does
not reach its neighbouring samples. A similar case occurs with the final sample of the
signal, f (5).

 
Figure 2. Weighted dilation of the signal.
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The result of the weighted dilation of a sample f (n), on a portion of the signal with a
positive slope, is the next sample f (n + 1), as seen in Figure 2. Conversely, when dilating
a portion of a sinusoidal signal with a negative slope, the result is the previous sample
f (n − 1). These characteristics will be used in the following section to implement the
morphological filter in fault detection.

On the other hand, the erosion operation, represented by �, is a technique that
contracts each sample of the signal depending on the chosen SE. Thus, the weighted erosion
of a signal f (n) by an SE g(m) is defined through (2).

f � g(n) = min
m

{
f (n + m)

g(m)

}
, 0 ≤ (n − m) ≤ n (2)

The interaction of the SE with the signal during the weighted erosion operation is
illustrated in Figure 3. Unlike weighted dilation, here the SE moves through each sample
of the signal in the order of g(−1), g(0), and g(1), moving to the right of the signal f (n).
Each movement of the SE shows that for a portion of the signal with a positive edge, the
erosion of f (n) results in the previous sample, namely f (n − 1). Conversely, for a signal
with a negative edge, the erosion of f (n) results in the next sample, f (n + 1).

 
Figure 3. Weighted erosion of the signal.

3. Application of the Morphological Median Filter in Fault Characteristic Extraction

The combination of basic morphological operations, such as dilation and weighted
erosion, leads to the development of morphological filters that facilitate the extraction of
fault characteristics. Various morphological filters applied to fault characteristic extraction
are mentioned in the literature as part of the detection process, including top-hat, morpho-
logical gradient algorithms, and the multiresolution morphological gradient, among others.
In this context, the fault detection method presented in this article utilises the morphologi-
cal median filter, a well-established signal processing approach based on calculating the
average between dilation and weighted erosion. The logic implemented for fault detection
is explained in detail below.

3.1. Stage 1: Selection of the Structuring Element

The SE was selected based on prior knowledge of the signal waveform. Given the
sinusoidal characteristics of current signals, the SE is defined as specified in (3).

gl = [cos lϕ, . . . , cos 2ϕ, cos ϕ, 1, cos ϕ, cos 2ϕ, . . . , cos lϕ] (3)

In this equation, ϕ = ω × ΔT, where ω is the fundamental angular frequency and
ΔT represents the sampling interval. The term l denotes the l-th SE used in the signal
processing, and the length of the SE is expressed as 2l + 1. For the design of the fault detector,
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two levels of SEs are selected: one with l = 1 and another with l = 2, corresponding to
lengths of m = 3 and m = 5, respectively, as detailed in (4) and (5).

g1 = [cos ϕ,1, cos ϕ] (4)

g2 = [cos 2ϕ, cos ϕ,1, cos ϕ,cos 2ϕ] (5)

3.2. Stage 2: Calculation of Basic Dilation and Weighted Erosion Operations

Fault characteristics are derived by applying dilation and weighted erosion operators,
as previously detailed in (1) and (2). These operations are performed on the same signal
using two different levels, corresponding to the SEs g1 and g2. Figure 4 illustrates the
process of moving these SEs during the erosion operation of the signal.

Figure 4. Calculation of basic weighted erosion operation.

3.3. Stage 3: Calculation of the Morphological Median Filter

The MMF, detailed in (6), calculates the average between dilation and weighted erosion.
This calculation is performed using two SEs: the first is indexed as 1, with a length of three
elements, and the second is indexed as 2, with five elements.

MMFl(n) =
f ⊕ gl(n) + f � gl(n)

2
(6)

The MMF becomes critically important because, as mentioned in the previous section,
the operations of dilation and weighted erosion of the signal f (n) with SE g(n), defined ac-
cording to Stage 1, result in either the previous sample f (n − 1) or the next sample f (n + 1)
relative to f (n). Therefore, under the normal operating conditions of the system, the sum of
f (n − 1) and f (n + 1) should be equal to twice f (n), a fact that is mathematically demon-
strated in reference [12]. This property is expressed morphologically as the arithmetic mean
of the dilation and erosion of f (n), which under normal operating conditions would result
in f (n) itself. However, in the presence of a fault, this premise does not hold, serving as a
primary indicator of a potential anomaly.

3.4. Stage 4: Calculation of the Average of the MMFs for the Two Levels

Depending on the levels considered for the development of the fault detector—in this
case there are two—the average of the outputs from the MMFs corresponding to each level,
identified as Level 1 and Level 2, is calculated. This procedure is described in (7).

meanMMF(n) =
MMFl + MMF2

2
(7)

3.5. Stage 5: Calculation of the Difference between the Average MMF(n) and the Signal f(n)

The difference calculated in this stage results from subtracting the current signal
f (n) from the average of the MMF outputs calculated in Stage 4. According to (8), it is
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anticipated that the difference Δ f (n) will be approximately zero under normal operating
conditions, while in a fault situation, Δ f (n) will deviate from zero, thus serving as an initial
indicator of an anomalous event in the system.

Δ f (n) = | f (n)− meanMMF(n)| (8)

3.6. Stage 6: Obtaining the Fault Detection Characteristic

The fault detection characteristic of the MMF-based filter is determined by calculating
the absolute difference between Δ f of the current sample and Δ f of the previous sample,
as specified in (9). Under normal operating conditions, this characteristic value tends to be
close to zero. However, this characteristic will increase significantly in the presence of a
fault, providing a clear indication of an anomaly.

I f ault(n) = |Δ f (n)− Δ f (n − 1)| (9)

4. Simulation and Results

The distribution network selected for testing is a typical American network, as shown
in Figure 5, characterized by two three-phase feeders in a radial configuration. The
total length of the feeder is 20 km, so a short-line model was used for each line seg-
ment, with positive and zero sequence impedances of z(1) = 0.1153 + j0.53 Ω/km and
z(0) = 0.413 + j1.043 Ω/km, respectively. The nominal voltage of the network is 25 kV
RMS line to line, operating at a frequency of 60 Hz. The feeder’s total apparent power is
17 MVA, and it is connected to a 110 kV system through a step-down transformer from
110 kV to 25 kV. The IIDG is modelled using a three-level, three-phase Voltage Source Con-
verter (VSC) with an LC output filter [13,14], which includes a fault response model with
both negative and positive sequence injection for balanced and unbalanced faults [15,16].
The connection between the IIDG and the AC network is made through a delta-star step-up
transformer, supplying the system with 8 MW, which represents a penetration level of
47.24%. The IIDG model implemented in MATLAB/Simulink is illustrated in Figure 6,
while Table 1 provides details on its specific parameters.

Figure 5. Network diagram under consideration.

 

Figure 6. IIDG model.
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Table 1. Main data of the test system.

Parameter Value Unit

Rated active power 8.0 MW

Rated DC voltage 6000 V

Rated AC grid voltage 25 kV

Rated AC grid frequency 60 Hz

Filter inductance, L 0.485 mH

Filter resistance, R 1.8 mΩ

Filter Capacitance, C 95 uF

To verify the functioning of the morphological extraction tool, different types of faults—
three-phase, two-phase, and single-phase—were simulated at 0.2 s on bus 3, as shown in
Figure 5. The signals taken at the CT of the feeder’s head relay were sampled at a frequency
of 3840 Hz, which corresponds to 64 samples per cycle of the fundamental frequency.

Figure 7 shows the phase A of a current during a simulated three-phase ABC fault at
0.2 s. The currents of phases A, B, and C were processed using the designed morphological
tool, resulting in the Δ f characteristic illustrated in Figure 8. The index appears at the onset
of the fault with a maximum magnitude of approximately 50, compared to an average
value of 2.3 before the event, which represents an increase of 21.74 times compared to the
pre-fault current. This indicates that a high magnitude is a clear indicator of a fault. The
tool has been successfully evaluated for detecting single-phase to ground, two-phase to
ground, and three-phase faults.

 
Figure 7. Current signal.

 
Figure 8. Fault detector index.

Regarding future work and based on reference [12], the magnitude of the index in
each sample can be compared with a pre-established threshold based on the characteristic
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magnitude under normal conditions. If, under normal operation, the characteristic is of a
specific value, it will be considered a fault when the index reaches 1.5 times that value. This
method is independent of variations in the IIDG as it relies on comparisons with samples
prior to the fault and will adjust based on the IIDG penetration.

Additionally, changes in the current signal due to variations in IIDG penetration
can lead to false alarms, causing the algorithm to mistake these changes for faults and
incorrectly activate the relay. To mitigate this problem, a counter could be implemented
to record how often the fault characteristic exceeds the established threshold, helping to
distinguish between a true fault and normal system variations.

5. Conclusions

The purpose of this scientific paper is to provide a detailed methodological guide
on the effects of MM applied to electrical signals, specifically to fault currents. It also
aims to demonstrate the impact of the interaction of the SE with the signal and to offer a
replicable method for extracting fault characteristics based on the morphological median
filter, intended for new researchers in the field of electrical protections.

It has been observed that there is no specific guide for selecting the geometry and
appropriate size of the SE for specific applications; instead, this selection typically relies
on an empirical trial-and-error approach using various SEs of different shapes and sizes.
This methodology can alter important signal characteristics, such as edge displacement
and signal distortion, leading to losses of crucial information and, as a result, a decrease
in the accuracy of the feature extraction algorithm and, consequently, in fault detection.
Therefore, it is recommended to specifically research a structuring element to optimize
its application.

The approach described in this article employs the MMF to extract a representative
fault index, enabling effective fault detection. The results have demonstrated that the
method is effective in extracting relevant characteristics from fault signals, which can be
used to identify faults in real time in distribution networks with inverter-based distributed
generation. The reliability and exact timing of the detection will depend on the com-
parison method used, whether it is through predefined thresholds or advanced artificial
intelligence techniques.
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Abstract: Knowledge of the causality between Energy Consumption and GDP is important because
it leads to the future actions of policymakers, such as developing infrastructure in case GDP growth
depends on Energy Consumption. Hence, the Granger Causality between the Gross Domestic Product
and Energy Consumption of Ecuador is analysed in this research. For this purpose, a VAR model
was developed with data from 1965 to 2022. Before including the time series inside the VAR model,
ARIMA models were evaluated so that the need for differentiation and the use of dummy variables
was detected. To ensure that the models include all possible information from the available data,
the residuals were diagnosed until they did not have any autocorrelation between each other, there
was no evidence of heteroskedasticity, and the residuals had a normal distribution. The Akaike
Information Criteria and the Schwarz criteria indexes were compared to detect causality. The Granger
p-value was also used to detect the probability of having null coefficients in the added time series. In
the end, it was shown that Energy Consumption Granger causes Gross Domestic Product growth, but
the same does not happen in the reverse direction. As a consequence, the government could support
the development of energy infrastructure to incentivise economic growth.

Keywords: gross domestic product; energy consumption; time series; Granger causality; VAR model;
ARIMA model

1. Introduction

People who are responsible for the economic and energy policies of a country make
plans according to Gross Domestic Product (GDP) growth and the evolution of Energy
Consumption. For example, they could target GDP growth and, in that line of planning,
forecast the needed energy. Or, on the other hand, they could predict an amount of Energy
Consumption (EC) in the coming years, which would cause the GDP to grow.

However, are we sure that GDP growth causes the increase in Energy Consumption?
Or is it the other way around, i.e., Energy Consumption causes GDP growth? We do not
know which variable is the cause and which variable is the consequence.

One approximation towards determining causality is the Granger Causality test.
Although it is not a definitive test, it has been used over the years to test the relation
between GDP and Energy Consumption [1–10].

There are four types of causality that have been found [11]:

• Energy Consumption causes GDP growth.
• GDP growth causes Energy Consumption.
• Growth is produced in both directions.
• There is no effect from either variable.

Ecuador has usually been included in groups of studies [12–16], or investigations have
been conducted on other effects, like carbon emissions or exclusively oil [17]. Until the
development of this research, the last study dedicated to Ecuador was performed by Pinzon
with data from 1970 to 2015 [18]. This research constitutes an update to that investigation,
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with the advantage of performing the analysis in a way that is closer to an energetic rather
than an economic perspective.

In this regard, the main objective of this research is to find out what kind of relationship
between economic growth and Energy Consumption exists in Ecuador. This knowledge
might constitute a step towards an improvement in the strategies related to economic and
energetic development. The secondary objectives are to develop ARIMA models for GDP
and Energy Consumption, where a strict procedure of residual analysis is performed.

2. Granger Causality

Say that there are two time series X and Y, modelled as a function of their past values,
as shown in (1) and (2), respectively, where Xt−1 is the value of X in one past period.
Likewise, Yt−1 means the same for the series Y. ε is the residual that always exists since the
noise cannot be predicted:

Xt = β0 + β1Xt−1 + β2Xt−2 + · · ·+ εx (1)

Yt = α0 + α1Yt−1 + α2Xt−2 + · · ·+ εy (2)

Then, we say that Yt Granger causes Xt if the time series of Xt with Yt includes (3) (the
VAR model), which has a better description of Xt than the series with Xt alone [19,20]:

Xt = βxy + β1Xt−1 + β2Xt−2 + · · ·+ α1Yt−1 + α2Xt−2 + · · ·+ εxy (3)

Two time-series models can be compared by using the Akaike (AIC) [21] or the
Schwarz (SC) [22] criteria, where a lower value is better. The AIC criterion is shown in (4),
where k is the number of regressors (e.g., β0, β1, etc.) and n is the number of observations.
The SC criterion is shown in (5):

AIC = e2k/n ∑ ε2
i

n
(4)

AIC = nk/n ∑ ε2
i

n
(5)

Each series must be well modelled individually before performing the Granger
Causality analysis. First of all, both series must be stationary, i.e., the mean value must
be constant. Additionally, the residuals must be spherical, i.e., they must be normally
distributed, with zero mean value; their variance must be constant (homoscedasticity),
and they must not be correlated [23,24].

The model for each time series may be in the form of an ARIMA(p,d,q) model, where
p is the order for the Xt − q, i.e., regarding the lags used in the model, q is the order of
the model if the residuals are used (or better known as the Moving Average, MA) and d
is the order of differentiation. The orders of the ARIMA model must be kept inside the
VAR model.

3. Methods

3.1. Data Collection

The GDP data were taken from the World Bank database [25]. It has records from the
year 1965 to 2022, including every year. The Energy Consumption data were taken from
the BP Energy outlook [26], which also keeps energy records every year. Coincidentally,
the time period is the same as that of the GDP data. Both the GDP and Energy Consumption
of Ecuador are shown in Figure 1.

There are outliers inside the data. Particularly, these data exist because there were
sudden changes over time. For example, the 1999 bank crisis caused a deep decrease in
the GDP and Energy Consumption. Something similar happened due to the COVID-19
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pandemic. These data were treated with the inclusion of dummy variables, which is a
technique used in econometrics to avoid influencing the structure of the data by paying
exclusive attention to an outlier. Note that the outlier is not eliminated but is treated apart
from the rest of the data.
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Figure 1. GDP and Energy Consumption for Ecuador.

Generally, the logarithm of the data was used. There is no obstacle in doing this
because all the data are positive. This transformation has the advantage of reducing
the range of the dependent variables and softening the exponential components of the
time series.

3.2. Econometrics Model

In the end, the Granger test is the evaluation of a VAR model where both the GDP and
Energy Consumption series are included and related. However, to have a dependable VAR
model, both series must be well individually modelled.

The first thing that we must be sure of is that the series is stationary. The Unit Root
test checks for this characteristic. In case the presence of a Unit Root is detected, we must
determine if the trend is stochastic or deterministic. If it is the first case, the series is
differentiated, and if it is the second case, the trend must be included in the model.

Then, in the correlogram of the stationary series (original or differentiated), we determine
the possible model, AR or MA, and the lags that might be included. This is only a reference
as the analysis of the model could change this.

The model is developed, e.g., ARIMA(1,1,1), and after that, the residuals are evaluated
according to three concepts: an autocorrelation analysis, the autocorrelation of the squares,
and normality. With these three characteristics, we are sure that the residuals are white
noise and that no more information is kept inside them. After that, the impulse response is
checked to see if the model is stable.

When the models for each time series (GDP and Economic Consumption) are well
established, we include the variables into each other. This is the VAR model. We also
analyse the residuals to see if they are not correlated if there is no heteroskedasticity and if
they have a normal distribution. If the residuals are well behaved (spherical residuals)
and if there is no Unit Root, the VAR model is accepted.
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3.3. Causality Test

To determine if GDP growth causes Energy Consumption or vice versa, first of all, we
compare the AIC and the SC values of the ARIMA and the VAR model. The better model
has the lowest value. In other words, if the VAR model for GDP has a lower value of AIC
than that of the ARIMA GDP model, we can conclude that Energy Consumption causes
GDP growth.

There is also the Granger test that is directly performed. In that case, the null hy-
pothesis tests if the coefficients of the included variable are zero. If not, there exists
Granger causality.

4. Results

4.1. Modelling the GDP

A simpler time-series model resulted when using the logarithm of the GDP instead of
the original data, which is shown in Figure 2.
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Figure 2. Logarithm of the GDP of Ecuador.

The Unit Root test for this series, considering only an intercept, shows a probability of
59.35% for H0. This means that the series is non-stationary. If a trend is added, the proba-
bility for H0 is 32.49%. The series is non-stationary with a stochastic trend.

The Unit Root test for the first difference, only with an intercept, shows that the
probability for the null hypothesis H0 is 1.56%. Under a 5% level of confidence, the series
could be considered stationary in its first difference, i.e., it is an I(1) series.

The correlograms for the autocorrelation and the partial autocorrelation of the I(1)
series are shown in Figure 3a and Figure 3b, respectively. Note that in both correlograms, lag
1 is the most relevant. That characteristic suggests that the model might be an ARIMA(1,1,1).
However, after some trial and error, the most suitable model was ARIMA(1,1,0).
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Figure 3. (a) Autocorrelation of the I(1) series—GDP. (b) Partial autocorrelation of the I(1)
series—GDP.

The ARIMA(1,1,0) model cannot explain the behaviour of the GDP on its own. It fails
in the normality of the residuals. Two outliers exist in the residual (Figure 4) and correspond
to the years 1974 and 1999. The first outlier indicates the year when Ecuador began to
export oil [27]. The second outlier shows the 1990s bank crisis.
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Figure 4. Residuals of the regression when no dummy variables are included.

To normalise the residuals, a dummy variable is included, specifically to aim at the
outliers. The results are shown in Table 1. The coefficients of the variable AR(1) and the
intercept C are significant. Only the dummy(-1) is not significant; however, this variable is
kept so that the behaviour of the residuals is maintained.

Table 1. Regression results for the ARIMA(1,1,0) model of the GDP.

Variable Coefficient Std. Error t-Statistic Prob.

C 0.0744 0.0208 3.5710 0.0008
Dummy −0.3175 0.0380 −8.3393 0
dummy(-1) −0.0834 0.0806 −1.0348 0.3055
AR(1) 0.3926 0.1343 2.9234 0.0051
SIGMASQ 0.0076 0.0016 4.5908 0

R-squared 0.5114 Mean dependent var 0.0679
Adj. R-squared 0.4739 S.D. dependent var 0.1263
S.E. of regression 0.0916 Akaike info criterion −1.855
Sum squared resid 0.4366 Schwarz criter. −1.6762
Log likelihood 57.8808 Hannan–Quinn criter. −1.7858
F-statistic 13.6110 Durbin–Watson stat. 1.9054
Prob (F-statistic) 0 Inverted AR Roots 0.39

The p-values for the autocorrelation of the residuals are shown in Figure 5. All of them
are greater than 0.05, i.e., under 95% confidence, and the null hypothesis (H0: there is no
correlation) is accepted. For the heteroskedasticity, the p-values for the squared residuals
are also greater than 0.05 for all the cases, so the model does not present heteroskedasticity.

58



Eng. Proc. 2024, 77, 6

0 2 4 6 8 10 12 14 16 18 20 22 24 26

0.4

0.6

0.8

1

p
-v
a
lu
e

Residuals Squared Residuals

Figure 5. p-values for the residuals of the ARIMA(1,1,0) model for the GDP.

Now, we check the normality of the residuals. Once the dummy variables are in-
troduced in the model, the distribution of the residuals is Gaussian, as the Jarque–Bera
test shows under a probability of 79.65% (Figure 6a). The impulse response is shown in
Figure 6b. The response is stabilised towards zero after a few periods, which is a sign that
the phenomenon was modelled appropriately.
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Figure 6. (a) Histogram of the residuals of the ARIMA(1,1,0) model for Ecuador. (b) Impulse response
of the residuals of the ARIMA(1,1,0) model for Ecuador.

4.2. Modelling Energy Consumption

For Energy Consumption, the logarithmic transformation of the series was used.
The Unit Root test, with interception only, gave a probability of 0.94% of H0. The time
series is stationary.

The correlograms for the autocorrelation and partial autocorrelation of the time series
are shown in Figure 7a,b. It is seen that the first term of the partial autocorrelation is the
most relevant. We can assume a model ARIMA(1,0,0).
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Figure 7. (a) Autocorrelation of the I(1) series—Energy Consumption. (b) Partial autocorrelation of
the I(1) series—Energy Consumption.

In the regression results for ARIMA(1,0,0), a Unit Root was shown. This usually means
that a difference is needed, although that was not evident in the initial Unit Root test.
The regression results for the ARIMA(1,1,0) model are presented in Table 2. As happened
with the GDP, for Energy Consumption, the dummy variables were needed too to normalise
the residuals. The logarithmic model of Energy Consumption was stationary without any
differentiation. As a consequence, the final model is almost a constant with noise, i.e., it is
similar to white noise with media different from zero. This result is confirmed by the low
R-squared and the low significance level of the AR(1) coefficient.

Table 2. Regression results for the ARIMA(1,0,1) model of Energy Consumption.

Variable Coefficient Std. Error t-Statistic Prob.

C 0.0591 0.0095 6.2418 0.0000
dummy −0.1495 0.0455 −3.2872 0.0018
dummy(-1) 0.0082 0.0253 0.3229 0.7481
AR(1) 0.0205 0.1768 0.1161 0.9080
SIGMASQ 0.0035 0.0007 5.2052 0.0000
R-squared 0.2554 Mean dependent var 0.056656
Adj. R-squared 0.1981 S.D. dependent var 0.068727
S.E. of regression 0.0615 Akaike info criterion −2.654476
Sum squared resid 0.1970 Schwarz criter. −2.475261
Log likelihood 80.6526 Hannan–Quinn criter. −2.584827
F-statistic 4.4582 Durbin–Watson stat. 1.994629
Prob (F-statistic) 0.0036 Inverted AR Roots 0.02

The p-values of the autocorrelation for the residuals and the squared residuals are
shown in Figure 8. All of them show a probability greater than 5% for the null hypothesis,
i.e., that there is no autocorrelation between the lags.
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Figure 8. p-values for the residuals of the ARIMA(1,1,0) model for Energy Consumption.

The histogram of the residuals is shown in Figure 9a. The Jarque–Bera test gives a
value of 4.28, i.e., a probability of 11.74% of H0: normal distribution, which, therefore, is
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accepted. The impulse test is shown in Figure 9b. The model is stable since it is damped in
a few periods.
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Figure 9. (a) Histogram of the residuals of the ARIMA(1,1,0) model for Energy Consumption.
(b) Impulse response for the ARIMA(1,0,1) model of Energy Consumption.

4.3. VAR Model and Granger Causality Analysis

An analysis with two lags is performed. The results are shown in Table 3. If we
compare the Akaike and the Schwarz criteria with those of the ARIMA models, we can
verify that, when the energy is inserted in the GDP equation, the model improves. The case
of EC is special since it improves with the inclusion of GDP; however, in the regression
results, the coefficients were non-significant, so the analysis was not valid.

Table 3. Akaike and Schwarz criteria with and without the inclusion of the independent variable.

GDP GDP (EC) EC EC (GDP)

Akaike info criterion −1.855 −1.8313 −2.6544 −2.5837
Schwarz criterion −1.6762 −1.6123 −2.4752 −2.3647

Finally, the Granger test corroborates the fact that only Energy Consumption affects the
GDP and not the other way around, see Table 4. H0 in this case means that the independent
variable does not Granger cause the dependent variable. For the GDP, the probability of H0
is 1.75%; hence, H0 is rejected, and we can say that Energy Consumption Granger causes
GDP. On the other hand, for Energy Consumption, the probability of H0 is 97.45%, so we
accept the null hypothesis and consider that the GDP does not cause Energy Consumption.

Table 4. Granger test for the VAR model of Energy Consumption and GDP.

Dependent Variable: D (log(GDP)) Dependent Variable: D (log(energy))

Excluded Chi-sq df Prob. Excluded Chi-sq df Prob.
D (log(energy)) 8.0869 2 0.0175 D (log(GDP)) 0.0516 2 0.9745

5. Conclusions

It was demonstrated that Energy Consumption Granger causes GDP growth and not
the other way around. This result was confirmed by the Akaike Information Criterion
and the Schwarz criterion, as well as the Grainger test itself. This result might help
energy–economics planners in future activities towards the development of the economy
of Ecuador.

In this research, data from Ecuador were exclusively used. This is a limitation since
only 56 years were included. In a future study, panel data, which include relations with
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other countries of the region, might be employed. This could be an improvement due to
the higher number of available data.

Through this research, the dependency of GDP growth on Energy Consumption was
confirmed. This is an important result because it shows that policymakers must invest
in energy infrastructure if they want to encourage an improvement in the Ecuadorian
economy. The development of the electrical sector and better conditions for oil production
may be seen as future implications of the results of this research.

One drawback of this study is that it is limited to the relationship between Energy Con-
sumption and GDP. A more complete study should add other aspects of the macroeconomy,
such as fiscal policy, productivity levels, technology development, etc.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The original data presented in this study are openly available in the
World Bank National Accounts Data via https://data.worldbank.org and in the BP, Energy Outlook
database via https://www.bp.com.

Conflicts of Interest: The author declares no conflicts of interest.

References

1. Beaudreau, B.C. On the methodology of energy-GDP Granger causality tests. Energy 2010, 35, 3535–3539. [CrossRef]
2. Tiwari, A.K. The asymmetric Granger-causality analysis between energy consumption and income in the United States. Renew.

Sustain. Energy Rev. 2014, 36, 362–369. [CrossRef]
3. Mutascu, M. A bootstrap panel Granger causality analysis of energy consumption and economic growth in the G7 countries.

Renew. Sustain. Energy Rev. 2016, 63, 166–171. [CrossRef]
4. Chiou-Wei, S.Z.; Chen, C.F.; Zhu, Z. Economic growth and energy consumption revisited—Evidence from linear and nonlinear

Granger causality. Energy Econ. 2008, 30, 3063–3076. [CrossRef]
5. Sunde, T. Energy consumption and economic growth modelling in SADC countries: An application of the VAR Granger causality

analysis. Int. J. Energy Technol. Policy 2020, 16, 41–56. [CrossRef]
6. Tran, B.L.; Chen, C.C.; Tseng, W.C. Causality between energy consumption and economic growth in the presence of GDP

threshold effect: Evidence from OECD countries. Energy 2022, 251, 123902. [CrossRef]
7. Odhiambo, N.M. Trade openness and energy consumption in sub-Saharan African countries: A multivariate panel Granger

causality test. Energy Rep. 2021, 7, 7082–7089. [CrossRef]
8. Rahman, M.H.; Ruma, A.; Hossain, M.N.; Nahrin, R.; Majumder, S.C. Examine the empirical relationship between energy

consumption and industrialization in Bangladesh: Granger causality analysis. Int. J. Energy Econ. Policy 2021, 11, 121–129.
[CrossRef]

9. Krkošková, R. Causality between energy consumption and economic growth in the V4 countries. Technol. Econ. Dev. Econ. 2021,
27, 900–920. [CrossRef]

10. Bayar, Y.; Sasmaz, M.U.; Ozkaya, M.H. Impact of trade and financial globalization on renewable energy in EU transition
economies: A bootstrap panel granger causality test. Energies 2020, 14, 19. [CrossRef]

11. AlKhars, M.; Miah, F.; Qudrat-Ullah, H.; Kayal, A. A systematic review of the relationship between energy consumption and
economic growth in GCC countries. Sustainability 2020, 12, 3845. [CrossRef]

12. Sanchez-Loor, D.A.; Zambrano-Monserrate, M.A. Causality analysis between electricity consumption, real GDP, foreign direct
investment, human development and remittances in Colombia, Ecuador and Mexico. Int. J. Energy Econ. Policy 2015, 5, 746–753.

13. Cetin, M.; Ecevit, E. The dynamic causal links between energy consumption, trade openness and economic growth: Time series
evidence from upper middle income countries. Eur. J. Econ. Stud. 2018, 7, 58–68.

14. Yoo, S.H.; Kwak, S.Y. Electricity consumption and economic growth in seven South American countries. Energy Policy 2010,
38, 181–188. [CrossRef]

15. Rodríguez-Caballero, C.V.; Ventosa-Santaulària, D. Energy-growth long-term relationship under structural breaks. Evidence
from Canada, 17 Latin American economies and the USA. Energy Econ. 2017, 61, 121–134. [CrossRef]

16. Apergis, N.; Payne, J.E. Energy consumption and growth in South America: Evidence from a panel error correction model.
Energy Econ. 2010, 32, 1421–1426. [CrossRef]

17. Jin, S.J.; Lim, S.Y.; Yoo, S.H. Causal relationship between oil consumption and economic growth in Ecuador. Energy Sources Part B
Econ. Plan. Policy 2016, 11, 782–787. [CrossRef]

18. Pinzón, K. Dynamics between energy consumption and economic growth in Ecuador: A granger causality analysis. Econ. Anal.
Policy 2018, 57, 88–101. [CrossRef]

62



Eng. Proc. 2024, 77, 6

19. Granger, C.W. Investigating causal relations by econometric models and cross-spectral methods. Econom. J. Econom. Soc. 1969, 37,
424–438. [CrossRef]

20. Shojaie, A.; Fox, E.B. Granger causality: A review and recent advances. Annu. Rev. Stat. Its Appl. 2022, 9, 289–319. [CrossRef]
21. Akaike, H. Akaike’s Information Criterion. In International Encyclopedia of Statistical Science; Lovric, M., Ed.; Springer: Berlin/Heidelberg,

Germany, 2011; p. 25.
22. Schwarz, G. Estimating the dimension of a model. Ann. Stat. 1978, 6, 461–464. [CrossRef]
23. Gujarati, D.N.; Porter, D.C. Basic Econometrics, 5th ed.; McGraw-Hill: New York, NY, USA, 2009.
24. Franses, P.H.; Dijk, D.V.; Opschoor, A. Time Series Models for Business and Economic Forecasting, 2nd ed.; Cambridge University

Press: Cambridge, UK, 2014.
25. Bank, W. World Bank National Accounts Data, and OECD National Accounts Data Files. 2024. Available online: https:

//data.worldbank.org (accessed on 2 May 2024).
26. BP. Energy Outlook. 2024. Available online: https://www.bp.com (accessed on 5 May 2024).
27. Quevedo, C. Ecuador: Petróleo y crisis económlca. In El Sector Energético Ecuatoriano y la Caída de los Precios Internacionales del

Petróleo; FLACSO: Ciudad de Guatemala, Guatemala, 1986; pp. 91–150.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

63



Citation: Riera, J.; Cachiguango, S.;

Pedraza, M.; Andaluz, G.M.; Leica, P.

Sliding Mode Control for Trajectory

Tracking of a TurtleBot3 Mobile

Robot in Obstacle Environments. Eng.

Proc. 2024, 77, 7.

https://doi.org/10.3390/

engproc2024077007

Academic Editor: Pablo Proaño

Published: 18 November 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Sliding Mode Control for Trajectory Tracking of a TurtleBot3
Mobile Robot in Obstacle Environments †

Jacob Riera 1, Sebastián Cachiguango 1, Michael Pedraza 1, Gabriela M. Andaluz 1,2 and Paulo Leica 1,*

1 Departamento de Automatización y Control Industrial, Facultad de Ingeniería Eléctrica y Electrónica, Escuela
Politécnica Nacional, Quito 170525, Ecuador; gabriela.andaluz@epn.edu.ec (G.M.A.)

2 Department of Electronic Engineering and Communications, Universidad de Zaragoza, 44003 Zaragoza, Spain
* Correspondence: paulo.leica@epn.edu.ec
† Presented at XXXII Conference on Electrical and Electronic Engineering, Quito, Ecuador,

12–15 November 2024.

Abstract: The proposed work presents a Sliding Mode Controller (SMC) for trajectory tracking
of a TurtleBot3 Burger mobile robot based on sliding mode. Trajectory tracking is performed in
congested environments; therefore, an obstacle avoidance strategy is presented to prevent the robot
from colliding with obstacles. A clear and detailed methodology is developed for the design of the
SMC controller with a PID sliding surface for trajectory tracking that can be extrapolated to position
control and posture control. The discontinuous part of the SMC is used to ensure that the robot
tends to the desired reference whenever an obstacle appears. The stability analysis of the proposed
controller is presented, and the experimental results are shown, demonstrating the good performance
of the controller.

Keywords: TurtleBot3 mobile robot; sliding mode control; obstacle avoidance; trajectory tracking;
robust control

1. Introduction

Nowadays, robots have received remarkable consideration and application in various
sectors, such as industrial, service, agriculture, and medicine, among others. The intelligent
navigation of wheeled mobile robots is one of the important characteristics that have been
of interest to researchers, together with their mobility capacity, their simple structure, their
low cost, and their use in different environments that are difficult to access or that represent
a risk to human beings [1,2]. This has enabled robots to play a crucial role in these fields,
such as agriculture, industry, and medicine [3]. In recent years, research has increased
into control strategies to address the challenges of controlling mobile robots, including
trajectory tracking and path following, as well as comparative studies of controllers for
tracking tasks.

In this context, several control strategies have been published concerning trajectory
tracking of differential drive mobile robots. Classical techniques such as PID have been
widely used for trajectory tracking control of mobile robots [4]. Advanced versions, such
as PID fractional optimization employing particle swarm algorithms, have been devel-
oped [5,6]. Reference [7] proposes a retroactive PID to control both virtual velocity and
angular velocity for trajectory tracking. Other approaches employ both the kinematic model
combined with Lyapunov [8] for designing controllers that account for input saturation
constraints. Additionally, ref. [9] employs a Lyapunov-based control for four-wheeled
omnidirectional robots employing the dynamic model, and [10] a similar SMC is used for
the four-wheeled robot at the simulation level. A proposed SMC aimed at suppressing
the influence of electromechanical systems by feedback of the vortex and sliding mode
algorithm is introduced in [11]. Meanwhile, ref. [12] considers a hybrid control approach
that contemplates a virtual controller for the kinematic model to address stabilization and
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tracking, along with a fuzzy logic controller to handle uncertainties or uncertain parame-
ters, combining the techniques to improve the robustness of the SMC and the flexibility
of fuzzy logic to contribute to the control objective. Other control techniques have been
widely implemented with an SMC due to their excellent results, such as the SMC controller
presented in [13], which is designed for trajectory tracking for a finite time period, demon-
strating its robustness in handling disturbances. Ref. [14] presents an SMC for trajectory
tracking combined with an LQR algorithm to decrease the chattering. To achieve improved
performance and effectiveness, the SMC has been combined with other control techniques.
In [15], the combination of an SMC with neural networks to compensate for external dis-
turbances in velocity tracking, along with a kinematic controller for pose tracking, allows
for a significant improvement in handling variable conditions. Similarly, considering that
obstacle avoidance plays an important role in mobile robot applications, several strategies
have been developed for unstructured environments. Notable approaches include [16],
which combines an online tuning of PID parameters without requiring a robot model
for obstacle avoidance. Fuzzy logic has also been used for static obstacle avoidance [17],
providing a flexible method to manage such events. Additionally, ref. [18] implements a
detection algorithm based on YOLO-v4 combined with reinforcement learning for tuning
PID controller parameters. Given its potential, the SMC has been considered alongside
other algorithms for obstacle avoidance through bilateral teleoperation [19], denoting that
the SMC can be effectively integrated with other control techniques to improve the results.
It is worth noting that all the cited contributions have presented simulation-level results;
thus, implementing a robust control algorithm, like the SMC, in real environments would
allow for understanding the real behavior of these controllers, even more when environ-
ments with obstacles become a challenge, especially for the calibration and switching of
the controller.

Therefore, this work presents the implementation of a Sliding Mode Controller for
trajectory tracking of a TurtleBot3 Burger mobile robot in obstacle environments. Unlike
previous studies, this work develops a clear and detailed methodology for the design of
the SMC controller with a PID sliding surface for trajectory tracking, which can also be
extrapolated to position control and posture control. Another contribution of this work is
the use of the discontinuous part of the SMC to ensure that the robot tends to the desired
reference every time an obstacle appears. A key challenge addressed in this study is the
calibration of the controller parameters. The experimental implementation evidenced the
criticality of the calibration of this controller; finally, the experimental results demonstrate
the controller’s strong performance.

This document is structured as follows. Section 2 describes the kinematic model of
the mobile robot; Section 3 presents the design and stability analysis of the SMC controller
for trajectory tracking and the implemented obstacle avoidance strategy; and Section 4
presents the experimental results in an environment with obstacles. Finally, the conclusions
of this work are given.

2. Modeling

The mobile robot used in this work is illustrated in Figure 1, corresponding to a Turtle-
Bot3 Burger that has several features [20]. As shown in Table 1, its use is for educational
and research purposes. This mobile platform corresponds to a differential traction-type
robot; its locomotion system is based on the use of two wheels.

 

Figure 1. TurtleBot3 Burger mobile robot.
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Table 1. TurtleBot3 Burger mobile robot technical specifications.

Technical Feature Description

Size (length × width × height) 138 mm × 178 mm × 192 mm
Weight (+SBC + battery + sensors) 1 kg
Maximum velocities 0.22 m/s, 2.84 rad/s
Single board computers Raspberry Pi
Motors (2 units) Dynamixel (XL430-W250-T)
Laser distance sensor (LDS) 360◦ LDS-1
Wheels (2 units) Sprocket wheels for tire, diameter 66 mm
Battery Lithium polymer 11.1 V, 1800 mAh
Operating time (battery) 2 h:30 min

The improved kinematic model of the mobile robot with a non-holonomic constraint
is given by its compact form [21] as follows:

.
h = J U (1)

where
.
h =

[ .
x

.
y
]T is the time variation of position in x and y and U = [u ω]T are the

linear and angular velocities, respectively. J is the Jacobian rotation matrix and is given by
the following:

J =
[

cos(ψ) −asin(ψ)
sin(ψ) acos(ψ)

]
(2)

ψ is the orientation of the mobile robot and a is the distance between the point of
interest and the center of the axis joining the wheels.

3. Controller

3.1. Sliding Mode Controller (SMC)

The schematic of the Sliding Mode Control strategy is presented in Figure 2, where
hd = [xd yd]

T is the desired position; h = [x y]T is the position of the robot; p̃ = (hd − h) =
[
x̃ ỹ

]
is the tracking error of x and y, respectively;

.
p̃ corresponds to the first derivative of the position

error; and
..
p̃ represents the second derivative of the position error.

 
Figure 2. Sliding Mode Control scheme (SMC).

The Sliding Mode Controller is given by the following:

uSMC = ua + ud (3)

where ua, ud correspond to the continuous and discontinuous part, respectively.
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For the design of the controller, the sliding surface s is set, which is given by
the following:

s = λp p̃ + λi

∫
p̃ dt + λd

.
p̃ (4)

where λp, λi, and λd, are the proportional, integral, and derivative constants, respectively.
Deriving (4), we have the following:

.
s = λp

.
p̃ + λi p̃ + λd

..
p̃ (5)

The velocity error is given by
.
p̃ =

.
hd −

.
h, replacing (5) as follows:

.
s = λp

( .
hd −

.
h
)

+ λi p̃ + λd
..
p̃ (6)

Replace (1) in (6).
.
s = λp

( .
hd − JU

)
+ λi p̃ + λd

..
p̃ (7)

For the system to remain inside the sliding surface, we define
.
s = 0, while to obtain

ua, we consider that ud = 0. In a closed loop, we have uSMC = ua. Replacing (7), one has
the following:

0 = λp

( .
hd − Jua

)
+ λi p̃ + λd

..
p̃ (8)

By clearing ua, we obtain the following:

ua = J−1
[

.
hd +

λi
λp

p̃ +
λd
λp

..
p̃
]

(9)

To calculate ud, we consider the Lyapunov candidate function V = 1
2 sTs, where its

derivative is
.

V = sT .
s; replacing (7) in

.
V, we have the following:

.
V = sT

[
λp

( .
hd − JU

)
+ λi p̃ + λd

..
p̃
]

(10)

Replace (3) and (9) in (10) and develop the following:

.
V = −sT J ud (11)

Therefore, ud can be defined as follows:

ud = J−1k sig(s); k > 0 (12)

Replace (12) in (11).
.

V = −sT k sig(s) (13)

where
.

V < 0; hence, s → 0 with t → ∞ . Analyzing (4) for s = 0 and since we have a

polynomial of two degrees, we have p̃ → 0 . When the roots are r =
−λp−

√
λ2

p−4λdλi

2λd
, the

following must be fulfilled: λ2
p > 4λdλi.

3.2. Obstacle Avoidance Strategy

Among the characteristics of the TurtleBot3 Burger is that it has a LiDar-type distance
sensor capable of scanning 360◦ of its environment to perform a sweep for SLAM or
navigation applications; it reaches a detection distance from 12 to 350 cm with a sampling
rate of 1.8 kHz. For the implementation of the obstacle avoidance strategy, a 180◦ sweep
seen from the front of the robot has been considered in order to avoid obstacles that may
appear when the robot is executing the trajectory tracking.

67



Eng. Proc. 2024, 77, 7

Obstacle detection is performed when the LiDar sensor emits a laser light pulse and
determines the distance γi through the delay between emission and bounce off an object;
in this case, the obstacle towards the sensor is shown in Figure 3.

Figure 3. Obstacle avoidance scheme.

The following consideration is established to determine the detection of the obstacle:

uSMC =

⎧⎪⎨⎪⎩
ua + ud,γi < Ro

u = 0.05
[m

s

]
, ω = 0.5

[
rad

s

]
,γi >≥ Ro

where Ro represents the distance from the robot to the obstacle. In the case of obstacle detec-
tion, only the LiDar beams that are smaller than the radius Ro are taken into consideration,
which depends on the value that is set for the detection.

4. Test

In order to evaluate the trajectory tracking of the TurtleBot3 Burger mobile robot using
the SMC controller, experimental tests were performed for a circular trajectory described
by hd = [xd yd]; yd = 0.5sin

( t
10
)
+ 1

2 ; and xd = 0.5 cos
( t

10
)
+ 1

2 . Based on the expertise
in the management of the SMC controller, the initial parameters that were considered
were λpo = 1, λi0 = 1 and λd0 = 0.1. After the implementation of the tests, the
respective calibration was carried out based on the index of the integral square error (ISE)
of said parameters, and the values that were used in the tests were obtained as follows:
λp = 1, λi = 0.5 and λd = 0.000001. For obstacle avoidance, γi = 15 cm. The experiment
has a duration of 90 s and considers the incorporation of two obstacles within the desired
trajectory. The physical obstacle used is a wooden box measuring 10 × 10 × 30 cm (width,
length, and height) with a hollow structure that weighs 0.500 kg.

4.1. SMC Controller Test

This section presents the results of experimental tests for the trajectory tracking of the
TurtleBot3 Burger mobile robot using an SMC controller considering obstacle avoidance.

4.1.1. Described Trajectory

Figure 4 shows the desired trajectory and the actual trajectory of the mobile robot
during the experiment. With the results obtained, it is observed that at the beginning of the
trajectory, the mobile robot is positioned to follow the circular trajectory. Once the robot
is aligned with the trajectory, there is a perfect tracking of the trajectory. Likewise, in the
presence of an obstacle, the robot executes the obstacle avoidance strategy, deviating its
trajectory to avoid a collision; once it avoids the obstacle, the SMC control positions the
robot again on the desired trajectory.
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Figure 4. Circular trajectory described by the mobile robot.

4.1.2. Mobile Robot Velocities

Figure 5 shows linear velocity u. At the beginning, it exhibits high values of 0.2 m/s
as the robot tries to align itself with the desired trajectory from the initial position. Once
the robot reaches the desired trajectory, the velocity remains constant at approximately
0.025 m/s. Between 19 and 31 s, obstacle 1 appears, during which the linear velocity drops
to 0 m/s due to the detection of obstacle 1; this causes the robot to stop and start and
turn to avoid a collision. Once the robot turns and the obstacle disappears from its path,
the robot attempts to return to the trajectory, resulting in spikes in linear velocity as it
strives to reach the reference. However, as the robot turns, it encounters obstacle 1 again,
causing fluctuations in linear velocity until it completely avoids the obstacle. A similar
pattern occurs between 57 and 66 s, where obstacle 2 is present. In other intervals, the robot
continues along the trajectory at a velocity of approximately 0.025 m/s.

Figure 5. Robot linear velocity.

Figure 6 shows the angular velocity of the mobile robot. In the interval from 0 to 9 s,
there are peaks in angular velocity as the TurtleBot3 Burger reaches the circular tra-
jectory. During the interval from 9 to 19 s, the angular velocity fluctuates between
0.1 and 0.15 rad/s, indicating that the robot is following the circular trajectory. In the
interval from 19 to 31 s, when obstacle 1 is present, the robot’s angular velocity increases to
0.5 rad/s to avoid the obstacle, causing the robot to temporarily deviate from the trajectory.
Once the robot turns and the obstacle is no longer in its path, it attempts to return to the
trajectory, resulting in spikes in angular velocity as it seeks to reacquire the trajectory. As
the robot turns, it encounters obstacle 1 again, leading to further changes in angular velocity
until it fully avoids the obstacle. A similar pattern is observed between 57 and 66 s, where
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obstacle 2 is present. In other intervals, the robot continues following the trajectory with an
angular velocity of approximately 0.05 rad/s.

Figure 6. Robot angular velocity.

Figure 7 presents the position error, x̃. In the interval from 0 to 9 s, the mobile robot
starts from the initial position and tries to align to the desired trajectory, generating an
approximate maximum error of 0.9 m. In the interval from 9 to 19 s, the robot reaches the
desired trajectory, which reduces the position error x̃ to approximately 0.05 m. However, at
the instant from 19 s to 31 s, the robot detects obstacle 1, causing it to temporarily deviate
from the circular trajectory, and the position error x̃ fluctuates until it returns to the desired
trajectory. Similarly, this happens between 57 and 66 s, and the position error x̃ increases
and shows oscillating behavior due to the avoidance of obstacle 2.

Figure 7. Position errors, x̃.

Figure 8 presents the position error, ỹ. It is observed that in the interval from 0 to
9 s, the mobile robot is in search of the desired trajectory, which causes oscillations in
the position error in y. During 9 to 19 s, the error gradually increases until it reaches a
value of approximately 0.01 m. In the interval from 19 to 31 s, the y-position error presents
oscillations due to the fact that the robot temporarily deviates from the trajectory while
avoiding obstacle 1; the same happens in the interval from 57 to 66 s, where it detects
obstacle 2. For the rest of the time, the error value is a maximum of approximately 0.02 m.
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Figure 8. Position errors, ỹ.

5. Discussion

The SMC controller proposed for the trajectory tracking of the mobile robot TurtleBot3
Burger presents good trajectory tracking without obstacles, and the linear and angular
velocities do not present oscillations and tend to have values of 0.025 m/s and 0.15 rad/s,
respectively. This allows the errors in x and y to have maximum values of 0.05 m, which
are values expected by the odometry of the robot. When the obstacles are presented in the
trajectory in the intervals from 19 to 31 s and 57 to 66 s, position errors in x and y are shown
in Figures 7 and 8, causing the robot to temporarily deviate from the trajectory to avoid
colliding with the obstacle, generating an error 0.3 m and 0.15 m in x and y, respectively,
which is expected for the robot to avoid the obstacle. Likewise, the robot speeds in these
intervals are oscillatory to avoid colliding with the obstacle.

6. Conclusions

This work presented the implementation of the Sliding Mode Controller for trajectory
tracking of a TurtleBot3 Burger mobile robot in a congested environment. A clear and
detailed methodology of the design of the SMC controller with a PID sliding surface for
trajectory tracking is provided; this controller can be used for position control, and the
methodology can be extrapolated to develop posture control. An obstacle avoidance strat-
egy was implemented, which caused the robot to temporarily deviate from the trajectory.
The discontinuous part of the SMC was utilized to ensure that the robot returns to the
desired reference whenever it deviates from the intended trajectory to avoid obstacles. The
calibration of the controller parameters was carried out based on experimental tests to
achieve the smallest possible error. The experimental results demonstrate the controller’s
strong performance. The main disadvantage of the implemented controller is its challeng-
ing calibration, which could be addressed in future work through optimization techniques
for controller calibration.
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Abstract: This work presents a new sliding mode control strategy that integrates a Clegg integrator
into a Proportional Integral Derivative (PID) sliding surface to address controller saturation (windup)
and chattering. The proposed controller was implemented on a Programmable Logic Controller
(PLC) to regulate the speed of a three-phase induction motor using a frequency inverter as the final
control element. Conventional PID and sliding mode controllers (SMCs) were also implemented
for performance comparison. This study included tests for sudden set-point changes and distur-
bances to evaluate the control strategies. The proposed controller demonstrated a faster response
compared to the PID control and a smoother control action compared to the SMC. The results and
conclusions discuss the advantages and limitations of the proposed control strategy in comparison to
the conventional methods.

Keywords: sliding mode control; clegg integrator; hybrid control; PID controller; induction motor

1. Introduction

In control systems, Proportional-Integral-Derivative (PID) controllers have been widely
used for decades due to their simplicity and effectiveness in a variety of industrial ap-
plications. Their ability to combine proportional, integral, and derivative actions allows
for a balanced response that theoretically provides stability and precision. However, PID
controllers have significant limitations, particularly in systems with nonlinear dynamics or
varying operating conditions. Their performance can degrade due to issues like instability,
overshoot, and sustained oscillations [1,2]. Despite their advantages in linear systems, PIDs
struggle with nonlinearities such as saturation, and their performance can become unstable
in fast systems [3].

To address these limitations, various control structures have been proposed, including
adaptive gains [4], online tuning [5], and controllers with anti-windup actions [6,7]. Among
the robust alternatives, the Sliding Mode Controller (SMC) is notable for its ability to handle
disturbances and complex dynamics [8,9]. However, SMCs are prone to “chattering”, a
phenomenon of high-frequency oscillations that can reduce actuator lifespan [10]. Tech-
niques like replacing the sign function with a sigmoid function can mitigate chattering, but
this approach can introduce issues like wind-up and reduced controller speed [11].

Wind-up occurs when the integral action accumulates excess control effort due to
the controller’s output needing to reduce its magnitude, which leads to overshoot and
prolonged settling times [12]. Various methods, such as neural networks [4] and fractional-
order PID controllers [13], address wind-up but add complexity to controller design.

This work introduces a new sliding control approach using a Clegg integrator on a
PID-type sliding surface to mitigate integral windup and chattering. The Clegg integrator
reduces saturation effects by resetting the integral action when the error crosses zero,
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improving control precision and response speed [14]. The proposed approach will be
evaluated through a closed-loop velocity control system implemented on a half-horsepower,
three-phase motor. The controller was implemented in a Modicon M580 PLC that acts
over a variable frequency drive. For comparison purposes, the proposed SMC control is
assessed alongside a traditional PID controller, aiming to offer smoother control actions
and enhanced actuator longevity.

2. Methodology

The Sliding Mode Controller (SMC) with a Clegg Integrator introduces a robust con-
trol strategy capable of handling systems with nonlinearities and uncertainties. The SMC
provides robustness by driving the system’s state to a predefined sliding surface and
maintaining it there despite disturbances. Integrating the Clegg integrator, known for
its reset mechanism that reduces overshoot and improves transient response, enhances
the performance of the SMC. This combination effectively mitigates chattering, a com-
mon issue in conventional SMCs, and optimizes system response, making it a valuable
approach in control systems where precision and robustness are critical. The following
sections present details about the system identification and controller design for a velocity
control application.

2.1. System Description and Identification

The control system consists of a three-phase induction motor driven by a frequency
inverter with feedback from an encoder. A Schneider Electric Modicon M580 PLC is
responsible for managing the process control. The test bench, depicted in Figure 1, includes
the M580 PLC connected to expansion modules for analog inputs/outputs and fast counting
driver, all integrated via a backplane to evaluate the controllers’ performance.
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Figure 1. Schematic of implemented system.

The speed setpoint is given by an analog input on the expansion module, and an
analog output generates a 0 to 10 V signal to control the variable frequency drive to adjust
the motor speed. An encoder, attached to the motor shaft, provides pulse counts per
revolution to the fast counting module in frequency mode, which is then used to calculate
the motor’s speed in revolutions-per-minute (RPM).

The control setup used for testing and comparing the controllers is shown in Figure 2.
The main components, including the frequency drive, motor, encoder, and PLC, are high-
lighted. The PLC is housed in a protective case with external output connectors.
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Figure 2. Plant implemented to test the designed controllers.

Model Approximation

Industrial processes often exhibit nonlinear behavior or are modeled by high-order
equations, complicating controller design. Approximation techniques simplify by deriving
a linear model that retains the key traits of the nonlinear process. One widely used
approximation is the First Order Plus Dead Time (FOPDT) model, derived by applying a
step input, measuring the output, and extracting ’Smith points’ from the reaction curve [15].
This allows the nonlinear process to be effectively approximated by the FOPDT model, as
shown in (1).

Y(s)
U(s)

=
K · e−to ·s

τ · s + 1
(1)

where Y(s) is the controlled variable, U(s) is the output variable, K is the steady-state
gain, to is the system delay, and τ is the system time constant. The steady-state gain K
is determined by K = ΔY

Δu , the system delay time to is found using to = t2 − τ, and the
time constant τ is given by τ = 1.5 · (t2 − t1). The “Smith two-point method” [15] is used
to identify t1 and t2, the times at which the output reaches 28.3% and 63.2% of its final
value, respectively.

The system’s response, depicted in Figure 3, highlights nonlinearities that challenge
controller development. For comparison, the response of the first-order model with de-
lay to the same step input was simulated allowing a visual assessment alongside the
measured data.
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Figure 3. Response to a step input.

2.2. Fundamental Aspects of the Controllers
2.2.1. Proportional Integral Derivative Controller (PID)

PID controllers are the most commonly used feedback controllers, with over 90%
of control loops employing them, primarily in PI form due to the rare use of derivative
action [16]. Their widespread use stems from their simplicity and effectiveness. Designing
a PID controller involves identifying the process model, designing the controller structure,
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and tuning the parameters [17]. In this case, the classical PID structure, as shown in
Equation (2), will be utilized.

u(t)PID = Kp ·
(

e(t) +
1
Ti

·
∫
(e(t) · dt) + Td · de(t)

dt

)
, (2)

where u(t)PID is the controller output, e(t) is the system error, which is the difference
between the setpoint and the motor’s speed. Ti is the integral action time constant, and Td
is the derivative action time constant.

2.2.2. Sliding Mode Controller (SMC)

The Sliding Mode Controller (SMC) is a robust, nonlinear controller designed to handle
modeling inaccuracies by driving the system state to and maintaining it on a predefined
sliding surface [18].

The sliding surface use in this work s(t) is defined as:

s(t) =
de(t)

dt
+ λ1 · e(t) +

∫
λ0 · e(t)dt (3)

where λ1 and λ0 are tuning constants.
SMC consists of two main components: a discontinuous part, ud, which moves the

system quickly towards the sliding surface, and a continuous part, uc, which keeps the
system on the surface and guides it to the desired state [18]. The SMC control equation is
given by (4). The Sliding Mode Controller (SMC) described in [19] was used as a basis for
the development of the proposed controller. The following key equations are presented:

u(t) = uc(t) + ud(t) (4)

The continuous component uc(t) is derived from the sliding surface (4) and the system
model approximation (1), as follows:

uc(t) =
τ · t0

K

(
y(t)
τ · t0

+ λ0e(t)
)

(5)

The discontinuous component ud(t) is given by

ud(t) = KD
s(t)

|s(t)|+ ρ
(6)

where λ1, λ0, KD, and ρ are constants used in the controller design. The constants λ1 and λ0
are associated with the sliding surface dynamics, KD is a gain factor for the discontinuous
part, and ρ is a small positive constant to avoid division by zero. The method for calculating
these constants is proposed in [19].

2.3. Control Proposal: SMC+CLEGG Integrator

Chattering and high Mp are common issues in SMC due to its discontinuous control
nature. Using a Clegg integrator (CI) can reduce these problems by providing smoother
control and minimizing high-frequency oscillations.

The Clegg integrator, introduced by Clegg [20], is a nonlinear integrator with a reset
action. It was further developed by Krishnan and Horowitz and generalized as FORE by
Horowitz and Rosenbaum [21]. The CI resets its state to zero when the input crosses zero.

The PID+CI controller, shown in Figure 4, is a nonlinear/hybrid PID controller that
maintains the characteristics of traditional PID controller. Its input is the error signal e(s),
the output is the control signal u(s), kp is the proportional gain, τd is the derivative constant,
and τi is the integral time constant [14].
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Figure 4. Structure of the PID+CI controller.

The parameter preset, or reset ratio, is a dimensionless constant with values ε ∈ [0, 1]
that adjusts the weight of the CI term relative to the I term. A PID + CI controller becomes
a PID controller if the reset action is removed (preset = 0) and a PD + CI controller if
preset = 1. The reset should not apply to the entire integral term to preserve its fundamental
asymptotic property [14].

The PID + CI control scheme is described in (7), as follows:

(PID + CI)(s) = Kp

(
1 + Tds +

1 − preset

Tis
+
�

�
�preset

Tis

)
(7)

The reset action is indicated in (7) by setting tr = tcurrent when e(t) crosses zero. Recall
that the operator (�·) denotes the CLEGG integrator.

Using the same structure as that used by [19], a new sliding surface proposal is
presented in (8).

sPID+CI(t) =
de(t)

dt
+ λ1e(t) + λ0

(
(1 − preset)

∫ t

0
e(t)dt + preset

∫ t

tr
e(t)dt

)
(8)

The reset action impacts only the discontinuous component of the controller, as the
control law for the continuous component requires the derivative of the sliding surface,
thereby excluding the Clegg integrator. Conversely, the discontinuous component uses the
sliding surface in both the numerator and denominator of its equation.

The objective of the proposed approach is to reduce the significant overshoot and
chattering, which are primarily caused by the discontinuous part of the controller.

The final control equation is presented in (9), as follows:

u(t) =
τ · t0

K

(
y(t)
τ · t0

+ λ0e(t)
)
+ KD

sPID+CI(t)
|sPID+CI(t)|+ ρ

(9)

2.4. Evaluation Methods

To assess the efficacy of the controller and to juxtapose its performance with alternative
control methodologies, the following indices will be employed [14]:

• Maximum overshoot (Mp): Evaluates the overshoot of the controlled variable, indicat-
ing the speed at which the control action can change or vary.

• Rise time (tr): Measures how quickly the controller pushes the controlled variable
towards the reference.

• Settling time (ts): Determines the time required for the control action to stabilize the
controlled variable within a 2% margin.

• Integral index of absolute error (IAE): Assesses the controller’s performance by com-
paring the controlled variable with the reference; in this study, it is used to identify
which controller more effectively ensures that the system follows the reference.

• Total variations in control efforts (TVu): Evaluates the strength of the control action,
used here to compare the smoothness of different control strategies.
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3. Implementation and Results

3.1. Implementation Details

The control assessment was carried out in the experimental setup displayed in Figure 2
where the controllers were implemented in the Modicon PLC. The control strategies evalu-
ated were a PID controller, a sliding mode controller (SMC), and a combined SMC with
a Clegg integrator. The controlled variable is the motor speed, which is handled by a
frequency drive system.

To conduct a thorough and precise assessment of the system, two categories of tests
were executed:

1. Sudden changes in the set point: Sudden modifications in the speed set point were ap-
plied to examine the system’s capability to respond and adjust promptly to the newly
established conditions. Also, sudden set point decreases, analogous to abrupt changes,
and a swift reduction in the speed set point was initiated. This facilitated the evalua-
tion of the system’s stability and its proficiency in managing deceleration events.

2. Disturbances: A significant perturbation was introduced into the coupler connecting
the encoder and the motor to assess the resilience of the system. This disturbance
was simulated in the PLC by introducing a step change in the feedback from the
encoder. This evaluation seeks to determine whether the system can sustain the
desired set-point speed, even amidst external interferences or physical disturbances
that may compromise its operational efficacy.

The Software Matlab R2022b was used to obtain the system model, calculate the
performance indices, and compare the results. For PLC programming and data acqui-
sition, Control Expert version 15, with a Python add-on for MODBUS communication,
was utilized.

3.2. Sudden Changes in the Set Point

Figure 5 illustrates the speed response to sudden positive and negative changes, as
well as the controller’s output in reaction to abrupt set-point modifications.

(a) (b) 

Figure 5. Results of a sudden set-point change test. (a) Speed of the three-phase motor, (b) controller
output sent to the frequency variator.

Table 1 presents the performance indices observed during this test, along with the
percentage improvement of the proposed approach compared to conventional PID and
SMC controllers.
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Table 1. Test results for different controllers: sudden changes in the set point.

Sudden Set-Point Change Test Results

Metric PID SMC SMC+CLEGG

Positive Mp 10.80% 4.80% 4.40%
Improvement Mp 145.45% 9.09% -

ts 3.7 s 5.8 s 1.599 s
Improvement ts 131.39% 217.70% -

tr 1.934 s 0.926 s 0.926 s
Improvement tr 108.86% 0.00% -

Negative Mp 4.00% 36.00% 15.33
Improvement Mp −73.91% 134.78% -

ts 2.105 s 7.81 s 2.69 s
Improvement ts −21.75% 190.33% -

t f 1.558 s 0.438 s 0.438 s
Improvement t f 255.71% 0.00% -

IAE 3553.53 3479.50 2409.30
Improvement IAE - - -

TVu 1825.74 7396.00 3351.00
Improvement TVu - - -

Figure 5a shows the results obtained for sudden set-point changes, both positive and
negative, which show clear differences in the performance of the evaluated controllers. In
positive changes, the SMC+Clegg controller proves to be the most effective, with overshoot
reduced to 4.40% and the shortest settling time of 1.599 s, indicating fast convergence
to the desired set point with greater stability compared to PID and SMC. While the PID
shows a longer rise time (1.934 s) and a larger overshoot (10.80%), the SMC is characterized
by steeper oscillations before stabilizing. This is reflected in the significant percentage
improvements in response times for SMC+Clegg, positioning it as the fastest and most
accurate option in scenarios with positive set-point changes.

For the negative changes, the SMC+Clegg once again demonstrates its superiority
by offering shorter settling times and a better response to the chattering phenomenon.
Although the PID has a shorter decay time (1.558 s), this benefit is overshadowed by its
greater negative overshoot and lower overall stability. The SMC+Clegg, with a decay time
reduced to 0.438 s, ensures fast adaptation without compromising stability, while the SMC
struggles with oscillations and long settling times. These quantitative results reinforce
that SMC+Clegg offers a better balance between response speed and robustness, making it
suitable for applications that require high precision and stability against disturbances and
sudden changes.

Figure 5b shows the control signal; the SMC+Clegg controller effectively minimizes
oscillations and achieves the lowest IAE value (2409.30), indicating its superior ability
to reduce accumulated error over time. However, while it demonstrates efficiency in
maintaining precision, it is important to note that the PID controller achieves a lower TVu
value (1825.74), suggesting that PID requires less overall control effort. Despite this, the
SMC+Clegg controller strikes a more effective balance between precision and response
speed, making it a robust choice for applications demanding high accuracy and stability in
the presence of abrupt set-point changes.

3.3. Disturbance Testing

Figure 6 shows the speed response to disturbances and the corresponding output
generated by the controller in reaction to these disturbances.
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(a) (b) 

Figure 6. Results of disturbance test. (a) Speed of the three-phase motor, (b) controller output sent to
the frequency variator.

Table 2 illustrates the various performance indexes and the comparisons with the
proposed control that were observed during the disturbance tests.

Table 2. Disturbance test results.

Disturbance Test

Metric PID SMC SMC+CLEGG

Negative Mp 10.00% 9.60% 9.33%
Improvement Mp 7.14% 2.86% -

ts 1.512 3.334 1.97
Improvement ts −23.25% 69.24% -

tr 0.901 0.641 0.641
Improvement tr 40.56% 0.00% -

IAE 1423.04 1729.10 1262.49
Improvement IAE - - -

TVu 1240.80 3089.00 2437.00
Improvement TVu - - -

Figure 6a shows the response of the engine speed system in the presence of a dis-
turbance. Three controllers are compared: PID, SMC (Sliding Mode Controller), and
SMC+CLEGG. The PID controller shows a fast response, but with notable oscillations
before stabilizing, with a negative Mp of 10% and an improvement of 7.14%. The SMC has
a slower response, but with fewer oscillations at the beginning, obtaining a negative Mp
of 9.60% and an improvement of 2.86%. Finally, the SMC+CLEGG offers an intermediate
performance with a negative prominence of 9.33%, showing an improvement in the estab-
lishment time (ts) compared to the SMC, with a value of 1.97 s compared to the 3.334 s of
the SMC.

Figure 6b analyzes the control signal generated by each controller in response to
the disturbance. The PID controller requires quick and significant adjustments, which is
reflected in a TVu of 1240.80 and an IAE of 1423.04. Although these values are high, they
are lower than those obtained by the SMC, which presents a TVu of 3089.00 and an IAE of
1729.10, which indicates a greater effort in correcting the disturbance. The SMC+CLEGG,
although it achieves a balance by reducing both the TVu (2437.00) and the IAE (1262.49),
improving the traditional SMC, the PID still offers better performance in this particular test,
with lower TVu and IAE values. It should be noted that in Figures 5 and 6, the speed does
not stabilize at the set point but maintains a constant oscillation of approximately 0.5%
in magnitude. This is due to electromagnetic noise from other elements connected in the
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laboratory and the vibrations of the mechanical coupling observed in Figure 2, effects that
are unavoidable in the implementation of a real system.

4. Conclusions

In this work, a new sliding mode control proposal was designed and implemented on
a PLC for speed control of an induction motor. Additionally, conventional PID and SMC
were employed to compare the performance of the proposed control method using various
performance indices.

The PID controller shows slower response times but is more stable initially, with
less overshoot. The SMC provides faster response times but is characterized by higher
overshoot and more chattering. The SMC+CLEGG controller effectively combines the
speed of the SMC with improved stability, significantly reducing chattering due to the
action of the Clegg integrator.

The SMC+CLEGG controller offers a smoother and more stable response compared to
the SMC, minimizing chattering that could damage the actuators, thus prolonging their
useful life. Although it has a higher TVu rating than the PID, it is still lower than the
SMC. This is because sliding mode controllers allow the system to reach the set point
more quickly, which requires more intense control actions. However, by reducing the
windup effect of the conventional SMC, the SMC+CLEGG provides smoother control
action. The SMC+CLEGG controller not only improves system accuracy and stability, but
also contributes to greater energy efficiency. By minimizing oscillations and settling time,
unnecessary motor work and therefore energy consumption is reduced. This is especially
important in industrial applications where energy efficiency is a key factor in reducing
operating costs and improving sustainability.
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Abstract: This study examines the impact of Inverter-Based Distributed Generators (IIDGs) on short-
circuit currents detected by the main relay at the head of a radial feeder. It highlights how changes in
fault currents induced by these inverter technologies can significantly affect the effectiveness and
reliability of network protection systems. Key variables, such as the level of IIDGs penetration and
the relative location of faults with respect to the relay, have been identified as influential factors. The
significance of these findings lies in their contribution to a deeper understanding of how inverter
fault responses and the integration of IIDGs alter fault currents. To mitigate the adverse effects
associated with the insertion of IIDGs, a fault-detection and tripping strategy based on the inverse-
time overcurrent curve is proposed. The suggested strategies not only improve fault detection
accuracy but also ensure an appropriate response to variations in network conditions.

Keywords: European medium-voltage network; inverter fault response; inverter-based distributed
generation; adaptive overcurrent relay

1. Introduction

The increase in the penetration of IIDG in conventional distribution networks responds
to the growing energy demand by leveraging their technical and economic benefits. IIDGs
significantly contribute to improving energy quality, reliability, and the production of
low-cost, carbon-free energy [1]. However, the inclusion of these generating units can alter
the sensitivity of protection devices, especially overcurrent relays in feeders, which may
suffer from partial to total blindness during faults [2].

To understand how distributed generators (DGs) modify fault characteristics and
thereby develop or improve protection schemes, it is crucial to characterize and understand
the response of DGs to such faults. This response varies depending on the type of DG
and whether they are synchronous generators or inverter-based units. While the fault
response of synchronous DGs has been widely studied, with uncontrolled fault currents
that can reach between 5 and 10 times the generator’s nominal current [3], inverter-based
generators, being relatively new technologies, present a contribution to the fault current
that is still under study and depends on the inverter control method. These IIDGs, during
a fault, contribute a maximum of between 1.2 and 2 times the inverter’s nominal current
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to prevent damage to electronic components, with the duration of this current injection
varying depending on the severity of the voltage drop at the point of common coupling
(PCC) [4].

In this context, a DG unit, regardless of its type, will contribute to the fault current
and, no matter how insignificant this contribution may be, it will cause changes in the
short-circuit current in other parts of the network, thus altering traditional short-circuit
patterns [4]. The main negative effects impacting protections include reverse power flow,
sympathetic tripping, and protection blindness, among others. Specifically, this article
focuses on protection blindness, a phenomenon in which the fault current perceived by
the main relay is reduced due to the connection of the IIDG, thus causing a delay in the
operation of the protection or, in more severe cases, completely disabling the relay’s ability
to detect faults. The extent of this current reduction is influenced by certain factors, such
as the location of the DG, its size, and the relative location of the fault. These factors are
analyzed both analytically and through simulations by the authors of [5,6].

The literature has proposed solutions to mitigate the negative effects on protections, in-
cluding protection blindness by immediately disconnecting DGs during a fault, modifying
the protection system through the installation of new switches, changing distance relays,
and using directional overcurrent or differential relays. Proposals also include limiting the
capacity of the DG, installing fault-current limiters (FCLs), and adaptive protection schemes,
among others. While these measures are partially effective, they present certain limitations.
Disconnecting DGs can cause severe voltage drops and stability issues if the disconnection
is massive. Also, disconnecting DGs during temporary faults is not economically bene-
ficial [7]. Modifying the protection scheme increases costs and complicates coordination
among devices. Limiting the capacity of IIDGs clearly does not represent a viable solution,
as it contradicts incentive policies for transitioning to a more sustainable energy matrix and
underutilizes an economical resource that should be increasingly exploited [8]. On the other
hand, implementing FCLs to preserve the original relay settings requires a detailed analysis
of the optimal impedance and the appropriate location of the FCLs. However, a major
drawback is their high additional cost, which is undesirable for both utility companies
and DG owners. These challenges highlight the advantages of another alternative, such as
adaptive adjustments in overcurrent protection. The adaptive protection of the overcurrent
relay has been extensively researched for its ability to adjust to variations induced by DGs,
thus effectively addressing the adverse effects of their inclusion in protection systems, such
as protection blindness and loss of coordination among different protection devices. This
adaptability allows for managing fluctuations in fault currents without the need to replace
existing protection systems, an option that would be economically unfeasible [9]. Based
on a review of the existing literature, this document proposes a strategy to mitigate the
blindness of relays in the face of the increasing penetration of IIDGs. This article contributes
the following proposals:

• An adaptive adjustment of the pickup current in overcurrent relays is proposed in
response to changes associated with the connection and disconnection of IIDGs. This
adjustment, by increasing the current pickup multiplier above one, ensures that the
relay maintains its sensitivity and is capable of detecting even the smallest faults in
the system, thus mitigating delays in response time and protection blindness.

• A protection scheme specifically designed to combat protection blindness induced by
the integration of IIDGs is introduced. This approach is based on modifying the current
pickup multiplier used to calculate the tripping time of the protection. By adjusting
this single variable, the variability of the penetration of IIDGs into the network, as
well as their location and proximity to faults, is taken into account. This modification
significantly improves the applicability of the scheme in digital overcurrent relays in
emerging systems.
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2. Fundamentals of the Inverse-Time Overcurrent Relay

The inverse-time overcurrent relay (OCR) serves as the primary protection in radial
distribution feeders. It operates based on the principle that the relay’s operation time is
inversely proportional to the magnitude of the fault current flowing through it. Various
families of inverse-time curves have been defined by international standards; their analyti-
cal expression and corresponding coefficients for the IEC 60255 and ANSI/IEEE standards
are shown in Equation (1) and reference [10], [11] and [12], respectively. Here, top is the
operation time of the relay, and TDS represents the time dial setting. Isc is the fault current
measured by the relay, while Ipickup is the relay’s setting for fault detection. The constants
A, B, and ρ are specified by international standards for each type of inverse-time curve.

top =

⎡⎢⎣ A(
Isc

Ipickup

)ρ − 1
+ B

⎤⎥⎦× TDS (1)

Inverse-time overcurrent relays (TOC) are configured with principal settings: (1) Ipickup,
which defines the minimum fault current necessary to activate the relay, and (2) the TDS,
which, along with the type of curve, establishes the relay’s response time to a fault based on
coordination with other protection devices. In traditional relays, TDS values can range from
0.5 to 10. The Ipickup setting is determined based on the maximum fault current and load
current, thus ensuring that the protection’s selectivity is maintained under any operational
condition. Minimum fault current values are used solely to verify that the relay can detect
the smallest fault within the protected zone. Equation (2) mathematically describes Ipickup,
where Iload represents the maximum load current and k is a constant that prevents the relay
from activating under normal conditions, such as temporary overloads, power transfers,
and errors in current transformers (CTs). The value of k ranges between 1.5 and 2.

Ipickup = k × Iload (2)

The TOC serves as primary protection for its line section and as backup protection
for the adjacent section, as illustrated in Figure 1. This implies that the relay’s reach must
extend from the minimum fault current at the remote end of the adjacent section to the
maximum current at the point of installation of the head relay. However, establishing this
range presents challenges because the Ipickup, calculated as a multiple of the load current,
introduces uncertainty into the precise definition of the relay’s reach, especially in modern
networks where the renewable resource is variable.

 
Figure 1. Reach of the overcurrent relay.

To mitigate the uncertainty in the relay’s reach, the OC is analyzed using the pickup
current multiplier (M). This approach ensures that the relay adequately responds to both
significant and subtler faults, providing comprehensive and effective network protection.
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From Equation (1), the operation time of the relay can also be expressed in terms of M,
which is the ratio between Isc and Ipickup, as specified in Equation (3).

top =

[
A

(M)ρ − 1
+ B

]
× TDS (3)

In analyzing the multiplier M, it is considered that a fault is detected when Equation (2)
is satisfied, thus defining the threshold that activates the relay, Mthreshold, as shown in
Equation (4). It is established that a fault condition exists when the threshold exceeds
1, while the system is considered to be operating normally if the threshold is less than
1. This allows for the graphical representation of the relay’s curve as a function of time
and M. Furthermore, a lower limit of 1.5 is set in Equation (4) based on the observation
that, as illustrated in Figure 2, operation times for an M between 1 and 1.5 are excessively
prolonged and, therefore, ineffective for protection purposes. Consequently, a fault is
declared when M is greater than or equal to the threshold Mthreshold = 1.5 [13].

Mthreshold =
Isc

Ipickup
=

(Isc | Isc = k × Iload)

k × Iload
= 1 (4)

 

Figure 2. Operational time curves based on M vs. time.

3. Modeling

To assess the impact of IIDG on the protection at the feeder head, the well-documented
CIGRE European MV distribution network was selected. This is a three-phase, symmetrical,
and balanced network, whose single-line diagram is shown in Figure 3. The network
includes main three-phase feeders with a radial configuration. This model was chosen for
its adaptability and relevance to studies related to the integration of IIDGs [14]. In this
analysis, IIDGs were incorporated at buses 5, 9, and 7 of the system, with capacities of 0.7,
0.5, and 1.5 MW, respectively, allowing for different levels of IIDG penetration at 16%, 33%,
44%, 50%, and 60% with the different combinations of the IIDGs.

The IIDG was modeled using a three-phase, two-level Voltage Source Converter (VSC)
with an LC output filter, which includes a fault response model with injection of negative
and positive sequence currents for unbalanced and balanced faults, respectively. The
interconnection of the IIDG and the AC network is made through a delta-star step-up
transformer, supplying the system with powers of 0.7, 0.5, and 1.5 MW. The IIDG model
implemented in MATLAB–Simulink (https://www.mathworks.com/products/matlab.
html, accessed on 6 September 2024) is illustrated in Figure 4, and details of its modeling
are discussed by the authors in references [5,6].
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Figure 3. European CIGRE MV network model.

 

Figure 4. IIDG model.

4. Effects of Inclusion of IIDGs on the Overcurrent Relay

To evaluate the impact of various topological changes, such as the connections and
disconnections of distributed generators, on the fault current perceived by the head relay,
a sensitivity study was conducted on the CIGRE medium-voltage network with IIDG
integration. This study considered three scenarios: pre-fault conditions for each level
of IIDG penetration, fault conditions without IIDGs, and fault conditions with various
levels of IIDG penetration. The results of this analysis provided the foundation for making
adaptive adjustments to the head relay, which is essential for maintaining the effectiveness
of the protection system amidst changes in network topology due to the integration of
renewable generation sources.

4.1. Pre-Fault Condition

In this initial pre-fault scenario, a reduction in the RMS current magnitudes detected
by the head relay is observed as the penetration of IIDGs increases. This trend is evident
in Table 1, where the highest current is recorded without the connection of IIDGs and the
lowest is recorded with 60% penetration. Although this pattern is consistent across all
three phases, for illustrative purposes, the variation of phase A is graphically presented in
Figure 5.

Table 1. Pre-fault current magnitudes for different levels of penetration.

Phases
Penetration Level

0% 16% 33% 44% 50% 60%

Ia [A] 132.865 114.472 94.9389 82.6763 78.7549 66.5616
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Figure 5. Variation of pre-fault current for different levels of penetration—phase A.

Given the fluctuation of currents due to the connection or disconnection of IIDGs, it
is crucial to adaptively adjust the Ipickup based on the current state of the network instead
of using a fixed threshold, as is customary in networks without IIDGs. As illustrated in
Table 1, if the Ipickup is set at twice the pre-fault current—resulting in 265.73 A—a Mthreshold
of 1.5 is obtained. However, maintaining a constant Ipickup results in significant deficiencies
when faced with variations in IIDG penetration; for example, at a penetration level of 16%,
the calculation of Mthreshold is (1.5 × 2 × 114.472)/(2 × 132.865) ≈ 1.29, which is clearly
below the value of 1.5. Similarly, Mthreshold values for penetration levels of 33%, 44%,
50%, and 60% are 1.07, 0.93, 0.89, and 0.75, respectively. This indicates that a fixed Ipickup
value for different network states causes relay underreach or blindness, which worsens
with increased DG penetration, as shown in Figure 6, where the Mthreshold for all levels of
penetration falls below 1.5.

Figure 6. Effect of considering a fixed Ipickup for different levels of penetration.

An effective solution to this challenge involves adapting the Ipickup based on the load
current corresponding to the current state of the system (connection or disconnection of
IIDGs). This ensures that the Mthreshold consistently remains at 1.5, allowing the protection
system to adequately respond to the smallest fault in all topological states of the network.
In this way, the overcurrent curve will always operate with an Mthreshold of 1.5, regardless
of the connections or disconnections of the IIDGs. This adaptive adjustment resolves the
issue of underreach or blindness of protections, a common consequence of the inclusion
of IIDGs, and enhances the reliability and effectiveness of the protection system in the
evolving network.
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4.2. Fault Current Behaivior Without IIDGs

For this analysis, simulations of various short-circuit fault conditions (1ϕ, 2ϕ-g, and
3ϕ) were conducted along feeder T2. The fault currents recorded by the head relay at each
fault location are detailed in Table 2 for branches T2-A, T2-B, and T2-C. The results indicate
that the fault current decreases as the fault location moves away from the feeder head, a
trend consistently observed across all phases affected by the different types of simulated
faults. To illustrate this behavior, Figure 7 shows the three-phase currents detected by
the head relay for a three-phase fault with a fault resistance of 0.01 Ω at different points
along branch T2-C. This phenomenon is attributed to the increased distance between the
substation and the fault point, which increases the total impedance of the circuit and,
consequently, reduces the magnitude of the fault current.

Table 2. Fault currents observed by the header relay [A]—0% DG.

Location B1 B2 B3 B4 B5 B6 B8 B9 B10 B11 B7

Branch T2-A X X X X X X

Branch T2-B X X X X X X X

Branch T2-C X X X X X

T
y

p
e

s
o

f
F

a
u

lt
s

1ϕ B 630.999 572.573 493.159 484.914 477.735 459.736 475.29 471.225 462.066 458.373 456.564

2ϕ-g
B 5258.74 2568.59 1406.18 1322.36 1253.91 1098.66 1239.13 1203.97 1127.15 1097.25 1075.72

C 4456.26 2067.22 1128.54 1064.93 1013.38 897.682 1001.65 975.229 917.937 895.774 880.627

3ϕ A 5635 2677.5 1439.27 1352.58 1282.11 1123.43 1266.55 1230.43 1151.91 1121.47 1100.04

   
Figure 7. Three-phase fault—branch T2-C—0% IIDG penetration level.

4.3. Fault Current Behavior with IIDGs

This study examines the influence of the fault location on the current detected by the
head relay while maintaining a constant level of IIDG penetration. Branches T2-A, T2-B, and
T2-C of the feeder were analyzed, as shown in Figure 3. For each branch, the amplitudes of
the fault currents observed by the head relay were measured, revealing that the magnitude
of the fault current decreases as the fault point moves away from the feeder head. This
phenomenon was consistently manifested across all branches, levels of DG penetration,
and types of faults, which is similar to observations in systems without DGs. The current
results for branch T2-C, with a 50% DG penetration, and the decreasing trend for three-
phase faults are shown in Figure 8, while Table 3 presents the current results for feeder
T2-C with a 50% IIDG penetration. Additionally, it was noted that short-circuit currents
are lower in scenarios with DGs compared to those without DGs. The minimum current
detected by relay R1 occurred with the maximum DG penetration, while the maximum
fault current was recorded in the absence of DGs, especially near the substation during a
three-phase fault.
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Figure 8. Three-phase fault—branch T2-C—50% IIDG penetration level.

Table 3. Fault currents observed by the header relay [A]—50% DG.

Location B1 B2 B3 B4 B5 B6 B8 B9 B10 B11 B7

Branch T2-A X X X X X X

Branch T2-B X X X X X X X

Branch T2-C X X X X X

T
y

p
e

s
o

f
F

a
u

lt
s

1ϕ B 571.457 521.264 460.37 451.874 444.521 423.41 444.201 439.455 428.853 424.559 428.05

2ϕ-g
B 4849.18 2473.65 1381.74 1298.96 1231.32 1074.83 1219.27 1183.69 1105.8 1075.53 1059.65

C 4047.37 1967.81 1096.48 1036.28 987.186 875.458 975.944 950.821 895.669 874.151 859.481

3ϕ A 5157.78 2561.66 1403.93 1318.43 1248.29 1087.3 1235.91 1199.19 1119.55 1088.43 1073.1

Considering the calculation of the Ipickup multipliers, using Equation (4) and consid-
ering the adaptive Ipickup depending on each level of DG penetration as detailed in study
1 of this section, results were obtained as shown in Table 4 for simulated faults in feeder
T2-C at the 50% level of renewable generator penetration. From the results obtained, it
can be concluded that regardless of the level of IIDG penetration in the network, the fault
current will tend to decrease as it moves away from the feeder head, thereby maintaining
the concept of the inverse-time overcurrent curve, as faults further from the substation will
have a longer operation time of the relay-associated breaker, while for faults closer to the
feeder head, this time decreases. On the other hand, as reflected in Table 5, the data indicate
that the fault current perceived by the head relay significantly decreases as the level of
IIDG penetration increases, reaching the lowest value with 60% penetration. This suggests
that a higher level of IIDG penetration leads to reduced fault currents, thus extending the
operation time on the overcurrent curve and allowing the network to tolerate these currents
for an extended period. In contrast, 0% IIDG penetration results in the maximum fault
currents, which require a quicker relay response to ensure adequate network protection, as
shown in Figure 9.

Table 4. Ipickup Multiplier—50% DG.

Location B1 B2 B3 B4 B5 B6 B8 B9 B10 B11 B7

Branch T2-A X X X X X X

Branch T2-B X X X X X X X

Branch T2-C X X X X X

T
y

p
e

s
o

f
F

a
u

lt
s

1ϕ B 5.44 4.96 4.38 4.30 4.23 4.03 4.23 4.19 4.08 4.04 4.08

2ϕ-g
B 46.18 23.56 13.16 12.37 11.73 10.24 11.61 11.27 10.53 10.24 10.09

C 38.54 18.74 10.44 9.87 9.40 8.34 9.29 9.05 8.53 8.32 8.19

3ϕ A 49.12 24.40 13.37 12.56 11.89 10.35 11.77 11.42 10.66 10.37 10.22
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Table 5. Mmax calculated for each level of DG penetration.

0% IIDG 16% IIDG 33% IIDG 44% IIDG 50% IIDG
60%

IIDG

I pre-fault [A] 132.87 114.47 94.94 82.68 78.75 66.56

I pickup [A] 265.73 228.94 189.88 165.35 157.51 133.12

I fault max
[A]

5635.00 5461.90 5309.78 5204.11 5157.78 5030.21

Mmax [pu] 31.81 35.79 41.95 47.21 49.12 56.7

 

Figure 9. Current magnitude for different levels of penetration.

In this context, the multiplier M, detailed in Table 5, should tend to be lower for
higher levels of IIDG penetration, while higher values of M are expected in scenarios
without IIDG inclusion. Contrary to expectations, the simulation results show that M is
lower when the fault current is at its maximum, implying a delay in the circuit breaker’s
operation in the presence of high and severe currents, which should be interrupted almost
instantaneously to protect the network. Additionally, M increases as the level of IIDG
penetration increases, resulting in faster activation for lower currents. This behavior is
contrary to what is desirable according to the logic of a typical overcurrent curve, where
faults with high currents are expected to trigger faster actions, while faults with lower
currents allow for a longer time interval before the breaker intervenes, as seen in Table 5
and Figure 10.

 

Figure 10. Overcurrent curve—Mmax.
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Therefore, it is evident that merely adjusting the pickup current for each system
state—including the various states of connection or disconnection of the IIDGs—while
effectively resolving the issues of protection blindness and delay in tripping also introduces
a complication, as the M calculated for a level of penetration is greater than for a system
without IIDGs, which contradicts the conventional overcurrent protection theory. To
address this discrepancy, the M used for fault detection is adjusted. The mathematical
expression for this adjustment is based on the premise that the maximum multiplier (Mmax)
is established from a simulated three-phase fault at the relay location for the scenario
without connected DGs, as shown in Equation (5).

Mmax =
1.5 × I0% I IDG_B1

f ault_3ϕ

2 × I0% I IDG
pre f ault

(5)

From Mmax, it is inferred that the M calculated for variations in IIDG penetration will
be lower than this value. Thus, with the increase in IIDG penetration, any fault along the
feeder will result in a lower current magnitude compared to Mmax. Consequently, all of
the trip multipliers (Mtrip) are calculated based on the maximum pickup current, as per
Equation (6).

Mtrip =
I f ault

I0% I IDG_B1
f ault_3ϕ

×Mmax + Mpickup (6)

Tables 6 and 7 present the results of the Mtrip calculations obtained from
Equations (5) and (6), respectively. These calculations were performed for two fault loca-
tions on the T2-C branch: the fault at B1, which is closest to the substation, and the fault at
B7, which is the furthest away. The purpose of these calculations is to verify the proper
functionality of the proposed current multiplier, thus ensuring that the calculated values
exceed 1.5. This guarantees that regardless of the type and location of the fault, the relay is
sufficiently sensitive to detect faults under variations in the DGs.

As observed in Table 6, the multipliers calculated from Equation (5), which only
considers the adjustment of the adaptive pickup current without the proposed modification,
were found to be greater than 1.5. However, an erroneous trend is identified in these values,
as the multiplier increases in a way that is directly proportional to the increase in the
DG penetration level. This is conceptually incorrect, as a higher multiplier value implies
a reduced operation time theoretically for higher currents. However, as demonstrated
throughout this article, the higher the level of DG penetration, the lower the current
perceived by the relay, suggesting that the multiplier should decrease as the level of
penetration increases, a trend not observed in Table 6.

Table 6. Mtrip—fault at B1 and B7—Equation (5).

IIDG

Fault B1 Fault B7

1ϕ 2ϕ-g 3ϕ 1ϕ 2ϕ-g 3ϕ

b b c a b b c a

0% 3.56 29.68 25.15 15.11 2.58 6.07 4.97 6.21

16% 4.01 33.48 28.22 17.28 2.90 6.99 5.72 7.12

33% 4.66 39.34 33.00 20.54 3.47 8.44 6.85 8.58

44% 5.23 44.33 37.05 23.34 3.93 9.65 7.82 9.78

50% 5.44 46.18 38.54 24.40 4.08 10.09 8.19 10.22

60% 6.29 53.37 44.35 28.48 4.75 11.87 9.61 11.99
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Table 7. Mtrip—fault at B1 and B7—Equation (6).

IIDG

Fault B1 Fault B7

1ϕ 2ϕ-g 3ϕ 1ϕ 2ϕ-g 3ϕ

b b c a b b c a

0% 5.06 31.18 26.65 33.31 4.08 7.57 6.47 7.71

16% 4.95 30.35 25.82 32.33 4.00 7.52 6.43 7.64

33% 4.83 29.61 25.08 31.47 3.98 7.53 6.39 7.63

44% 4.76 29.08 24.56 30.88 3.94 7.50 6.37 7.59

50% 4.73 28.87 24.35 30.61 3.92 7.48 6.35 7.56

60% 4.65 28.23 23.72 29.89 3.88 7.45 6.32 7.51

On the other hand, incorporating the proposed variation in Equation (6), Mtrip is
determined for faults at bars B2 and B7 for different levels of penetration, as indicated
in Table 7. The results clearly show that the pickup multiplier decreases as the level of
penetration increases, corroborating the premise that faults occurring under an increasing
level of penetration produce lower fault currents and, therefore, require a longer operation
time. Analyzing the two fault locations—the one closest to the substation at bar B2 and the
farthest at B7—it is observed that the Mtrip calculated are lower for the fault farther from
the head, while they increase for the fault closer to the substation. This confirms that the
adjustment of the multiplier adequately considers the dynamic variation in the magnitude
of the feeder current, which is influenced by various factors, such as different levels of IIDG
penetration and the location of the fault.

5. Discussion and Conclusions

This study explores the impact of integrating IIDGs on the short-circuit currents
detected by the main relay at the head of a radial feeder. An adaptive fault detection and
tripping strategy based on the inverse-time overcurrent curve is proposed, which not only
improves the accuracy of fault detection but also ensures an appropriate response to the
connection and disconnection variations of the IIDGs.

The results indicate that regardless of the level of IIDG penetration, the fault current
decreases as it moves away from the feeder head, maintaining the principle of the overcur-
rent curve, which stipulates longer operation times for distant faults and reduced times for
closer faults. Additionally, it was observed that as the level of IIDG penetration increases,
the fault current perceived by the relay significantly decreases, which was reflected in
lower values of the pickup current multiplier when the fault current was at its maximum,
causing a delay in the operation of the protection system. Conversely, an increase in IIDG
penetration resulted in faster activation for lower currents.

In response to this behavior, the calculation of the pickup current multiplier was
adjusted to ensure that regardless of the network state, the adjusted overcurrent curve
maintains a threshold of 1.5, thus facilitating effective fault detection. Once a fault is
detected, the Mtrip parameter is calculated to determine the operating time of the breaker
associated with the relay. This ensures that the protection system acts correctly, thus
providing a rapid response in the presence of high currents and allowing for a longer
interval before breaker intervention for lower currents.
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Abstract: Increasingly, humans are exposed to different activities at work, at home, and in general
in their daily lives that generate episodes of stress. In many cases, these episodes could produce
disorders in their health and reduce their quality of life. For this reason, it is crucial to implement
mechanisms that can detect stress in individuals and develop applications that provide feedback
through various activities to help reduce stress levels. Physiological parameters, such as galvanic skin
response (GSR) and heart rate (HR) are indicative of stress-related changes. There exist methodologies
that use wearable sensors to measure these stress levels. In this study, a sensor of blood volume
pulse (BVP) and an electrocardiography (ECG) sensor were utilized to obtain metrics like heart
rate variability (HRV) and pulse arrival time (PAT). Their features were extracted, processed, and
analyzed for anxiety detection. The classification performance was evaluated using decision trees,
a support vector machine (SVM), and meta-classifiers to accurately distinguish between “stressed”
and “non-stressed” states. We obtained the best results with the SVM classifier using all the features.
Additionally, we found that the ECG AD8232 sensor provided more reliable data compared to the
photoplethysmography (PPG) signal obtained from the MAX30100 sensor. Therefore, the ECG is a
more accurate tool for assessing emotional states related to stress and anxiety.

Keywords: anxiety detection; stress recognition; ECG; PPG; heart rate variability

1. Introduction

Anxiety and stress are common in daily life and can impact performance. According
to the World Health Organization (WHO), depression and anxiety cases have increased by
50% from 1990 to 2013 [1]. The WHO has also recommended investing in mental health
treatment to enhance both individual well-being and economic growth [1]. Technology
allows for the monitoring of physical and mental health through Quality-of-Life Technology
(QoLT) [2,3], we can use devices like the MAX30100 oximeter (Maxim Integrated, San Jose,
CA, USA) and AD8232 (Analog Devices, Wilmington, MA, USA) ECG sensors to assess
anxiety. Physiological indicators such as heart rate (HR) [2–6], blood pressure (BP) [7,8],
and heart rate variability (HRV) [6,8] can reflect stress levels.

This article analyzes students’ behavior before a test or evaluation about their stress
and anxiety levels, using ECG and BVP sensors, with data collected by an ESP32 (Espressif,
Shanghai, China). The ESP32 was chosen for its ability to handle multiple sensors and
ADC converters with a higher resolution, facilitating connection and accuracy in reading.
Twenty volunteers were monitored for five minutes before and after an evaluation event,
and features were extracted from ECG and PPG signals using Matlab 2018B.

Section 2 discusses heart rate variability and its link to anxiety and reviews the features
extracted from the ECG and PPG signals. Section 3 describes the data collection, while
Section 4 explains the methodology. Finally, Section 5 presents the results and discussion.
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2. Analysis of Anxiety with Custom Sensors

Affective states can be analyzed by monitoring physiological signals, reflecting the
influence of the Autonomic Nervous System (ANS) on respiratory and cardiovascular
functions [8].

The ANS regulates involuntary activities like heart contraction and blood pressure [3]
and consists of the parasympathetic nervous system (PNS) and the sympathetic nervous
system (SNS) [7]. The PNS fosters a “rest and repose” state, while the SNS triggers a “fight
or flight” response [8]. Stress increases SNS activity and decreases PNS activity [3,7]. Both
HR and HRV are affected by these systems [3].

This study examines heart activity and oximetry responses to stress using the MAX30100
oximeter (Maxim Integrated, San Jose, CA, USA) and AD8232 ECG sensor (Analog Devices,
Wilmington, MA, USA).

2.1. Heart Activity

Heart rate variability (HRV) measures the variation between consecutive heartbeats
that can be analyzed in both the frequency and time domains [9]. It serves as a non-invasive
tool to assess the ANS and is a useful stress indicator [3]. Factors like anxiety, stress,
physical exercise, and heart disease activate the SNS, leading to increased HR [9]. HRV is
derived from ECG and BVP signals.

Measurements of BVP can be realized using a photoplethysmography (PPG) sensor.
The MAX30100 sensor can be configured to record a PPG signal at a frequency of 100 Hz.
The finger is placed on the sensor, and it sends infrared light into the skin and measures the
amount of light reflected. There is a direct relation between the amount of light reflected
and the amount of blood that is present [3].

The AD8232 sensor captures ECG signals by detecting the electrical activity of the
heart through body electrodes (Figure 1). It is ideal for HRV studies, as it provides cardiac
data that help identify patterns related to stress, anxiety, and other physiological states
related to the autonomic nervous system. The ECG is a periodic signal that shows the
electrical activity produced by an impulse of ions flowing through the heart muscles [3].

Figure 1. Measuring with a triode ECG sensor.

In the time domain, the features of the ECG signal can be obtained using statistical
and geometric methods. The features extracted statistically are as follows:

• RR interval: Distance between two R-peaks consecutives (Figure 2) of the ECG signal.
• Heart Rate: Number of R-peaks measured inside a period (beats per minute bpm).

HR =
number o f R − peaks

Time (minutes)
(1)

• RR: Mean value of normal RR intervals, where RRi is the interval i-th between two
R-peaks consecutives.

RR =
1
N

N

∑
i=1

RRi (2)
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• SDNN: Standard deviation of all normal RR intervals; where RRi is the interval i-th
between R-peaks consecutives, N is the total number of normal RR intervals inside a
period and RR is the mean value of all normal RR intervals [10].

RR =
1
N

N

∑
i=1

RRi (3)

• RMSSD: Root mean square successive difference of normal RR intervals.

RMSSD(ms) =

√√√√ 1
N − 1

N−1

∑
i=1

(RRi+1 − RRi)
2 (4)

• pNN50%: Number of successive differences of normal RR intervals (ΔRR) which differ
by more than 50 ms. It is expressed as a percentage of the total number of normal RR
intervals [9], where ΔRRj is the difference j-th between two RR intervals.

ΔRRj = RRi+1 − RRi (5)

NN50% = number of ΔRRj > 50 ms (6)

pNN50% =
NN50%

total number o f ΔRRj
× 100 (7)

• SDSD: Standard deviation of differences between the adjacent normal RR intervals,
where ΔRR is the mean of all values ΔRRj [11].

SDSD (ms) =

√√√√ 1
N − 1

N−1

∑
j=1

(
ΔRRj − ΔRR

)2 (8)

In the case of geometric methods, the features can be the HRV triangular index and
the triangular interpolation of NN interval histogram (TINN) [6,9,11]. To calculate these
features, the series of normal RR intervals should be converted into geometric patterns
(Figure 2), where the duration of normal RR intervals serves as the x-axis of the plot and
the number of normal RR intervals serves as the y-axis [11].

• HVR triangular index is measured as the relation between the total number of all
normal RR intervals and the Y value, where Y is the maximum value of the sample
density function [11].

• TINN is given by the difference between M and N values shown in Figure 2.

Figure 2. Sample density distribution function [11].
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In the frequency domain, the short-term or long-term recordings can be executed. In
short-term recordings (2 to 5 min), the power distribution and the central frequency of very
low frequency (VLF, f < 0.04 Hz) [11], low frequency (LF, 0.04–0.15 Hz) and high frequency
(HF, 0.15–0.4 Hz) [3,11,12] bands can be analyzed and quantified; other features can be
obtained like the ratio of power in the LF to HF bands and total spectral power of all RR
intervals up to 0.4 Hz [4–6,8,11,13]. For long-term recording (24 h), calculations can include
total spectral power and the power in the ultra-low frequency (ULF, f ≤ 0.003 Hz), VLF
(0.003–0.04 Hz), LF, and HF bands [11].

2.2. Pulse Arrival Time

Pulse arrival time (PAT) is the interval that a pulse wave takes to travel the distance
from the heart to some distal place on the body [14]. It can be determined as the time
delay between the R-peak of ECG and the peak value of an arterial pulse waveform Since
PAT and HR are correlated with blood pressure, features related to PAT variability may be
useful for analyzing their relationship with a person’s stress level. PAT features used can
be the mean of PAT, standard deviation (SD) of PAT, SD of PAT variability PAT-V, and RMS
of PAT-V.

3. Collected Data

3.1. Participants

The collected dataset was realized in twenty student volunteers between 19 and
27 years old, including two women and eighteen men. The measurements were taken for
five minutes in the following two stages: minutes before an evaluation event and after this
event. Consent was obtained from all volunteers before the measurement protocol started.

3.2. Equipment

The MAX30100 sensor and the AD8232 module were used for data acquisition. To
measure ECG, the AD8232 sensor was placed on the left side of the student’s chest. The
MAX30100 sensor was positioned on the student’s index finger to obtain the PPG signal
and heart rate data (Figure 3).

 
Figure 3. Connections with MAX-30100, AD8232, and ESP32.
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3.3. Measure Protocol

The measures were divided into the following two stages over five minutes: one stage,
a few minutes before the evaluation activity, and the second stage, after this activity. Each
stage was executed in the same manner as follows:

• Each student filled out the “Cognitive Test Anxiety Scale” of 27 questions [15].
• Triode ECG and oximeter were placed.
• Each student sat still for five minutes, with their arm resting on a table and hand

outstretched.

3.4. Extract Features

In this work, we extracted five features from the ECG and PPG data recording, and
four were calculated with the PAT value. All the measurements before the evaluation
activity were associated with a “stressed” state. At the same time, the measures after an
evaluation activity were associated with a “non-stressed” state.

Table 1 shows the features calculated. Each feature set consisted of 20 values for the
“stressed” state and 20 values for the “non-stressed state”.

Table 1. Features analyzed.

Signals Features

ECG HR (bps), HRV (ms), SDNN (ms), RMSSD (ms), pNN0–50%
PPG HR (bps), HRV (ms), SDNN (ms), RMSSD (ms), pNN0–50%
PAT Mean of PAT, Standard Deviation of PAT, Standard Deviation of PATV, RMS of PATV

3.5. Anxiety Level Calculation

An anxiety test [15] was applied before the measurement process, which consisted of
27 questions. Students were asked to score for each question ranging from A to D, where
A = “Not at all typical of me”, B = “Only somewhat typical of me”, C = “Quite typical of
me”, and D = “Very typical of me”. The weights to calculate the score for A, B, C, and D
were 1, 2, 3, and 4 points, respectively. The possible range of scores was 27 to 108 points.
The score calculated was characterized by the following three anxiety levels: less than 33 as
“Low”, 33–66 as “Moderate”, and greater than 66 as “High” (Table 2).

Table 2. The score obtained in the anxiety test.

No. Student Score Anxiety Level No. Student Score Anxiety Level

1 58 “Moderate” 11 60 “Moderate”
2 50 “Moderate” 12 71 “High”
3 63 “Moderate” 13 63 “Moderate”
4 47 “Moderate” 14 55 “Moderate”
5 57 “Moderate” 15 56 “Moderate”
6 65 “Moderate” 16 64 “Moderate”
7 55 “Moderate” 17 58 “Moderate”
8 54 “Moderate” 18 67 “High”
9 49 “Moderate” 19 68 “High”
10 66 “Moderate” 20 66 “Moderate”

4. Methods

4.1. ECG and PPG Signals Obtained from ESP32

ECG data collected with an AD8232 sensor was sent to ESP32 using pin 34 as analogic
input, while PPG data collected with a MAX30100 sensor was sent to ESP32 using I2C.
Schematic of the connection between the MAX30100, AD8232, and ESP32.

Figure 4 shows the connections between the ESP32, sensors, OLED display, and
electrodes on the test subject. The program on the ESP32 initializes the sensors and
display, providing instructions and real-time readings. The MAX30100 sensor detects
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heartbeats, with data continuously updated on the OLED screen. Simultaneously, the
AD8232 module monitors heart electrical activity, transmitting the ECG signal to the
ESP32. Signals indicating electrode contact loss (LO+ and LO−) are managed to ensure
data accuracy. The reset button allows system reinitialization at any time, easily enabling
new measurements.

Figure 4. Wiring diagram implemented for data acquisition.

4.2. Heart Rate and Features Obtained from ECG and PPG Signals

Before feature extraction, signals were preprocessed in Matlab using a 4th order
Butterworth low-pass filter to eliminate high-frequency noise and a five-sample median
filter to remove peaks and unwanted noise.

The ECG signal’s periodic nature allowed for the calculation of HRV features from
the R–R intervals. Matlab was used to segment the ECG data and detect R-peaks, with RR
intervals as shown in Figure 5a. The HR was derived from ECG R-peaks and calculated
with Equation (1). ECG features like SDNN, RMSSD, SDSD, and pNN50% were computed
with Matlab.

 
(a) (b) 

Figure 5. (a) R–R interval in the ECG signal; (b) IBI in the BVP signal [16].
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For PPG signals, beat peaks and intervals were calculated using Matlab and rep-
resented in Figure 5b. On the other hand, Figure 6 represents the PAT calculated by
synchronizing ECG and PPG signals; the green and red markers represent the R-peak of
the ECG signal and the maximum peak of the BVP signal, respectively.

Figure 6. Representation of pulse arrival time [16].

4.3. Statistical Evaluation Methods

The Kolmogorov–Smirnov test (KST) assessed if each feature followed a normal
distribution with a 5% significance level. Table 3 shows that ECG and PAT features met this
requirement, while SDNN, SDSD, and RMSSD from PPG did not. Despite this, parametric
methods were used as only 3 of 14 features rejected normality.

Table 3. Results of Kolmogorov–Smirnov test.

Features
“Stressed” “Non-Stressed”

h p h p

ECG signal

HR 0 0.999 0 0.892
SDNN 0 0.262 0 0.785
RMSSD 0 0.591 0 0.712
SDSD 0 0.591 0 0.715

pNN50 0 0.997 0 0.704

PPG signal

HR 0 0.497 0 0.984
SDNN 1 0.001 1 0.005
RMSSD 1 0.004 1 0.013
SDSD 1 0.012 1 0.004

pNN50 0 0.164 0 0.629

PAT

Mean 0 0.824 0 0.824
SD 0 0.692 0 0.519

SD-PATV 0 0.890 0 0.727
RMS_PATV 0 0.890 0 0.726

This paired study compared stress levels before and after a stressor, evaluating the
same subjects two times. Paired Student t-test was used, assuming a normal distribution.
The null hypothesis stated no significant difference in stress levels, while the alternative
suggested changes due to evaluation.

Table 4 shows that for the ECG features, the null hypothesis was rejected for pNN50.
For SDNN, RMSSD, and SDSD, the null hypothesis was rejected due to t-stat values outside
the confidence interval. Significant differences were also found in the PAT features and
SDNN and RMSSD from the PPG. The other features met the null hypothesis.
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Table 4. Results of t-test.

Features
T-test

h p Tstat C.I. SD

ECG signal

HR 0 0.186 1.371 −1.370; 6.570 8.482
SDNN 0 0.145 1.520 −0.005; 0.034 0.042
RMSSD 0 0.114 1.655 −0.006; 0.050 0.060
SDSD 0 0.114 1.656 −0.006; 0.050 0.060

pNN50 1 0.043 2.164 0.268; 16.113 16.923

PPG signal

HR 0 0.682 0.417 −3.422; 5.121 9.127
SDNN 0 0.159 1.465 −0.062; 0.351 0.442
RMSSD 0 0.085 1.817 −0.041; 0.577 0.660
SDSD 0 0.085 1.812 −0.041; 0.578 0.578

pNN50 0 0.469 0.740 −5.300; 11.094 17.514

PAT

Mean 0 0.089 −1.793 −0.036; 0.003 0.042
SD 0 0.469 0.739 −0.016; 0.034 0.053

SD-PATV 0 0.341 0.976 −0.015; 0.041 0.060
RMS_PATV 0 0.341 0.976 −0.015; 0.041 0.060

5. Results and Discussion

5.1. Anxiety Score and Relation with ECG and PPG Features

According to the Cognitive Test Anxiety Scale, 3 subjects scored over 66, indicating
“high” anxiety, while 17 had moderate anxiety. Figure 7a shows HR changes before and
after the evaluation event. Ten students experienced a significant HR increase, four had a
decrease, and six showed minimal variation.

 
 

(a) (b) 

Figure 7. (a) HR of each student before and after the activity evaluation related to the score of tests.;
(b) Mean of PAT related to the score of the test.

Figure 7b shows that nine students had a decrease in the mean PAT before the evalua-
tion event, five experienced an increase, and three showed minimal change.

5.2. Relation between HR Calculated with ECG and PPG Signal

If we make the correlation between the values of HR obtained with the ECG signal
and the value calculated using the PPG signal, we can see that it has a linear tendency in
Figure 8.
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Figure 8. Relation between HR calculated with ECG and PPG signals.

5.3. Classification Performance

Each ECG, PPG, and PAT feature was calculated with a 180 s window, shifting every
6 s. The data were split into 70% training and 30% testing, with the training set containing
633 instances. Based on the t-test results, 11 out of 14 features were selected. Classification
performance was evaluated using 10-fold cross-validation on the training set. The results
from our experiments are displayed in Table 5. The best results are with the SMO-RBF
classifier using all the features with a value of 99.84%. If we compare each feature, the best
result is with the PAT features.

Table 5. Stress classification accuracies with different classifiers.

Features
Accuracy (%)

J48 SVM Vote

ECG 87.34 84.51 84.51
PPG 72.35 64.14 63.99
PAT 95.90 93.53 95.58
All 96.99 99.84 99.05

6. Conclusions

This study analyzed features of ECG, PPG, and PAT signals, finding that the ECG
AD8232 sensor provided more reliable data than the PPG signal obtained from the MAX30100
sensor. This indicates that ECG is a more accurate tool for assessing emotional states related
to stress and anxiety.

To enhance the accuracy and reliability of the results, it is crucial to increase the
sample size. A larger sample would enable a more robust and representative population
analysis. No direct relationship was observed between the anxiety test values and the
features of the signals, suggesting that current tests may not fully capture the variability in
emotional responses.

Frequency domain analysis was not included in this study, which could be a promising
direction for future research. Additionally, while the MAX30100 sensor is useful for
measuring oxygen saturation and heart rate, it showed less precision than ECG for detecting
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subtle changes. The AD8232, on the other hand, provided detailed measurements of the
cardiac activity, excelling in the heart rate variability (HRV) assessment.

In conclusion, while both sensors have their strengths, the combined use of the
MAX30100 and AD8232 can offer a more comprehensive view of emotional and physical
states. Future studies should consider including frequency domain analysis and expanding
the sample size to improve the understanding of the relationship between physiological
signals and stress.
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Abstract: This study applied modified linear regression in machine learning (ML) to predict the direc-
tion of arrival (DoA) in cellular networks using field measurements and radiofrequency parameters.
Models were developed from base station data, with preprocessing for pattern identification and
formula adjustments to improve the accuracy across angle ranges. Machine learning, tested here as
an additional method to traditional techniques, achieved a root mean square error (RMSE) of 3.63
to 17.93, demonstrating enhanced adaptability. While requiring substantial data and computational
resources, this approach highlights machine learning’s potential as a valuable tool for DoA estimation
in cellular networks.

Keywords: DoA; machine learning; cellular network; linear regression; real radio frequency measure-
ments

1. Introduction

Direction-of-arrival (DoA) estimation is a fundamental topic of considerable interest
in wireless communications and radar-based applications. In this paper, we propose a new
methodology based on real field measurements for acquiring radiofrequency parameters,
analyzing the radio infrastructure characteristics of the base station (BS) and employing
a machine learning (ML) technique to address the challenges in DoA estimation caused
by imperfect arrays. Nowadays, industries are also using traditional methods to detect
the DoA, such as those employed in fifth-generation fighter planes, achieving impressive
results. Compared to existing methods, the proposed ML approach using linear regres-
sion achieves lower complexity. Numerous direction estimation algorithms have been
proposed, each with distinct characteristics. Generally, existing DoA estimation methods
can be roughly classified into super-resolution methods and Fourier transform (FT)-based
methods. Recently, ML and deep learning techniques have been explored for DoA estima-
tion, leveraging multiple signal classification (MUSIC), estimation of signal parameters
via rotational invariance techniques (ESPRIT), and signal sparsity in the spatial domain
of an antenna array model. Deep learning-based DoA super-resolution methods often
use sampled received signals or the covariance matrices of received signals as inputs for
feature extraction. In [1], a deep learning-based method is proposed where the input is
the covariance matrix and the output is the spectrum from which the DoA is estimated. A
sparse loss function is used to train the network. In [2], the study explores the use of deep
neural networks (DNNs) for estimating the DoA of wireless signals. Techniques such as
batch learning [3] and various optimization strategies are employed during the training
phase. The correlation matrix serves as the input to the DNN, and the output represents the
probability of an incident wave’s presence in each direction. We use the correlation matrix
because it is a statistical measure indicating the extent of a linear relationship between two
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variables, as shown in [4]. This technique is also chosen because it is a common method for
describing simple relationships without inferring causality, as shown in [5]. Several key pa-
rameters are considered in configuring the system, including the antenna structure, signal
frequency, signal-to-noise ratio (SNR), the number of signal sources, and the architecture of
the deep neural network, which encompasses the number of intermediate layers and units
per layer.

The methodology described in [6] utilizes an oversized lens-loaded cavity antenna
with reconfigurable mode mechanisms. This includes a computational layer employing ML
to optimize the antenna’s state. In contrast, this research uses a mobile device to acquire
data, which are then processed to develop a DoA estimation model. Fourier transform-
based methods have also been proposed, such as in [7], where the short-time Fourier
transform and spatial time-frequency distributions (STFD) matrix are used alongside the
MUSIC algorithm to estimate source DoAs [8]. The novelty of this research lies in using
mobile devices and ML to create reliable models for DoA behavior and prediction.

Instead, it uses real radio frequency measurements from the mobile station (MS),
considers radio frequency infrastructure characteristics, and applies ML techniques. The
paper is organized as follows. Section 2 reviews the DoA estimation method, Section 3
presents the results, and Section 4 concludes the paper. The key acronyms are listed in
Table 1.

Table 1. List of acronyms.

Acronym Definition

BSLAT Base Station Latitude
BSLON Base Station Longitude
MLAT Mobile Latitude
MLON Mobile Longitude
RSSI Received Signal Strength Indicator

RSSIstrongest Received Strongest Signal Intensity
RSRQ Reference Signals Received Power
RSSNr Reference Signal Signal-to-Noise Ratio

D Distance
DoA Direction of Arrival

2. Methodology

The methodology for analyzing terrain in open fields with various obstacles involves
a multifaceted approach. Techniques such as adaptive directional time–frequency distribu-
tions [9] and multiple screening k-means clustering for multiple sources [10] can be utilized.
In this study, we propose using both contemporary measurement tools and advanced
computational techniques. Data acquisition is conducted using NetMonitor Pro, Google
Maps, Google Earth, and Android-based smartphones, ensuring comprehensive coverage
and accurate geospatial referencing. Additionally, ML methodologies implemented in
RStudio are employed to develop predictive models, allowing for the extraction of valuable
insights from the collected data [11,12].

2.1. Algorithm for DoA Estimation

This algorithm includes the blocks for the DoA estimation process using a ML tech-
nique. The process begins with the selection of coverage areas, identifying regions of
interest for analysis. Next is the analysis of the existing infrastructure, where the network
infrastructure is evaluated and sectorization within the area is established. Following this,
measurements are executed by collecting field data with mobile devices, resulting in a
dataset of 19,419 measurements. After data collection, data preprocessing takes place to
generate additional attributes and estimate the actual DoA from the collected data. The
ML technique involves using modified linear regression to generate the DoA model. A
critical step is the feedback in the flow diagram, which entails adjusting the model through
parameter selection and formula modification until the error is minimized. Finally, the
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process concludes with the obtaining of the resulting model, leading to the creation of a
final model for each range of angles, as shown in Figure 1.

 

Figure 1. Process flow diagram of DoA Estimation.

The Friis equation (Equation (1)) [13] states that the far-field received signal power
depends inversely on the square of the distance between the transmitter and receiver, and
it is directly related to the gains of the antennas involved

PRx =
PTx·GTx·GRx·λ2

(4πD)2 (1)

where PRx is the received power, PTx is the transmitted power, GTx and GRx are the gains
of the transmitting and receiving antennas, respectively, λ is the wavelength and D is the
distance between the transmitting and receiving antennas. Equation (1) emphasizes the im-
portance of the distance and relative DoA in signal reception, indicating that antenna gains
depend on the DoA to optimize the signal strength and accuracy in different directions.

2.2. Data Collection Method

Data were collected in Quito, Ecuador, where a mobile device gathered data from
mobile network operator towers. In Coverage Area 1, the measurements followed a circular
and radial pattern around the BS, collecting approximately 72 samples at 5◦ intervals. Three
circular measurements were taken in Zone 1, with radial measurements conducted outward
from and returning to the BS, and circular measurements made in both the clockwise and
counterclockwise directions, as shown in Figure 2a. This systematic approach ensures
thorough coverage for accurate analysis of the signal propagation characteristics.

  
(a) (b) 

Figure 2. (a) Map of the final radial and circular routes for measurements in Coverage Area 1. (b) Map
showing the final radial and circular routes for measurements in Coverage Area 2 (Google Maps).

In Coverage Area 2, radial and circular measurements were also taken every 5 degrees,
with two measurements per radial path: one from the BS to the handover point and one
back [8].

Circular measurements were taken every 50 m from the BS, selected for its accessibility
to ensure efficient data collection. A thorough inspection assessed the actual coverage
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area of the selected BS, allowing for segmentation based on the data collection method.
Tools like Google Earth Pro version 7.3, Google Maps version 6.2, and Wikiloc version
3.40.10 were used for this purpose. Data were transferred from Wikiloc to Google Earth Pro
and then to Google Maps via a KMZ file, guiding the execution of the radial and circular
measurements in Coverage Area 2, as shown in Figure 2b.

For the radial measurements, a total of 72 radials resulted in 144 measurements
(72 outward and 72 returning). The extent of the circular measurements varied based
on the BS’s coverage and path accessibility, constrained by factors such as steep slopes,
inaccessible wooded areas, dense vegetation, irregular paths, and restricted zones like
water treatment facilities.

2.3. Infrastructure Characteristics (Antenna Orientations)

To compare the estimated and actual DoA angles, we calculated the true DoA using
Equation (2) with parameters from Table 2. This calculation employs the Haversine for-
mula [14] to determine the distance between the BS and the mobile device (M) based on
the latitude and longitude (Figure 3). The angular deviation was then computed using the
Pythagorean theorem applied to latitude and longitude variations, with the dotted lines
representing the reference axis relative to the BS.

tan(∝) =
Dist(ΔLAT)
Dist(ΔLON)

(2)

where:

1. Dist: is the distance of the variation in longitude or latitude.
2. ΔLAT: latitude variation.
3. ΔLON: longitude variation.

Table 2. Considerations for analyzing the angle of the actual DoA.

Case Considerations θ Value

1 BSLAT < MLAT ∧ BSLON < MLON θ = 90◦ − α

2 BSLAT > MLAT ∧ BSLON < MLON θ = 90◦ + α

3 BSLAT > MLAT ∧ BSLON > MLON θ = 270◦ − α

4 BSLAT < MLAT ∧ BSLON > MLON θ = 270◦ + α

Figure 3. The reference system was positioned at the analyzed BS.

The BS in Coverage Area 1 is approximately 35 m tall and strategically positioned
to optimize signal propagation. Its antennas are oriented and divided into five sectors to
accommodate the dense urban landscape, ensuring adequate coverage for users in the area.
Figure 4a illustrates this sectorization.
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(a) (b) 

Figure 4. (a) Coverage Area 1 and antenna orientation. (b) Coverage Area 2 and antenna orientation.

For Coverage Area 2, shown in Figure 4b, key characteristics such as the antenna
height (approximately 9 m), number of antennas, and orientation are crucial for the net-
work coverage and signal quality. With two antennas using a sectorized approach, Antenna
1 has an azimuth of 200◦, and Antenna 2 has an azimuth of 130◦, both vital for effective
link connections. These attributes directly impact the DoA predictions, essential for opti-
mizing the LTE network service quality. ML techniques, particularly supervised learning
with linear regression, can enhance the DoA prediction accuracy by identifying the radio
frequency (RF) parameter patterns.

3. Results

3.1. DoA Estimation in Coverage Area 1
3.1.1. Analysis of Radiofrequency Parameters and DoA Ranges

The BS’s coverage area is divided into several geographical regions based on the cell’s
sector distribution. Figure 5a illustrates the RSSI values at different distances across various
DoA ranges, with the DoA divided into 20◦ increments from 0◦ to 360◦. The reference
signal received quality (RSRQ) at different distances, shown in Figure 5b, also varies across
three DoA ranges, suggesting potential relationships between these parameters. The figures
indicate that both the RSSI and RSRQ are dependent on the distance within each DoA range.

 
(a) (b) 

Figure 5. (a) RSSI dispersion for different DoAs as a function of the distance. (b) RSRQ for three DoA
ranges as a function of the distance in Coverage Area 1.

3.1.2. Correlation Matrix

Multiple ranges were selected to accommodate the sectors provided by the BS, delin-
eated as follows: Range 1: 0◦–65◦, Range 2: 65◦–80◦, Range 3: 80◦–170◦, Range 4: 170◦–250◦,
Range 5: 250◦–305◦, Range 6: 305◦–360◦.

Due to irregularities at the sector boundaries, additional models were developed.
Figure 6a shows distinct correlation coefficients among the parameters, reflecting the
spatial variability and signal propagation complexities. These variations require tailored
models to accurately capture the signal behavior across sectors and ranges. Figure 6b
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presents the correlation matrix for the 340–360 degree range, where the correlation values
between the DoA and other variables are higher than in Figure 6a.

 
(a) (b) 

Figure 6. (a) General correlation matrix in Coverage Area 1. (b) Correlation matrix in a 340–360 degree
range within Coverage Area 1. The more asterisks, the more significant the result.

3.1.3. Model Summary Using DoA Ranges

The proposed analysis effectively mitigates the influence of certain parameters, facil-
itating the formulation of a DoA estimation model in a five-sector scenario. The models
presented in Table 3 characterize the signal propagation within specified ranges, detail-
ing the range covered, the corresponding derived equation, and the associated errors for
each entry.

Table 3. Summary of the DoA estimation models in Coverage Area 1.

Range Equation 1
Evaluation

RMSE R2

0◦–65◦ DoA = 129.6 − 3.74 × 10−7(D × RSRQ × RSSI × RSSIstrongest − RSSI) 15.78 0.37
65◦–80◦ DoA= 48.770943 − 0.476991 × RSSI + 0.103709 × RSRQ 3.63 0.15
80◦–170◦ DoA = 244.19740 − 0.53929 × RSSI − 0.80461 × RSRQ 16.68 0.54

170◦–250◦ DoA = 326 − 1.065 × 10−6(D × RSRQ × RSSI × RSSIstrongest − RSSI) 13.15 0.71
250◦–305◦ DoA = 114.6 + 7.454 × 10−6(D × RSRQj × RSSI × RSSIstrongest − RSSI) 10.71 0.47
305◦–360◦ DoA = 321.7 + 3.416 × 10−4D2 + 1.802 × 10−38 × RSSI20

strongest + 1.54 × 10−5 × RSSI3 14.54 0.26
1 Model for DoA estimation.

3.2. DoA Estimation in Coverage Area 2
3.2.1. Analysis of Radiofrequency Parameters and DoA Ranges

In the analysis of the RSSI as a function of the distance within various DoA ranges,
the correlation between the RSSI values and the distance from the BS shows a non-linear
trend [15]. The dataset, segmented into discrete DoA ranges, reveals that the RSSI values
generally decrease with an increasing distance, consistent with the free-space path loss
model. However, this attenuation is not uniform across all the DoA ranges [16].

Figure 7 depicts a scatter plot of the RSSI values, color-coded for different DoA ranges
determined by the mobile device’s geometric position relative to the BS. Each DoA range
represents a specific angular sector around the BS. The colors in the scatter plot visually
segment these sectors. Certain DoA ranges show more pronounced decreases in the RSSI
with the distance, indicating a directional dependence of the signal attenuation. This
variation could be due to factors such as the antenna radiation patterns, environmental
obstacles, or multipath effects relative to the BS. Overall, the RSSI’s dependence on the
distance varies across the DoA ranges, reflecting the complex interaction between the
propagation environment and the antenna characteristics. This study’s approach, using
segmented DoA ranges, offers a detailed understanding of this relationship and sup-
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ports the development of predictive models tailored to the directional nature of wireless
signal transmission.

 
(a) (b) 

Figure 7. (a) RSSI dispersion for different DoAs as a function of the distance. (b) Scatter plot of RSRQ
for different DoAs as a function of the distance in Coverage Area 2.

3.2.2. Correlation Matrix

Based on Figure 8a, the decision to create multiple models for each specified range,
rather than a single model, was driven by observing the varying trends in the RF parameters
as a function of the DoA. It was concluded that three distinct models should be developed
for each designated range. The analysis indicated that a single model is inadequate for
accurately predicting the DoA across all the observed ranges due to differing trends in
the RF parameters. Figure 8b shows the correlation matrix for a specific range of 340 to
360 degrees, where the correlation values between the DoA and other variables increase
compared to Figure 8a. To address this, separate models are designed for the following
specified ranges: Range 1: 0◦–150◦, Range 2: 150◦–220◦, Range 3: 220◦–300◦, Range 4:
300◦–360◦.

 
(a) (b) 

Figure 8. (a) General correlation matrix in Coverage Area 2. (b) Correlation matrix in a 340–360
degree range within Coverage Area 2. The more asterisks, the more significant the result.

For each range, a new dataset is created to filter the DoA within the specified range.
Correlation matrices are then obtained based on these filters [17]. Custom models are
developed for each range, using all the attributes and fitted according to the correlation
matrix for its respective range, as proposed in [18]. The accuracy of each fitted model is
evaluated within its defined range, allowing assessment of the model performance across
different DoA segments [19]. This approach, necessitated by the non-uniform behavior
of the RF parameters at different angles [20], ensures that the predictive performance is
optimized for each DoA range [21].

3.2.3. Model Summary Using DoA Ranges

The table summarizes the results of various models used to estimate the DoA in
Coverage Area 2. The models are categorized into two types: “General” and “Ranges”.
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Each category includes different equations for estimating the DoA, with the effectiveness
evaluated using two well-known metrics: RMSE (root mean square error) [22], and R2

(coefficient of determination).
As shown in Table 4, the general model covers the full angular range, while specific

equations are designed for segmented ranges. The model efficacy is assessed using the
RMSE, which measures the prediction accuracy, and the R2, indicating the variance ex-
plained by the model. The segmented approach shows that the tailored models yield more
accurate estimations within specific angular intervals, enhancing the model performance
understanding across different ranges.

Table 4. Summary of the DoA estimation models in Coverage Area 2.

Range Equation 1
Evaluation

RMSE R2

0◦–150◦ (−4.969 × 10−7 × D + 9.921 × 10−5 × RSSI) × RSSNr × RSRQ × RSSIstrongest × RSSI − 3.487 × 103 17.93 0.89
150◦–220◦ 2.693 × 10−7 × RSSNr × RSSI × RSSIstrongest × RSRQ × D + 3.737 × 103 13.12 0.55

220◦–300◦ (−1.528 × 10−3 × D−8.819 × 10−4 × RSSNr) × RSSI × RSSIstrongest + 1.791 × 10−8 × RSSNr ×
RSRQ × D × RSSI × RSSIstrongest + 2.136 × 103 17.27 0.34

300◦–360◦ (−8.540 × 10−5 × RSSIstrongest − 1.791 × 10−5 × D) × RSSNr × RSRQ × RSSI + 3.270 × 103 14.41 0.47
1 Model for DoA estimation.

4. Conclusions

This paper addresses the DoA estimation problem in a real cellular network, proposing
a novel method based on real radio frequency measurements and known radio infrastruc-
ture characteristics. Unlike traditional methods that use antenna array signals as input, this
approach leverages changes in the radio frequency parameters within the spatial domain
of cell coverage. The modified linear regression models for a five-sector coverage area
outperform those for a three-sector coverage area. Future research should explore the
analysis of radio frequency measurements, particularly because mobile devices are fre-
quently connected to the considered BS. Additionally, iterative refinement of the estimation
algorithm based on experimental feedback, considering communication obstructions, and
working with an isolated BS offer promising directions. During data collection, events such
as cell reselection and handover affected the DoA estimation accuracy. Future work will
focus on theoretical analysis of the proposed method, improvements in the RMSE, and
testing the method in dynamic environments to ensure its robustness and accuracy.
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Abstract: Ecuador’s Energy Efficiency Law mandates that “as of 2030, all vehicles incorporated into
urban public transport services must be electric”. This legal framework sets the stage for the country’s
transition to electric mobility. This research examines the energy requirements for transitioning
Ambato’s public bus fleet to electric vehicles, considering various technical and operational factors.
The analysis evaluates the current fleet size, the expected lifespan of buses, daily operational hours,
average speed, and the specific characteristics of the city’s public transport routes. Furthermore,
this study delves into the technical aspects of energy consumption in electric public transport by
calculating the driving force necessary to operate buses across different terrains and routes. Factors
such as bus weight, passenger load, road gradient, and acceleration patterns are analyzed to assess
their impact on energy consumption and vehicle range. Additionally, this study investigates the
potential for regenerative braking and the necessary charging infrastructure, offering a comprehensive
assessment of how these systems would function within Ambato. By forecasting future vehicle
requirements and projecting growth in urban mobility, this study estimates the total energy demand
for a fully electric public bus fleet. The potential for integrating renewable energy sources into the
city’s grid is also explored, ensuring that the transition to electric mobility not only decreases reliance
on fossil fuels but also supports cleaner energy sources. This research serves as a crucial step in
understanding the infrastructure and policy changes required for the successful implementation of
electric public transport in Ambato and similar Ecuadorian cities.

Keywords: efficiency; energy; electric buses; public transport; Ecuador

1. Introduction

Ecuador has emerged as a leading nation in Latin America in promoting sustainable
transport, proactively advancing policies to accelerate the adoption of electric vehicles to
support the decarbonization of its economy. A cornerstone of these efforts is the enactment
of the Energy Competitiveness Law, which mandates that by 2030, all newly integrated
vehicles in the urban public transportation system must be electric [1]. The National
Transit Agency, in collaboration with transportation associations, has established a service
lifespan of 22 years for public buses [2]. While the shift to electric vehicles presents
substantial challenges, particularly in terms of investment and technological innovation,
it also generates increased electricity demand for the transitioning fleet, as the Energy
Efficiency Law will be fully applicable to public transport by 2030.

Ecuador generates approximately 36,683 GWh of electricity annually, with 74.4%
sourced from renewable energy, predominantly hydropower [3]. This study offers a fo-
cused analysis of the energy requirements and infrastructure necessary to transition public
transport to electric power in Ambato, a mid-sized city characterized by significant topo-
graphical and mobility challenges.
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Existing research on electric vehicle integration has largely concentrated on larger
metropolitan areas or regions with relatively flat terrain, leaving a gap in understanding
the specific challenges faced by mid-sized cities such as Ambato. These cities, which are
often characterized by more complex topographies and diverse energy demands, require
specialized research [4]. Ambato, a key industrial hub in the Ecuadorian highlands, serves
as a focal point for this analysis, offering insights into the complexities of electric public
transport implementation in regions with varied terrain [5]. This study also seeks to address
the lack of detailed projections regarding the impact of vehicle fleet transitions on local
energy systems and infrastructure, particularly in Ecuador’s Highlands [6].

Mobility in the city of Ambato presents high travel times due to the continuous
vehicular congestion generated on the streets and avenues, which brings with it high
rates of vehicular congestion, a particular that increases year after year. According to
the Sustainable Urban Mobility Plan of the city of Ambato, trips based on home to work
represent 48%, followed by home-shopping trips at 17% and recreation at 12%. These
values do not include trips to external areas, that is, to rural areas and neighboring cantons.
For this reason, special measures need to be defined to improve mobility for the citizens [7].

Successfully transitioning Ambato’s public transportation system to electric vehicles
will require careful planning and significant investment in energy infrastructure. Despite
the topographical challenges, such a transition promises for both environmental and
economic benefits. This research incorporates detailed projections of energy demand based
on factors such as vehicle lifespan, charging infrastructure requirements, and the integration
of renewable energy, thereby providing a comprehensive framework for electric vehicle
deployment in Ecuador’s highlands.

2. Materials and Methods

The methodological framework begins with the collection of data, considering ini-
tial parameters and collection methods, followed by a detailed description of the study
scenario [8]. Mathematical calculations were employed to determine the force required to
move the bus fleet, ultimately yielding estimates of the energy necessary for large-scale
integration of electric buses in Ambato, as illustrated in Figure 1.

Figure 1. Methodological diagram.

2.1. Initial Considerations

This study evaluated the energy demand associated with the current conditions of
Ambato’s urban transportation system, projecting future energy requirements as buses
near the end of their useful lives. A thorough understanding of vehicle dynamics is crucial
for analyzing energy demand, as factors such as vehicle mass, route characteristics, and
terrain must be considered. The technical specifications of a standard bus model, widely
used in public transport, served as a baseline for these calculations.

The initial considerations, based on the requirements of vehicle dynamics equations,
involved key point coefficients and ideal parameters used in the calculations [9]. These also
incorporated the technical specifications of a standard bus model commonly used by public
transportation companies. According to data provided by the Municipal Government of
Ambato, the HINO model AK chassis is the most widely used unit in the public passenger
transportation sector.

In order to establish a mathematical model for energy demand analysis, the following
variables were considered: slope data, number of vehicles, urban transportation route
analysis, and the useful life of the vehicle fleet. In addition, the variability of speed and
slope along the route, influenced by elapsed time, was incorporated in conjunction with
the initial parameters outlined in Table 1 below.
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Table 1. Units for Magnetic Properties.

Characteristic Symbol Value Unit

Mass bus bodywork M 14,200 [kg]
Drag coefficient Cd 0.73 [-]
Gravity g 9.81 [m/s2]
Front area A 7.42 [m2]
Air density
(calculated) pa 0.85898 [kg/m3]

Dynamic radius Rd 0.54 [rad]
Pressure p 71 [Pa]
Temperature T 15 [◦C]
Constant air Ra 0.287 [kl/kg·K]
Slope θ Variable [rad]

2.2. Data Collection

Data were collected using GPS (GPS Garmin Montana 65) devices to track route
performance at one-second intervals. This information was processed using georeferenced
software to determine critical variables such as speed, altitude, and route profile. The study
scenario is further described in terms of Ambato’s topography, road infrastructure, and
spatial dynamics, which play a fundamental role in shaping energy demand. The data
were downloaded with DNR GPS software version 7.6 and processed with the following
georeferenced information shown in Table 2.

Table 2. Parameter obtained from Garmin GPS Montana 650.

Parameter Unit

Speed m/s
Altitude [m.a.s.l.]
Weather [s]
Latitude ◦
Length m
Data frequency f = 1 [s]

2.3. Description of the Scenario Under Study

Owing to its strategic location, the city of Ambato possesses distinctive characteristics
that set it apart from other cities in Ecuador. Furthermore, it is regarded as the logistical
hub for the country’s commercial activities. It is located at an altitude of 2600 m, in a
hollow formed by plateaus, settled on plains of volcanic deposits where the urban sprawl
is growing rapidly, generating a dynamic of population displacement from rural to urban.
Internal migration from the country to the city happened due to its commercial and manu-
facturing vocation that generates greater development of the territory [10]. Insights into
energy consumption on slopes, including increased demand uphill and energy regeneration
downhill, were applied to Ambato’s topographical challenges for more accurate energy
assessments [11].

The morphology of Ambato has irregular slopes, which prevent urbanization and the
generation of road infrastructure easily, as well as the passage of the Ambato River that
crosses the city transversely, sectoring it into different platforms [10]. Figure 2 shows the
distribution of slopes and existing urban transport routes.

In relation to urban mobility, the sustainable urban mobility plan mentions that 48%
of Ambato’s trips are concentrated on public transport (buses, taxis, school transport, taxi
routes, and informal vehicles), while 52% correspond to private transport (car, motorcycle,
bicycle, walk, and other). Additionally, non-motorized or sustainable trips cover only 13%
of participation (walking and cycling), while motorized or non-sustainable trips represent
87% of the total [7].

118



Eng. Proc. 2024, 77, 12

Figure 2. Base Map of Ambato City (author’s own work).

2.4. Calculation of Force Acting on the Wheel

The energy consumption of an electric vehicle is directly dependent on the force
required to move its mass over a given distance within a specific time frame. As a result,
vehicle dynamics play a crucial role in estimating the energy requirements for such vehicle
force exerted on the wheel, which is determined by the sum of four key opposing forces:
drag resistance, inertia resistance, rolling resistance, and slope resistance. These forces
are essential components in the overall calculation of the vehicle’s energy and power
requirements. Thus, the computation of both energy and power is intrinsically linked to
the force exerted on the vehicle [12,13].

The calculation of the wheel force is the result of the sum of four forces that oppose
movement: drag resistance, inertia resistance, rolling resistance, and slope resistance, which
are part of the energy and power calculation of the vehicle. Consequently, energy and
power calculation are part of the force of a vehicle [13,14].

It is possible to perform an energy demand analysis to find out what energy is required
for a car to travel a given distance at a given speed at each time.

Table 3 details the equations involved in the wheel force analysis with all its considerations.
To calculate the positive energy required for the battery, the initial consideration is the

torque demanded by the motor. Torque is a critical factor in determining the amount of
energy necessary to propel the vehicle. Mathematically, torque can be expressed as a function
of the longitudinal force acting on the vehicle, the rolling resistance force—accounting for
the friction between the tires and the road surface—and the loaded radius of the wheels,
which represents the effective radius under load conditions. These factors are combined in
the following equation:

τx = Fx × Rd (1)

where the torque provided by the motor is τx

• force on the wheel is → Fx
• dynamic radius is → Rd
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Table 3. Vehicular dynamics equations for propulsive force calculation [12,13].

Fx = Propulsive force [N]

Fx = Fd + Rx + Ri + Rg

Fd = Dragforce [N]

Fd = 1
2 CdρaAV2

Cd = Coefficient of drag [-]
ρa = Air density [kg/m3]
A = Frontal area of the vehicle [m2]
V = Velocity [m/s]

Rx = Rolling resistance [N]

Rx = frMgCosθ

fr = Rolling resistance coefficient [-]
M = Mass [kg]
g = gravity [m/s2]
θ = Road slope [rad]

Ri = Resistance due to inertia

Ri = Ma M = Mass [kg]
a = Acceleration [m/s2]

Rg = resistance to slope [N]

Rg = MgSenθ
M = Mass [kg]
g = gravity [m/s2]
θ = Road slope [rad]

Once the torque demanded by the motor is obtained, the power output of the electric
motor can be obtained as follows [7]:

Pm = Fx × V (2)

where Pm is the delivered power of the motor, F is the force on the wheel, and V is the
vehicle speed.

Finally, it is possible to determine the energy required from the battery for the motor
to operate against the route requirements by means of Equation (3):

Ex = Px × Δt (3)

where Ex is the energy required, Pm is the delivered power of the motor, and Δt is the
instantaneous time.

3. Analysis of Established Routes

In the analysis of the 13 established routes, the number of buses assigned to each
route, as well as their respective operating frequencies, were taken into account, as shown
in Table 4. The analysis includes the number of daily trips each bus completes and the
total number of cycles per day on the evaluated routes. This data allows for the pre-
cise determination of the energy required to complete the daily operational demands for
each route.
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Table 4. Evaluate routes with number of buses and circulation frequency.

Route Buses [No.] Laps Bus [No.]
Laps Total Route

[No.]

1 11 8 88
2 22 2 44
3 11 9 99
4 11 9 99
5 10 5 50
6 21 4 84
7 18 7 126
8 29 6 174
9 26 7 182
10 25 5 125
11 16 7 112
12 16 7 112
13 15 5 75

The data regarding routes and operating frequencies were obtained from the transit
and transportation administration of the city of Ambato, based on their contracts with
private urban bus companies. This information is detailed in Table 4 and illustrated through
the public transport route density map in Figure 3 [15].

Figure 3. Density map of Public Transport Routes (author’s own work).

All evaluated routes exhibit similar geographical and topographical characteristics,
with both urban and rural transportation systems converging in the city’s central area
and extending toward its peripheral regions. The altitude profiles of each route, derived
from GPS data, were considered to account for the varying elevations across the city’s
transport network.

Once the data were collected, the distances traveled along the evaluated routes were
analyzed based on their operating frequency. Position, altitude, and instantaneous speed
data were gathered to inform the mathematical model used to evaluate the energy demand
for each of the analyzed routes.

The individual assessment of the routes provides insights into the maximum elevation
points as well as the total distances the buses must travel to complete each circuit, as
presented in Table 5.
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Table 5. Characteristics of evaluated routes.

Route
Altitude

Max.
Altitude

Min.
Distance Lap

[Km.]
Distance Bus

[Km.]
Distance

Total [Km.]

1 2665.90 2522.20 38.20 305.60 3361.60
2 2853.50 2518.70 25.90 51.80 1139.60
3 2892.40 2470.10 38.20 343.80 3781.80
4 2800.60 2468.50 38.20 343.80 3781.80
5 2746.00 2479.50 38.20 191.00 1910.00
6 2707.30 2521.40 40.20 160.80 3376.80
7 2920.00 2553.70 31.00 217.00 3906.00
8 2844.70 2470.10 62.00 372.00 10,788.00
9 3025.10 2479.70 62.00 434.00 11,284.00
10 2729.80 2522.70 38.20 191.00 4775.00
11 2716.40 2469.50 18.20 127.40 2038.40
12 2862.10 2522.30 28.00 196.00 3136.00
13 2745.20 2561.30 35.40 177.00 2655.00

4. Results

The results indicate the energy demand for the evaluated routes, along with their
respective performance metrics expressed in kilometers traveled per kilowatt-hour con-
sumed. This analysis takes into account the distance per lap, the distance per bus per
day, and the total distance covered by the buses assigned to each route, as illustrated in
Table 6. Specifically, the cumulative distance traveled across all routes totaled 55,934 km,
necessitating an energy consumption of 72.14 GWh per day. While the average energy
efficiency of 5.43 km/kWh was notable, it revealed significant variations across the routes,
primarily attributable to the steep gradients and challenging topography encountered.

Table 6. Distance covered and energy demand.

Parameter Value Unit

Distance covered (Lap) 493.7 [km]
Distance covered (Bus) 3111.2 [km]
Distance covered (Route) 55,934 [km]
Energy demand (Lap) 0.67 [GWh]
Energy demand (Bus) 4.23 [GWh]
Energy demand (Daily) 72.14 [GWh]
Performance (Average) 5.43 [km/kWh]

Figure 4 presents the results derived from the analysis of the 13 evaluated routes,
detailing the distance traveled on each route along with its corresponding performance
metrics. The maximum distance recorded for a single route was 62.00 km, while the
minimum distance was 18.20 km, resulting in an average distance of 37.98 km across all
routes. The average energy efficiency of the buses was measured at 5.43 km per kilowatt-
hour. However, this value exhibited considerable variation due to the differing slope
characteristics inherent to each route.

After processing the data through the mathematical model of vehicle dynamics for
the evaluated routes, the resulting consumption figures and their corresponding energy
efficiencies were derived. The results obtained are presented in Table 7.
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Figure 4. Density map of Public Transport Routes.

Table 7. Daily Energy Demand (routes).

Route Lap Bus Total Performance

[kWh] [kWh] [kWh] [km/kWh]

1 37.78 302.24 3324.64 8.09
2 37.4 74.8 1645.6 1.39
3 66.2 595.8 6553.8 5.19
4 22.56 203.04 2233.44 15.24
5 78.94 394.7 3947 2.42
6 52.66 210.64 4423.44 3.05
7 68.06 476.42 8575.56 3.19
8 56.94 341.64 9907.56 6.53
9 47.82 334.74 8703.24 9.08
10 50.72 253.6 6340 3.77
11 76.68 536.76 8588.16 1.66
12 54.32 380.24 6083.84 3.61
13 24.12 120.6 1809 7.34

Total 0.67 4.23 72.14 [GWh]

These findings have critical implications for the design and deployment of charging
infrastructure in Ambato. For example, routes with lower performance, such as Route 2
and Route 11, will require more frequent charging points to maintain operational continuity,
increasing the energy demand and the strain on the city’s electric grid. Additionally, the
projected daily energy requirement of 72.14 GWh highlights the need for robust energy
planning and investment in renewable energy sources to sustainably support the transition
to electric public transportation.

5. Conclusions

The variables analyzed in this research included instantaneous speed and slope, both
of which were evaluated as functions of time and position, utilizing data obtained through
GPS technology. These variables, in conjunction with the technical specifications of the
transportation means and the ideal parameters for calculations, informed the vehicle
dynamics equations used to ascertain the energy demand necessary for the operation of
electric buses on the evaluated routes.

The data supplied by the city administration of Ambato, along with the comprehensive
database generated during the study, facilitated an in-depth understanding of the public
transport system’s characteristics, encompassing route distribution, frequency, and the
geomorphology of the road network within the study area. The findings confirmed that
altitude significantly influences energy demand, which is particularly notable given that
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the highest elevation recorded was 3025 m above sea level and the longest route extended
62 km.

This research aimed to assess the energy requirements for transitioning to electric
buses within the unique topographical context of Ambato. The results corroborate the
initial hypothesis that the city’s varied altitudes and slopes contribute to higher energy
consumption compared to flatter terrains. Specifically, the findings indicate that uphill
segments substantially increase energy demand, whereas downhill sections can facilitate
energy regeneration, as evidenced by an average efficiency of 5.43 km/kWh. These results
align with previous studies (e.g., Energy Efficiency and Emissions Reduction in Mountain-
ous Regions, 2021), which demonstrated that the performance of electric vehicles in hilly
regions is highly contingent upon elevation changes and road gradients.

In contrast to studies conducted in flatter regions, where energy consumption pat-
terns are generally more uniform, the energy demands observed in Ambato are markedly
higher on routes characterized by steeper inclines, such as Route 2, which recorded an
efficiency of 1.39 km/kWh. This variation underscores the necessity for adapting energy
and infrastructure planning to address the unique geographical challenges faced by cities
like Ambato.

The findings of this study have substantial implications for policymakers and urban
planners engaged in the advancement of electric mobility. The projected daily energy
demand of 72.14 GWh for the city’s urban transport routes highlights the urgent need for
robust energy infrastructure, particularly in areas with challenging topographies. Poli-
cymakers should prioritize investments in electric grid enhancements and the strategic
placement of charging stations, especially in high-elevation zones where energy demands
are amplified.

Moreover, the spatial dynamics of Ambato—where all routes converge in the city
center—must be integrated into transport planning to optimize routing and minimize
energy consumption. The model developed in this research provides a valuable tool for
predicting energy demand in other cities across Ecuador, contingent upon the availability of
similar data regarding transport routes and terrain. Additionally, planners should consider
the advantages of incorporating renewable energy sources to satisfy the increased electricity
demands without exacerbating carbon emissions.

This study contributes to a broader understanding of the energy requirements for
electric public transport systems in cities facing challenging geographical conditions. It
illustrates the necessity for tailored infrastructure solutions and adaptive planning strategies
to ensure a successful transition to electric mobility in urban environments such as Ambato.
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Abstract: An innovative cascade control strategy is presented in this work, based on sliding mode
control (SMC) for trajectory tracking of the formation of mobile robots. The proposed strategy was
compared with five alternative control approaches: PID control, inverse dynamics, and other SMC-
based structures. The objective was to evaluate the most effective control technique by analyzing the
integral of squared error (ISE) index. Additionally, robustness tests were carried out by varying the
parameters of the dynamic model of the mobile robot and analyzing the response of the controllers
to perturbations in the modeling. The results show that the PD-SMCV controller provides the best
performance in trajectory tracking and robustness against disturbances, demonstrating significant
superiority over the evaluated methods for maintaining a stable mobile robot formation under
dynamic conditions.

Keywords: Lyapunov; inverse dynamics; SMC; formation; mobile robot; robustness; cascade control

1. Introduction

Nowadays, with the development of technology and the increased use of robotic
systems, the need to control multiple robots to perform a cooperative task in formation
has increased, with the objective that all robots execute different tasks such as cargo trans-
portation and navigation, among others [1–3]. The design and evaluation of controllers for
robotic formation have been a subject of interest by researchers. Several studies have been
conducted, as in [4], which presents a leader–follower robot formation system, employing
a fully actuated system (FAS) method to improve stability and convergence by eliminating
uncertainties and handling disturbances. In [5], formation control using a null space-based
sliding mode control (NSB-SMC) is discussed, which improves robustness in environments
with static and dynamic obstacles. On the other hand, for uncertainty and disturbance
handling, an adaptive SMC is proposed in [6] to improve the accuracy, stability, and con-
vergence of tracking errors under different conditions, and in [7], this type of controller is
applied to sliding steering mobile robots (SSMRs) used in various mobile robotic systems
with different morphologies that do not have steerable wheels.

Other techniques, such as the stage-by-stage evolutionary fuzzy obstacle boundary
following (OBF) control of the three robots proposed in [8], were implemented through
a cooperative behavioral supervisor to coordinate the learned OBF behavior, while [9]
introduces fuzzy logic to replace switching control in traditional sliding mode control
(SMC). Models such as Markov have also been employed within robot formation; for
example, [10] proposes a static controller for multi-agent systems with Markovian topolo-
gies, ensuring stability in the face of imperfect information. Furthermore, [11] investigates
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tracking protocols with variable delays, while [12] presents a fault-tolerant approach
for mobile manipulators. These works highlight the robustness of Markov models in
complex environments.

In robot formation, the leader–follower system is employed, where the leader robot
sets the trajectory and the followers adjust their positions accordingly [13,14]. This setup
can facilitate coordination but also introduces vulnerabilities to possible leader failures.
In [15], the author describes a multi-leader scheme, using an optimization method for the
leaders and an SMC-like controller for the followers. The SMC can be combined with other
types of control such as fuzzy control, which reduces the chattering present in the SMC,
as demonstrated in [16]. When integrated with a PD control, it achieves a combination of
the simplicity of the PD control and the robustness of the SMC, decreasing the chattering
present in the SMC control studied in [17].

In the present work, in contrast to the literature reviewed on leader–follower robot-
based formation control using traditional controllers, which focused on a single control
strategy, a novel approach is proposed by implementing a cascade control strategy for
mobile robot formation control. This strategy takes advantage of different controllers and is
compared with five different control schemes, allowing the evaluation of the system behav-
ior in the outer loop for the formation control and in the inner loop for the dynamic com-
pensation of the robots. In addition, by working with the dynamic model of mobile robots,
factors such as inertia, external forces, and interactions with the environment are taken into
account to predict how the robot will behave in different conditions, allowing more precise
control, improving stability, maneuverability, and response to system perturbations.

This work is organized as follows: Section 2 presents the dynamic model of the three
mobile robots performing the formation and the formation system model; Section 3 details
the design of the formation controllers: (i) PD without dynamic compensation (PD), (ii) PD
with dynamic compensation (PD-DI), (iii) PD with dynamic sliding mode controller (PD-
SMCV), (iv) SMC without dynamic compensation (SMC), and (v) SMC with dynamic
sliding mode controller (SMC-SMCV); Section 4 describes the simulation tests and results.
The stability analysis, discussion, and comparison of all the implemented controllers are
presented by obtaining the integral of squared error (ISE) index, which helps to verify and
evaluate the best controller for this application. Finally, Section 6 provides the conclusions
of this work.

2. Modeling

2.1. Kinematic and Dynamic Model of the Mobile Robot

The real operation of a mobile robot can be represented by different mathematical
models, starting with the kinematic model, which represents more simply the operation of
the robot, since it does not consider friction forces or physical disturbances. The kinematic
model is defined by the following:⎡⎣ .

x
.
y
.
ψ

⎤⎦ =

⎡⎣cosψ − a sinψ
sinψ a cosψ

0 1

⎤⎦[u
ω

]
(1)

where ψ is the orientation of the robot, ω is the angular velocity of the robot, u is the linear
velocity of the mobile robot,

.
x is the component of the velocity in x,

.
y is the component

of the velocity in y,
.
ψ is the angular velocity, and a is the distance between the point of

interest (x, y) from the axis joining the wheels.
On the other hand, the dynamic model of the robot can also be used, which considers

factors such as friction forces, masses, dimensions, etc. This model is closer to the actual
operation of the robot. The dynamic model is defined in [18].
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2.2. Mobile Robot Formation Model

The objective of the proposed formation is based on the fact that three mobile robots
R{r1, r2, r3} will form a geometrical figure, in this case, a triangle, as shown in Figure 1.
(xc, yc) follows a proposed trajectory, and it also controls the formation variables, i.e., the
distances between the leader robot and the other two robots.

Figure 1. Formation diagram of three mobile robots r1, r2, and r3.

In the diagram, (xc, yc) is the position of the centroid of the formation in the world
coordinate frame {W}; d1 is the distance between r1 and r2; d2 is the distance between r1
and r3; d3 is the distance between r2 and r3; β is the angle opposite to the segment d3; and θ
is the formation pose angle with respect to {W}. On the other hand, the control of the pose
variables seeks to achieve trajectory tracking based on the calculation of the centroid of the
geometric figure established in the algorithm.

The formation model of the mobile robot system is given in [19]:

.
h = JRU (2)

where
.
h =

[ .
x1

.
y1

.
x2

.
y2

.
x3

.
y3
]T are the variations of the robot positions in the formation;

U = [u1 ω1 u2 ω2 u3 ω3]
T are the velocities of the robots in the formation; and JR is the Jaco-

bian of the rotational arrays for the three-robot system. To determine the model in formation
variables [19], the geometry or shape of the formation is described by q f = [d1 d2 β]T , and the
posture geometry is given by qp = [xc yc θ]T, mathematically defined in (3).

qp =
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3
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3
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3 (y2+y3)

)
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√
(x1 − x3)

2 + (y1 − y3)
2√
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2
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2−d3
2

2d1d2

)
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The relationship of the robot’s velocity to the formation variables can be expressed
as follows:

.
q = J JRU (4)

where J is the formation Jacobian matrix and
.
q =

[
q f qp

]T
represents the derivative of the

shape and pose variables of the given formation.

3. Controllers

This section details the five different cascade controllers that were developed. The
outer controller is responsible for managing the formation, while the inner controller
handles the robot’s dynamic compensation. The developed controllers are (i) PD formation
controller without dynamic compensation (PD); (ii) SMC formation controller without
dynamic compensation; (iii) PD formation controller with dynamic compensation (PD-
DI); (iv) PD formation controller with dynamic sliding mode control (PD-SMCV); and
(v) sliding mode formation control with dynamic sliding mode dynamic compensation
(SMC-SMCV). Figure 2 shows the control diagram without dynamic compensation, which
includes only the outer controller scheme. This scheme is used for the PD and SMC
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formation controllers. Additionally, Figure 3 shows the control diagram for both formation
and dynamic compensation control, using a cascade controller configuration. This scheme
is employed by the PD-DI, PD-SMCV, and SMC-SMCV controllers.

 
Figure 2. Formation control scheme without dynamic compensation.

Figure 3. Formation cascade control scheme with dynamic compensation.

3.1. PD Formation Controller without Dynamic Compensation (PD)

Based on the scheme shown in Figure 2, the PD formation controller without dynamic
compensation employs the following control law [20]:

Uc = (J JR)
−1
( .

qd + k1
∼
q
)

(5)

where
∼
q = qd − q is the formation error variable; k1 is a positive constant; and

.
qd is the

derivative of the desired formation reference.

3.2. SMC Formation Controller without Dynamic Compensation

The SMC control law is defined by the following:

usmc = uac + udc (6)

where uac corresponds to the continuous part of the control law; udc is the discontinuous
part of the control law, where each part is defined as follows:

uac = (J JR)
−1
(

.
qd +

λiF
λpF

∼
q
)

; udc = (J JR)
−1 δc

λpF

s
|s|+ 0.5

(7)

To obtain the continuous part, a sliding mode surface s is defined as follows:

s = λpF
∼
q + λiF

∫ ∼
q (8)

where λiF, λpF are the constants that correspond to the integral and proportional parts
of the surface, respectively, and δc is a positive constant. For this controller, the control
diagram shown in Figure 2 is employed, where the formation control is defined by the
SMC controller [5].

3.3. PD Formation Controller with Dynamic Compensation (PD-DI)

This controller uses the cascade controller scheme shown in Figure 3, where the outer
formation control is given by (5), while the inner control for dynamic compensation is
defined as [21]:

uDI = Mσ + η (9)
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where M is a diagonal matrix formed by the values φ1 y φ2, while η is given by the following:

η =

[
0 0 ω2

re f ure f 0 0
0 0 0 0 ure f ωre f ωre f

]
(10)

where φ =
[
φ1 φ2 φ3 φ4 φ5 φ6

]T is a vector formed by parameters that describe the
dynamic behavior of the robot. Their values are as follows [18]: φ1 = 0.4072,
φ2 = 0.2937, φ3 = −0.0287, φ4 = 0.9979, φ5 = −0.0004, and φ6 = 0.9865. Lastly, σ:

σ =
.

Uc + QDtanh
(∼

v
)

(11)

Here,
∼
v = [Uc − Ur] represents the angular and linear speed error, with Ur being the

robot’s angular and linear velocity and Uc being the output of the outer control loop.

3.4. PD Formation Controller with Dynamic Sliding Mode Control (PD-SMCV)

The inner loop controller for PD-SMCV control is given by the following:

usmcV = uaV + udV (12)

The sliding mode surface s is defined by the following:

s = λpV
∼
p + λiV

∫ ∼
p (13)

By differentiating (13), we obtain the following:

.
s = λpV

.∼
p + λiV

∼
p (14)

where
.∼
p =

.
Uc −

.
Ur,

.
Ur is the derivative of the angular and linear velocity of the robot, and

Uc is the derivative of the output of the outer control loop. For the system to remain in the
sliding mode surface s, it is required that

.
s = 0. To obtain uav, it is considered that udV = 0;

hence, in a closed loop, usmcV = uaV . By solving (16), the following expression is obtained:

uaV = M
(

λiV
λpV

∼
p +

.
Uc

)
+ η (15)

To obtain udV , the Lyapunov candidate V = 1
2 sTs is defined. Thus, the derivative of V

is given by
.

V = sT .
s. In a closed loop, usmcV = Ur. By substituting (12), (14), and (15) into

.
V, the following expression is obtained:

.
V = sT

(
−λpV M−1udV

)
(16)

Thus, udV is defined by the following:

udV =
(

λpV M−1
)

kV sig(s); kV > 0 (17)

Substituting (17) into (16), it is verified that
.

V < 0, ensuring that s → 0 as t → ∞ .
Analyzing (13) at s = 0 and considering that the surface is defined by a first-degree
polynomial function, it is determined that

∼
p → 0 when λiV

λpV
> 0.
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3.5. Sliding Mode Formation Control with Dynamic Sliding Mode Dynamic
Compensation (SMC-SMCV)

For this controller, the scheme shown in Figure 3 is used. The outer formation control
is defined by the SMC controller described in Section 3.2, while the inner control loop
is managed by a controller defined as SMCV, which is given by the SMS controller in
Section 3.4.

3.6. Stability Analysis of the PD Formation Controller with Dynamic Compensation (PD-DI)

For the stability analysis of the cascade system, the following Lyapunov is used:

VC =
1
2
∼
v

T∼
v +

1
2
∼
q

T∼
q (18)

From this, the following is derived:

.
VC =

∼
v

T
.∼
v +

∼
q

T
.∼
q (19)

The definition of errors is replaced as follows:

.
VC =

∼
v

T( .
Uc −

.
Ur

)
+

∼
q

T( .
qd −

.
q
)

(20)

In a closed loop, replacing (5) and (9) in (20) and developing the expression, the
following is obtained:

.
VC = −∼

v
T

QDtanh
(∼

v
)
− ∼

q
T

k1
∼
q (21)

It is shown that
.

VC < 0 whereby
∼
v → 0 and

∼
q → 0 with t → ∞ are verified.

3.7. Stability Analysis of the PD Formation Controller with Dynamic Sliding Mode
Control (PD-SMCV)

For the stability analysis of the cascaded system, we employed the Lyapunov (18), (19),
and (20) in a closed loop and replaced (5), (15), and (17) in (20); it was shown that s → 0
with t → ∞ , and after developing the expression, the following is obtained:

.
VC = −∼

v
T

QDtanh
(∼

v
)
− ∼

q
T λiF

λpF

∼
q (22)

It is shown that
.

VC < 0 whereby
∼
v → 0 and

∼
q → 0 with t → ∞ are verified.

3.8. Stability Analysis of the Sliding Mode Formation Control with Dynamic Sliding Mode
Dynamic Compensation (SMC-SMCV)

For the stability analysis of the cascade system, the following Lyapunov is used:

VC =
1
2
∼
p

T∼
p +

1
2
∼
q

T∼
q (23)

By differentiating it in a closed loop and replacing (7), (15), and (17) in (23), it is
also shown that s → 0 with t → ∞ , and after developing the expression, the following
is obtained:

.
VC = −∼

p
T λiV

λpV

∼
p − ∼

q
T λiF

λpF

∼
q (24)

It is shown that
.

VC < 0 whereby
∼
p → 0 and

∼
q → 0 with t → ∞ are verified.

4. Results

To evaluate the trajectory tracking of the formation of the three mobile robots using
the five proposed control techniques, two experiments were conducted: Experiment 1:
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trajectory tracking of the formation of the robots with the five proposed controllers without
perturbations; and Experiment 2: trajectory tracking of the formation of robots with the
five proposed controllers with perturbations, to evaluate the robustness. The methodology
implemented to define the parameters of the controllers was to select small initial values
for the controllers to avoid abrupt control actions. The constants were assumed to have
the following values λpF = λiF = λpV = λiV = δC = kV = 0.1, QD = [10; 01], and
k1 = [11111]. For each controller, the parameters were modified according to the error
curves obtained, and the integral of squared error (ISE) value was calculated. For the
smallest ISE values, the following parameters were obtained: PD formation controller:
diagonal 6 × 6 matrix k1 with values [11251]; SMC formation controller: λpF = 1, λiF = 1,
and δC = 0.6; dynamic compensation controller: diagonal 2 × 2 matrix QD = [70; 07]2x2;
and SMCV controller: λpV = 1, λiV = 1, and kV = 1.5. The parameters of the trajectory
used in the tests were xd(t) = 1 + 10 cos(0.01t) and yd(t) = 1 + 10 sin(0.01t).

4.1. Experiment 1: Path Following without Disturbance

This experiment had a duration of 50 s. Figure 4 shows the pose and shape errors.
Analyzing the results, the controller with the best performance (faster stabilization) was
the PD-SMCV controller, which implemented PD formation control and SMC dynamic
compensation. It can also be observed that controllers with SMC formation control exhibited
oscillatory and abrupt variations in error, resulting in longer settling times.

Figure 4. Formation errors.

Figure 5 shows the trajectory followed by the centroid of the triangle formation of the
robots. For the trajectory, a circle with a radius of 10 m was set. In this graph, it can be
observed that the PD, PD-DI, and PD-SMC controllers describe a smoother path with less
oscillation and similar settling times. The SMC and SMC-SMCV controllers resulted in a
rougher response, with a more pronounced overshoot at the start of the path. Analyzing
this figure, it can be observed that, consistent with the error analysis, the SMC-SMCV
controller provided a smoother response with a shorter settling time.
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Figure 5. Centroid formation trajectory (Without Disturbance).

4.2. Experiment 2: Path Following Applying Dynamic Disturbance

From t = 50 s onwards, a disturbance was introduced to evaluate the robustness of
the controllers. This disturbance was meant to simulate an external force that alters the
dynamic behavior of the robots, affecting the path-following capabilities of the controllers.
To modify the dynamic properties of the robot model, the parameters were multiplied by a
constant k = 15.

Figure 6 shows the formation errors. In this experiment, it can be observed that the
PD-SMCV controller resulted in lower errors and faster settling times, indicating that this
controller better corrected the dynamic perturbations of the system compared to the other
controllers, which exhibited higher errors. The PD-SMCV controller presented errors of
less than 0.5 m for the centroid positions, while the PD controller, which lacked dynamic
compensation, resulted in errors greater than 6 [m] for the centroid position. In contrast, the
PD-DI, SMC, and SMC-SMCV controllers presented errors of less than 2 m. Additionally,
it can be observed that controllers implementing the SMC formation control exhibited
significantly higher errors and oscillations in the formation variables θ, d1, and β. Figure 7
shows the centroid formation trajectory. It is observed that most of the controllers exhibited
a significant deviation between the path followed and the reference, except for the PD-
SMCV controller, which effectively corrected the disturbance and aligned closely with
the reference.

Figure 6. Formation errors.
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Figure 7. Centroid formation trajectory (With Disturbance).

5. Discussion

Based on the results in Tables 1 and 2, it is determined that the PD-DI and PD-SMCV
controllers resulted in a more robust performance in following the desired trajectory and
maintaining the specified formation. These controllers have lower ISE values, indicating
reduced error and higher accuracy in formation control. In addition, the SMC-SMCV
controller showed poor performance in all experiments analyzed, worsening especially
when larger perturbations were applied to the dynamic parameters. This indicates that,
although SMC controllers are useful due to their robustness, combining SMC controllers
for formation control (outer loop) and dynamic compensation (inner loop) may be disad-
vantageous. Finally, based on the obtained plots and ISE values, the controller with the
best results was the PD-SMCV controller.

Table 1. ISE for each controller in the path following of the formation without disturbance.

PD 0.536 2.034 0.719 207.505 10.258 0.453
PD-DI 0.361 1.770 0.617 187.605 7.691 0.319
PD-SMCV 0.481 1.358 1.104 156.313 6.212 0.480
SMC 0.476 1.960 0.479 38.100 4.479 0.727
SMC–SMCV 6.195 1.377 1.494 44.890 4.940 0.599

Table 2. ISE for each controller in the path following of the formation with disturbance.

Controller
~
d1

~
d2

~
β

~
xc

~
yc

~
θ

PD 0.3726 2.0811 0.7767 1.80E+03 708.0329 0.3766
PD-DI 0.3307 1.8614 0.5798 328.021 99.8266 0.2986
PD-SMCV 0.211 1.93 0.3269 79.8945 8.5865 0.2118
SMC 20.4928 1.4243 2.8142 221.6967 269.3052 0.9635
SMC–SMCV 1.3112 1.5882 0.557 275.4384 335.2991 0.271

6. Conclusions

Based on the results of the experiments performed, the PD-SMCV controller demon-
strated the best performance compared to the other controllers without disturbance. In
the robustness test with the introduction of a disturbance, the controllers without dy-
namic compensation did not perform well. Although the SMC controller lacked dynamic
compensation control, it showed remarkable robustness, outperforming the PD controller.
According to ISE indicators, the PD-SMCV controller, which combined PD forming con-
trol with SMCV dynamic compensation for the inner loop, not only quickly reduced the
error in forming variables, but also maintained stable and accurate robot forming in the
presence of disturbances. In summary, the PD-SMCV controller excels in its ability to
deliver superior performance in robotic formation trajectory tracking and disturbance
management, reaffirming its effectiveness by combining advanced control techniques with
dynamic compensation.
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Abstract: This paper proposes the design and construction of the prototype of a solid-state relay
(SSR) that is controlled remotely through an interface developed in an Android application using
a WIFI connection. Likewise, the prototype has a system for measuring electrical variables such as
voltage, current, and power factor, whose values are also visualized in the application for monitoring
the system’s load. Experimental results demonstrate the effective control of various load profiles,
including resistive and resistive–inductive loads. The SSR successfully regulates the firing angle
of an electronic device called TRIAC, allowing precise control over the load. Key features include
a network snubber and heatsink, enhancing the durability and reliability of the system. The main
contribution of this work is the integration of IoT-based remote control and monitoring with a robust
SSR design, offering enhanced functionality and reliability for domotic applications. This integration
facilitates improved productivity, resource management, and equipment monitoring in smart home
environments, addressing the current gap in the availability of intelligent SSR solutions.

Keywords: solid-state relay; optoisolator; TRIAC; network snubber; heat sink; power measurement;
WIFI; remote drive; AC power; Android app

1. Introduction

Solid-state relays (SSR) are essential devices used to control AC or DC electrical
circuits by switching them on or off. These devices can handle a wide range of loads, from
low-power light bulbs to industrial electric motors, allowing the activation of a power
load using a simple control signal [1,2]. The advent of the Internet of Things (IoT) has
revolutionized both domestic tasks and industrial operations, particularly through domotic
applications. These applications enable wireless connectivity between devices, facilitating
real-time data exchange via technologies such as WIFI. Integrating IoT into daily activities
enhances productivity, resource management, equipment monitoring, etc. [3–5]. Using
wireless technologies, it is possible to convert ordinary homes into smart places such that
there is the opportunity to reduce energy use while maintaining optimal comfort and
convenience [6].

The proliferation of smart homes and the Internet of Things has fueled a demand
for intelligent and interconnected devices that enhance comfort, energy efficiency, and
automation [7]. However, traditional SSRs provide reliable switching but lack the flexibility
and intelligence needed for seamless integration into modern smart home ecosystems. In
the context of domotic applications, which emphasize automation, energy efficiency, and
remote control, conventional SSRs often fall short due to their limited ability to adjust
load characteristics and fully integrate them into smart home systems [8]. Researchers
have explored various approaches to enhance the capabilities of SSRs for domotic appli-
cations [9]. For instance, Setiyo Budiyanto et al. [10] proposed a system for controlling
home appliances using Arduino with a web server for remote control and monitoring. The
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need for a variable duty ratio SSR arises from the requirement to finely tune the power
supplied to different types of loads, improving both energy efficiency and system reliability.
Conventional SSRs with fixed duty ratios lack the necessary adaptability. Additionally,
the absence of remote monitoring and control features in these traditional systems limits
their usability in modern IoT-enabled smart homes. In this context, this work presents the
design and construction of a remotely controlled solid-state relay prototype with a variable
duty ratio for domotic applications, proposing an efficient and improved alternative to
electromechanical relays [11]. The prototype includes a measurement system for voltage,
current, and power factor, all of which can be monitored via an Android application using
WIFI. The system is designed to handle a domestic load of up to 120 V at 10 A, utilizing
a power semiconductor to regulate the RMS voltage. Additional features include a net-
work snubber and a heatsink to extend the system’s lifespan. The primary contribution of
this work lies in integrating IoT-based remote control and monitoring with a robust SSR
design, providing enhanced functionality and reliability for domotic applications. This
combination improves productivity, resource management, and equipment monitoring
in smart home environments, effectively addressing the current lack of intelligent SSR
solutions. The following sections detail the prototype’s design, experimental setup, results,
and conclusions.

2. Materials and Methods

The approach of this work is quantitative, as it involves measuring electrical variables
such as voltage, current, and power factor. Additionally, mathematical methods are used to
size active and passive elements that are part of the circuitry of this controlled solid-state
relay. This section deals with the characteristics of solid-state relays using compact, reliable,
high-speed semiconductors with an increased service life, which allows them to feed the
load despite a sinusoidal voltage curve [12].

2.1. Solid-State Relays

A solid-state relay is a switching device that has no moving parts. When a control
signal is applied, these devices provide a path for the AC load current in the same manner as
the moving contacts of a mechanical switch [13]. The switching carried out by synchronous
SSRs is established at the zero crossing of the alternating current cycle. For this reason, the
probability of generating some type of electronic noise is reduced such that this type of relay
is significantly used in environments where devices that are susceptible to radio frequency
interference (RFI) must be controlled [14,15]. A solid-state relay uses an optocoupler for its
trigger circuit. This device, utilizing photodiodes and LEDs, provides a reliable switching
mechanism without moving parts [16]. According to the level of voltage, current, and
switching frequency that must be handled, a photosensitive thyristor (SCR) or a triode
for alternating current (TRIAC) can be used to replace the phototransistor located on the
output side [17]. A complete structure of an SSR (see Figure 1) has a larger quantity of
additional elements than the LED and the photosensitive semiconductor since it requires
a power semiconductor, which activates the load and other circuits such as snubbers and
zero crossing detectors.

Figure 1. SSR internal structure [17].
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When compared to conventional mechanical relays, a solid-state relay (SSR) has a
longer lifespan due to the presence of optical isolation and the absence of mechanical
components. However, an SSR may be more prone to failure from overloads, making the
use of snubber networks highly important in its implementation [14].

2.2. Power Semiconductor

The incorporation of power semiconductor-driven SSRs with IoT software, enhanced
power management strategies, and state-of-the-art reliability testing procedures highlight
their benefits and possibilities in various applications. This study allows for an analysis of
the crucial role played by the power semiconductor in controlling the load voltage in the
prototype [18]. To select the power semiconductor for the prototype of the controlled solid-
state relay, it is essential to consider the voltage to be handled as well as the type of current
and its value. In this case, it is proposed to supply a load no greater than 120 V @ 10 A
through an alternating current (AC) control.

The solid-state relay circuit connects and disconnects system loads based on a control
signal. In this context, the TRIAC, a device from the thyristor family, is selected as the
controlled power semiconductor. This element can be used in the prototype since it is used
to switch alternating current as it is a bidirectional semiconductor, as proposed in [19].
TRIAC meets the design requirements in terms of voltage and current levels, as well as the
value of the switching frequency, which is 120 Hz.

2.3. Design of the Solid-State Relay
2.3.1. Zero-Crossing Detector Circuit

The sinusoidal signal of the AC supply allows the TRIAC to deactivate at each zero-
crossing point as the current value drops below the holding current. Therefore, to ensure
proper firing angle control, it is essential to determine the points where the zero crossings
of the voltage signal corresponding to the AC supply occur. Figure 2a shows the schematic
of the circuit implemented for the zero-crossing detector.

 

Figure 2. Implemented circuits: (a) zero-crossing detector, (b) controlled triggering.

2.3.2. TRIAC Selection

In order to select a suitable model for the TRIAC, it is fundamental to consider the
voltage and current values that the semiconductor must withstand in the on state (fully
ON) and in the cut-off region (fully OFF). On state current that the TRIAC must handle
corresponds to the maximum RMS value of 10 A, which is variable according to the load
requirements. Also, the voltage that the device must withstand is the phase-neutral voltage
of the AC supply, which has a maximum RMS value of 120 V; that is, the repetitive peak
voltage that the TRIAC will handle results in a value of 169.71 V. According to the previously
mentioned values, TRIAC to be used in the solid-state relay prototype is BT138 model. The
main characteristics of the selected TRIAC can be shown in Table 1.
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Table 1. Main parameters of TRIAC BT138 [20].

Parameter Symbol Value

Repetitive peak off-state voltage VDRM 600 V

RMS on-state current IT(RMS) 12 A

Gate trigger voltage VGT 1.5 V

Operating junction temperature TJ 125 ◦C

Thermal resistance junction to mounting base Rθj−c 1.5 K/W

2.3.3. TRIAC Trigger Circuit

The circuit detailed in Figure 2b allows the TRIAC to be safely triggered using an
optoisolator, which is activated through one of the microcontroller’s pins. Figure 2b shows
the schematic of the circuit implemented for triggering the BT138 TRIAC. It is fundamental
to mention that the TRIAC gate is excited with a phase control based on the activation of
the system through the firing angle of the semiconductors. Control of the supply voltage is
carried out by varying the firing angle of the thyristor gate. Alpha firing angle (α) is in a
range between 0◦ and 180◦. The implementation of the circuit for phase control turns out
to be simple and reliable [21].

2.3.4. Snubber Network and Heat-Sink

The need for implementing a snubber network in the prototype arises from issues
related to the unwanted triggering characteristics of the TRIAC, which occur when the load
is significantly reactive, potentially exceeding the critical rate of change of the commutating
voltage (dVcom/dt) [22]. To solve this problem, the implementation of an RC snubber
network between terminals MT1 and MT2 is required since this configuration limits abrupt
voltage variations. The prototype requirements in terms of voltage and current levels are
VO = 169.71 V, I = 10 A, and fs = 120 Hz. In addition, we used the Quick Snubber Design
proposed by Cornell Dubilier in [23]. The complete circuit of the controlled solid-state relay
is shown in Figure 2b.

To enhance the protection of the controlled solid-state relay prototype, a heat sink
is proposed to maintain the necessary thermal flow and prevent the semiconductor from
reaching its melting point. For this purpose, it is essential to know the value of the TRIAC
power dissipation, which is influenced by the load current and can be calculated using
the equations from [24,25]. In this case, TRIAC power dissipation is P = 13.74 W. This
is based on that value and other parameters, which are ambient temperature, junction
temperature, and the thermal resistances of the system. In addition, we used a direct contact
and the analysis of [24]; the junction-to-ambient thermal resistance is Rthj−a = 5.53 ◦C/W.
Accordingly, the model of the heat sink is TEA40 [26], whose thermal resistance is 5.6 ◦C/W.

2.4. Power Measurement System

For selecting a power measurement system that focuses on acquiring voltage, cur-
rent, and power factor data of the load, the requirements of the maximum RMS values
120 V @ 10 A were considered. So, a PZEM-004T V3.0 AC communication module (see
Figure 3) is used, which measures AC voltage, current, active power, frequency, power
factor, and the energy of the application to which it is connected. Data obtained are sent to
a microcontroller through WIFI wireless communication, which presents the information
in an Android application for system monitoring.
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Figure 3. PZEM-004T V3.0 AC module [27].

2.5. Android Application for Remote Driving and Monitoring of the Solid-State Relay Using WIFIi

To design the Android application, the Arduino Cloud interface was selected, as it
supports developing projects with embedded systems through Wi-Fi connections. Among
the compatible devices are ESP32 microcontrollers since these devices have an integrated
WIFI module [28]. The configuration of ESP32 boards in Arduino Cloud is carried out
using a device ID and a secret key. These tools, along with WIFI credentials, are ideal for
connecting to the Arduino database. In this way, it is possible to generate the operation as
well as remote monitoring of the prototype through a wireless network with an Internet
connection. The Android application design is shown in Figure 4.

Figure 4. Arduino Cloud interface.

3. Results and Discussion

This section shows the operation of the prototype with different configurations of the
system load, such as a resistive load (R) and a resistive–inductive load (RL). The results
demonstrate the system’s ability to regulate the firing angle of the TRIAC and manage the
load effectively.

For the prototype to function properly, it is important to consider that losses are
generated during operation. These losses are caused by the elements within the SSR’s
internal structure. For this case study, the main losses are found in the power semiconductor,
which is a TRIAC BT138 with a value of 13.74 W, as well as in the resistance that is located
after the diode bridge, that is, at the AC supply with a value of 0.82 W. These losses have a
total estimated value of 14.56 W, which represents 1.21% of the maximum power that can
be supplied to the load. This is considering that the maximum power is 1.2 kW when there
is no phase lag between the voltage and the current.
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3.1. Resistive Load (R) Tests

To validate the prototype’s functionality, a 100 W incandescent light bulb was used
as a resistive load. The firing angle (α) was regulated through the Android application,
allowing control over the bulb’s illumination. It was possible to analyze and select the
appropriate components to carry out the design and implementation of the power, control,
measurement, and remote communication circuit of the system. By connecting the bulb as
a load, the firing angle (α) can be regulated throughout its range, that is, from 0◦ to 180◦,
where 0 electrical degrees determines that the load is fully on, with the bulb receiving the
complete mains voltage and displaying a full sine waveform. The trigger angle is regulated
with the Android application, as shown in Figure 5a.

Figure 5. Experiment setup: (a) setup for resistive load, (b) measurements at 0 degrees.

The results of the voltage, current, and power factor measurements using the PZEM-
004T V3.0 module are shown in Figure 5b. On the other hand, at a firing angle of 180 electrical
degrees, the load is off, as shown in Figure 6a, as the bulb does not receive any voltage and
remains unlit. This demonstrates the system’s ability to completely control the load state
through the firing angle adjustment.

180 

Figure 6. Experiments at different shooting angles: (a) 180 degrees, (b) 30 degrees.

For intermediate angles, such as 30◦, the bulb’s illumination varies accordingly.
Figure 6b shows the results at 30◦, indicating precise control over the load’s voltage and
power factor, monitored through the Android application.
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3.2. Resistive–Inductive Load (RL) Test

In this test, a 250 mH inductor was added in series with the 100W incandescent bulb,
creating a resistive–inductive load, as Figure 7a shows. Various firing angles were tested to
observe the system’s response to the inductive component.

Figure 7. Experiment setup: (a) setup for rL load, (b) operation at 16 degrees.

After connecting the inductor, several tests of the firing angle were conducted. For
values less than 16 electrical degrees, the voltage regulation was affected. This is due to the
inductive load, which generates a phase lag between the voltage and current. Consequently,
the current conduction lasts for more than 180 electrical degrees, and the TRIAC deactivates
every time the current drops to zero. In this way, the electrical current is extinguished at the
β angle. Because an extinction angle exists, the critical firing angle (αc), can be defined as
the limit value to go from continuous conduction mode to discontinuous conduction mode
and vice versa. This parameter is very important to the operation of the prototype because
it corresponds to the angle from which the AC control can be made. One may note from
Figure 7b that the power factor no longer corresponds to 1, which is due to the presence of
the inductor.

3.3. Prototype Tests and Theoretical Results Comparison

In order to verify the operation of the controlled solid-state relay, the following tables
are shown below as a summary where the voltage, current, and power factor results
obtained through the prototype and mathematical calculations are compared. Table 2
shows the measurements when there is a resistive load is used as the output of the system.
The results are significantly similar for each of the firing angles. The main differences are
because in the tests with the prototype, there are variations in the resistive value of the
bulb, which changes as its temperature increases. The theoretical results were carried out
using Equations (1)–(3), which are proposed in [29].

Vrms = Vs

[
1
π

(
π − α +

sin2α

2

)]1/2
(1)

Irms =
Vrms

R
=

Vs

R

[
1
π

(
π − α +

sin2α

2

)]1/2
(2)

p f =

√
1
π

(
π − α +

sin2α

2

)
(3)

where Vrms is the RMS voltage across the load, Vs is the mains voltage, α is the firing angle,
R is the value of the bulb resistance, Irms is the load RMS current, and p f is the load power

143



Eng. Proc. 2024, 77, 14

factor. It is very important to consider that the approximate value of the bulb resistance is
370 Ω.

Table 2. Results with a resistive load.

Firing
Angle

(α)

Prototype Results Theoretical Results Percentage Errors

Voltage
[V]

Current
[A]

Power
Factor

Voltage
[V]

Current
[A]

Power
Factor

Voltage Current
Power
Factor

0◦ 122 0.324 1 120 0.324 1 1.67 0 0

30◦ 121.4 0.323 1 118.26 0.32 0.99 2.66 0.94 1.01

50◦ 115.9 0.156 1 115.5 0.152 0.94 0.35 2.63 6.38

70◦ 103.8 0.142 0.98 101.36 0.137 0.85 2.41 3.65 15.29

180◦ 0 0 0 0 0 0 - - -

Similarly to the previous case, Table 3 shows the measurements obtained when the
system has an RL load as output. Based on this information, continuous conduction is
achieved for firing angles less than 16◦. Likewise, the firing angle for testing the prototype
cannot be less than the value mentioned above since the load voltage and current will be
sinusoidal. The theoretical results were calculated using Equations (4)–(8), which are also
proposed in [29].

Vrms = Vs

[
1
π

(
β − α +

sin2α

2
− sin2β

2

)]1/2
(4)

Irms =
Vscosφ

R

[
θ

π
− sinθcos(2α + θ + φ)

πcosφ

]1/2
(5)

θ = β − α (6)

φ = tan−1
(

ωL
R

)
(7)

p f = cosφ (8)

where Vrms is the RMS voltage across the load, Vs is the mains voltage, β is the extinction
angle, α is the firing angle, φ is the impedance angle, θ is the driving angle, ω is the angular
frequency, R is the value of the bulb resistance, L is the value of the inductor, Irms is the
load RMS current, and p f is the load power factor. It is very important to consider that the
approximate value of the extinction angle is 196◦.

Table 3. Results with a resistive–inductive load.

Firing
Angle

(α)

Prototype Results Theoretical Results Percentage Errors

Voltage
[V]

Current
[A]

Power
Factor

Voltage
[V]

Current
[A]

Power
Factor

Voltage Current
Power
Factor

16◦ 122.6 0.312 0.97 120 0.316 0.97 2.17 1.27 0

25◦ 119.4 0.309 0.97 117 0.306 0.97 2.05 0.98 0

70◦ 105.9 0.275 0.95 100.42 0.263 0.97 5.46 4.56 2.06

80◦ 98.5 0.266 0.93 96.29 0.252 0.97 2.3 5.56 4.12

As can be seen from the Table 4, while commercial SSRs are robust and reliable for
specific applications, the developed SSR stands out by integrating IoT features (WIFI) for re-
mote monitoring and control, which is particularly beneficial for smart home environments
in domotic applications.
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Table 4. Comparison with other SSR options.

Device
Max

Current
Max

Voltage
Control

Type
Snubber

Remote
Control

Datasheet
Reference

Developed SSR 10 A 120 V TRIAC Yes WIFIi ---

Omron G3ZA Series 10 A 240 V TRIAC Yes No [30]

Infineon FET SSR 5 A 600 V FET No No [31]

Seeed Studio S108T02 Series 8 A 600 V TRIAC Yes No [32]

4. Conclusions

The design and construction of a controlled solid-state relay (SSR) with a variable duty
ratio for domotic applications were successfully completed. This project demonstrated
the feasibility of integrating IoT-based remote control and monitoring with a robust SSR
design, providing enhanced functionality and reliability for smart home environments.
Experimental results, as shown in Tables 2 and 3, validate the system’s capability to regulate
the firing angle for both resistive and resistive–inductive loads. The close alignment
between experimental and theoretical results highlights the precision and reliability of the
proposed method in controlling different load profiles.

The proposed system can be employed for automated control of household devices,
efficient energy management, and real-time monitoring of electrical parameters, making it
particularly useful for smart home setups that prioritize energy efficiency and automation.
Additionally, the system’s ability to handle different load profiles, combined with features
such as a network snubber and heatsink for enhanced durability, makes it a robust and
adaptable solution for diverse domotic applications.

Furthermore, the comprehensive evaluation provided in this study shows that the
SSR system not only supports seamless integration into smart home environments but
also enhances the management of various electrical loads with high accuracy. Future work
could explore its integration with renewable energy sources and the further optimization
of control algorithms to improve system performance, extending its potential applications
in both residential and industrial smart grid environments.
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Abstract: Today, there are many security problems at the technological level, especially in telecom-
munications. Cybercriminals invade and steal data from any system using vector attacks such as
phishing through scam mail, fake websites and phone calls. This latter form of phishing is called
vishing (phishing using voice). Through vishing and using social engineering techniques, attackers
can impersonate family members or friends of potential victims and obtain information or money or
a specific target objective. Traditionally, to carry out vishing attacks, attackers imitated the vocabu-
lary, voice and tone of a person known to the victim. However, with current artificial intelligence
(AI) tools, obtaining synthetic voices similar or identical to the person to be impersonated is more
straightforward and precise. In this regard, this paper, using ChatGPT and three AI-enabled applica-
tions for voice synthesis presents a practical approach for deploying vishing attacks in an academic
environment to identify the limitations, implications and possible countermeasures to mitigate the
effects on Internet users. Results demonstrate the effectiveness of vishing attacks, and the maturity
level of the employed AI tools.

Keywords: cybersecurity; ChatGPT; social engineering; artificial intelligence; LLM; vishing

1. Introduction

Phishing attacks attempt to obtain personal information such as usernames, pass-
words and credit card details by pretending to be a trustworthy entity in an electronic
communication. Communication purporting to be from popular social websites, auction
sites, online payment processes or IT administrators is commonly used to lure the un-
suspecting public. Furthermore, phishing emails may contain links to websites that are
infected with malware [1]. Vishing attacks, a particular case of phishing, are also used to
obtain private information using phone calls [2]. Even today, artificial intelligence (AI)
tools are used to clone voices, so the victim hears a familiar voice, increasing the probability
that the launched attack succeeds. Moreover, with suitable feedback (e.g., by obtaining
personal data), AI solutions can impersonate a person and imitate their vocabulary, jargon
or expressions. In this regard, this paper uses AI tools to present a practical approach for
deploying vishing attacks. In this paper, ChatGPT was used to generate the text that will
later be used to create audio dialogs (scripts) to send to victims. Texts from the victims,
which could be obtained through social engineering or espionage techniques in real-world
environments, have previously fed ChatGPT. Three AI-enabled tools have been used to gen-
erate the synthetic voices. The tests were conducted in an academic environment, and the
targets were relatives or friends of university students who were aware of the nature of the
experiments and their implications. Results demonstrated the effectiveness of the vishing
attacks, and all collected information could be used not only to know the maturity level of
the AI tools to perform this vector attack but also the possible countermeasures and actions
to avoid or mitigate the effects on the users. At the end of the experiments, all individuals
involved were informed about the study, the tools employed and the results obtained.
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2. Literature Review

In this work, it was possible to identify how phishing attacks, especially those that
escape detection by security tools, can be generated using ChatGPT. Phishing websites, after
being hosted on a web domain, are widely shared through several online communication
resources, such as emails, SMS, social media, etc., and indexed by search engines. Since
these attacks can cause a lot of harm within a short duration [3], threat intelligence actors,
such as anti-phishing bots, utilize various automated, rule-based [4] and Machine Learning
ML-based approaches [5] to identify phishing websites.

2.1. Threat Model

An attacker provides multiple prompts to ChatGPT with the intention of generating
the source code for a phishing website that: (a) closely imitates the design of a popular
organization’s website, (b) employs various regular and evasive tactics to deceive users
into sharing their sensitive information and (c) incorporates mechanisms for transmitting
the obtained credentials back to the attacker [5]. These prompts are specifically designed to
bypass ChatGPT’s content filtering measures, making it difficult to detect the malicious
intent. Once the attacker receives the generated source code, they proceed to host it on
a domain, creating a live phishing website that poses a significant risk to unsuspecting
users. Generating phishing attacks using ChatGPT provides the attacker with the following
advantages:

Rapid Deployment: Attackers take advantage of the low cost and ease of use of
ChatGPT to quickly iterate on their phishing attacks, making it more difficult for security
vendors to identify and counter them at scale [6].

Technical Expertise Variability: The ease of use of ChatGPT allows attackers with
varying levels of technical expertise to generate phishing attacks which employ various
evasive techniques that can avoid anti-phishing detection, such as text encoding, browser
fingerprinting or clickjacking [6].

Hosting and Accessibility: Attackers can utilize free hosting platforms to deploy their
phishing websites, further lowering the barriers to entry and making large-scale attacks
more feasible [6].

2.2. Ethical Considerations

This paper acts as a proof-of-concept to demonstrate the feasibility of generating
evasive vishing attacks using ChatGPT. Since the authors are in the process of releasing their
set of prompts used to design these attacks to OpenAI, they also describe their methodology
for generating these attacks to encourage the development of more generalized approaches
to detect and mitigate the possibility of such attacks in ChatGPT and other large language
models (LLMs).

3. Background Technologies

This section will review some technologies used to carry out this work.

3.1. Large Linguistic Model (LLM)

Large Language Models (LLMs) represent an evolution from language models. Ini-
tially, language models were statistical in nature and laid the groundwork for computational
linguistics. The advent of transformers has significantly increased their scale. This expan-
sion, along with the use of extensive training corpora and advanced pre-training techniques
is pivotal in areas such as AI for science, logical reasoning and embodied AI. These models
undergo extensive training on vast datasets to comprehend and produce text that closely
mimics human language. Typically, LLMs are endowed with hundreds of billions, or even
more, parameters, honed through the processing of massive textual data. They have spear-
headed substantial advancements in the realm of Natural Language Processing (NLP) [7]
and find applications in a multitude of fields (e.g., risk assessment [8], programming [8],
vulnerability detection [8], medical text analysis [9] and search engine optimization [7]).
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Large language models (LLMs) can be used to analyze cyber threat intelligence (CTI)
data from cybercrime forums, which contain extensive information and key discussions
about emerging cyber threats. However, to date, the level of accuracy and efficiency of
LLMs for such critical tasks has yet to be thoroughly evaluated. One study, hence, assessed
the accuracy of an LLM system built on the OpenAI GPT-3.5-turbo model [9] to extract
information. Various ways to enhance the model were uncovered, such as the need to help
the LLM distinguish between stories and past events, as well as the need to be careful with
verb tenses in prompts. Nevertheless, the results of this study highlight the efficiency and
relevance of using LLMs for cyber threat intelligence [9].

3.2. How LLMs Work?

At a basic level, LLMs are based on ML, a subset of AI that refers to feeding a pro-
gram a large amount of data to train it to identify functions from that data without human
intervention [8]. LLMs use a type of ML called deep learning. Deep learning models can
be trained to recognize distinctions without human intervention, although some human
adjustment is usually necessary [8]. Deep learning uses probability to “learn”. For example,
in the sentence “The quick brown fox jumped over the lazy dog”, the letters “e” and “o”
are the most common, appearing several times each. From this, a deep learning model
might conclude (correctly) that these characters are among those most likely to occur in
Spanish text. A deep learning model cannot conclude anything based on a single sentence.
However, after analyzing billions of sentences, it could learn enough to predict how to
logically finish an incomplete sentence or even generate its sentences [8].

3.3. Social Engineering (SE)

This term has a long history, but it can be summarized by saying that social engineering
is the name given to the various manipulation techniques cybercriminals use to obtain
sensitive information from users. First, it was taken from computer science, specifically
hackers, and second, it was taken from personal. For hackers or people engaged in computer
security in general, this method is the process of using cognitive strategies and social skills
to engage a specific target [9].

SE jeopardizes the security of networks, regardless of the type of perimeter security
in place, from firewalls, cryptographic methods, virus detection system, etc., as it exploits
the possibility that humans trust other humans more than computers or technology, thus
making humans the weakest link in the security chain. Malicious activities carried out
through human interactions psychologically influence a person to divulge confidential
information or violate security procedures. Because of these human interactions, SE
attacks are the most powerful, as they threaten all systems and networks and cannot be
prevented by software or hardware solutions if people are not trained to prevent them.
Cybercriminals choose these attacks when there is no way to hack a system without
technical vulnerabilities [8].

Social Engineering Attacks

Given that SE is a technique that uses emotions, feelings, vulnerabilities and other
mental processes and human behavior, it becomes a very dangerous tool to affect the
potential victim; for example, by impersonating family members, technical support people,
co-workers or trusted individuals in order to appropriate personal data and passwords or
to impersonate the identity of the deceived person using memories, moments or personal
information [7].

Although SE attacks differ from each other, they have a common pattern with similar
phases. The pattern involves four stages [9,10]:

• Gather information about the target;
• Develop a relationship with the target;
• Exploit the available information and execute the attack; and
• Exit without leaving a trace.
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Figure 1 illustrates the different stages of an SE attack.

Figure 1. Stages of SE attack, sources [11].

4. Vishing

Voice phishing is a form of phone criminal attack carried out using social engineering
with the use of telephone system to look at private personal and financial information; for
the use of financial work it is also referred as “vishing” [12].

Vishing is short for “voice phishing”, which involves defrauding people over the
phone and enticing them to divulge sensitive information. In this definition of vishing, the
attacker attempts to obtain the victim’s data and use it for their own benefit—typically, for
their own financial advantage [12].

Voice Cloning

Voice cloning is the process in which a computer is used to generate the speech of a real
person, generating a replica of their specific and unique voice through AI. This technique
has become popular thanks to advances in AI and ML, which allow the replication of
a person’s voice with surprising accuracy; this has allowed the creation of increasingly
realistic synthetic voices, and it can have both positive and negative implications [13]. For
this process in general, the programs are based on artificial neural networks, which are ML
systems that can identify complex patterns in training data. To clone a voice, the program
first needs to be trained with a large amount of voice data from the person to be cloned, the
more data provided, the more accurate the cloning will be [14].

Once the program has been trained, it can generate new audio clips that sound like the
person in question. This is achieved by manipulating voice parameters such as fundamental
frequency, syllable duration and intonation [15].

The expressive speech cloning framework is a multi-speaker Text-to-Speech (TTS)
model conditioned by speaker encodings and style aspects of speech. Style conditioning
in expressive TTS models is usually done by learning a dictionary of latent style vectors
called Global Style Tokens (GSTs). Although GSTs can learn meaningful latent codes when
trained on a dataset with a large variation of utterances, they have been empirically found
to provide limited style control when trained on a large multi-speaker dataset with mostly
neutral prosody [16].

A high-level schematic of the expressive speech cloning framework with the main
components being trained separately is shown in Figure 2 [17].
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Figure 2. Expressive voice cloning model: Generic TTS model, sources [17].

5. Attack Methodology

To carry out the present project, first, the appropriate methodology is established to
execute a vishing attack in a controlled environment. Also, the research participants are
identified, where the target population of this study is composed of university students
and other individuals.

Since this is a research project, and, to ensure the safety of the participants, informed
consent was signed. In this document, participants give their consent for the use of their
voice, as well as the information requested, including telephone numbers and the personal
data of the persons on whom the analysis will be carried out.

The research is classified as qualitative, as it seeks to explore people’s behavior through
the simulation of three distinct scenarios. The first scenario involves pretending to be an
agent of a financial or state entity to request financial and/or personal information. The
second scenario involves simulating being a family member or friend in need of financial
assistance. Finally, the third scenario consists of posing as a sales agent offering promotions,
prizes or the buying and selling of goods or services.

Similarly, for this project, a conceptual model was used that includes the main aspects
of SE, such as psychological factors, technical factors and sensitive information like bank
data, personal information, names of family members, workplace, etc., all of which meet
the established objectives as shown in Figure 3.

Figure 3. Conceptual model of social engineering factors for a vishing attack, based on [16].

5.1. Research Desing

For this study, a participatory action research (PAR) design was used, as its purpose is
practical; to enable participants to respond to a problem using their resources (knowledge
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and reflection, intervention, action and resolution) [18]. A study of this nature is proposed
with at least fifty participants for qualitative research, as it helps the researcher build and
maintain a close relationship and thus improve the “open” relationship. A frank exchange
of information [18] can help to mitigate some bias and validity.

For this purpose, an objective table is established in which six phases are established
by which the type of attack and the possible results or actions to be obtained are classified
and prioritized. These are the same ones that are described in Table 1, and they set the
limits of the investigation, bearing in mind that the information to be received is of absolute
confidentiality.

Table 1. Vishing Attack Classification and Action Phase.

Convention Phase Action Phase

Specification
Data Operation

Buy—Sell/Services

• Banks
• Personals
• Reference Person

• Bank transfer

Courier calls
• Family
• Relationship

• Transfer

(PayPal packages
PayPal customs)

Banks operations • Credit card

(Photography Text)

Home calls

• Access credentials
• Application for

purchase
• Preparing special events

Laboral calls • Access credential

(Physic Servers PC)
• Users

Personals calls

• Warranty
• References
• Contacts
• Photo blackmail

Extortion tactics

• Discover personal data
• Conversations
• Intimate photos
• Threats, intimidation to

obtain money or other
benefit

5.2. Test Environment

For the testing environment, several regulatory guidelines were established to carry
out the attacks; these are:

• The attacks will be carried out within a specified timeframe and with a limited scope
regarding the dialogues used for the proposed scenarios.

• The use of phrases, jargon and words that do not discriminate against or insult
the victim.

• The conversation should not exceed topics that are intimate, sexual, or of any other
nature that might incite the victim to actions that could harm their physical appearance
or psychological state.

• The attack will only focus on the scenarios presented, with the prior express autho-
rization of the participants.

• The attacks will only take place on weekdays and at times that do not disrupt the
victims’ activities or at night.

• For the attacks, only the information provided by the participants will be used; no
additional information may be used without prior authorization.
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• The attacks will only be carried out on the phone numbers provided by the partici-
pants.

Additionally, it is important to highlight that a participant cannot be targeted in other
scenarios, as a measure to prevent the victim from realizing that they are the object of a
vishing attack.

5.3. Screenplay Composition

At this stage and as mentioned above, ChatGPT will be used; this AI tool will create the
dialogues to be used in the calls and/or audio messages, using the cloned and synthesized
voices of the participants so that at the time of the attack they are as realistic as possible.

Three main scenarios will be developed for this project based on three scenarios:

• Request for confidential information: generate content so that the victim accedes to
giving sensitive information: mainly bank records, credit cards, etc.

• Request for financial assistance: generate content using SE to encourage the victim
to agree to deliver financial assistance, using a known voice and with information
obtained through social networks and from participants so that the victims offer no
resistance.

• Request for information of a buy–sell service: generate content to obtain information
about some good or service that the victim may possess, with the aim of trying to get
more accurate information.

5.4. Procedure for Attack

Figure 4 shows the flowchart of the vishing attack procedure, which consists of three
stages. In the first stage, content is generated using words that the victim commonly
uses, entering them into ChatGPT to create the dialog. In the second stage, selected AI
applications are used to clone and synthesize the voices, generating the voice message.

Figure 4. Flowchart of the procedure to be followed for vishing attacks.

This message is sent via WhatsApp or played during a call to the victim. Finally, in the
third stage, the results are expected according to the scenarios proposed, i.e., if the victim
agrees to provide the requested information or help.

6. Results

In the analysis of the attacks carried out, various types of responses were collected.
The most common issue is the lack of response from the victims to audio messages and
calls. Another observed reaction is, upon not recognizing the numbers from which the
attacks were made, the victims chose to block those contacts.
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Finally, to a lesser extent, some people responded to the audio messages and calls and
even agreed to fulfill the requests made.

As can be seen in Table 2, the effectiveness percentage is calculated, and the total
number of calls or audio messages sent using voices that were cloned from the different
applications is counted, as are the number of blocked numbers, unanswered messages or
successful attacks.

Table 2. Result of the vishing attack on the three applications.

Action/Application Eleven Labs Speechify Voice Cloning Vidnoz

Attacks Performed 50 50 50
Successful 35 26 29
Locked 2 14 7
No Answer 13 10 14
% Success 70% 52% 58%

Based on the collected data, Figure 5 graphically shows the results of the attacks and
the applications with which they were performed.
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Figure 5. Overall results of vishing attacks for each application.

7. Conclusions and Lessons Learned

In conclusion, this document highlights that vishing represents a significant current
global issue. The study shows that ChatGPT can generate both common vishing attacks
and more specialized ones. Although it focuses on fifty individuals, this type of attack has
proven effective and this methodology can easily be extrapolated to other categories of
evasive attacks. Currently, the supervision of malicious content generated by large-scale
language models, such as ChatGPT, is in its early stages, allowing attackers to exploit this
resource to quickly implement new attacks.

Additionally, the process of voice generation and cloning can be significantly acceler-
ated using the ChatGPT API. As for the AI applications for voice cloning and synthesis, all
three applications had phonetic and word pronunciation errors. This resulted in improper
phonetics, producing sounds in a spelled-out way or in a robotic manner. This problem
occurred in some attacks when using unfamiliar terms for the speech synthesis applications.

This study makes three contributions:
First, an analysis of the phenomenon of social engineering is offered from theoretical

and practical approaches. Through artificial intelligence, it is possible to generate content
and replicate the voices of family members who are in emergency situations, thereby
moving and appealing to people’s solidarity.
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Second, it delves into the use of artificial intelligence applications that not only replicate
and synthesize voices but also create dialogues that incorporate common words and jargon,
enhancing the authenticity of the interaction.

Third, it is noteworthy that artificial intelligence has various capabilities, among which
is the ability to transform texts into audible dialogues. This technology can replicate any
tone of voice in such a way that it becomes difficult to distinguish between the generated
voice and a real voice.

The first lesson learned is that there is a limit to the number of words that can be
cloned; when exceeding 1500 words, applications tend to translate inaccurately. The second
lesson relates to the number of times voices can be cloned and synthesized. Since this
is a paid tool, the number of available clones is limited; in the case of the applications
used, the limit is 500 clones per month. Additionally, it has been observed that some
uncommon words are pronounced incorrectly by the application when converted to audio,
even sounding robotic at times, as they sometimes just spell them out. Although this is an
emerging field and there is a lack of information about it, voice cloning applications are
still under development. However, their future looks promising, with encouraging growth
prospects.
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Abstract: A comparative study of the performance of a communication system for IoT applications is
presented. The experiment is based on the bit error rate, which is obtained by varying the distance
between two transceiver modules, each attached to a microcontroller Arduino Uno. Four scenarios
are considered for our experimentation. Each scenario is mainly characterized by interchanging
radiator elements which are attached to the transceiver modules. For this, two antennas are designed
and implemented: a modified shape-optimized Landstorfer Yagi-Uda antenna and a printed turnstile
antenna. The measurements show good agreement, with simulations having gain values of about
9 dBi and 3 dBi for the quasi Yagi-Uda structure and the turnstile antenna, respectively. System
performance tests are conducted to compare the performance of the commercial solution at various
distances to custom-designed antennas. These tests aim to evaluate the improvement achieved
using a new set of antennas. The key to this solution is the use of a high-directivity antenna for
data transmission and a circular polarized omnidirectional antenna for reception, which shows an
improvement of around 60% in terms of the bit error rate during data transmission compared to the
pair of commercial antennas included in the RF module.

Keywords: IoT; Landstorfer antenna; turnstile antenna; BER; performance; wireless

1. Introduction

Wireless communication allows a link between different nodes through electromag-
netic waves, microwaves, or light signals [1]. Furthermore, this technique is highly adapt-
able due to the use of unguided channels, which enable mobility and facilitate communica-
tion across challenging geographic areas. However, these channels are subject to various
perturbations, including distance, interference, and atmospheric conditions, which could
degrade signal quality.

Telecommunication companies design and implement equipment for general-purpose
applications, utilizing standardized antennas that enable communication between devices.
While these generic solutions provide basic connectivity, they are significantly affected
by channel perturbations, as they are not optimized for specific use cases. Consequently,
these generic systems struggle to maintain long-distance communication with a low bit
error rate (BER) with the same power as custom-designed equipment. Specially, in IoT
communication systems, wireless communications have been utilized for location tracking,
data logging, and efficient transportation, which have significantly benefited from the use
of custom-designed equipment [2].

Many approaches to the evaluation of the performance of wireless communication
systems in real-world scenarios have been carried out as part of field tests. Firstly, an IoT
network has been tested in terms of its Received Signal Strength Indicator (RSSI) and Packet
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Error Rate (PER) inside a university campus [3]. This study led the authors to propose an
IoT network deployment for this area. Next, an experimental evaluation of an IoT network
using LoRa for campus deployment is reported in [4], which focuses on the link quality,
quantified through various parameters in different scenarios. Furthermore, over-the-air
(OTA) performance evaluations of IoT wireless devices are also made, providing solutions
to ensure efficient approaches [5].

In any IoT network evaluation, the hardware involved plays a crucial role. Commer-
cial RF modules used as part of sensor nodes are commonly provided with conventional
dipole antennas designed to radiate into free space at their operation frequency. This fact is
related mainly because of its ease of use and the bandwidth used (up to 160 MHz), which is
sufficient for most wireless applications [6]. In this context, many studies have been carried
out utilizing merely the provided commercial dipole. Transmission methods have been
analyzed for the IoT in both short- and long-range networks, encompassing technologies
such as ESP-NOW, nRF24L01 modules, and local Wi-Fi access points [7]. In [8], the devel-
opment of a wireless communication system using the nRF24L01 transceiver module and
an Arduino Uno is described. The system operates at a frequency of 2.4 GHz, supports
data transmission rates between 250 kbps and 2 Mbps, and has a communication range
of approximately 80–100 m. The design allows for both transmitting and receiving data,
using a compact setup that integrates the NRF24L01 with an Arduino Uno microcontroller.

Regarding the antennas attached to the transceiver modules, a microstrip patch an-
tenna has been designed for IoT devices operating within the 868 MHz frequency band [9].
In order to obtain ultra-wide bandwidth, a U-shaped UWB antenna has been designed and
analyzed for IoT applications [10].

In this paper, a performance comparison of IoT applications based on a basic experi-
mental study at 2.4 GHz is proposed, which changes between commercial dipoles and two
custom-designed antennas. Section 2 provides a description of the system used for the tests,
the antenna structures, and the experimental approach. The results of the antenna design
and the performance of the proposed system are presented in Section 3. Conclusions are
depicted in Section 4.

2. Methodology

This section describes the methodology used to achieve this communication system
comparison.

2.1. Equipment System Description

Figure 1 shows the proposed experimental setup of the IoT system used to evaluate
the performance of a long-distance IoT communication system operating at 2.4 GHz. The
system employs two RF modules, namely an NRF24L01 model; two computers; two mi-
crocrontrollers (Arduino Uno); and the custom-designed antennas under test. The system
comprises two primary units—the transmission unit (TxU) and the reception unit (RxU)—
each configured with specific components to optimize overall performance.

2.2. Antennas Under Test

Figure 2 shows the structures of the antennas, which are attached to the RF modules
in different scenarios to carry out the IoT performance evaluation. A modified shape-
optimized Landstorfer Yagi-Uda antenna (LaYUA) and a turnstile antenna composed of
two printed dipole radiators (TuSA) are presented as custom-designed radiators for the
experiment. Additionally, the commercial dipole antenna included in the RF modules is
utilized for in this experimentation.
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Figure 1. Proposed experimental setup used to evaluate the IoT communication system’s performance
by using custom-designed antennas.

(a)

(b)

Figure 2. Antennas under test. (a) Modified shape-optimized Landstorfer Yagi-Uda antenna (LaYUA).
(b) Printed turnstile antenna (TuSA) with 90°-phase-shift feeding between U1 and U2 sources, realized
with a coaxial line.

The LaYUA radiator is a scaled version, at 2.4 GHz, of the antenna reported in [11]
and serves as the radiator for transmission. The analysis of a turnstile antenna is detailed
in [12,13], with the key difference being that the 90°-phased dipole is achieved through a
coaxial line. Due to its low gain, this antenna operates at the reception side. Lastly, the
commercial dipole corresponds to a 2.4 GHz antenna with an RP-SMA connector that is to
be attached to the RF module.

2.3. Experimental Approach

According to Figure 1, the units TxU and RxU are linked through a wireless channel.
On both sides, a computer is connected to a microcontroller (Arduino Uno), which in
turn interfaces with an RF module (NRF24L01). These RF modules operate at 2.4 GHz
and are equipped with both a low-noise amplifier and a power amplifier to enhance their
transmission and reception capabilities. This RF module employs the SPI (Serial Peripheral
Interface) for communication between the module and the microcontroller. Thus, the
NRF24L01 implements its proprietary wireless communication protocol, operating in the
2.4 GHz ISM band. The latter includes features such as addressing, error control, and the
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capability to handle multiple channels and addresses, enabling, in this way, robust wireless
data transmission and reception [14].

In order to ensure the relevance of the measurements and minimize interference,
the TxU and RxU were strategically placed at distances varying from 10 m to 100 m
in an open-field environment, specifically chosen to reduce obstructions and minimize
external interference from buildings, vegetation, or other sources of signal reflection and
attenuation. The tests were conducted under clear weather conditions, with environmental
factors of a 18.7 ◦C temperature and 65.8% humidity. Additionally, a key feature taken
into account in this experiment is the tilt angle of the linear polarized antennas (LaYUA
and commercial dipole) to achieve polarization matching. This adjustment is essential
for accurately evaluating the system’s performance metrics. The system is tested under
a transmit power level of 0 dBm and a data rate of 2 Mbps to evaluate the bit error rate
(BER) characteristic across different scenarios, including urban fading profiles, which will
be discussed in the following sections. A low BER implies high-quality communication,
which is essential for reliability in IoT applications. Furthermore, it is critical for assessing
system efficiency, as a high error rate requires retransmissions, thereby increasing latency
and energy consumption in battery-dependent IoT devices.

A key component of this setup is the use of different antenna structures for the evalua-
tion. Four different scenarios are examined to analyze the impact of these configurations
on wireless communication performance:

Scenario 1 Commercial dipole antennas: This is the baseline scenario. Both the TxU and
RxU are attached with standard commercial dipole antennas.

Scenario 2 LaYUA and commercial dipole: This scenario includes the LaYUA, attached
to the TxU, and the commercial dipole antenna, attached to the RxU.

Scenario 3 Commercial dipole and TuSA: This scenario utilizes the commercial dipole
antenna, attached to the TxU, and the TuSA, attached to the RxU.

Scenario 4 LaYUA and TuSA: This scenario uses the LaYUA, attached to the TxU, and
the TuSA, attached to the RxU.

3. Results

This section presents the results obtained in each phase of this experimental study.

3.1. Antenna Measurements

The radiation pattern measurements were carried out in an anechoic chamber. Figure 3
shows photographs of the custom-designed antennas LaYUA and TuSA, which were
implemented, respectively, on FR-4 substrates and mounted in the anechoic chamber.
Figure 4 illustrates the simulated and measured reflection coefficient’s magnitude and
normalized pattern at 2.4 GHz, when both the antennas are radiating into free space. There
is a good agreement between the simulations and measurements. In this way, the simulated
gain of the LaYUA and TuSA are about 9 dBi and 3 dBi, respectively.

Figure 3. Photographs of the antenna prototypes mounted in an anechoic chamber, along with the
definition of their spherical coordinates. (Left) LaYUA. (Right) TuSA.
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(a) (b)

Figure 4. Measured (solid blue and dotted yellow) and simulated (dashed red and dash–dot violet)
antenna results. (a) Reflection coefficient magnitude. (b) Normalized radiation pattern on the
azimuth plane (φ = 90◦) at 2.4 GHz. The results are invalid in a sector between 50◦ and 180◦ due to
the measurement setup.

3.2. System Performance Comparison

Figure 5 presents a comparative analysis of the four scenarios described above, using
the three antennas, that tests their performance in terms of the bit error rate versus distance
when a wireless communication takes place. These results are also very useful for under-
standing how capable different antenna configurations/devices are of preserving the signal
quality as transmission distances get longer.
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Figure 5. BER obtained from measurements. Scenario 1 (solid blue): commercial dipole (TxU)–
commercial dipole (RxU). Scenario 2 (dashed red): LaYUA (TxU)–commercial dipole (RxU). Scenario 3
(dotted yellow): commercial dipole (TxU)–TuSA (RxU). Scenario 4 (dash–dot violet): LaYUA (TxU)-
TuSA (RxU).

Scenario 1, utilizing commercial dipole antennas for both TxU and RxU, serves as
the baseline and shows the poorest performance. The bit error rate rapidly increases to
approximately 90% at 60 m. In contrast, Scenario 4, employing the LaYUA for TxU and the
TuSA for RxU, demonstrates a remarkable improvement. At 60 m, Scenario 4 maintains a
bit error rate of only about 10%, representing a significant improvement over Scenario 1.
This better performance extends to the maximum tested distance of 100 m, where the
Scenario 4 error rate remains below 40%, while Scenario 1’s approaches 100%, indicating
an approximately 60% improvement in signal integrity at long range.
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Scenario 2 and Scenario 3 offer intermediate improvements. At 60 m, Scenario 2 shows
a bit error rate of 50%, an approximately 40% improvement over Scenario 1. Scenario 3
performs better that Scenario 2 up to 60 m but degrades rapidly beyond this point. At 80 m,
Scenario 3 exhibits a bit error rate of about 90%, while Scenario 2 maintains one around
60%, demonstrating the 30% improvement of Scenario 2 over Scenario 3 at this distance.
Notably, Scenario 4 outperforms all others consistently, showing a 40% lower error rate
compared to Scenario 2 and a 70% improvement over Scenario 3 at the 80-meter mark.
These quantitative comparisons underscore the substantial impact of antenna selection
on wireless communication system performance, with the LaYUA-TuSA combination
(Scenario 4) offering the most significant improvements in reliability and range.

This comparative analysis underscores the significant impact that antenna selection
has on wireless communication system performance. Scenario 4, employing the LaYUA-
TuSA configuration, demonstrates the most robust performance in terms of reliability and
range, offering the lowest bit error rate, even at long distances. This makes it the most
suitable for applications requiring strong signal integrity over large distances.

3.3. Discussion

The results presented in Figure 4a show that the measured reflection coefficients for
both the LaYUA and TuSA antennas align well with the simulated results. This suggests
that the designs of these antennas are robust and their performance characteristics in real-
world conditions closely match theoretical expectations. Furthermore, the bandwidth of
approximately 300 MHz for the LaYUA antenna is particularly advantageousfor various
applications within the 2.4 GHz frequency range, as it ensures stable communication
across a wide spectrum. In contrast, the TuSA exhibits a much wider bandwidth, which
could contribute to its more stable performance over varying environmental conditions
and distances.

The simulated and measured radiation patterns on the azimuth plane (φ = 90◦) shown
in Figure 4b agree very well within the half-power beamwidth for both antennas, thus, the
simulated antenna characteristics are verified.

The high directivity of the LaYUA antenna plays a critical role in its superior per-
formance, particularly in scenarios requiring long-distance communication. Directivity,
in this case, refers to an antenna’s ability to focus the signal in a specific direction, thus
minimizing energy loss and enhancing the effective signal strength at the receiving end.
This is clearly demonstrated in Scenario 4, where the use of the LaYUA at the transmission
unit (TxU) significantly improves the overall system performance compared to the baseline
configuration (Scenario 1). The reduced bit error rate (BER) across increasing distances
demonstrates the advantage of this high-gain antenna for long-range applications.

In contrast, the commercial dipole antennas used in Scenario 1 are omnidirectional,
meaning they radiate energy equally in all directions. While this provides coverage over a
wider area, it also dilutes the signal strength in any specific direction, leading to a higher
BER as the distance increases. At 60 m, the BER for Scenario 1 reaches approximately 90%,
whereas Scenario 4 (the LaYUA and TuSA combination) maintains a BER of only 10%. This
drastic improvement highlights the importance of using antennas with focused radiation
patterns for long-distance wireless communication.

The benefits of using the LaYUA in combination with the TuSA include the high
directivity of the quasi Yagi-Uda structure, which enables long-distance communication
and has the best performance, as shown in Figure 5. Additionally, the circular polarization
characteristic of the TuSA reduces the need for exhaustive polarization calibration to ensure
a clear line of sight.

The better performance of Scenario 4 in Figure 5 can be attributed to the combined
characteristics of the utilized radiators. Both Scenarios 2 and 4 employ the LaYUA, known
for its high directivity, which significantly enhances signal focus. However, Scenario 4 is
further enhanced by the inclusion of a turnstile antenna, which is polarization-independent
due to its circular polarization [15]. This combination leverages the high directivity of the
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LaYUA at the TxU and the polarization versatility of the TuSA at the RxU, resulting in the
best bit error rate performance across all tested scenarios.

In Scenarios 2 and 3, where only one custom antenna is used, the performance is still
markedly better than the baseline, but not as good as when both custom antennas are used.
This suggests that while each antenna independently offers performance improvements,
the combination of both the high-directivity LaYUA and the polarization-independent
TuSA offers the most significant benefits. At 80 m, Scenario 4 maintains a BER of about 40%,
whereas Scenario 1 approaches 100% and Scenario 3 reaches 90%. This underscores the
complementary nature of the LaYUA and TuSA antennas in enhancing communication’s
reliability and range.

4. Conclusions

In this work, a performance comparison, in terms of the bit error rate versus distance of
an IoT communication system, has been evaluated using four scenarios with three antennas
each attached to the Tx and Rx RF modules of NRF24L01. For the evaluation, a commercial
dipole of the brand Siretta, a previously designed frequency-scaled Landstorfer Yagi-Uda
antenna (LaYUA), and a turnstile antenna (TuSA) were utilized.

The LaYUA, with a directivity of about 9 dBi and horizontal polarization, was op-
timized with parameterized elements to enhance its performance, along with the TuSA,
which features a directivity of about 3 dBi and circular polarization to provide consistent
omnidirectional reception. The results illustrated that the combination of the LaYUA for
the TxU and the TuSA for the RxU (Scenario 4) shows the best performance. At a distance
of 60 m, this scenario maintained a bit error rate (BER) of approximately 10%, representing
a 60% improvement over the baseline Scenario 1 (commercial dipole antennas), which
exhibited a 90% BER. Even at 100 m, Scenario 4 kept the BER below 40%, significantly
outperforming the baseline, which approached a 100% BER. This represents a substantial
reduction in transmission errors, making it the most reliable and effective solution for
long-range wireless communication. Therefore, the results suggest that high-performance
antennas like those in Scenario 4 are essential for applications requiring extended transmis-
sion distances and reliable data integrity.

The results demonstrated that using non-commercial antennas like the custom radi-
ators designed herein significantly enhanced wireless communication performance, par-
ticularly by reducing bit error rates over longer distances. This approach highlighted
the substantial benefits of employing specialized antennas to optimize wireless systems,
particularly in environments where standard commercial antennas may be insufficient.
Using the LaYUA in combination with the TuSA enables many IoT devices to function
effectively in remote environments such as agriculture, energy grids, and environmental
monitoring. This combination facilitates robust communication between nodes, reducing
data loss and ensuring reliable monitoring over larger areas.
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Abbreviations

The following abbreviations are used in this manuscript:

FR-4 Flame retardant-4: woven glass-reinforced epoxy resin
RF Radio Frequency
TxU Transmission unit
RxU Reception unit
SPI Serial Peripheral Interface
LaYUA Landstorfer Yagi-Uda Antenna
TuSA Turnstile antenna
BER Bit error rate
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Abstract: Towards the decarbonisation of the power system, digital substations have gradually
increased in smart grids, where Ethernet cables have replaced large quantities of copper wires. With
this transition, the standardised communication protocols through the LAN network play a central
role in exchanging information and data between the physical power system and the control centres.
One of the well-known protocols in the digital substations is IEC 61850 GOOSE (Generic Object-
Oriented Substation Event), which is used to share time-critical information related to protection,
automation, and control. The transmission time of this protocol affects power system operation and
raises various issues, such as communication latencies and incorrect information. Therefore, it is
necessary to consider the protocol transmission time for further protection and control mechanisms
to ensure the stability and efficiency of the power system. For this purpose, this paper contributes the
implementation of a cyber–physical power system (CPPS) testbed to measure the transfer time of
IEC 61850 GOOSE under the real-time domain using the real-time simulator, Typhoon HIL, and its
toolchains. This paper can benefit scholars and researchers in the relevant domains in implementing
a CPPS testbed and an approach for transfer time measurement of communication protocols within
the laboratory, eliminating the need for real-world substation devices.

Keywords: cyber–physical power system; communication protocol; GOOSE; IEC 61850; real-time
simulation; Typhoon HIL

1. Introduction

The design of upcoming power systems has been experiencing significant challenges
as it moves from the traditional centralised method of electricity generation to a decen-
tralised system [1,2]. This transition enables the development of flexible, low-carbon energy
and power systems [3]. In addition, the use of numerous interactive distributed units
creates new technical difficulties with the implementation of various smart grid concepts,
such as virtual power plants (VPPs) [4], microgrids [5], and digital substations [6]. The
consistent improvement in communication technologies, in terms of speed, reliability, and
adaptability, has facilitated the conversion of conventional substation wiring into a fully
digital environment.
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Digital substations offer significant advantages compared to their traditional counter-
parts [7]. The availability of high-bandwidth communication enables the transmission of
large amounts of data over a single Ethernet cable, reducing the large amount of copper
wiring in the substation [8]. To facilitate this transition to digital substations, there is a
need for a universal communication standard that enhances interoperability and ensures
the system’s sustainability. As a result, the IEC 61850 standard was established to provide
comprehensive models for power system devices across different vendors.

The IEC 61850 communication includes time-critical services that use GOOSE mes-
sages to transfer data and is usually associated with protective relaying activities. The
popularity of this protocol has expanded in recent years [9]. For example, in [10], the au-
thors proposed the conventional protective relay testing and the performance testing of IEC
61850-based relays to evaluate GOOSE message performance over traditional hardwired
testing. Accordingly, functional testing has proved that GOOSE provides a very flexible,
fast, high-priority, and reliable method for exchanging substation events among IEDs for
interlocking and protection purposes. Similarly, another paper [11] proposed a methodol-
ogy for the real-time implementation of a communication-dependent, logically selective,
adaptive protection algorithm for AC microgrids using hardware-in-the-loop IEC 61850
GOOSE protocol testing. The authors in this paper agreed that the whole process of fault
detection, isolation, and adaptive setting using Ethernet communication is possible within
the standard low-voltage ride-through curve, which maintains the seamless transition to
the islanded mode. Furthermore, in [12], Sidhu et al. provided a step-by-step configuration
process comprising IEC 61850 data modelling, datasets of GOOSE within individual IEDs,
and system integration of GOOSE.

In the aforementioned papers, the authors emphasised the importance of the IEC
61850 GOOSE communication protocol in the control and protection of digital substations.
Therefore, it is necessary to consider the time transmission of GOOSE to ensure the accuracy
of the proposed control and protection mechanisms. Since conventional power systems
have transformed into cyber–physical systems (CPS), the cyber–physical power system
(CPPS) testbed is considered a valuable solution. Indeed, the CPPS has the ability to inte-
grate communication protocols and advanced control and protection algorithms [11]. For
example, the authors in [13] used a CPPS testbed to verify the monitoring and wide-area
control. Additionally, with the advent of simulation modelling, the appearance of real-time
simulators such as RTDS, Typhoon HIL, or OPAL-RT enhanced the simulation capabilities
to replicate the realistic power system behaviours and characteristics [14]. Leveraging these
real-time simulators, the authors in [15] proposed a CPPS testbed for optimal power flow
study using Typhoon HIL. The communication protocols were also involved in this research
paper, demonstrating practical scenarios in grid operations. Similarly, other researchers
have leveraged CPPS to advance power system security and control, highlighting its versa-
tility across different areas of power system research [16]. A key advantage emphasised in
these studies is CPPS’s ability to operate in real-time environments, effectively simulating
real-world scenarios without the need for costly infrastructure (such as RTUs, PMUs, or
digital protection relays), making it a cost-effective and scalable approach for power system
experimentation and development [2,17]. Therefore, there is an urgent need to deploy the
CPPS testbed for further research and studies in control and protection domains.

To address this need, this paper proposes a CPPS testbed to implement an IEC 61850
GOOSE communication protocol under real-time simulation, aiming to measure its trans-
fer time within a laboratory environment. The main contributions of this paper can be
summarised as follows:

- A construction methodology for the CPPS testbed is proposed using a real-time simula-
tor, Typhoon HIL. This testbed is used to mimic the actual operations of power systems
such as a manual open/close circuit breaker or an automatic tripping protection relay
under fault scenarios.
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- The communication protocol, IEC 61850 GOOSE, is integrated into the CPPS testbed.
The deployment of this protocol within the laboratory environment opens a new
horizon for the further testing of control and protection mechanisms.

- The methodology of transmission time estimation of IEC 61850 GOOSE is provided
in this paper. One-way and round-trip transfer time experiments are conducted to
verify the working conditions of the laboratory for further studies in the control and
protection domains.

The remaining sections of the paper are organised as follows. Section 2 provides the
theoretical background of the IEC 61850 GOOSE communication protocol. In this section,
the structure of the GOOSE message and the transfer time measurement based on interna-
tional standards are provided. Then, the methodology of CPPS testbed implementation
and the time measurement approach are provided in Section 3. Section 4 describes the
experimental cases with relevant hardware and software in a laboratory environment.
Finally, the last section, Section 5, summarises the main contribution of the work that was
carried out.

2. Theory Background

2.1. IEC 61850 GOOSE

The IEC 61850 device model begins with a physical device connected to the network
and is defined by its network address [18]. Within each physical device, one or more
logical devices may provide a common interface between various physical devices in the
substation and the SCADA system. Each logical device contains one or more logical nodes
and functional units within a logical device [19]. A logical node is a named grouping of
data and associated services and is logically related to the power system function. The IEC
61850 defines a standardised way of addressing data objects. Figure 1 shows the default
addressing scheme that includes the following:

• LDName—stands for logical device name.
• LNRef—stands for Logical Node name.
• DataObjectName—the data objects within a logical node represent the information

that is exchanged between devices.
• DataAttributeName—describes the properties of the data objects. These attributes

may include data type, measurement range, and accuracy.
• FC—stands for function code defining the type of message being sent, such as a control

command or status update.

Figure 1. Default naming scheme of IEC 61850 GOOSE.

The IEC 61850 GOOSE protocol specifies that engineers and vendors use Substation
Configuration Language (SCL), which was developed to configure the settings and format
the functions within a particular IED [20].

Manufacturer-specific IED configuration tools are used to convert the functionality,
communication mechanism, and parameters of an entire IED into a hierarchy of SCL
system files. The “.scd” file extension is used for SCL files, which contain the description
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of the substation configuration data in XML format. The “.scd” file defines the logical
nodes, data classes, and data objects within the substation, along with their attributes and
relationships. In addition, this type of format serves as a blueprint for the configuration of
the communication network and system in the substation, and the engineering tools and
IEDs use it to understand and interpret the data exchanged in the system.

The IEC 61850 GOOSE protocol specifies transmission times based on various opera-
tion applications. As outlined in [21], these transmission time requirements are summarised
in Table 1. For critical operations like interlocking or trip signals, which necessitate a rapid
response, the protocol mandates a maximum transmission time of 10 milliseconds. This en-
sures the reliable and timely exchange of fast messages, essential for the proper functioning
of time-sensitive protection and control operations.

Table 1. Transmission time requirements for substation operations.

Type
Performance

Class
Application Type

Max Transmission
Time

Type 1A—Trip P1 Interlocking, inter trip,
logic discrimination 10 ms

Type 1B—“Others” P1 Interaction of the
automation system 100 ms

Type 2 P2 Status monitoring,
control commands 100 ms

Type 3 P1 Historical data, event logging 500 ms

2.2. IEC 61850 GOOSE Transfer Time

The idea of transfer time, as described in IEC 61850-5 [21], is used to ensure adequate
transmission time between two devices [22]. Part 5 of this standard provides a diagram,
as shown in Figure 2a, that depicts the transfer time for transmitting a message from one
device to another.

 

Figure 2. (a) GOOSE transfer time and (b) GOOSE round-trip time.

The measurement of data transfer is calculated from the moment the sender (physical
device 1, PD1) sends the data to the point that the receiver (physical device 2, PD2) receives
it. This duration is the transfer time, which includes ta and tc, the time taken by the
communication processors at both ends to encode and decode the data, and tb, the time
taken for the data to travel over the network.

2.3. IEC 61850 GOOSE Round-Trip Time

The internal data of commercial devices are typically inaccessible to end users, which
makes it challenging to measure transfer time according to IEC 61850-5 specifications [22].
However, by following the transfer time definition provided in the standard, various tests
can be performed to assess the performance of devices that comply with IEC 61850.

The round-trip time specified in IEC 61850-10 [23], as shown in Figure 2b, can be used
to measure the transfer time. According to this standard, the time between receiving a
subscribed GOOSE message (tx) and publishing a GOOSE message (ty) on the network
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determines the round-trip time, tRT. It is noticed that while this definition is similar, it
deviates from the standard use of round-trip time in the networking community.

2.4. Ping-Pong Test

As shown in Figure 3, the ping-pong test is performed by two devices that publish
and subscribe to GOOSE messages to measure the round-trip time between the two devices.
In this test, the Test Set (TS) device, device A, publishes a message to the Device Under Test
(DUT), device B. Device B then responds by publishing a message that device A subscribes
to. According to IEC 61850-10, this test focuses on measuring the round-trip time and is
intended as a benchmark for comparing the performance of different IEDs.

 
Figure 3. Ping-pong test.

3. Implementation of Cyber–Physical Power System Testbed and Methodology of
Transfer Time Measurement

3.1. CPPS Testbed Implementation

Figure 4 illustrates the architecture of the CPPS testbed that relies on communication
between two real-time simulators. The real-time simulator has the capability to communi-
cate with external devices via LAN Ethernet [24]. In recent years, there have been many
studies utilising real-time simulators to transmit communication signals to external de-
vices [2]. For example, the author in [25] proposed an approach consisting of using the
OPAL-RT platform to interact with protection relays. In the same manner, the authors
in this paper utilise two real-time simulators to develop a CPPS testbed to simulate the
behaviour of the real-world substations in the virtual environment.

Figure 4. CPPS framework.

The CPPS testbed contains two layers: the physical layer and the cyber layer. The
physical layer sends the information and data of physical devices, while the cyber layer
provides the control feedback. In this setup, the CPPS is designed to replicate the specific
operations in substations regarding the protection relay and circuit breaker (BK), as detailed
in Table 2.
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Table 2. Operations in CPPS testbed.

Operation
GOOSE

Publisher
GOOSE

Subscriber
Transfer Type

When a fault occurs, the tripping signal from the relay
causes the BK to open, and the BK status is sent from the

substation to the control centre.
Physical layer Cyber layer One-way transfer

The control centre sends a reset signal for the protection
relay in the test system, which clears the tripping signal
and takes the BK return to the closed state. In addition,
the BK can be manually opened or closed by command

from the control centre.

Cyber layer Physical layer
Round-trip transfer

The control centre updates the status of the
BK accordingly. Physical layer Cyber layer

3.2. Transfer Time Measurement

To measure the transmission time of GOOSE messages within the communication
system, the authors employed a timer with a specified execution time, TS. This execution
time represents the duration required to solve a system of complex equations and produce
the output results, and is synchronised with the real-world clock. The operating principle
of detecting logic state changes in the transmitted signal is straightforward; the timer is
activated upon the sender’s detection of a state change. It remains active until the signal
is successfully recorded at the receiver, marking the end of the transmission process. The
transfer time is equal to the product of the TS and n points at the counter.

As illustrated in Figure 5a, the one-way transfer time needs to be precisely measured
between two points: point 1 and point 4. Point 1 is the sender transmission stack and
point 2 is after the execution of the receiver transmission stack, when the GOOSE message
is transmitted onto the network. This timing ensures accuracy, as point 2 aligns with
the moment the message is effectively placed onto the network. Similarly, for the client,
measurement occurs between point 3, before the receiver transmission stack is initiated,
and point 4, after the stack has been fully executed.

 
Figure 5. IEC 61850 GOOSE transfer time measurement using timer counter. (a) One-way transfer
and (b) round-trip transfer.

For the round-trip transmission time depicted in Figure 5b, the evaluation includes
measuring the time interval between two distinct points: point 1 and point 8. This includes
two primary segments: points 1 to 4, reflecting the transfer time from DUT-1 to DUT-2, and
points 5 to 8, which represent the reverse journey from DUT-2 back to DUT-1. These seg-
ments encapsulate the complete transmission process between two devices. Additionally,
points 4 to 5 denote the time required for application communication within the devices
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themselves. In addition, Algorithm 1 is provided to measure round-trip time based on
commands of open and close BK at the cyber layer.

Algorithm 1: GOOSE round-trip time measurement

Inputs: 
Ts  Execution rate  
Co  Open BK = 0/Close BK = 1 
SBC  BK opened = 0/BK closed = 1  
Clock  Clock o  = 0/Clock on = 1 
en  Encounter  
t_Rt  GOOSE round-trip time 

 
[BK control = GOOSE send] 
[BK status = GOOSE receive] 
[Enable/Disable Clock] 

for i in n = 1, 2…N do:                   
   if (Clock = 1) and (Co = 1):            
      en = 1; 
   else  
      en = 0; 
   end if 

[N point of measurement] 
[Condition to enable the counter] 

   count = 0; 
   if en = 1 and SBC = 1:  
     count = count + 1; 
     t_Rt = count * Ts; 
   else  
    count = 0; 
   end if 

 
[Condition to measure t_Rt] 

   Max = 0; 
   if t_Rt(t  1) > t_Rt(t) 
     c = 1; 
   else  
     c = 0; 
   end if 
   Max = Max + t_Rt(t  1)*c 
end 

 
 
 
 
 
 
[Maintain t_Rt] 

Outputs: 
N measured values of GOOSE round-trip time  

4. Experimental Case

The experimental cases of the CPPS testbed are conducted at DIgEnSys-Lab at the
Department of Electrical Engineering, Information Technology, and Cybernetics at the
University of South-Eastern Norway (USN) at the campus in Porsgrunn, Norway (https:
//fglongattlab.fglongatt.org). The laboratory setup is shown in Figure 6. The experiment
involved the use of two digital real-time simulators, Typhoon HIL version HIL 604s, each
with eight computing cores, two ARM cores, and a combination of digital and analogue
input/output. The CPPS testbed is modelled and visualised on two corresponding PCs.
One PC was responsible for managing the physical layer, while the other PC was responsible
for the cyber layer. Both PCs operate on Windows 10. All devices were connected through a
LAN in the laboratory. GOOSE block [16] executes the communication between two layers
in the Typhoon HIL environment.
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Figure 6. Laboratory setup for CPPS with blue line as Ethernet cable and red line for coaxial cable.

4.1. Test System

The physical layer includes the test model, which is a modified model of the three-
phase radial Feeder 1 of the distribution benchmark network, and the CIGRE European
Medium Voltage, which was proposed by CIGRE Task Force C6.04.02 [8], as shown in
Figure 7. The nondirectional overcurrent protection relay located at transmission line B1–B2
is the instantaneous overcurrent protection relay. The configuration of the relay is provided
in [17,26].

Figure 7. Test system.

4.2. GOOSE Configuration

To implement communication between the two layers, it is necessary to configure
the dataset for data transfer. In this paper, the authors used SEL acSELerator Architect
Software, Version 2.3.11.2125 [27], which is a Schweitzer Engineering Laboratories (SEL)
product, to configure the GOOSE message. The GOOSE files are then exported in a .scd
format and imported into GOOSE blocks in the two models. The configuration of the
GOOSE files is shown in Table 3.

Table 3. GOOSE configuration.

GOOSE dataset 1

appID 0 × 1000
VLAN ID 0 × 000
Min Time 4 ms
Max Time 1000 ms
Dataset PIOC$ST$q (Relay reset signal)

BKRCSW$ST$stVal (BK Open/Close)

GOOSE dataset 2

appID 0 × 1001
VLAN ID 0 × 001
Min Time 4 ms
Max Time 1000 ms
Dataset BKRCSWI$ST$stVal (BK status)

4.3. Results and Discussion

The GOOSE package is typically transferred in the LAN with its timestamps, and
relevant information can be captured using network analyser software. The well-known
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software Wireshark (Version 3.6.1) is a network sniffer tool that can capture network traffic
through the host network interface card. Therefore, the GOOSE package can be captured
using Wireshark, as shown in Figure 8.

Figure 8. IEC 61850 GOOSE captured by Wireshark during the experiments.

However, it is important to note that Wireshark timestamps in Windows environments
are sourced from the WinPcap library, which is a Microsoft Windows package capture
for software installed in Microsoft Windows computers. WinPcap consists of a driver
for low-level network access and a library for accessing low-level network layers [28].
Consequently, utilising Wireshark to capture files and analyse timestamps could potentially
result in inaccurate outcomes [29].

The transmission time is measured according to the CPPS testbed operations outlined
in Table 2. The one-way transmission time follows the BK state sent from the physical layer
to the cyber layer when the fault occurs. On the other hand, the ping-pong test based on
BK control and status signal is conducted to correctly obtain the round-trip time of the
GOOSE communication protocol between two real-time simulators. The acquisition time
from the transmitted and received GOOSE signal is based on Algorithm 1. This algorithm
is simulated through logical and computation blocks in Typhoon HIL and connected to
the communication part in the control centre model. The execution time for the counter is
selected as 20 μs, and the transmission time is measured at 1000 points.

The GOOSE time measurement consists of 1000 samples over a duration of 25 min.
These values are used for analysis to obtain the mean value of the transmission time as
well as maximum and minimum values. The measurement time includes the processing
time of the communication processor in a real-time simulator under LAN traffic in a
laboratory environment.

The measurement results from the experiments conducted in the CPPS testbed are pre-
sented and analysed using a histogram and box plot, as illustrated in Figure 9. Specifically,
Figure 9a and 9b display the one-way and round-trip transmission times of GOOSE mes-
sages, respectively. For one-way transmission, the analysis indicates a mean transmission
time of 7.28 ms. The recorded maximum and minimum transmission times are 10.6 ms and
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5 ms, respectively. However, the most probable one-way transmission time is 6.5 ms, with
a probability density of 0.29. For round-trip transmission, the analysis reveals an average
transmission time of 19.68 ms, with a maximum of 32.32 ms and a minimum of 7.65 ms.
The most probable round-trip time is 17.3 ms, with a probability density of 0.08.

 
Figure 9. Histogram and box plot of IEC 61850 GOOSE transfer time. (a) One-way transfer and
(b) round-trip transfer.

When compared to Table 1, which outlines the required transmission times for oper-
ational applications in the power system, the results show that both the mean and most
probable one-way transmission times are under 10 ms. Similarly, for round-trip transmis-
sion, the mean value of 19.68 ms and the most probable value of 17.3 ms for the outbound
and return journeys remain within acceptable limits (below 20 ms for round-trip transfer).
These results demonstrate that the laboratory environment satisfies the requirements for
researching communication protocols, as well as for control and protection systems in the
power grid, particularly for fast message processing and other time-sensitive applications.

However, the observed maximum transmission times for both one-way and round-trip
transmissions indicate that there is room for improvement. Increasing the transmission
bandwidth and speed in the laboratory environment would help improve the transmission
speed and ensure more consistent performance across all scenarios.

5. Conclusions

The shift towards digitalisation in power systems has led to an increase in digital
substations, where traditional copper wiring is gradually being replaced by Ethernet cables.
This transition has made standardised communication via Ethernet LAN an essential
requirement. IEC 61850 is a commonly used communication protocol in these digital
substations. The transfer time of this protocol is crucial because it directly affects the
operation of substation components and can impact the wider area network. Therefore, it
is essential to consider the transfer time of this protocol for further advance control and
protection algorithm development. Within the Typhoon HIL framework associated with its
toolchains, the lab-based environment is set up for the CPPS testbed to perform the specific
operation in the power substation. The CPPS testbed can be used for further research in
power system domains without the actual high-cost devices.

The transfer time of the IEC 61850 GOOSE message exchange between layers is mea-
sured using 1000 points over approximately 25 min. The presented results show mean
transfer times of 7.28 ms and 19.68 ms for one-way and round-trip transfers, respectively.
The measurement values obtained from both one-way and round-trip transmission experi-
ments meet the fast message requirements essential for substation operations. This confirms
that the laboratory environment is well-suited for conducting experiments and research
related to further control and protection system development. Given the capabilities of the
CPPS testbed and the potential for improving transmission times, the following suggestions
for future work are proposed:

- Transmission time improvement: enhance Ethernet bandwidth and speed to ensure
consistent and reliable communication protocols.
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- In-depth research on communication latencies: conduct comprehensive studies to
further analyse and understand the factors contributing to communication latencies
within the system.

- Development of advanced control and protection strategies: utilise the CPPS testbed
to explore and implement innovative control and protection strategies, leveraging its
capabilities for improved performance and reliability in power system operations.
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Abstract: In this paper, four control strategies are developed and evaluated for the trajectory-tracking
of a two-degree-of-freedom SCARA-type robotic manipulator: (i) a proportional-derivative con-
troller (PD), (ii) a proportional-derivative controller with friction compensation (PD + G), (iii) an
inverse-dynamics controller and (iv) a sliding-mode controller with a dynamic model (SMCD). These
controllers are implemented in a dynamic model of a manipulator robot, and their performance is
assessed based on trajectory-tracking accuracy and robustness against disturbances. Robustness tests
are conducted by varying the parameters of the dynamic model of the robot. The performance of
each controller is analyzed using the Integral Squared Error (ISE) and the Integral of Time-weighted
Squared Error (ITSE) indexes to compare their effectiveness. This study offers a comprehensive
evaluation of each control strategy, demonstrating that the SMCD achieves the optimal balance
between accuracy and disturbance robustness.

Keywords: inverse dynamics; manipulator; trajectory-tracking; PD controller; robustness; SMC

1. Introduction

Robotic manipulators are fundamental components of industrial automation and
play a critical role in tasks that require precision, repeatability, and flexibility. However,
the precise control of these systems remains a complex challenge and of interest to re-
searchers, especially when faced with model uncertainties, external disturbances, and
dynamic motions [1]. Several control strategies have been developed to control a robotic
manipulator [2,3].

There are controllers as in [4], which employ improved classical techniques such
as adaptive PID that do not depend on the model and are robust to load variations.
However, nonlinear controllers, such as sliding-mode controllers (SMCs), efficiently
improve the tracking of the robotic manipulator [5]. The proposal of [6] focuses on the
improvement of chattering by using three SMCs with the sign function, saturation, and
hyperbolic tangent function—the SMC with saturation had the best results. In [7], an
SMC + PD is implemented with an algorithm that does not require knowledge of the
robot model, so the SMC is induced to consider the robot dynamics as an uncertainty
and avoid using the model. It is worth noting the superiority in the efficiency of SMCs
over classical controllers such as PDs, whose steady-state error is notoriously higher
compared to an SMC-type controller [8]. SMCs have also been combined with fuzzy
techniques to improve controller performance [9]. One of the challenges of SMCs is
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implementing techniques to mitigate the chattering effect through controller stability
analysis using Lyapunov theory [10] and other SMC controls with backstepping [11]. In
the work presented in [12], it is observed that the determination of an unsteady sliding
surface improves the implemented control law for the sliding-mode controller; however,
the control is applied to the robot joints and not to the trajectory generation. In [13–16],
emphasis is placed on the implementation of a robust controller based on the sliding
mode for the trajectory-tracking of a robotic manipulator; however, these works do not
present a robustness analysis of the variation present in the model.

The main contributions of this work are that the controller works on the end-effector
error and not on the joints, allowing us to take advantage of the redundancy of the manipu-
lator. Another contribution corresponds to the design of an SMC that is based on the robot
model, thus obtaining a controller robust to model variations, unlike other works where the
perturbations are considered in the references or at the output and not with regard to the
model. Also, in the design, the discontinuous component has been considered as a variant
of the sigmoid to improve the chattering of the system. Another proposal of this work is
the comparison through the development and evaluation of four control strategies for the
trajectory-tracking of a SCARA-type robotic manipulator: (i) a proportional-derivative (PD)
controller; (ii) a PD controller with friction compensation (PD + G); (iii) an inverse-dynamics
controller; and (iv) a sliding-mode controller with a dynamic model (SMCD). This includes
the formulation of the cinematic and dynamic model of the manipulator robot and the
design of the SMCD, which includes an optimized sliding surface and a control law based
on Lyapunov’s theory, ensuring superior robustness to system perturbations. The valida-
tion of the proposed approach is performed by a simulation of the robotic manipulator,
including trajectory algorithms, and the implementation of several test scenarios that allow
for a comprehensive evaluation of the position error. The use of the Integral Squared Error
(ISE) and Integral of Time-weighted Squared Error (ITSE) indexes allows for measuring the
performance of the controllers, providing a quantitative comparison.

This paper is organized as follows: Section 2 presents the modeling of the SCARA-
type manipulator robot; Section 3 describes the four implemented controllers; Section 4
outlines the simulation level tests of the controllers and the results of the system under
perturbations; and finally, Section 5 provides the conclusions obtained from the results of
the development and evaluation of the controllers.

2. Modeling

The manipulator robot used in this work is of an industrial type and corresponds to a
SCARA-type structure (model BOSCH SR-800 of German origin), which has two degrees
of freedom. The implementation of the four control strategies requires knowledge of its
kinematic and dynamic models, which are described below.

2.1. Kinematic Model of the Manipulator Robot

The kinematic model of the two-degree-of-freedom SCARA manipulator shown in
Figure 1 relates the position of the operating end in the (x, y) plane to the variables of the
two joints q1, q2. (x, y) is the referential plane of the end-effector position, and q1, and q2,
are the angular positions of joint 1 and 2, respectively. The robot parameters are the length
of the first link, l1 = 0.445 m, and the length of the second link, l2 = 0.355 m, [17]. The
kinematic model of the robot is defined by

x = l1cos(q1) + l2cos(q1 + q2); y = l1sin(q1) + l2sin(q1 + q2) (1)

The inverse kinematics of the robot can be obtained by means of geometric analysis:

q1 = tan−1
( y

x

)
− tan−1

(
l2 − sin(q2)

l1 + l2cos(q2)

)
(2)
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q2 = cos−1

(
x2 + y2 − l2

1 − l2
2

2l1l2

)
(3)

Figure 1. SCARA robotic manipulator.

From the derivation of (1), the kinematic model can be represented as[ .∼
x

.∼
y
]T

= J(q)
[ .∼

q1

.∼
q2

]T
(4)

[ .∼
x

.∼
y
]′

is the derivative of the error in x and y, respectively;
[ .∼

q1

.∼
q2

]T

is the derivative

of the angular error of joint 1 and 2; and J(q) is the Jacobian matrix, which is given by

J(q) =
[ −(l1sin(q1) + l2sin(q1 + q2)) −l2sin(q1 + q2)

(l1cos(q1) + l2cos(q1 + q2)) l2cos(q1 + q2)

]
(5)

2.2. Robot Dynamic Model

The dynamic model for the SCARA robotic arm with two degrees of freedom is
defined as

..
q = M−1(q)

(
τ − C

(
q,

.
q
) .
q − f

( .
q
))

(6)

τ is the vector of torques of joints 1 and 2, respectively; M(q) is the inertia matrix of
the manipulator robot; C

(
q,

.
q
)

is the matrix representing the centrifugal and Coriolis forces;
and f

( .
q
)

is the vector representing the effects of viscous friction. The dynamic parameters
of the Bosh SR-800 manipulator robot are obtained from [17].

M(q) =
[

1.7277 + 0.1908cos(q2) 0.0918 + 0.0954cos(q2)
0.0918 + 0.0954cos(q2) 0.9184

]
(7)

C(q,
.
q) =

[
31.8192 − 0.0954sin(q2)

.
q2 −0.0954sin(q2)

( .
q1 +

.
q2
)

0.3418sin(q2)
.

q1 12.578

]
(8)

f (
.
q) =

[
1.0256 sig

( .
q1
)

1.7842 sig
( .
q2
)] (9)

3. Controllers

Four control strategies for trajectory-tracking the SCARA-type manipulator robot are
presented: (i) a proportional-derivative (PD) controller, (ii) a PD controller with friction
compensation (PD + G), (iii) an inverse-dynamics controller, and (iv) a sliding-mode
controller with a dynamic model (SMCD).

3.1. Dynamic Sliding Mode Controller (SMCD)

The controller in sliding mode with a dynamic model allows us to improve the
performance of the system. Since it considers the dynamics of the manipulator, it will allow
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us to reduce the position error in the steady state, which means
∼
p → 0 as time tends to

infinity lim
t→∞

∼
ρ = 0 ∈ Rn. The sliding-mode control structure with a dynamic model (SMCD)

is defined as the following:
τSMCD = τcD + τdD (10)

where τSMCD describes the SMCD control action; τcD represents the continuous part; and
τdD represents the discontinuous part of the control action. Figure 2 shows the SMCD
controller scheme, where εd represents the robot’s desired trajectory and ε represents the
trajectory described by the robot.

Figure 2. SMCD control scheme.

The sliding surface is defined by

s = λp
∼
p + λi

∫ ∼
pdt + λd

.∼
p (11)

where
∼
p = [qd − q] is the end-effector position error; qd represents the desired end-effector

positions; q is the current position of the robot end effector; λp, λi, and λd are the coefficients
of the proportional, integral, and derivative parts of the sliding surface, respectively.
.∼
p =

[ .
qd −

.
q
]

is the error of the end-effector velocity;
.
qd is the desired velocity of the end

effector;
..
p =

[ ..
qd −

..
q
]

is the acceleration error;
..
qd is the desired end-effector acceleration;

and
..
q is the acceleration of the robot end-effector. Deriving (11) and substituting

..
p =

..
qd −

..
q,

we obtain (12):
.
s = λp

.∼
p + λi

∼
p + λd

( ..
qd −

..
q
)

(12)

Substituting (6) in (12), we obtain the following expression:

.
s = λp

.∼
p + λi

∼
p + λd

( ..
qd − M−1(q)

(
τ − C

(
q,

.
q
) .
q − f

( .
q
)))

(13)

To determine τcD, we assume τdD = 0 and set
.
s = 0, obtaining (14):

τcD = M(q)

⎡⎣λp

.∼
p

λd
+

λi
∼
p

λd
+

..
qd

⎤⎦+ C(q,
.
q)

.
q + f (

.
q) (14)

For τdD , the Lyapunov candidate function is defined as V = 1
2 sTs. Deriving V

with respect to time,
.

V = sT .
s is obtained. Substituting (12) and in a closed loop,

τ = τSMCD = τcD + τdD , and replacing (14), we obtain the following:

.
V = sT

(
−M−1λdτdD

)
(15)
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To ensure that
.

V < 0, τdD is defined as

τdD = λ−1
d M δ

s
|s|+ β

(16)

where δ and β represent a positive scalar; sign(s) is a sign function. We substitute (16)
in (15).

.
V = −sTδ

s
|s|+ β

(17)

This guarantees that
.

V < 0; therefore, s → 0 as t → ∞ . Deriving (11) and setting it
equal to zero, we obtain the following:

0 = λd

..∼
p + λp

.∼
p + λi

∼
p (18)

The roots of the second-order system can be defined as r =
−λp−

√
λ2

p−4λdλi

2λd
. In this

second-order system, to have different real roots, it must be satisfied that λ2
p > 4λdλi; then,

∼
p → 0 with t → ∞ .

3.2. Inverse-Dynamics Controller

The control law used to implement the model is taken from [18], and is defined as
follows:

τ = M(q)
(

..
qd + Kv

.∼
q + Kp

∼
q
)
+ C(q,

.
q)

.
q + f (

.
q) (19)

where
.∼
q =

[ .
qd −

.
q
]

is the end-effector velocity error;
.
qd is the desired end-effector speed;

.
q

is the manipulator robot end-effector speed;
∼
q = [qd − q] is the end-effector position error;

and Kv and Kp represent the velocity and position gain matrices, respectively.

3.3. Controller PD + G

For the PD + G controller, the following control law given in [19] is used, described by

τ = Kv

.∼
q + Kp

∼
q + f

( .
q
)

(20)

3.4. Controller PD

For the PD controller, we use the control law given in [19], which is defined as follows:

τ = Kv

.∼
q + Kp

∼
q (21)

4. Results

In order to compare the four controllers, the tests of all the controllers consist of
the manipulator robot tracking a trajectory of a five-petal flower. The parameters of
the desired trajectory are as follows: r = 0.1 + 0.1 cos(0.25t); xd = r cos(0.05t) + 0.4; and
yd = r sin(0.05t)+ 0.4, where εd = [xd yd] and ε = [x y]. The parameters of the proportional

and derivative actions of the PD controller are Kp =

[
40 0
0 40

]
and Kv =

[
10 0
0 10

]
, and

those of the PD + G controller are Kp =

[
40 0
0 20

]
and Kv =

[
20 0
0 14

]
. The parameters of

the proposed SMCD are λp = 0.1, λi = 70, λd = 0.5, β = 0.6; and δ = 1.2. To analyze the
behavior of the controllers, it is proposed to develop two experiments. A time of 130 s is
considered the simulation duration of Experiment 1, and 260 s is the simulation duration
of Experiment 2. In Experiment 1, the desired trajectory is implemented without any
disturbance. In Experiment 2, the desired trajectory is considered with disturbance at time
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t = 130 s. For both experiments, two error-tracking indices are evaluated: ISE and ITSE.
The simulation platform used in this work is Matlab version R2022B.

4.1. Experiment 1

Using the dynamic model from (6), each of the four controllers was implemented.
Figure 3 shows the trajectory-tracking performance achieved by each controller. The results
show that the trajectory-tracking signals described by the PD controller exhibit the highest
error, while the SMCD achieves the most precise trajectory-tracking. Figure 4 shows the
position errors for each controller. From the results obtained, the SMCD performs better
than the others, since it has a lower amplitude and the error is visually negligible compared
to the PD, PD + G, and inverse-dynamics controllers.

Figure 3. Trajectories achieved by each controller without disturbance conditions.

Figure 4. Position errors were obtained for each controller without disturbance.

Table 1 shows the error-based performance indices (ISE and ITSE) for the four con-
trollers. From the results shown, it is observed that the values obtained for the SMCD have
the lowest indices, so it is verified that it is the best controller in terms of trajectory-tracking
without disturbance. On the other hand, the PD controller is the least accurate due to its
high error rates.
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Table 1. Performance index based on trajectory-tracking error with each type of controller.

Error-Based Performance Index PD PD + G Inverse Dynamics SMCD

X-axis Y-axis X-axis Y-axis X-axis Y-axis X-axis Y-axis

ISE 0.05944 0.1115 0.0584 0.1068 0.0334 0.0624 0.00503 0.0125

ITSE 1.913 2.99 0.6313 0.8451 0.5995 0.9947 0.00150 0.00083

4.2. Experiment 2

For the robustness analysis, a perturbation is incorporated into the matrix M(q)
obtained in (7); this disturbance factor is referred to as FP. For the analysis with perturbation,
each controller has a different perturbation factor, FP. However, the disturbance in all
controllers is considered to occur at the time instant of 130 s.

M(q) =
[

1.7277 + 0.1908cos(q2) 0.0918FP + 0.0954cos(q2)
0.0918FP + 0.0954cos(q2) 0.9184FP

]
(22)

Figure 5 displays the trajectories obtained by incorporating the maximum allowed
disturbance magnitude for each controller without compromising their execution capability.
The results indicate that the SMCD exhibits superior performance in trajectory-tracking
under disturbance conditions. In contrast, the other controllers—PD, PD + G, and inverse
dynamics—experience significant destabilization due to the disturbance, and they deviate
notably from the desired trajectory.

Figure 5. Trajectories achieved by each controller under disturbance conditions.

Finally, Figure 6 presents the position error values obtained by introducing the distur-
bance into the system. An analysis of the different results reveals that the error magnitude
increases at the moment of disturbance occurs; despite the control actions of the different
controllers, they fail to minimize the position error. The ability of each controller to handle
the maximum disturbance without losing control and becoming unstable was evaluated.
As a result, we found that the PD controller can tolerate a disturbance of FP = 110, the
PD + G controller can tolerate FP = 90; the inverse-dynamics controller can tolerate
FP = 82, and the SMCD can tolerate FP = 163, making the SMCD the most robust
against disturbances.
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Figure 6. Position errors were obtained for each controller with disturbance at t = 130 s.

5. Conclusions

The SMCD demonstrated significant superiority in trajectory-tracking the robotic
manipulator, outperforming the other evaluated controllers both under normal conditions
and with disturbances. This controller exhibited the lowest error indices (ISE and ITSE)
and maintained good accuracy, even in the presence of external disturbances, highlighting
its robustness and effectiveness for applications in dynamic environments. In contrast,
the inverse-dynamics controller showed good performance under normal conditions but
displayed notable limitations in handling disturbances, suggesting that it may not be
suitable for robotic systems that require high precision and operate in dynamic environ-
ments. Meanwhile, the PD and PD + G controllers experienced considerable increases in
position error when faced with disturbances, resulting in inferior performance compared
to the SMCD. These results underscore the importance of considering robustness and
disturbance-recovery capability in the controller design of robotic systems intended to
operate in non-ideal environments.
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Abstract: The manufacturing, assembly, and packaging processes of industrial hinges must improve
their productivity. To address this challenge, a technological system based on a robot arm and
vision machine was developed, integrated, and evaluated. The devices that make up the hardware
architecture are the following: the Epson VT6L six-degrees-of-freedom industrial robot arm, the
Compact Vision CV2-HA image-processing device, the Basler acA1600-20gc camera, and the end
effector based on 3 kg holding force electromagnets. The software elements used for the development
of this automated system are the SPEL+ programming language and VisionGuide tool, both of which
are integrated into the Epson RC+ robotic system development environment. For the performance
evaluation of the hinges and packaging identification algorithms, 80 hinges of each type were used
as input to the robotic system workstation. As a result, the following results were obtained: (1) the
hinge identification algorithms were 100% correct, (2) the primary packaging identification algorithm
was 100% correct, and (3) the hinge assembly algorithm was 92.5% correct because it had six errors.
These results provide evidence of the effectiveness of the developed system. In addition, the motion
times of the robot arm were analyzed in detail to identify opportunities for improving the automated
production process.

Keywords: robotic arm; machine vision; object recognition; robot motion times; motion control
algorithms

1. Introduction

According to [1], the metal-mechanical sector is a priority sector because it is the origin
of other industries such as food, construction, and textiles, among others, as it provides
the necessary machinery for the production of their goods. This industrial sector is one of
the engines of progress in the economy of Ecuador, the essential activity of which is the
manufacture of base metals. Evidently, essential changes are required for the development
and improvement of applied technologies [2].

This sector represents 10% of the total non-oil manufacturing GDP, generates more
than 80 thousand jobs, and is among the most sectorially interrelated industries in the
economy. It shows high growth potential because of its capacity to produce not only final
products, but also supplies for other industries or economic sectors [3], which makes it
an attractive field for the application of new technologies to improve and optimize its
processes.

The manufacturing, assembly, and packaging processes of industrial hinges need to
improve their productivity, that is, the number of units produced and packaged per hour.
This is because of a constant increase in product demand. Industrial tubular hinges are
made up of two parts, male and female, and their application is the manufacture of doors
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and windows of industrial characteristics. The technological system coupled with the
process automation objective is a robotic system complemented by a machine vision system
for the identification of objects to be manipulated.

Based on the preliminary elements of the system, related works that contribute to
the research and development of robotic systems operated with artificial vision have
been identified. In [4], a machine vision system was implemented for a pick-and-place
application of the ABB IRB120 industrial robotic arm, which is an Intel RealSense D435
camera that captures the color image and depth information. Finally, it uses pattern
recognition algorithms for object location. In [5], the authors developed a collection and
manipulation system based on the Kawasaki RS03N robotic arm, which consists of a Basler
acA1300 camera and the OpenCV image processing library. The machine vision system
performs object capture, pre-processing, segmentation, and recognition. The relevant
operations performed on the image included Gaussian filtering, geometric transformation,
and thresholding.

In [6], a positioning system for a six-degrees-of-freedom robotic arm was developed
using artificial neural networks. Four neural networks that control the movements of the
joints were used to move the position of the end effector. In [7], a positioning system for
a robotic arm was developed using two cameras, and processing was performed using
a computer vision model called YOLOv8. On the other hand, in [8], the positioning of a
robot arm was based on RGB-D images, that is, color images with depth information. The
authors used an Iterative Closest Point (ICP) algorithm.

Now, focusing on the algorithms related to the present project, the effectiveness of
pattern recognition algorithms in industrial manipulator robots can be assessed through
key factors: accuracy, speed, and adaptability. Recent advancements in deep learning and
computer vision have notably strengthened these algorithms, enabling them to handle
complex industrial tasks with greater precision and efficiency. The following sections
highlight essential characteristics of the most effective algorithms.

Regarding accuracy: Deep learning models, especially those employing convolutional
neural networks (CNNs), have shown high accuracy, reaching up to 94% in object recog-
nition tasks with robotic manipulators [9]. Additionally, simpler real-time methods have
achieved 100% accuracy in certain image classification tasks, demonstrating that high
accuracy can also be attained with less complex algorithms [10].

Regarding speed: Algorithms such as SIFT and SURF, implemented via the OpenCV li-
brary, offer fast feature detection and matching, which is essential for real-time applications
in industrial environments [11]. Leveraging deep learning models, especially on power-
ful GPUs, can further enhance processing speed, enabling efficient handling of complex
tasks [12].

Regarding adaptability: Learning algorithms empower robots to adapt to diverse tasks
without the need for explicit programming, greatly enhancing their flexibility in dynamic
environments [13]. Furthermore, the capability to recognize and respond to variations in
object features, such as shape and color, underscores the adaptability of these systems [9].

Although deep learning and advanced algorithms provide substantial advantages,
simpler methods can also deliver high accuracy and speed. This highlights a potential
trade-off between algorithmic complexity and performance, depending on the specific
application requirements.

Based on the above, the objective of the present project is to develop a system to
identify, assemble, and pack industrial hinges using an industrial robotic arm and machine-
vision algorithms. The outline of this study consists of Section 2, Robotic System Design
and Machine Vision, which deals with the description of the production process and the
technological architecture of the system; Section 3, Development of Object Identification
Routines, deals with the main elements of the machine vision routines; Section 4, Re-
sults and Discussion, deals with the evaluation of the motion control algorithms and the
identification algorithms, and Section 5 summarizes the conclusions of this study.
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2. Robotic System Design and Artificial Vision

2.1. Description of the Production Process

The production process of industrial hinges consists of five stages: turning, drilling,
assembly, primary packaging, and secondary packaging (Figure 1). In the turning stage,
male (M25) and female (H25) hinges were cut and manufactured from round black steel
rods. The dimensions obtained were a diameter of 25 mm, length of 55 mm (female hinge),
and length of 65 mm (male hinge). The hinge types were manufactured separately on
different machines, and the boxes were then transported to the punching stage.

Figure 1. Graphic description of the stages of the original production process.

The drilling stage consists of drilling a 4 mm diameter hole in the female hinge for
lubrication of the mechanism. Subsequently, they were placed in a metal basket with
partitions. The assembly stage receives the male and female hinge baskets, couples them,
and continues to the primary packaging stage, in which four assembled hinges are grouped
in a plastic envelope. Finally, the secondary packaging consists of storing 20 primary
packages in cardboard boxes distributed in two rows, two columns, and five levels.

The average monthly production of this process is approximately 2800 hinges; how-
ever, it is desirable to increase these values using an automation system. Based on the
analysis of the production process, a robotic system was designed to perform assembly and
secondary packaging tasks.

2.2. Robotic System Architecture

The robotic system to perform the assembly and secondary packaging tasks of the in-
dustrial hinges consists of the following devices: the Epson VT6L industrial robot arm, Com-
pact Vision CV2-HA device (Nagano, Japan), Basler acA1600-20gc camera (Ahrensburg,
Germany), and electromagnet-based end effector (see Figure 2).

The EPSON VT6L robot arm has six degrees of freedom, a reach of 900 mm, and
a payload of 6 kg. The robot controller is built into the base [14]. The Compact Vision
CV2-HA device is a high-speed image processor that supports Gigabit Ethernet (up to four)
and USB (up to two) cameras, high-resolution cameras up to 5MP, and is compatible with
Epson RC+ software (RC+ 7.5 R2) and the VisionGuide (7.5 R2) tool for image processing
applications [15]. The Basler GigE acA1600-20gc camera is a color camera located on the
wrist link of the robot arm with a resolution of 2 megapixels 1628 × 1236, frame rate of
20 fps, pixel depth of 12 bits, and ICX274 image sensor (Sony Semiconductor Solutions,
Kanagawa, Japan) [16].
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Figure 2. System hardware and software architecture.

The end effector was designed based on the requirements of the problem and consisted
of a physical structure built with Grilon thermoplastic, the four electromagnets of model
KK P20/15 with a holding force of 3 kg, an operating voltage of 12 V, a maximum current
of 170 mA, dimensions of 20 mm × 15 mm [17], and an electronic board that energizes the
electromagnets when it receives a digital signal from the robot controller.

The software tool used in this project was Epson RC+, which is used to design and
implement applications with robotic systems. The programming language used was SPEL+,
which is based on text instructions. In addition, it has an integrated 3D simulator, in which
the movements of the robot can be tested. The library of functions used for processing the
images captured by the camera is VisionGuide, which includes camera calibration, edge
detectors, object position detectors, color detectors, and object geometric characteristic
meters [15].

The robot workstation consisted of the following distribution of spaces: male hinge
basket, female hinge basket, assembly ramp, hinge storage area with primary packaging,
and secondary packaging area (see Figure 3). The workstation was illuminated by a 100 W
LED spotlight with white light (6000 K).

Figure 3. Epson VT6L Robot Workstation Geometry: (a) workstation elements and (b) assembly
ramp design.

3. Development of Object Identification Routines

3.1. Main Program Routine

The tasks possessed by the main routine are as follows: (1) turn on the actuators of
the robot arm, (2) position it over the M25 hinges to search and identify them, (3) if it
detects hinges, it picks them up and arranges them on the assembly ramp, (4) the robot
proceeds to position itself over the H25 hinges, (5) if it detects hinges, it picks them up
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and proceeds to assemble them with the H25 hinges on the ramp, (6) once the hinges
are assembled, the robot moves them towards the operator who performs the primary
packaging, and (7) the operator places the primary packaging in a specific position and
then the robot identifies the presence of them and proceeds to pick them up and place them
in the secondary packaging.

3.2. M25 and H25 Hinges Identification and Collection Routine

The M25 hinge identification routine was performed using VisionGuide. The primary
functions used were ImageOp, Blob, and Point. The ImageOp function allows morphologi-
cal operations to be performed on the region of interest (ROI) of an image. The Blob function
calculates geometric and topological characteristics to determine the presence/absence,
position, size, and orientation of an object. The Point function allows the reference positions
within the workspace of the robot to be defined.

Specifically in the developed routine, the ImageOp function is used to erode the image
so that only the objects of interest remain, then the Blob function is used to search for the
objects of interest, determine and compare the area within a defined range, and then obtain
the coordinates. The Point operation determines the central coordinates of a set of four
M25 hinges.

Once the coordinates of the M25 hinge groups have been identified, they are called
from the main routine such that the robot performs the pick-and-place function. To connect
the robot arm motion control program and the image processing program, the VRun com-
mand is used to execute the specific hinge identification routine, and the VGet command is
used to obtain the resulting coordinates of the identified hinges.

With respect to the H25 hinge identification routine, the same ImageOp, Blob, and
Point functions are used; the parameters that vary between the two routines are due to the
differences in length of this type of hinge.

3.3. Primary Packet Identification Routine

The routine for the identification of primary packages is simple. The main element
is the Blob function that allows to determine the area of the object found and compare it
within a specific range. After the position of the object is identified, the robot picks it up
and places it in the space where the secondary package is located, considering that the
objects are arranged in layers of two rows and two columns.

Once the identification and collection routines for the M25 hinges, H25 hinges, and
primary packages were developed, we proceeded with offline validation of the algorithms.
The results of the preliminary validation of the algorithms are shown in Figure 4. In
addition, it can be seen that the program stores and visualizes the execution times of the
movements to analyze them later.

 
(a) 

Figure 4. Cont.
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(b) 

 
(c) 

Figure 4. Validation of identification and collection routines for (a) M25 hinges, (b) H25 hinges, and
(c) primary packages.

4. Results and Discussion

4.1. Evaluation of Robot Arm Motion Control Algorithms

Photographs of the instances of the object identification and robot arm motion control
algorithms can be seen in Figure 5. The instances in the figure are as follows: (a) The
algorithm identifies the M25 hinges. (b) The robot arm collects the M25 hinges by means of
the electromagnetic type gripper. (c) The robot arm deposits them on the assembly ramp.
(d) The robot arm leaves them on the assembly ramp. (e) The algorithm identifies the H25
hinges by means of the electromagnetic type gripper. (f) The robot arm collects the H25
hinges. (g) The robot arm takes them to the assembly ramp. (h) The robot arm assembles the
M25 and H25 hinges. (i) The robot arm pushes the assembled hinges towards the operator,
at this moment the robot will repeat the identification and control routines until there are
no more M25 and H25 hinges on the workstation. While these routines are running, the
operator groups the hinges into primary packaging and deposits them in a specific area in
the workspace. When no more hinges are to be assembled, the robotic system proceeds
with the following algorithms. (j) The algorithm identifies the group of hinges with the
primary package. (k) The robot arm collects the primary packages, and (l) the robot arm
arranges the primary packages in a 2 × 2 matrix for subsequent secondary packaging.

192



Eng. Proc. 2024, 77, 19

 
Figure 5. Photographs of the object identification and motion control algorithms of the robot arm.
(a) identify M25 hinges, (b) collect M25 hinges, (c) carry hinges to assembly ramp, (d) leave M25
hinges on ramp, (e) identify H25 hinges, (f) collect H25 hinges, (g) carry hinges to assembly ramp,
(h) assemble the M25 and H25 hinges, (i) slide the assembled hinges toward the operator, (j) identify
the primary package of hinges, (k) collect the primary package, and (l) arrange the primary packages
in a matrix.

4.2. Evaluation of Identification Algorithms

For the performance evaluation of the M25 and H25 hinges and packaging iden-
tification algorithms, 80 hinges of each type were used as inputs to the robotic system
workstation. After executing all algorithms, the following results were obtained: (1) the
M25 and H25 hinge identification algorithms were 100% correct, (2) the primary packaging
identification algorithm was 100% correct, and (3) the hinge assembly algorithm was 92.5%
correct because it had six errors. In conclusion, the effectiveness of the identification algo-
rithms is very good, whereas the assembly process has errors because it depends on the
mechanical factors of the gripper and workstation.

4.3. Analysis of Process Time Results

To analyze the times of the hardware and software systems in executing the developed
functions, the program labeled the time segments for each of the robot’s movements. Table 1
lists the labels of the time segments and their descriptions.

Table 1. Time segments of the VT6L robot arm movements.

Segment Description

A Movement to the position for capturing and processing images of M25 hinges
B Movement to pick up the M25 hinges
C Movement to deposit the M25 hinges on the assembly ramp
D Movement to the position for capturing and processing images of H25 hinges
E Movement to pick up H25 hinges
F Movement to deposit the H25 hinges on the assembly ramp
G Movement to assemble the M25 and H25 hinges
H Movement to transfer the assembled hinges to the operator

The experiment to measure the process times involved assembling 80 industrial hinges,
for which a box of 80 M25 hinges and a box of 80 H25 hinges were entered. The robotic
system identifies, picks up, and assembles the hinges into groups of four; therefore, there
are 20 cycles of movements A, B, C, D, E, F, G, and H, as described in Table 1.
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Figure 6 shows the time required for 20 movement cycles to assemble the hinges. The
following analyses were extracted from the data:

• The average time for each movement cycle was 24.94 s. This is the time to identify,
pick up, and assemble the four industrial hinges. The total time required to assemble
the 80 hinges was 8 min 19 s. Consequently, a time of 6.24 s was determined for each
hinge assembled.

• The time used by the robotic system to assemble the hinges is similar to the time of
the operator; however, two aspects are emphasized: the robotic system maintains its
productivity throughout the working day while the operator constantly decreases its
productivity owing to various factors, and it is also emphasized that these productivity
values can be increased when the design of the electromagnetic gripper is improved,
and the operating speed of the robot is 30% of its nominal speed to ensure the correct
grip of the manipulated hinges. When the speed was higher than 416 mm/s, the parts
started to detach from the gripper.

• The longest cycle times are movements C and F, which correspond to the movements
to deposit the M25 and H25 hinges on the assembly ramp, because in these movements,
the speed is reduced so that the hinges fit into the assembly guides.

• It is identified that the total cycle time has a repeating pattern every four cycles because
the trays of the M25 and H25 hinges are in layers of 16; therefore, each layer of the
trays is divided into four quadrants because the robot picks up the hinges in groups of
4. The central position of each quadrant causes a repeating pattern in the total time
curve.

• Finally, the relationship between the number of assembled hinges and the time taken
was determined using (1). With this function, it is estimated that the robotic system
with the current conditions would assemble 577 hinges in 1 h, and 4621 hinges on a
working day of 8 h.

Assembly Time = 6.231 ∗ Number O f Hinges + 0.412 (1)

Figure 6. Motion cycle times for assembling the hinges using the VT6L robot arm. The graphs of time
segments A, B, C, D, E, F, G and H use the left Y-scale. The graph of total time uses the right Y-scale.

Concerning the packing time, we also proceeded to automatically capture the times at
which it identified, picked up, and deposited the primary packages in the secondary pack-
age box. Twenty packing cycles were measured because each primary package contained
four assembled hinges, resulting in 80 hinges available for testing.

Based on the tests, the average time to pack each primary package of the four hinges
was 11.96 s. Taking into account the data obtained, it is estimated that the robotic system
with the current conditions would pack 299 packages in one hour and 2392 packages in an
8 h working day.
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5. Conclusions

A system was designed and implemented to identify, pick, assemble, and pack the
industrial hinges. The system is based on an industrial robotic system and machine vision
system. The devices that comprise the hardware architecture are as follows: the Epson
VT6L 6 DoF industrial robot arm, the Compact Vision CV2-HA image processing device,
the Basler acA1600-20gc camera, and the end effector based on 3 kg force electromagnets.
The software elements used for the development of this automated system were integrated
into an Epson RC+ development environment, and the motion control algorithms were
developed using the SPEL+ programming language. In addition, with the VisionGuide
tool, routines for the identification and collection of hinges and packages were developed.

For the performance evaluation of the M25 and H25 hinge and packaging identification
algorithms, 80 hinges of each type were used as inputs to the robotic system workstation.
Consequently, the following was determined: (1) the M25 and H25 hinge identification
algorithms were 100% correct, (2) the primary packaging identification algorithm was 100%
correct, and (3) the hinge assembly algorithm was 92.5% correct, as it had six errors.

Finally, concerning the analysis of the process times, the following was determined:
(1) the average time to assemble a hinge is 6.24 s, (2) using the relationship found, it is
estimated that the robotic system would assemble 577 hinges per hour, (3) the average
time to pack each primary package of four hinges is 11.96 s, and (4) it is estimated that the
robotic system would pack 299 packages in one hour.

In future work, we plan to improve the gripper mechanism to increase the speed of
movement of the joints of the VT6L robot arm. In addition, improvements will be made to
the workstation layout to optimize the times and collaborate with the company’s operator.
Finally, the algorithms will be improved to be less dependent on the type of manipulator
robot and the illumination level of the workstation. One option is to use a Reinforcement
Learning-based system [18,19].
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Abstract: In response to Ecuador’s ongoing energy crisis, it is essential to explore solutions such as
incorporating renewable energy projects into the system. This article presents a novel methodology
to evaluate the energy impact of integrating intermittent renewable energy sources into the operation
of power systems from a stochastic perspective, applied to the Yanahurcu wind farm project of
52.8 MW installed capacity. Using historical wind data from reanalysis databases, the wind resource
is modeled using a Histogram-Based Gaussian Space Correlation Model. Afterwards, the wind farm
modeling enables simulations to be run for a variety of case studies within SimSEE software, version
127.263. The results indicate that the methodology is effective, showing that the wind farm could
match Ecuador’s current annual wind energy production.

Keywords: wind energy; wind resource stochasticity; Histogram-Based Gaussian Space Correlation
Model (CEGH); power system simulation

1. Introduction

The growth of the world population, coupled with the accelerated depletion of fossil
fuel reserves, which, at the current rate of exploitation, are expected to be completely
exhausted within a few centuries [1], has motivated researchers to evaluate the impact
of integrating sources of clean and environmentally friendly energy, such as solar and
wind, into electric power systems [2]. In line with this, the United Nations’ 2030 Agenda
established 17 Sustainable Development Goals, one of which is Affordable and Clean
Energy. This goal encourages countries to invest in renewable energy, setting targets
such as increasing the share of renewable energy in the global energy mix and promoting
international cooperation to facilitate access to clean energy research and technology [3].

Wind energy represents an inexhaustible natural resource with the potential to combat
climate change [2]. By 2023, the total installed global wind capacity reached 1021 GW,
reflecting a growth of 13% compared to 2022 [4]. In Ecuador, the current regulatory
framework includes the utilization of renewable energy sources, with a short-term feasible
wind potential of 884 MW. To develop new renewable generation projects, a policy was
established that allows the implementation of power and energy blocks from various
primary sources, to be covered by projects proposed by the private sector [5] through
Public Selection Processes (PPSs). Within this context, the PPS for the Non-Conventional
Renewable Energy Block (ERNC I) was launched and fully awarded in 2023. The block
comprises six photovoltaic solar projects, three hydroelectric projects, and one wind farm
project, totaling 511 MW with private investment exceeding USD 800 million [6]. One of
the awarded projects is the Yanahurcu wind farm project, with 52.8 MW installed capacity
and 44.81 MW effective capacity, to be installed in the province of Loja, at a price of
60.63 USD/MWh [7].

As regards wind farm projects, the estimation of energy production is critically impor-
tant for the successful planning and operation of renewable energy systems, and stochastic
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analysis plays a key role in enhancing the accuracy of these estimates. Wind power is
inherently variable and influenced by several unpredictable factors, such as meteorolog-
ical conditions and grid topology availability, which introduces significant uncertainty
into production forecasts. Traditional deterministic models fall short of capturing this
variability, often leading to mismatches between expected and actual output. Stochastic
methods, on the other hand, generate multiple scenarios of wind power production based
on probability distributions of wind speeds, wind directions, and other variables, offering
a more realistic and comprehensive understanding of possible outcomes. By incorporating
stochastic analysis, decision-makers can better manage the risks associated with wind
farm production variability, optimize system performance, and improve grid integration.
Moreover, it allows for the assessment of different weather scenarios and their impact on
supply–demand balance, enhancing the resilience and reliability of power systems.

A method that integrates wind power and temperature correlations to generate stochas-
tic scenarios for wind power production is presented in [8]. It emphasizes capturing both
regular and extreme conditions, such as multi-day periods without wind, to perform
supply–demand balance analysis. This method helps in improving the accuracy of long-
term wind power forecasts and optimizing planning under stochastic conditions. In [9], a
hybrid method using Vector Autoregressive Moving Average (VARMA) models and copula
techniques to generate wind power scenarios with spatiotemporal correlations is proposed.
This approach effectively captures both the spatial and temporal dependencies between
multiple wind farms, offering a robust solution for short-term wind power forecasting. A
comprehensive review of various probabilistic forecasting models used in wind power gen-
eration is stated in [10]. It discusses the differences between deterministic and probabilistic
models, with a particular focus on how the latter can capture the inherent uncertainty
in wind energy production. The review also identifies future research directions in the
field of stochastic wind. All these contributions allow researchers to face the problem of
stochastic wind farm energy production forecasting, showing important advances in this
field; however, most of the approaches are not yet included in mass-market commercial
software capable of being used for performing confident enough studies related to the
connection of energy renewable projects. In this regard, the Ecuadorian entity respon-
sible for planning the operation of power generation, the National Electricity Operator
CENACE, optimizes economic dispatch in medium- and long-term scenarios using the
SDDP (Stochastic Dual Dynamic Programming) tool, a modularly licensed software that
requires significant investment [11]. As a free software alternative, the Instituto de Energía
Eléctrica in Uruguay has developed the SimSEE platform for the Simulation of Electric
Power Systems, which obtains an Optimal Operation Policy through the resolution of a
Stochastic Dynamic Programming (SDP) problem [12]. Whereas SDDP allows researchers
to manage the problem of sizing large volumes of decision variables and restrictions, Sim-
SEE uses an SDP algorithm and offers the possibility of implementing user models, so
the versatility of modeling new energy sources is greater. Although these two packages
have a great modeling and simulation capacity, SimSEE surpasses SDDP in three important
aspects: (i) it is an open-source free software, (ii) it is capable of accepting user-defined
models, and (iii) it is more flexible for including intermittent renewable generation such
as wind farms and photovoltaic plants, based on its Histogram-Based Gaussian Space
Correlation (CEGH) model. In this connection, SimSEE is the selected software to develop
the proposed methodology, since this software has the capabilities and enough references
to be accepted by the Electricity Regulation and Control Agency in Ecuador (ARCONEL)
as a replacement of SDDP.

In [11], a database has been created containing all the power plants of the National
Interconnected System (SNI), modeled with parameters provided by CENACE to simulate
a single-node dispatch over a 10-year horizon.

Based on the aforementioned, this paper evaluates the power generation of the
Yanahurcu wind project by integrating the plant into the SimSEE database. A CEGH
model is generated from wind data to analyze the wind resource in the project’s installa-
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tion area. For this aim, a data reanalysis strategy is first applied to obtain corrected data.
Subsequently, simulations are carried out with different time horizons, thus obtaining
the estimated production of the plant, which will finally be analyzed from a probabilistic
perspective. The main contribution of this paper is the integration of a free tool like SimSEE
with an open-access meteorological database like MERRA2. This enables researchers to
conduct renewable energy studies even when measurement data are not available, orient-
ing the forecasting to the development of actual wind farm projects since SimSEE can be
accepted by ARCONEL as a replacement of SDDP.

2. Wind Energy Production Based on Histogram-Based Gaussian Space Correlation
(CEGH) Model

The main challenge with wind power generation is the stochastic nature of the wind
resource. This makes it crucial for energy producers to accurately model the stochastic
behavior of wind in order to make reliable predictions [13]. Two types of forecasts can be
distinguished: short-term forecasts, which range from seconds to minutes and are useful
for controlling turbine operation; and long-term forecasts, which range from hours to days
and are used for planning the integration of additional plants into the grid [14].

The CEGH model allows the generation of synthetic series that correspond to the
outputs of a stochastic process. This often requires the historical realization of the variables
involved in the stochastic process since the modeling is based on an available historical
realization from which estimations are generated [15]. In electric power systems, the
processes involved usually have values with a certain continuity, which allows the process
outputs to be represented in the form of a future cone, as shown in Figure 1.

Figure 1. Output of a stochastic process—future cone [15].

The CEGH model uses nonlinear transformations to bring historical series into Gaus-
sian space, where a filter or linear system is identified that generates time series with
correlation and autocorrelation functions, like the historical ones. These synthetic series
have amplitudes corresponding to Gaussian variables, so inverse nonlinear transformations
are used to obtain the original amplitude histograms [16].

3. Materials and Methods

To account the stochastic nature of the wind in simulations, it is necessary to define
a CEGH model created from measurement data, or, in this case, historical data obtained
through reanalysis tools, which have been pre-processed to improve result quality. Then, a
model of the wind farm must be generated in SimSEE, with two options: one representing
wind speed as a module and another representing the two components of wind speed,
allowing the representation of its direction. For simulations where the dispatch problem is
solved using SDP, two databases are generated in SimSEE in order to represent different
case studies that aim to emulate the dispatch stages performed by the system operator [17].
Finally, a probabilistic analysis of the results is performed to evaluate the energy impact of
the wind project’s connection. This methodology is described in the flowchart illustrated in
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Figure 2. It is important to highlight that this comprehensive methodology constitutes an
important practical contribution to the current practices of evaluating wind farm power
forecasts using mass-market commercial software capable of being used for performing
confident enough studies related to the connection of energy renewable projects when
measured data are not available. For this aim, a CEGH model is generated based on a
proposed data reanalysis strategy that is first applied to obtain corrected data. Thus, the
main contribution is defining a methodology to integrate a free tool like SimSEE with
an open-access meteorological database like MERRA2, ensuring confident enough data
correction. With this, the power forecasting of actual wind farm projects is also allowed
since SimSEE might be accepted as a replacement of SDDP or other commercial software.

Figure 2. Proposed methodology.

3.1. Analysis of Historical Wind Data

Wind measurement data at the installation site were not available for modeling the
wind resource, so the POWER DAVe platform was used to access meteorological informa-
tion from the MERRA-2 reanalysis database. With the approximate location of the project as
the known datum, it is possible to obtain wind speed and direction data, using the POWER
DAVe website. The available data correspond to wind speed, in meters per second, at 50 m
above the ground level and wind direction, in degrees. These data are first reanalyzed to
define the input data for the stochastic wind farm power production forecast. To carry
out reliable energy analyses, it is necessary to have data series spanning 25 to 30 years.
However, since this historical information was unavailable, the recommendation is to have
data for periods ranging from 5 to 10 years as a minimum [18]. Therefore, it was established
that the historical data used would be from 2015 to 2023.

Subsequently, three corrections are applied to the historical data, following the proce-
dure described in [19]:

• Vertical Wind Speed Profile Correction (1), related to the height above the ground at
which the wind speed value was obtained and the height at which the wind turbine
hub will be located.

v2 = v1

ln
(

h2
z0

)
ln
(

h1
z0

) (1)
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where h1 = 50 is the height at which MERRA-2 data were obtained; h2 = 86 is the
turbine hub height; z0 = 0.4 is the surface roughness coefficient; v1 is the wind speed
at height h1; and v2 is the wind speed at height h2.

• Air Density Correction (2), which adjusts the atmospheric pressure at the wind farm
height.

vcorrected = voriginal

(
ρ2

ρ1

)ah

(2)

where ρ1 is the air pressure at the reanalysis data height h1 = 1871.5; ρ2 is the air
pressure at the actual project site height h2 = 2700; and ah is a factor calculated as
indicated in Equation (3).

ah =

⎧⎨⎩
1/3 f or voriginal >= 7.5

1/15·voriginal − 1/6 f or 7.5 < voriginal < 12.5
2/3 f or voriginal ≥ 12.5

(3)

• Bias Correction or Downscaling (4), which corrects the bias of reanalysis data by
adjusting them around a known mean [20].

vdownscaling = α·vreanalysis + β (4)

Parameters α and β are obtained as follows:

α = 0.6· vmean

α·vreanalysis
+ 0.2 (5)

β = vmean − α·vreanalysis (6)

where vmean is the known average speed for the project installation site, and vreanalysis
corresponds to each wind speed value obtained from MERRA-2.

Additionally, it is necessary to decompose the wind into the Vx and Vy components
that SimSEE uses as the wind source for the actor considering wind direction.

With the corrected data, the next phase is to analyze them statistically. Two classifi-
cations are distinguished: hourly analysis and monthly analysis. For the hourly analysis,
clusters were identified to group hours with similar behavior using a hierarchical clustering
procedure, resulting in the dendrogram shown in Figure 3. The statistical measures calcu-
lated for each hourly cluster, for the hourly analysis, and for each month in the monthly
analysis were mean, median, standard deviation, kurtosis, skewness coefficient, shape, and
scale parameters for the Weibull distribution.

Figure 3. Hierarchical clustering dendrogram by hour.

3.2. Modeling in SimSEE

To simulate the behavior of the wind farm, it is necessary to have a wind source. In
this case, the source will be of the CEGH Synthesizer type, associated with a CEGH model
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generated from the historical data. The Serial Analysis tool is used to create the wind
source, generating a .txt file with the wind CEGH model from the historical data. Once
this file is obtained, it is loaded into the SimSEE Edit database, and the corresponding
wind source is generated. Since the wind farm was modeled using two different actors,
two sources had to be created, considering the input variables for each actor. First, the
SimSEE wind farm actor allows for the incorporation of a source with two terminals: wind
speed [m/s] and temperature [◦C]. On the other hand, the SimSEE wind farm Vxy actor
allows for the incorporation of a source with two terminals, Vx and Vy, which are the wind
speed components in [m/s].

3.3. Definition of Case Studies

Considering the stages of operation scheduling, four case studies have been defined.
For each case study, specific parameters will be considered, such as different time steps and
time horizons, which allow each planning stage to be better represented.

3.3.1. Case 1: Daily Dispatch

Simulating the daily production of a wind farm can be useful for observing resource
behavior throughout the day. Although intermittent energy plants do not participate in
solving the economic dispatch problem, it is still valuable to estimate their expected pro-
duction during peak and valley hours. The results were analyzed for days with maximum
and minimum resource availability in a year. This case should be simulated with an hourly
time step, so the simulation was carried out in a simplified database where only the wind
farm and a demand are modeled. The simulation time horizon was set to one year (2026),
and an additional year was considered for the optimization of the time horizon.

3.3.2. Case 2: Weekly Dispatch

This type of dispatch is used for Unit Commitment. In this case, the wind farm’s
production was analyzed over a week of high wind resource availability and another week
of low availability. It was also developed in the simplified database. Additionally, daily
simulation blocks were established. The duration of the posts was set according to the
hourly clustering of the wind data. The same optimization and simulation horizons as in
the previous case were used.

3.3.3. Case 3: Monthly Dispatch for One Year

For this case, the annual production was analyzed with an appropriate simulation time
step. The results allow the identification of production periods throughout the year and
estimate the annual energy output of the wind farm. Additionally, this type of study helps
determine the fuel requirements for thermal power plants and establish the maintenance
schedule for power system components. The simulations were carried out in the SimSEE
database that contains the entire National Interconnected System (SNI). Weekly simulation
steps were considered, where the hourly duration of each post was multiplied by 7 to
represent the 7 days of the week. The same optimization and simulation horizons as in the
previous cases were used.

3.3.4. Case 4: Long-Term Dispatch

Long-term dispatch was used to analyze the wind farm’s production over 25 years with
an appropriate time step. This long-term planning helps determine the needs to satisfy demand
and to implement system expansion plans. As in the previous case, this case was developed
in the complete SNI database, where monthly simulation posts were established. For the time
horizons, 25 years were considered for the simulation and 29 years for the optimization.

3.4. Simulation in SimSEE

Once the simulation parameters for each case study have been established, the simu-
lation is run from the SimSEE Edit Simulator window. First, the optimization process is
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executed to obtain the Optimal Operation Policy. Then, the simulation is executed, which
has a shorter duration than the previous process.

3.5. Probabilistic Analysis of Results

After obtaining the simulation results for each of the case studies, a specific treatment
of the output data from each case is necessary.

3.5.1. Determination of Days and Weeks of Maximum and Minimum Energy Production

For case studies 1 and 2, it is necessary to determine, based on the results for a year,
the corresponding days and weeks of highest and lowest energy production.

3.5.2. Obtaining Monthly Clusters

The hierarchical clustering procedure was used to determine two periods in the year:
one of high wind resource availability and another of low availability. Considering that
planning in Ecuador distinguishes between two semiannual periods in the year (rainy
and dry), the aim was to establish something similar for the wind resource in the project
installation area, based on the results of case study 4.

3.5.3. Exceedance Probability

The exceedance probability refers to the probability of exceeding a certain value over
a given period [21], and it can be obtained using Equation (7).

P(X > x) = 1 − F(X ≤ x) (7)

where P(X > x) is the probability that the random variable X exceeds the value x, and
F(X ≤ x) is the cumulative probability distribution function.

Thus, for each case study, the exceedance probability of the energy produced during
each analyzed period was assessed, obtaining the adjusted curves based on the results
provided by SimSEE.

4. Results

The statistical analysis of the historical wind data provided useful information about the
behavior of this resource in the project installation area. In Figure 4a, the hourly behavior
throughout the day is illustrated using the clusters obtained according to Figure 3, and
monthly behavior throughout the year is also illustrated in Figure 4b. This plot allows for a
better appreciation of the statistical measures than simply presenting the numerical results.

(a) (b)

Figure 4. Historical wind speed raincloud plot: (a) analysis by hourly cluster; (b) analysis by month.

Therefore, the results of this analysis provide insights into wind behavior in the project
area and allow researchers to assess whether the conditions are favorable for installing
a wind power plant. This constitutes an important contribution to generation expansion
planning in Ecuador.
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Subsequently, the energy production results obtained through the SimSEE simulation
are presented. First, case study 1 is presented, where the exceedance probability for the
daily energy of the Wind farm Vxy model is shown in Figure 5.

(a) (b)

Figure 5. Daily energy exceedance probability curves: (a) day of maximum production; (b) day of
minimum production.

The values obtained from the original and fitted curves were extracted and are shown
in Table 1, where the energy corresponding to the 50% and 90% exceedance probabilities
for the days of maximum and minimum production, respectively, is provided.

Table 1. Daily energy values for 50% and 90% exceedance probabilities.

Condition
Exceedance
Probability

Daily Energy
Original Curve

[MWh]

Daily Energy Fitted
Curve [MWh]

Maximum Production
P50 975.23 965.18
P90 432.51 446.21

Minimum Production
P50 271.20 270.51
P90 25.82 20.85

These daily energy values provide power system operators with the estimated daily
production limits for the wind plant, which should be considered into the daily dispatch.

With the results from case 4, hierarchical clustering was performed, whose dendrogram
is illustrated in Figure 6. Since the results show two clear wind production periods per
year, a suitable cutoff line was chosen, resulting in one cluster formed by the months of
May to September and the other by the months of October to April.

Figure 6. Hierarchical clustering dendrogram by month.

The identified periods closely resemble those of the country’s hydrology. Therefore,
maintenance planning for this wind plant should align with the maintenance schedules of
hydroelectric plants. In addition, during these periods of maintenance, fuel for thermal
plants should be secured to ensure a reliable energy supply.
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Thus, for case 3, the annual production as well as the production for each of the monthly
periods was analyzed. In Figure 7, the adjusted exceedance probability curves for these three
periods are presented, both for the wind farm model and for the wind farm Vxy model.

(a) (b)

Figure 7. Annual energy exceedance probability curves: (a) wind farm model; (b) wind farm Vxy
model.

In Figure 8, the expected production for the entire life of the plant is compared between
the two SimSEE wind farm models.

(a) (b)

Figure 8. Total energy exceedance probability curves: (a) wind farm model; (b) wind farm Vxy
model.

With the results of the entire life of the plant, the expected annual energy, full load
equivalent hours, and capacity factor, which are important parameters when evaluating
power generation projects, can be calculated, as shown in Table 2.

Table 2. Metrics to assess power generation projects.

Exceedance
Probability

Energy [GWh/Year]
Full Load Equivalent

Hours
Capacity Factor [%]

P50 211.35 4003 45.7
P90 164.72 3120 35.6

This information should be factored into system expansion plans to forecast future
energy requirements, considering the estimated energy production from existing plants
with a certain level of confidence.

5. Discussion and Conclusions

This paper provides a comprehensive solution for conducting energy impact studies of
intermittent renewable energy production when measurement data are unavailable, using
free software tools, which is a significant advantage that allows for broad application.

205



Eng. Proc. 2024, 77, 20

To this end, a methodology has been developed that allows for the estimation of ex-
pected renewable generation output considering the stochasticity of the primary resource,
demonstrating good performance for the analyzed wind farm project. The main contri-
bution is defining a methodology to integrate a free tool like SimSEE with an open-access
meteorological database like MERRA2, ensuring confident enough data correction. With
this, the power forecasting of actual wind farm projects is allowed since SimSEE might
be accepted as a replacement of SDDP or other commercial software. In this connection,
it is important to mention that, although there are other novel proposals for wind farm
stochastic power forecasting, such as the application of VARMA or copula, the proposed
methodology is focus on using a well-known software since the purpose is to define a
procedure capable of being accepted for assessing actual renewable projects in Ecuador.

As a main result, it has been demonstrated that the connection of the Yanahurcu wind
farm project will have a considerable impact on the Ecuadorian electric power system,
since this plant will deliver 211.35 GWh/year, which equals the wind energy production in
Ecuador in 2023; this means that through the implementation of this project, the current
annual production from wind sources would be doubled.

The proposed methodology has been developed as part of the project PII-DEE-2023-04,
“Analysis of steady and dynamic state microgrid operation considering the implementation
of Battery Energy Storage Systems (BESS)”. Further research is under development for
evaluating the performance of this methodology with other types of renewable sources.
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Nomenclature

ARCONEL Ecuadorian Electricity Regulation and Control Agency
CEGH Histogram-Based Gaussian Space Correlation Model
CENACE Ecuadorian Electricity National Operator
ERNC Non-Conventional Renewable Energy
PPS Public Selection Process
SDDP Stochastic Dual Dynamic Programming
SDP Stochastic Dynamic Programming
SNI National Interconnected System
WECS Wind Energy Conversion Systems
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Abstract: The High Voltage Laboratory (LABAV) at the Escuela Politécnica Nacional conducts
dielectric tests on safety shoes in accordance with the ASTM F2412-18 standard. Additionally,
as per the NTE INEN ISO 17025 standard, the laboratory must estimate the uncertainty of its
measurements. Despite the scarcity of examples in the existing literature, this work provides a
real-world example to assist other laboratories in replicating the uncertainty estimation process. In
this article, we systematically present the calculation of leakage current uncertainty in shoes using
both the traditional “Guide to the Expression of Uncertainty in Measurement” (GUM) method and
the Monte Carlo method (MCM) for validation. The results from both approaches yield a similar
uncertainty value of u = 0.0733 mA. Finally, we highlight the advantages that the MCM method
offers in this context.

Keywords: High Voltage Laboratory; dielectric test; uncertainty estimation; Monte Carlo method;
safety shoes; GUM

1. Introduction

In the field of personnel safety for those working with electricity, dielectric shoes are a
vital element in safeguarding workers’ lives. Consequently, standards ASTM F2412-18a and
ASTM F2413-18 [1,2] establish the methods and requirements that various types of safety
shoes must meet. For dielectric shoes, three randomly selected shoes from a production
lot must withstand a voltage of 18,000 volts for 1 min, with the current passing through
the shoe not exceeding 1 mA. If the shoe burns, punctures, or exceeds a current of 1 mA,
it does not meet the standard’s requirements, and the entire associated production lot is
deemed non-compliant with safety requirements.

Measuring the current in the shoe is crucial during testing because it is a relatively
low value, meaning that measurement uncertainty can affect the compliance criterion of
1 mA. For instance, if the test had an uncertainty of 0.5 mA, the laboratory could only
guarantee compliance for shoes that reach a value of 0.5 mA, as the current measurement
would be 0.5 mA ± 0.5 mA. For higher measurement values, the uncertainty would exceed
the compliance limit, and a conformity statement could not be issued. Hence, accurately
estimating and achieving low uncertainty is paramount.

Eng. Proc. 2024, 77, 21. https://doi.org/10.3390/engproc2024077021 https://www.mdpi.com/journal/engproc208



Eng. Proc. 2024, 77, 21

To ensure the reliability of laboratory test results, the guidelines of the NTE INEN-
ISO/IEC 17025:2018 standard “General requirements for the competence of testing and
calibration laboratories” [3] are followed. This standard serves as the foundation for im-
plementing and maintaining a quality management system (QMS) in a testing laboratory.
Section 7.2.1.1 of this standard states, “The laboratory shall use appropriate methods
and procedures for all laboratory activities and, where appropriate, for the evaluation of
measurement uncertainty, as well as statistical techniques for data analysis”. This require-
ment is also harmonized with the Ecuadorian Accreditation Service (SAE) in its document
“PL02-Policy for the estimation of measurement uncertainty” [4].

For estimating uncertainty, the “Guide to the Expression of Uncertainty in Measure-
ment” (GUM) or alternative methods accepted by the International Bureau of Weights
and Measures (BIPM) are available [5]. The GUM defines measurement uncertainty as the
inability to know the exact value of the measurand. Uncertainty is affected by numerous
factors or sources and is generally categorized into two types based on the evaluation
method: “Type A” and “Type B”. Type A uncertainty evaluation is determined in most
cases by a statistical analysis of a series of observations, obtaining the experimental stan-
dard deviation of the measurement, usually from an averaging procedure or regression
analysis. In contrast, Type B uncertainty uses non-statistical means, applying scientific
judgment based on available information and experience regarding the potential variability
of the variable under study.

The High Voltage Laboratory (LABAV) of the Escuela Politécnica Nacional conducts
dielectric shoe testing for the public. Based on the presented background, this article aims to
present a real example of uncertainty estimation in dielectric testing of safety shoes according
to GUM guidelines, validated through Monte Carlo simulations. The goal is to provide a
bibliographic source for other laboratories requiring similar uncertainty estimations, as no
articles or reference sources with procedures or numerical examples to guide LABAV were
found during the estimation process.

2. Materials and Methods

The applied methodology is divided into two phases:
Phase 1: Uncertainty estimation using the GUM Guide [5].
Phase 2: Monte Carlo simulation estimation [6].

2.1. Phase 1: Identification of Sources of Uncertainty

In the testing of dielectric shoes, the main sources of uncertainty affecting the current
measurement are as follows:

• Resolution: The resolution of the equipment is a type B uncertainty and is obtained
from the equipment’s catalog. In this case, the shoe tester is a GESTER GT-KB42 model
whose ammeter resolution is 0.01 mA.

• Current meter error: The uncertainty of the current meter is obtained from the calibra-
tion certificate issued by an accredited laboratory. This uncertainty is considered Type
B, as it is based on expert judgment rather than direct measurement. The calibration
certificate was obtained from a metrological laboratory accredited under ISO 17025,
with an uncertainty of 0.007 mA.

• Repeatability and reproducibility: The repeatability of the dielectric shoe test is pri-
marily ensured by the use of an automated testing system, which minimizes operator
influence. In metrology, repeatability refers to the variability in results when the
same procedure is performed under identical conditions. In this case, the shoe tester
(GESTER GT-KB42) is fully automated, ensuring high repeatability as the operator’s
role is limited to preparing the test setup. The operator follows simple and standard-
ized steps: they fill the shoe with a conductive material according to the [2] method,
place the shoe inside the tester, attach the voltage electrodes, and close the testing
chamber. Once the chamber is sealed, the operator initiates the test through a digital
interface, which is pre-programmed to follow the standardized testing procedure. The
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system then conducts the test autonomously, applying the voltage and measuring the
resulting current without further human intervention.
This automation eliminates variability due to operator handling, which is a critical
factor in ensuring consistent and repeatable results. To quantify the repeatability of the
test, ten repetitions were performed, yielding a standard deviation of 0.107 mA. This
result highlights the precision and stability of the automated system when conducting
the dielectric test under controlled conditions.
In addition to ensuring repeatability through the use of an automated testing system,
reproducibility is also a key consideration in dielectric shoe testing. Reproducibility
refers to the consistency of test results when conducted under varying conditions, such
as by different operators, using different equipment, or in different laboratories. In
this case, reproducibility is supported by adherence to standardized test methods,
specifically [2]. Since the procedure is well-defined and the equipment is programmed
to follow this standard without manual adjustments, variations due to human inter-
vention are minimized.
While reproducibility testing often involves comparing results across different loca-
tions or setups, the use of an internationally recognized standard and an automated
system in this test significantly reduces variability between tests conducted in different
environments. Moreover, the calibration of the equipment in accordance with ISO
17025 ensures that the system operates consistently across different setups. This cali-
bration, alongside the use of the same ASTM test method, enhances the reproducibility
of the test, even when conducted by different laboratories. The system’s capacity
for automated, standardized procedures ensures that tests performed in different
settings can yield comparable results, providing confidence in the reproducibility of
the dielectric shoe test.

• Temperature: Ambient temperature can affect the characteristics of both the measuring
equipment and the shoe under test. This uncertainty is considered Type A and is
estimated from temperature measurements taken during the test. Ten repetitions
were performed, resulting in a standard deviation of 0.000979 mA/°C. Temperature
fluctuations can influence the test because voltage is applied to a dielectric material;
in this case, the shoe and insulation materials may change their conductivity with
temperature. However, it is important to note that according to [2], the shoe must rest
for 24 h in the testing area, which must maintain a temperature of 22 ± 2 °C. During
the test, the temperature should remain between 22± 2 °C, and the test itself lasts only
one minute, meaning that temperature fluctuations are minimal when following the
standardized method.

• Voltage variability: The electric tester can exhibit voltage fluctuations that affect the
measurement. This uncertainty is considered Type A and is estimated from voltage
and current measurements in the laboratory during the test. Ten repetitions were
performed, resulting in a standard deviation of 0.000979 mA/°C.

These uncertainty parameters are presented in Equation (1) and in Table 1.

Table 1. Estimated values of the uncertainty components of the proposed model.

Source of Uncertainty Estimated Value Units Type Distribution Divisor

Resolution ΔRes 0.01 mA B Rectangular 2
√

3
Error ε 0.007 mA B Normal k; k = 2

Repeatability ΔRep 0.107 mA A Normal
√

n; n = 10
ΔIt Temperature Correction 0.000979 mA/°C A Normal

√
n; n = 10

ΔIv Voltage Correction 0.0424 mA/V A Normal
√

n; n = 10
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2.2. Phase 1: Selection of the Measurement Model

The measurement model that relates the measured current I to the influencing vari-
ables can be represented by Equation (1):

I f c = Im + ΔRes + ΔRep − (ΔIt + ΔIv)− ε, (1)

where

Im is the leakage current measured;
I f c is the leakage current corrected;
ΔRes is the deviation of the current due to the resolution of the instrument;
ΔRep is the deviation of the current due to measurement repeatability;
ΔIt is the deviation of the current due to temperature variation;
ΔIv is the deviation of the current due to voltage variation;
ε is the error of the instrument due to calibration.

2.3. Phase 1: Estimation of Uncertainty Components
2.3.1. Type A Uncertainty

Type A uncertainty is obtained from a series of repeated measurements. The experi-
mental standard deviation s is calculated by Equation (2):

s =

√
∑n

i=1(mi − m̄)2

n − 1
, (2)

where

mi is the value in the i-th measurement;
n is the number of measurements;
m̄ is the average value.

Type A uncertainty (uA) is calculated by Equation (3):

uA =
s√
n

. (3)

2.3.2. Type B Uncertainty

Type B uncertainty is estimated from the available information about the sources of
uncertainty, such as calibration certificates, previous studies, or expert knowledge. An
appropriate probability distribution is used to represent the variability of each source of
uncertainty.

2.4. Phase 1: Combination of Uncertainty Components

The combined standard uncertainty uc is calculated by combining the Type A and
Type B uncertainty components using Equation (4):

uc =

√√√√ N

∑
i=1

u2
A +

z

∑
j=1

u2
B =

√√√√ M

∑
i=1

(Ci.ui)2, (4)

where

N is the number of Type A uncertainty sources;
μA is the Type A uncertainty of the i-th source;
z is the number of Type B uncertainty sources;
μB is the Type B uncertainty of the j-th source;
M is the number of total uncertainty sources;
ui are the individual standard uncertainties.
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To determine uc in Equation (4), we need to find a sensitivity coefficient Ci by taking
the partial derivative of the mathematical model from Equation (1) with respect to the
variable for which the contribution is sought according to Equation (5).

Ci =
∂y
∂xi

, (5)

where

Ci represents the sensitivity coefficient for the input variable xi;
y is the output of the model;
xi is the specific input variable;
∂y/∂xi represents the partial derivative of output y with respect to input xi.

The contributions Ci.ui from Equation (4) are calculated individually by multiplying
each uncertainty by its sensitivity coefficient obtained using Equation (5).

Expression of Uncertainty

The total uncertainty is expressed with a confidence interval and a confidence level.
The confidence interval represents the range within which the true value of the measure-
ment is found with a certain probability. The confidence level indicates the probability
that the true value lies within the confidence interval. This value is known as expanded
uncertainty in Equation (6):

u = uc · t0.95,n−1, (6)

where

t0.95,n−1 is the value of the Student’s t-distribution with a 95% confidence level and n − 1
degrees of freedom. This value will be known as coverage factor k.

To determine the total degrees of freedom of the uncertainty, we must calculate the
contributions of the degrees of freedom for each uncertainty ui. For Type A uncertainties,
the degrees of freedom are equal to n − 1, with n representing the number of measurements
taken to estimate that uncertainty. In this study, for Type B uncertainties, which originate
from the calibration certificate and the instrument resolution, a very high value is used; in
this case, 200.

Once the individual uncertainties ui are known and the combined standard uncertainty
uc is calculated from Equation (4), the total degrees of freedom are determined using the
Welch–Satterthwaite equation, as in Equation (7).

νeff =
u4

c

∑N
i=1

(
(Ci ·ui)4

νi

) , (7)

where

νe f f is the effective degrees of freedom;
uc is the combined standard uncertainty;
ui are the individual standard uncertainties;
νi are the degrees of freedom associated with each ui;
N is the number of uncertainty components.

With the total degrees of freedom, based on the Student’s t-distribution, we determine
the coverage factor k for a 95% confidence level.

2.5. Phase 2: Monte Carlo Simulation Estimation

The Monte Carlo method (MCM) is a widely used numerical method for estimating
measurement and calibration uncertainties. This method generates random values of
the measured variable (in this case, current), considering the probability distributions of
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influencing variables and their correlations. By repeating the simulation a considerable
number of times, a distribution of the measured current is obtained, allowing for uncertainty
calculation and comparison with the estimation obtained using the GUM Guide [6].

To calculate the uncertainty estimation using the GUM Guide, the free application
MCM Alchimia was used, which implements the Monte Carlo method to estimate mea-
surement and calibration uncertainties according to the JCGM 101 Guide [6]. This version
includes a complete uncertainty budget for the GUM framework and allows for the han-
dling of correlated quantities and regression curves.

Steps of Monte Carlo Simulation

Definition of influencing variables: Identify all variables that can affect the measure-
ment of the current, such as equipment calibration, electric network variability, temperature,
and humidity.

Selection of probability distributions: Assign an appropriate probability distribution to
each influencing variable, considering available information such as calibration certificates,
previous studies, or expert knowledge. For example, a normal distribution can be used for
equipment calibration, and uniform distributions can be used for temperature and humidity.

Generation of random values: Use Monte Carlo simulation software to generate
random values of influencing variables according to selected probability distributions.

Calculation of current: For each set of random values of influencing variables, calculate
the corresponding current value using the defined measurement model.

Repetition of simulation: Repeat steps 3 and 4 a large number of times (e.g., 10,000 or
100,000) to obtain a representative distribution of the measured current.

Analysis of distribution: Analyze the distribution of the measured current, including
the mean, standard deviation, and other measures of dispersion.

Estimation of uncertainty: Calculate the total uncertainty uc by combining Type A and
Type B uncertainty components, as described in Section 2.4 of this article.

Comparison with GUM estimation: Compare the estimated total uncertainty from
the Monte Carlo simulation with the estimation obtained using the GUM Guide. If the
estimations are consistent, the methodology used is validated.

3. Results

3.1. Uncertainty Results Using the GUM Method

The variables from the utilized model contributing to uncertainty are presented in
Table 1. The estimated resolution value comes from the instrument’s certificate, while the
error originates from the instrument’s calibration certificate. For repeatability and tempera-
ture corrections, ten repetitions are performed, and the standard deviation is obtained. The
same table specifies the type of uncertainty, the distribution function they follow, and the
divisor used to calculate the standard uncertainties ui, which is defined as the division of
the estimated value by the divisor.

In Table 2, the sensitivity coefficients Ci calculated from the mathematical model and
the standard uncertainties ui are presented.

Table 2. Sensitivity coefficients of each uncertainty component of the proposed model.

Source of Uncertainty Sensitivity Coefficient Calculation Ci Standard Uncertainties, ui

Resolution ΔRes
∂I f c

∂ΔRes
1 0.002886751

Error ε ∂I f c
∂ε

−1 0.003500000

Repeatability ΔRep
∂I f c

∂ΔRep
1 0.033836371

ΔIt Temperature Correction ∂I f c
∂ΔIt

−1 0.000309587

ΔIv Voltage Correction ∂I f c
∂ΔIv

−1 0.013408057

Finally, in Table 3, the contributions Ci · ui from each uncertainty variable are deter-
mined, and degrees of freedom are assigned.
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Table 3. Contributions and degrees of freedom of each uncertainty component of the proposed
model.

Source of Uncertainty Contribution of Uncertainty Ci · ui (Ci · ui)
2 (Ci · ui)

4 Degrees of Freedom νi

Resolution ΔRes 0.002886751 8.33333 ×
10−6

6.94444 ×
10−11 9

Error ε −0.003500000 1.2225 × 10−5 1.50063 ×
10−10 200

Repeatability ΔRep 0.033836371 1.1449 × 10−3 1.3108 × 10−6 200

ΔIt Temperature Correction −0.000309587 9.58771 ×
10−8

9.18609 ×
10−15 9

ΔIv Voltage Correction −0.013408057 1.79776 ×
10−4

3.23194 ×
10−8 9

With the calculations from Table 3, we obtain a combined standard uncertainty of
uc = 0.036679084.

We apply (7) and obtain a total of 12 effective degrees of freedom.
Using the Student’s t-distribution, we determine factor k for 95% confidence, resulting

in k = 2.179. However, for testing laboratories, it is recommended to use factor k = 2.
Therefore, the expanded uncertainty is u = k ·uc, which results in u = 0.0733581673 mA

for this analysis.

3.2. Uncertainty Results Using the MCM Method

For this section, we utilize the MCM Alchimia program. The procedure is straightfor-
ward:

1. Input the set of equations for the model (the same model as in Equation (1));
2. Define each variable of the model along with its units and values;
3. Specify the distribution function for each variable (as shown in Table 1);
4. Assign infinite degrees of freedom to each variable;
5. Finally, run 500,000 simulations for this case.

The software generates a result of u = 0.07336 mA with a coverage factor of k = 2

and a 95.45% confidence interval.
MCM Alchimia proposes in Figure 1 a comparison of the results between the MCM

method and the GUM method.
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Figure 1. Results of the Monte Carlo simulation for uncertainty estimation using the MCM and GUM
methods.

3.3. Expression of the Measurement

The expression of the measurement should include uncertainty. For example, if the
measurement in the test yields 0.84 mA, it should be expressed as I = 0.84 mA with
uncertainty u = 0.733 mA and a coverage factor of k = 2 at a confidence level of 95%.

In the classical form, the current would be expressed as I = (0.84 ± 0.733 ) mA.

4. Discussion

4.1. On Uncertainty

When observing the results from Sections 3.1 and 3.2, it is evident that the uncertainty
is practically the same for both methods. This validation allows us to use the result for
laboratory test reports in accordance with the NTE INEN ISO 17025 standard.

4.2. Advantages of Monte Carlo Simulation

When calculating uncertainty using the GUM method, the traditional approach in-
volves creating a set of tables in a spreadsheet and following all the steps described in
Section 2.1. However, when using the MCM method, there is significant ease in the calcula-
tion process. Essentially, the problem reduces to determining the mathematical model of
the measurement and its variables in the best possible way. The rest of the simulation is
rapid, and the results are practically the same as those indicated by the GUM.

Additionally, for more complex measurements with intricate partial derivatives, the
MCM method simplifies the process even further. In general, we recommend using this
method due to the following advantages:

• Flexibility: Monte Carlo simulation allows for handling a wide variety of measurement
models and probability distributions. This flexibility is beneficial in modeling complex
scenarios and diverse sources of uncertainty.

• Consideration of correlations: It can incorporate correlations between influencing
variables, providing a more accurate estimation of uncertainty. This feature is crucial
as it reflects real-world conditions where variables often influence each other.

• Validation of GUM estimation: Monte Carlo simulation serves as a tool to validate
uncertainty estimations obtained using the GUM Guide. By comparing simulated
results with theoretical estimations, it helps us to ensure the robustness and reliability
of uncertainty assessments.
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• Visualization of distribution: It enables the visualization of the distribution of the
measured current, offering valuable insights into measurement variability. This visu-
alization aids in understanding the range of potential outcomes and the likelihood
of different measurement results under varying conditions. These advantages make
Monte Carlo simulation a powerful tool for uncertainty analysis in measurement and
calibration, particularly in contexts where complex interactions and diverse sources of
uncertainty need to be considered.

5. Conclusions

The uncertainty estimation for current measurement in dielectric shoes has been
carried out according to the NTE INEN ISO 17025 standard. The overall estimation result
indicates an uncertainty of u = 0.0733 mA with a coverage factor of k = 2 at a confidence
level of 95%. It can be observed from Table 3 that the largest contribution to the uncertainty
Ci · ui comes from the repeatability variable. In other words, the equipment applying
voltage to the shoe experiences some difficulty in reproducing test conditions.

Considering that, according to the ASTM F2413-18 standard, the current limit for a
dielectric shoe subjected to 18,000 V for one minute is 1 mA, the most reliable measurement
ensuring compliance with the standard would be 0.9267 mA.
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ISO International Organization for Standardization
IEC International Electrotechnical Commission
QMS Quality management system
SAE Ecuadorian Accreditation Service
GUM Guide to the Expression of Uncertainty in Measurement
BIPM International Bureau of Weights and Measures
MCM Monte Carlo method
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Abstract: Electric mobility is one of the main pillars of the global energy transition towards a more
sustainable and environmentally responsible model. Greenhouse gas emissions could be drastically
reduced with electric mobility massification. Public transport systems represent the first step of this
massification due to government policies, but these electromobility projects should optimize their
resources to be cost-effective. Furthermore, the implementation of charging stations could cause
negative impacts on electrical distribution networks, which should be evaluated beforehand for the
adequate planning of power grids. A methodology was developed and implemented herein for the
technical and economic evaluation of electric bus-based transport systems.

Keywords: electric mobility; electric power distribution; electric public transportation; optimization

1. Introduction

The incorporation of electric buses (EBs) into the public transportation system is a
valuable asset in the energy transition process, as they reduce environmental pollution with
low noise levels and zero CO2 emissions [1]. Due to the advantages of electric mobility,
the incorporation of EBs is growing worldwide. According to Bloomberg New Energy
Finance’s Electric Vehicle Outlook, it is projected that by 2025, the number of EBs worldwide
will reach 1.2 million, which would imply that 47% of buses will be electric [2]. In 2024,
Ecuador approved the “Energy Competitiveness Law”, which established that by 2030, all
vehicles incorporated into the country’s public transportation system must be zero-emission
or electric [3].

EB-based transport systems have some limitations, for example their limited driving
range and extended charging time, much longer than a fuel-powered bus. Therefore, it
is essential to implement charging strategies for EBs to maintain their daily operations
properly in accordance with planning schedules. The choice of these strategies will influ-
ence not only the number of buses available to be deployed on a transit route but also
the energy consumption level and battery life expectancy. As studied in [1], to implement
charging strategies for EBs, it is necessary to accurately know the energy consumption of
each transport unit along the operational route. This depends not only on the mechanical
and electrical characteristics of each unit but also on the topographical features of the route
and traffic conditions [2]. The conventional charging strategy consists of recharging the
battery when it is almost depleted until it is fully charged. However, based on [2], it has
been shown that bringing the vehicle battery to its minimum charge level significantly
reduces its lifespan. Therefore, to mitigate this depreciation, it is advisable to maintain
battery operation at an adequate charge level (ACL). However, this condition would require
increasing the size of the bus fleet. Considering battery characteristics, an intelligent option
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is to maximize downtime during off-peak hours to recharge EBs. This will increase their
driving range, reduce energy consumption, and avoid the early need to expand the fleet
size due to charging demands, maintaining the ACL at a reasonable level and prolonging
battery life. The duration and number of downtimes for each bus during daily operations
directly depend on the trips it must make, which are organized by schedules [2].

So far, several investigations emphasize planning the charging strategy from a battery,
vehicle, and route perspective. Besides the charger deployment, how to schedule the bus
fleet in an efficient way is also a critical issue for the BEB system. It is demonstrated that
the reasonable scheduling of the bus fleet has great potential to reduce the fleet size and
corresponding investment costs [4]. Simulation optimization approaches have been used
to evaluate energy consumption and determine optimal charging station placement [5].
Bi-level optimization models have been developed to design efficient transit routes and
locate charging infrastructure simultaneously [6]. Operational challenges, such as limited
range and long charging times, can be addressed through optimization models that assign
buses to routes, allocate parking spaces, and optimize charging schedules [7]. Several
techniques such as genetic algorithms have been employed to solve this combinatorial
optimization problem, considering factors like battery autonomy, charging opportunities,
user demand, and vehicle capacity to determine optimal timetables and fleet composi-
tion [8]. These previous studies demonstrate the potential of optimization techniques to
overcome the limitations of electric buses and support the design of sustainable public
transportation systems.

Likewise, it is necessary to analyze the impact of incorporating charging stations
for EBs into the electric power distribution grid (EPDG) [9]. Charging stations connect
to the EPDG, and due to their consumption characteristics, they can generate negative
impacts on the grid, such as transformer overloading, distribution line overloading, in-
creased power and energy losses, voltage disturbances, and power quality issues [10].
Therefore, a key challenge in station planning is to find an optimal sizing for new charging
stations that meets transportation demand and is cost-effective from an electrical grid
perspective. Considering both perspectives will not only reduce total costs from a systems
perspective, thus increasing social welfare, but will also accelerate the incorporation of
EBs into transportation companies [11]. Over the years, efforts toward the construction
and management of electrified transit systems have been made by both the industrial and
academic communities [12].

This article focuses primarily on analyzing the impact of incorporating charging
stations for electric buses into the EPDG. The analysis will be conducted for the route
studied in [3], starting with a description of the case study, and then studying EB energy
consumption and incorporating battery charging restrictions. The optimization problem
will be described, as it is necessary to find an optimal sizing for the charging stations. The
second part of this work is focused on vehicle charging stations’ impact on the EPDG.
It begins with a demand analysis, incorporating energy consumption characteristics of
BEBs into a database modeled in specialized software for electrical studies in distribution
power systems such as CYME 9.3. Once the charging station demand is incorporated
into the feeder that provides electricity in the operational area of the case study route,
quasi-steady-state simulations will be performed to evaluate distribution grid performance.
Finally, the results obtained will be presented and analyzed, followed by the conclusions
drawn from this work.

2. Study Case Description

2.1. Public Transportation Route Model

For this study, the “Marín–Ciudadela Tarqui” route was used, which is currently a
public transportation route in Quito–Ecuador. This route covers a total distance of 10.67 km.
The selection of this route was due to the significant elevation changes along its path and
the traffic levels it experiences. It is considered that the altitude difference is a determining
parameter for electric vehicle consumption in Quito. Topographic information was obtained
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from the United States Geological Survey (USGS), which provides the necessary SRTM files
to determine the elevation of any point on Earth with 30 m resolution [3].

2.2. Electric Bus Parameters

Technical specifications of electric buses used in this study were obtained from man-
ufacturer catalogs and are summarized in Table 1. The selected bus manufacturer has
units operating in several cities across Latin America, including Ecuador, and according
to the e-bus radar platform [13], their vehicles account for 45% of the buses operating in
the region.

Table 1. Technical specifications of electric urban transport buses.

Parameter Value

Brand BYD
Model C9

Engine Power 360 kW
Battery Capacity 438 kWh

Autonomy 300 km
Height 3.55 m
Length 12.9
Width 2.55
Weight 18,000 kg

Capacity 53 p

Hence, an optimization model was developed to determine the optimal strategy for the
electric bus charging system, aiming to minimize annual operational costs while ensuring
the proper operation of the BEB transportation system. The most critical considerations for
the optimization problem are detailed in Section 4, including the objective function and
problem constraints.

3. Energy Consumption for Electric Buses

Electric bus battery (EBB) performance depends on environmental variables such
as temperature and humidity, construction factors like manufacturing tolerances, and
other variables that are more difficult to determine precisely, such as the battery’s age and
previous usage patterns. The route model presented in Section 2.1 was implemented using
SUMO 1.21.0 (Simulation of Urban Mobility) software. It is one of the most efficient and
frequently adopted microscopic traffic simulation tools. An energy estimation model was
implemented based on vehicle and road characteristics [14]. BEBs were also modeled based
on the parameters shown in Table 1, considering traffic demand.

For this study, five operational scenarios were analyzed to evaluate battery consump-
tion. Two scenarios assessed the battery state of charge (SOC) for the “Marín–Ciudadela
Tarqui” route, considering the topographic profile presented in Figure 1. The remaining
three scenarios incorporated levels of service (LOSs) related to vehicular traffic, considering
three levels of service: light, moderate, and heavy. Each scenarios was also associated with
an occupancy level ranging from 20% to 100% of the total passenger capacity [3]. Based
on the conclusions reached in [3], battery charge has a moderate dependency on traffic
levels, but its consumption behavior significantly changes when considering the elevation
profile. This is evident in Figure 1a, which shows the evolution of the SOC along the route
at 100% occupancy, considering both flat and hilly routes. In the present study, the battery
consumption model considered a hilly route with elevation changes, medium traffic levels,
and 100% occupancy, to provide an energy performance very close to the real operating
conditions performance. With these considerations, the battery consumption is shown in
Figure 1b.
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Figure 1. BEB SOC considering (a) elevation and (b) elevation and traffic level [3].

4. Optimization Problem

The case case entails a transport system, which is composed of a departure terminal
(the starting point) and a main terminal (the terminal point). The departure station has a
plug-in charging infrastructure and a bus depot. A service loop is considered to be the path
from where the BEB departs from the starting point and operates along the route until it
returns to the starting point. The BEB one-line transport system considered in this study is
illustrated in Figure 2. This section aims to determine the optimal scheduling of the BEB
charging system, minimizing the total costs while ensuring the normal operation of the
system [15]. Therefore, some assumptions were considered to achieve the optimization
problem formulation:

• Each bus has a predetermined schedule that specifies the arrival and departure fre-
quencies to terminals.

• In every loop, the charging times are the same for all buses in the route.
• All loops have the same length, duration, and energy consumption, and all buses were

produced by the same manufacturer and have the same driving range.
• There is only one charging station in the transportation system located at the start-

ing point.
• All chargers are identical, and each charger is equipped with only one outlet.

Figure 2. BEB transportation system architecture.

4.1. Problem Formulation

Considering the assumptions declared above, the objective function is structured
as follows:

min C = ∑
b∈B

∑
i∈S

cmdibD + ∑
i∈S

∑
n∈N

(ce pcun)DXn
i + ∑

n∈N
12 pccd + ∑

n∈N
αc f 1 + ∑

n∈N

(
αc f 2 + Dcm2

)
(1)

where cm is unit cost of maintenance ($/km), dib is each loop driving distance (km), ce is the
electric energy cost ($/kWh), cd is the electric demand cost ($/kW), pc is the charger power
(kW), un is the charging duration (h), D is the number of operating days in a year, xn

i is a
binary variable which represents whether each bus recharges its battery in trip i at charging
station n, α is the annualized factor, c f 1 is the fixed cost per BEB (purchase investment, $),
c f 2 is the charging station fixed cost (construction investment, $), and cm2 is the charging
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station maintenance costs. N indexed n is the set of chargers in charging station, and S is
the set of scheduled loops [16]. B indexed b is the set of BEBs operating on the route.

The constraints associated with the study problem are shown below [16]:

∑
n∈N

xn
i ≤ 1 ∀ i ∈ S (2)

Ei + ∑
n∈N

(Tcun) xn
i ≤ Emax ∀ i ∈ S (3)

Ej = Ei + ∑
n∈N

(Tcun) xn
i ∀ i ∈ S (4)

Ei ≥ Emin ∀ i ∈ S (5)

Emin = 0.2 Ecap, Emax = 0.8 Ecap ∀ i ∈ S (6)

xn
i = {0, 1}, ∀ i ∈ S, ∀ n ∈ N (7)

where Ei is the remaining energy at the end of trip i (kW), Tc is the recharging rate, Emax
is the electric bus battery maximum useful charging capacity (kW), Emin is the electric
bus battery minimum useful charging capacity (kW), Ej is the remaining energy at the
beginning of the trip j (kW), and Ecap is the electric bus maximum battery capacity declared
by the manufacturer. The constraint in Equation (2) prevents two buses from charging
on the same charger at the same time. The constraint in Equation (3) does not allow
the maximum percentage of battery charge to be exceeded during charge cycles. The
constraint in Equation (4) refers to energy conservation. The constraint in Equation (5)
ensures that energy is not consumed beyond the minimum battery capacity. Constraint
(6) establishes the minimum and maximum recommended SOC values. Constraint (7) is a
binary requirement.

4.2. Route Optimization Results

The problem formulated above corresponds to a combinatorial optimization problem,
where the decision variables are discrete (pc and N). In the optimization method choice
process, rhw objective function evaluation computational cost was analyzed. Since the as-
sumptions considered simplify the problem substantially, it is possible to perform multiple
evaluations of objective function in a relatively short time with low computational cost,
which makes the optimization problem quite tractable. The problem was solved using a
combinatorial search algorithm under different scenarios of BEB prevalence. For example,
a 20% prevalence rate will mean that 20% of the route units are electric. Considering
incentives and regulations issued by the Ecuadorian government, an exponential growth
of electric bus prevalence in public transportation is expected. Under a “Maximum effort
towards energy transition” (MEET) scenario, 85% of the bus fleet being electric would be
reached by the year 2050 by considering the aggressive growth in the number of electric
buses, while under a “Conservative effort towards energy transition” (CEET) scenario, the
electric bus number would reach 34% in 2040. Conversely, in a “Business as Usual” (BAU)
scenario, electric bus prevalence is negligible [17].

Route frequencies are adapted to different levels of BEB prevalence. Figure 3a,b show
the distance covered as a function of time in each loop completed by BEBs under 10% and
50% prevalence scenarios, respectively.
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Figure 3. BEB daily position; (a) prevalence of 10%, (b) prevalence of 50%.

One of the most important results of the optimization problem is the operational pro-
gramming of charging time intervals in accordance with technical and logistical constraints.
The BEB public transport system operation time per day is divided into Y periods, and
travel and charging periods are interleaved equally between all transport units. The charg-
ing models used in this work to calculate the battery SOC were obtained experimentally by
the Ecuadorian National Energy Regulatory Agency ARCERNNR, based on measurements
at various charging station models. Figure 4 shows the charging models obtained.

 
Figure 4. Electric vehicle charging models.

Optimal results were obtained for the scenarios shown in Table 2, considering
80 kW chargers.

Table 2. Optimal solutions summary.

Scenario
(Prevalence)

Projected Year Charging Stations
Minimum Total

Costs (USD)

20% 2030 1 1 85,464.55
50% 2037 1 1 204,626.64

100% 2055 1 2 413,614.68
1 Foresight scenarios based on [17].

Figure 5 shows the battery SOC of each electric bus on the route in the highest preva-
lence scenario. It denotes the constraints fulfillment considering that batteries can only
safely operate without a detrimental impact on their health and longevity at between a 20
and 80% SOC level [18].
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Figure 5. BEBs daily SOC—prevalence of 100%.

5. Demand Analysis

A feeder labeled as 5D in “Chilibulo´s” substation is where the charging station would
be connected, and it belongs to the “Empresa Eléctrica Quito” electric utility company.
This feeder is located in southern Quito–Ecuador, and it is characterized by predominantly
residential customers. It supplies power to 268 distribution transformers at a 22.8 kV
voltage level. To further analyze the impact of implementing the charging stations on the
case study feeder, it is necessary to estimate the customer and charging station demand
curves. The customer demand curves correspond to typical curves obtained from stratified
customer cluster analyses [19]. This methodology allows for the obtaining of typical
customer power demand curves, which adapt to the monthly consumption of any feeder
customer. Using estimated daily power load profiles, quasi-dynamic load flows can be
carried out on the feeder.

Electric Chargers Demand Profile

Based on optimal charging scenarios obtained in the previous section, the charger
demand curves corresponding to each prevalence level are established and included in
the 5D feeder power flow analysis. Figure 6a shows the daily power demand curve of
the charging station corresponding to the 20% prevalence level. The charging time and
intervals allow the electric bus fleet to adequately maintain its charge level and minimize
transport system operating costs. Figure 6b shows the daily power demand curve for the
50% prevalence level, which represents the maximum level at which a single charging
station can supply all the system. Note that hourly tariffs have not been considered in the
energy cost calculation, which means that low-demand nighttime hours are not prioritized
for charging.

Figure 6. Charging station demand curve; (a) prevalence of 20%, (b) prevalence of 50%.

Figure 7 displays the daily power demand curve in a 60% prevalence scenario where
one single charging station does not meet the BEB system’s charging needs, even if it
operates 24 h a day. This prevalence scenario requires the installation of a second charging
station. Finally, the daily power demand profile for two charging stations required in a
100% prevalence scenario is shown in Figure 8.
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Figure 7. Charging station demand curve—prevalence of 60%.

 
Figure 8. Charging stations demand curves—prevalence of 100%.

6. Impact Evaluation

The CYME software was used to analyze the impact of installing charging stations on
the studied feeder during this work. In Ecuador, the CYME software is widely used among
electric utility companies to perform several studies in primary distribution networks,
as in the present work. Figure 9 shows the current power demand daily profiles of the
feeder under study. The three curves displayed represent the power demand for the
respective phases of the feeder. Demand data at 15 min intervals are considered for the
power flow analysis.

Figure 9. Current 5D Chilibulo’s feeder daily power demand curves.

Electric utilities are now facing the challenge of managing new energy uses, such
as electromobility and distributed renewable sources of energy interconnected with the
EPDG. Both cases should be analyzed using power demand and energy production curves,
allowing for the conducting of quasi-dynamic power flows. The CYME software can
perform time-series simulations to study the impact of load variations and intermittency
of renewable sources, preparing the EPDG for future higher prevalence levels. Figure 10
shows the feeder power demand daily curves for a 100% electric bus prevalence level. A
6% increase in the maximum demand can be noted, considering that the charging times
coincide with the system’s peak hours. This results in a significant increase in power
losses of 8% during peak hours. The increase in demand is consistent across all phases,
attributable to the installation of three-phase charging stations.
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Figure 10. The 5D Chilibulo’s feeder daily power demand curves—prevalence of 100%.

7. Conclusions

The operation of a BEB transport system requires the optimal management of financial
and energy resources, considering technical and operational constraints. In the present
work, a methodology for solving the optimization problem was successfully proposed and
implemented, with a focus on a small case study. However, modern transportation systems
include multiple routes, with variable frequencies adapted to passenger demand. Although
these issues increase the complexity of the optimization problem (increased extension with
multiple solutions), the problem formulation does not change significantly.

The results indicate that BEB purchase costs, energy consumption, and demand
charges have the most significant impacts on total system annualized costs (approx. 65%).

Although the investment and maintenance costs of charging stations are not significant
in contrast to total system annualized costs, in more demanding routes, system efficiency
and BEB autonomy could be improved through opportunity charging implementation,
where pantograph or induction are typically used.

The impact degree of charging stations on the power distribution grid is highly depen-
dent on the BEB prevalence level; high prevalence levels will cause high occupancy rates in
charging stations; therefore, the coincident peak demand of the system may be significantly
increased, producing possible negative effects on grid such as feeder overloading, voltage
drops, and an increase in power losses.
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Abstract: One of the critical challenges in mobile robotics is obstacle avoidance, ensuring safe
navigation in dynamic environments. In this sense, this work presents a comparative study of two
intelligent control approaches for mobile robot obstacle avoidance based on a fuzzy architecture.
The first approach is a neuro-fuzzy interface that combines neural networks’ learning capabilities
with fuzzy logic’s rule-based reasoning, offering a flexible and adaptable control strategy. The
second is a classic Mamdani fuzzy system that relies on human-defined fuzzy rules, providing
an intuitive approach to control. A key contribution of this work is the development of a fast
comprehensive, model-based dataset for neural network training generated without the need for
real sensor data. The results show the evaluation of these two systems’ performance, robustness,
and computational efficiency using low-cost ultrasonic sensors on a Pioneer 3DX robot within the
Coppelia Sim environment.

Keywords: ANFIS; Mamdani; obstacle avoidance; fuzzy; mobile robots; intelligent control systems;
IoT; ultrasonic sensors; synthetic dataset; CoppeliaSim

1. Introduction

Mobile robots have become increasingly prevalent in various applications, from in-
dustrial automation to personal assistance. One of the critical challenges in mobile robotics
is obstacle avoidance, which ensures the safe navigation of the robot in its environment [1].
Conventional control techniques have limitations in dealing with the inherent uncertainties
and complexities of real-world environments [2].

Conventional, model-based control techniques often struggle to handle the inherent
uncertainties and complexities of real-world navigation. These methods often rely on
precise environmental models and struggle to adapt to unexpected obstacles or changing
conditions [3]. To address these challenges, intelligent control systems, such as fuzzy logic
and adaptive neuro-fuzzy inference systems, have emerged as promising solutions [4–6].
Fuzzy logic, inspired by human reasoning, excels in dealing with vagueness and linguistic
information [7], while neural networks offer powerful learning capabilities for adapting to
dynamic environments [8].

In this work, we present a comparative study of two intelligent control approaches
for mobile robot obstacle avoidance: the adaptive neuro-fuzzy inference system (ANFIS)
and the Mamdani fuzzy system. The ANFIS combines the learning capabilities of neural
networks with the rule-based reasoning of fuzzy logic, offering a more flexible and adapt-
able control strategy [4]. Adaptive neuro-fuzzy inference system leverages the advantages
of fuzzy logic to handle uncertainty in sensor data, ensuring smooth and intuitive control
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actions, while simultaneously employing the adaptive learning capabilities of neural net-
works to optimize performance over time [9]. The Mamdani fuzzy system, on the other
hand, relies on a set of human-defined fuzzy rules to make decisions, providing a more
intuitive approach to control [5]. Both intelligent control methods have been extensively
studied and applied in the field of mobile robotics, and each approach has its own strengths
and limitations [10]. This comparative study aims to evaluate the performance, robustness,
and computational efficiency of these two control systems in the context of mobile robot
obstacle avoidance, providing valuable insights for researchers and engineers working in
this field.

Interestingly, while the adaptive neuro-fuzzy inference system offers greater adaptabil-
ity and learning capabilities, the Mamdani fuzzy system may be more suitable for scenarios
where the underlying system dynamics are well understood, and the control objectives
can be easily translated into a set of fuzzy rules [11]. The choice between the adaptive
neuro-fuzzy inference system and the Mamdani fuzzy system for mobile robot obstacle
avoidance depends on the specific requirements of the application, the available data, and
the level of uncertainty in the environment [12]. Autonomous robots are quite commonly
used but the scale is limited to repeated tasks or indoor applications in most cases. For
autonomous vehicles, the sensor technology must be made more accommodating since a
diversity of possibilities occurs which populates into a huge dimensional problem [4]. In
this context, the adaptive neuro-fuzzy inference system and the Mamdani fuzzy system
can play a crucial role in enhancing the obstacle avoidance capabilities of mobile robots,
paving the way for more reliable and versatile autonomous systems.

In this work, we assess the performance of ANFIS and classic Mandami fuzzy con-
trollers for obstacle avoidance in unknown scenarios using the measurements given by
low-cost ultrasonic sensors as sensing data. Both controllers use as a base trajectory con-
troller a fuzzy cluster arrangement that handles the heading angle towards the desired
goal and moves the robot with a constant velocity. It is worth mentioning that this work
deals with static obstacle avoidance within a controlled environment. The development
of a fuzzy neural network for the avoidance of moving (dynamic) obstacles, as well as a
performance comparison with other types of controllers, is part of future research and will
be presented in future works. A key contribution of this work lies in the development of a
comprehensive, model-based dataset for training the ANFIS controller. This dataset is gen-
erated with random data within a range that emulates the low-cost sensor measurements,
a combination of avoidance rules, and the model of the robot. The resultant is a synthetic
dataset that does not require real sensor data, enhances the ANFIS training, and can be
adapted to the robot’s geometry and sensor models.

The performance assessment of both fuzzy topologies was carried out in simulation
using the Pioneer DX3 robot within Coppelia Sim. The fuzzy systems were assembled and
trained in Matlab which communicates with Coppelia Sim in real time. For the benefit
of the community, the dataset generation along with the simulation files are available at
https://github.com/WChamorro/Neuro-Fuzzy-Obstacle-Avoidance.git (accessed on 7
November 2024).

The rest of the paper is organized as follows: Methodology presents a detailed
overview of the adaptive neuro-fuzzy inference system and the Mamdani fuzzy system,
including their key components and decision-making processes applied to a robot to avoid
obstacles considering data from ultrasonic sensors. Then, the results are presented with a
discussion about them, and finally, relevant conclusions are presented.

2. Methodology

Adaptive neuro-fuzzy inference system (ANFIS) and classic Mamdani fuzzy systems
represent two distinct approaches to modeling and control. ANFIS integrates the learning
capabilities of neural networks with the interpretability of fuzzy logic, providing a powerful
tool for handling complex, non-linear problems through adaptive learning [13]. In contrast,
Mamdani fuzzy systems rely on a rule-based approach, where human expertise is encoded
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into a set of linguistic rules, offering intuitive and easily understandable solutions. The
following sections bring details about the fuzzy architecture and the dataset generation for
training the ANFIS.

2.1. Neuro-Fuzzy Inference System

The base robot’s behavior is managed by a Sugeno fuzzy clustering approach, as
shown in Figure 1a,c. This controller returns three sets of velocity: low, zero, and high
based on the heading angle (HA). It is worth mentioning that the robot knows where the
goal position is, and its 2D relative pose (to the starting point). The fuzzy clustering will be
active when the sensors do not detect a closer obstacle [14].

Figure 1. Fuzzy systems architecture: (a) Sugeno membership functions. (b) Neuro-fuzzy mem-
bership functions. (c) Sugeno clustering architecture. (d) Mandami architecture. (e) Neuro-Fuzzy
architecture. (f) Mandami input membership functions. (g) Mandami output membership functions.

The ANFIS architecture shown in Figure 1b,e drives the robot’s wheel speeds based on
the inputs from each ultrasonic sensor: Right Sensor (RS), Central Sensor (CS), Left Sensor
(LS), and the heading angle. This scheme was replicated for both wheels, and it was built
with three sigmoidal membership functions for the sensors, and four for the heading angle
for a more precise control. The Mamdani architecture in Figure 1d will be detailed in the
following sections.

Model-Based Dataset Generation

The training dataset was created with uniformly generated random values represent-
ing the sensor readings. Low-cost ultrasonic sensors were used in this study to measure
distance to the obstacles in meters. The shorter this distance, the more significant the
control action required from the robot, whether it involves continuing to move forward,
turning right, or turning left. In this work, we use the model of the sensor HC-SR04, which
has a range from 2 to 400 cm and a 15-degree detection angle. The detection range was
limited between dmin and dmax as shown in Figure 2a. This configuration ensures the robot
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can anticipate and avoid obstacles in advance, it also helps to prevent the sensors from
receiving noisy data or errors due to distant objects. The desired heading angle is computed
as θ = atan2

(
targety, targetx

)
, since we know the goal position noted with coordinates

(targetx, targety).

 
Figure 2. Tools for the dataset generation: (a) Robot geometry. (b) Avoidance rules visualization.

The dataset was generated in Python and requires only a specific set of parameters
that depend on the geometry of the problem. The dataset is composed of the sensor data
the heading angle, and the estimated right and left wheel velocities. The sensor data were
randomly generated with a 25% bias focused on shorter distances and small alignment
angles, as shown in Figure 3. The biased data are intended to enhance robot training for
navigating tight spaces and handling multiple obstacles. It is worth mentioning that the
data generated is normalized within their respective ranges to have an approach as general
as possible.

Figure 3. Training data distributions.

The wheel speeds in the dataset are estimated considering the robot’s geometry and
the sensor data following [15], as

ωR/L =

(
1 ± bθ

2LT

)
v
R
[rad/s] (1)

where b is the distance between the robot’s wheels, and R the radius of each wheel. LT is
the normalized robot’s curvature length computed as follows:

LT = d · (LTmax − LTmin

)
+ LTmin [m] (2)

recall that LT is a normalized expression between LTmin and LTmax , which depends on the
geometric characteristics of the robot as illustrated in Figure 2a. The remaining term v, is
the estimated robot’s linear velocity computed as follows:

v = vmax −
(

Gq ·
(vmean

2

))
[m/s] with Gq = 1 − 4d(1 − d) (3)

where Gq is a quadratic function that uses the sensor-measured distance d. Gq models a
desired velocity boost if the sensors detect an obstacle closer to dmin or dmax, or a moderate

231



Eng. Proc. 2024, 77, 23

speed in the mid-range. This behavior allows us to reach the goal as fast as possible if we
have a clear path or produce faster reactions in the presence of an obstacle.

In the presence of an obstacle, the robot should decide which direction must be
followed. These decisions are predefined by providing the knowledge with the statement
of the possible avoidance rules pictured in Figure 2b. Cases 1 and 2 are the simplest to
interpret because the robot must move away from the obstacle while approaching the target,
without compromising trajectory. In cases 3 and 4, the target is in the same orientation as
the obstacle, so a change to the desired angle is made to ensure the robot does not move
too far from the obstacle, thereby avoiding trajectory compromise. For cases 5 and 6, the
front sensor will detect the closest distance, so the position of the target will determine the
robot’s movement. Case 7 applies to the remaining cases, when the robot is aligned with
the target, involving a real-time condition that consists of changing the orientation angle,
forcing the wheels to make a sharper turn, and preventing the robot from colliding with
the obstacle.

The dataset was generated using a Python script yielding synthetic adjustable data to
train the ANFIS. Figure 4 shows the result of the training process that was carried out with
the neuro-fuzzy designer in MATLAB 2024A [16].

 
Figure 4. ANFIS training results: (a) Correlation Matrix. (b) Training error.

The generated dataset for the neuro-fuzzy scheme was split into 80% for training and
20% for validation. The training error stabilizes after 30 epochs approximately, as shown
in Figure 4b. The validation error is slightly higher than the training error, indicating that
the ANFIS is capable of generalizing with a lower error. As shown in Figure 4a, LS, CS,
and RS sensors exhibit moderate positive correlations with each other (0.36), indicating
that they typically detect similar features in the environment. The heading angle shows
a very low correlation with the sensors, suggesting minimal direct influence from sensor
readings. The right wheel velocity (RWV) and left wheel velocity (LWV) display a strong
negative correlation (−0.93), reflecting the expected inverse relationship during differential
steering maneuvers. The heading angle also moderately correlates with wheel velocities,
showing a negative correlation with RWV (−0.41) and a positive correlation with LWV
(0.41), indicating the significant role of wheel velocities in determining the robot’s heading.

2.2. Mamdani Fuzzy Inference System

The Mamdani fuzzy inference system (FIS) pictured in Figure 1d,f,g, enables inference
based on the evaluation of one or more membership sets according to a predetermined
number of rules proposed by an expert system designer [17]. Unlike a Sugeno-type fuzzy
inference system, Mamdani allows for multiple inputs and outputs [18]. Consequently, it is
not necessary to separate the calculations for the speeds of the left and right wheels of the
motor. The following sections describe the structure of this fuzzy approach.
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2.2.1. Membership Functions for Inputs and Outputs

The membership function of each input variable (sensors and heading angle) was built
with three triangular fuzzy sets, which are uniformly distributed, as shown in Figure 1f,g.
For the variables related to the distance sensors, the following fuzzy sets are defined with
triangular functions with these parameters: Close: [−0.42, 0, 0.42], Medium: [0.08, 0.5,
0.92], Far: [0.6, 1, 1.42]. The output membership functions are similarly constructed with
triangular fuzzy sets: Slow: [−0.42, 0, 0.42], Normal: [0.08, 0.5, 0.92], Fast: [0.6, 1, 1.42].
These intervals were set based on the desired robot’s speed limitations.

2.2.2. Inference and Defuzzification

To evaluate a Mamdani-type fuzzy set, it is necessary to develop rules, which are also
defined by the designer. The base rules allow handling the avoidance cases displayed in
Figure 2b. Other rules were added based on the possible combinations between input
and output membership functions. For the defuzzification of the FIS output, the centroid
method (COG) is applied, as it provides balanced, smooth, and natural results, which
enhance the performance of the mobile robot control [9].

3. Results and Discussion

The fuzzy strategies for obstacle avoidance were evaluated through simulation using
Coppelia Sim, where we assembled virtual scenarios of different complexity with obstacles
of different shapes. Whitin Copelia the scenarios were configured with the Bullet engine as
a physics computation motor due to its high performance in collision detection and rigid
body dynamics, making it suitable for real-time applications for obstacle avoidance.

The Pioneer 3DX used in the experiments was set with geometry constants based
on the real robot specifications to: b = 0.381 [m], R = 0.195 [m]. The robot’s maximum
velocity was set to vmax = 1.2 [m/s] which leads to considering an average velocity of
vmean = 0.6 [m/s]. The path’s curvature is constrained to LTmin = 0.3 [m] and LTmin = 1.2 [m].
The low-cost sensor model mounted in the virtual robot is the HC-SR04 from which we
use constrained distance measurements from dmin = 0.3 [m] to dmax = 1 [m]. Recall that the
sensing data and wheel speed were normalized from 0 to 1 to generate the training dataset
for the ANFIS.

Avoidance Experiments

The ANFIS and Mamdani fuzzy strategies were assessed in two complex scenarios.
Scenario A was built with scattered obstacles with rounded and squared shapes. In the
center of the scenario, we place an elongated object that will test the avoidance capabilities
due to the curve that the robot should make to reach the goal. The results in scenario A
are pictured in Figure 5, where the ANFIS scheme handles all the obstacles efficiently. As
expected, the robot navigates closely to the large obstacle until it can turn towards the
goal. On the other hand, the Mamdani approach produces an unnecessary loop while
trying to avoid the large obstacle and detecting another obstacle on its path. Note that in
Figures 5 and 6, the ultrasonic beams are shown in red when no obstacle is detected and in
yellow when an obstacle is present.

Scenario B emulates a narrow corridor where the robot should navigate closely to the
walls. This experiment includes a closed curve towards the goal as displayed in Figure 6.
The ANFIS results in this scenario, shown in Figure 6a, show a clean trajectory while the
robot navigates closely to the walls even during the closed curve, where the robot follows
the shape of the wall. In Figure 6b the Mandami approach tries to face the goal all the
time, yielding an oscillatory behavior in the presence of a persistent obstacle. This issue is
related to the constant set of membership functions that were designed to address generic
avoidance cases. The distribution of membership functions in the Mamdani-type system
was not subjected to a tuning process; instead, a uniform distribution was directly applied
across the entire evaluation range of the term set. This approach may require a fine tuning
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since the robot responses aggressively to an obstacle which may produce large deviations
from the goal.

Figure 5. Experiments in scenario A: (a) ANFIS performance. (b) Mandami performance.

Figure 6. Experiments in scenario B: (a) ANFIS performance; (b) Mandami performance.

Evaluating obstacle avoidance schemes in robotics and autonomous systems can be
approached through both qualitative and quantitative methods. Qualitatively, one can
assess the effectiveness of the scheme by observing the robot’s ability to navigate around
obstacles without collisions, maintaining smooth and natural movement patterns. Quanti-
tative evaluation involves measuring specific metrics such as velocity and acceleration. By
analyzing these parameters, one can determine the efficiency and responsiveness of the
avoidance scheme, ensuring that the robot moves at an optimal speed while minimizing
abrupt changes in acceleration, which can indicate inefficient or unsafe maneuvers. In this
sense, the ANFIS produced smooth displacements with controlled accelerations as shown
in Figure 7b-bottom. This yields controlled movements and avoids unnecessary oscillations,
especially while sensing large walls. In both scenarios, the ANFIS shows constant velocities
with minimal acceleration especially when the robot navigates closely to the walls, see
Figure 7b-top. On the other hand, the Mandami approach tends to oscillate while avoiding
an obstacle. In this case, large accelerations are observed in Figure 7a-bottom, which may
cause deviations or loops as the one observed in scenario A.

Figure 7. Velocity and Acceleration performance results: (a) Mandami; (b) ANFIS.
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As shown in Figure 7, the acceleration frequency is lower in the neuro-fuzzy control
compared to the Mamdani control. This smoothness allows the robot to move more fluidly,
avoiding getting stuck when evading an obstacle. Additionally, a lower acceleration
frequency has the advantage of preventing mechanical wear and fatigue, particularly in
experiments with a real robot.

One of the efficiency parameters used to determine the efficacy between the two
controllers is the performance ratio. This metric is defined as the ratio between the shortest
distance the robot can travel, which is the straight line the robot would take in an obstacle-
free environment, and the distance actually traveled by the robot in each experiment. In
this way, efficiency in identical scenarios can be compared using a dimensionless parameter,
where the perfect distance (completely straight trajectory) would result in a performance
ratio of 1. The lower this value, the poorer the performance of the controller analyzed in a
given scenario.

Table 1 gives a clear overview of the metrics from each experiment. It includes the Root
Mean Square (RMS) values for both speed and acceleration. When using the Mamdani-type
fuzzy controller, there are significant changes in acceleration during orientation shifts.
However, with the neuro-fuzzy controller, these peaks are greatly reduced, suggesting that
this controller aims to keep the speed constant. In Scenario B, the values are quite similar
and stay below one, mainly because the presence of multiple obstacles forces the robot to
move more slowly. However, the time it takes for the robot to reach its target is significantly
reduced when using the neuro-fuzzy control.

Table 1. Performance statistics in the test scenarios.

Statistics
Scenario A Scenario B

ANFIS Mandami ANFIS Mandami

Trajectory time [s] 41.45 29.65 70.45 77.17
Traveled path [m] 14.47 13.21 18.02 20.46

RMS velocity [m/s] 0.24 0.24 0.19 0.20
RMS acceleration [m/s2] 1.09 2.07 0.74 0.68

Performance ratio 0.87 0.85 0.82 0.74
Computational time per cycle [ms] 1.3 0.56 1.3 0.56

4. Conclusions

The results show the effectiveness of using intelligent control systems, specifically the
adaptive neuro-fuzzy inference system (ANFIS) for obstacle avoidance in mobile robots.
Findings highlight several key insights: ANFIS controller exhibited superior performance
in complex obstacle avoidance scenarios compared to the Mamdani fuzzy system. This
is primarily due to ANFIS’s ability to adapt and learn from the environment, resulting in
smoother and more efficient navigation. In scenarios with scattered and complex obstacles,
ANFIS managed to navigate without unnecessary loops or deviations, unlike the Mamdani
system which sometimes struggled with large obstacles. The ability of ANFIS to adjust
its parameters dynamically allowed it to handle unexpected changes and obstacles more
effectively. Overall, the neuro-fuzzy controller demonstrates significant advantages in main-
taining smoother and more efficient control, particularly in more complex scenarios with
obstacles. In Scenario B, where multiple obstacles are present, the neuro-fuzzy controller
not only reduces the trajectory time from 77.17 s (Mamdani) to 70.45 s but also maintains a
favorable balance between speed and acceleration. This improvement in trajectory time
suggests that the neuro-fuzzy controller can navigate obstacles more effectively, achieving
faster goal attainment. Despite the slightly higher RMS acceleration in Scenario B, the
neuro-fuzzy controller still manages to maintain efficient control, as indicated by a higher
performance ratio of 0.82 compared to 0.74 for the Mamdani controller. This ratio highlights
the neuro-fuzzy controller’s ability to find a more optimal path, staying closer to the ideal
straight-line trajectory even in complex environments.
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In narrow corridor scenarios, ANFIS maintained a clean trajectory closely following
the walls, even during sharp turns. In contrast, the Mamdani system exhibited a sinusoidal
trajectory due to aggressive responses to obstacles, indicating the need for fine-tuning
to improve performance in such environments. Quantitative analysis of velocity and
acceleration showed that ANFIS provided controlled movements with minimal unnecessary
oscillations, especially when navigating close to walls. The Mamdani approach, however,
led to larger accelerations and deviations, which can be inefficient and potentially unsafe. A
significant contribution of this work is the development of a comprehensive, model-based
dataset for training the ANFIS controller. This synthetic dataset, generated without real
sensor data, enhances the training process and can be adapted to various robot geometries
and sensor models, providing a versatile tool for future research.
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Abstract: This paper presents an optimal sizing strategy for a hybrid generation system combining
photovoltaic (PV) and energy storage systems. To achieve this, the optimization problem is solved us-
ing the simplex method for linear programming, implemented through Python. The model considers
test data on electrical energy demand and solar irradiation, alongside battery operating conditions
such as state of charge (SOC) and upper and lower charge limits as key decision variables. Conven-
tional PV system sizing serves as a benchmark to assess the effectiveness of the optimization, with
particular attention given to the computational resources required for problem solving.The results
obtained from the optimization method demonstrate a substantial improvement in the utilization of
energy resources, both from the photovoltaic system and the energy storage system. This approach
enabled the design of an optimized system based on the proposed model, which was further refined
using Matlab/Simulink.

Keywords: hybrid systems; photovoltaic system; battery system; optimization; Python; linear
programming; simplex method

1. Introduction

Currently, the development of electrical generation systems based on renewable
energies is of great importance in addressing the challenges posed by the reduction of
CO2 emissions and the search for sustainable and environmentally friendly alternative
energies. Energy, along with resources such as water and transportation, among other
factors, has a significant impact on development. These resources often become essential
services in remote areas, thereby limiting the development of rural communities. The costs
associated with conventional energy resources for remote areas, such as gas, coal, and other
fossil-fuel-based resources, are generally much higher than in urbanized areas due to their
challenging accessibility in most cases [1].

Considering the cost of electrical service, particularly for lighting, it can be more
expensive in sparsely populated rural areas compared with those with more frequent
access to the conventional electrical grid. In light of this issue, renewable energy generation
systems have become a crucial resource within energy systems, offering a solution to
environmental problems and reducing dependence on fossil resources. Additionally, an
important aspect to emphasize is that they can be highly useful in the electrification of
locations and areas that do not have easy access to energy services [2].

The issues associated with the use of renewable energy generation systems relate to
the unavailability of resources 24 h a day, due to their stochastic nature and factors such as
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weather, which limit their use in isolated areas considering their inability to meet energy
demand at all times. Considering these aspects, there arises a need to develop hybrid
systems based on renewable energies, in which the power system operates with two or
more energy resources, with at least one being a renewable energy source. Additionally,
these systems can be complemented with conventional generation systems such as a diesel
generator and/or energy storage systems, in order to supply energy demand during critical
moments. This ensures the continuity and quality of service [3].

Considering the development of hybrid systems, various studies have been found in
the relevant state of the art. Initially, hybrid systems were considered for early applications
in telecommunications stations and economic activities. They were later implemented in
various countries with a focus on rural electrification for areas lacking interconnection,
where the extension of different distribution and transmission networks incurred high
costs, as well as in distributed generation systems [4–9].

Applications such as water pumping systems using autonomous hybrid photovoltaic–
wind systems in remote rural communities are proposed in [10]. A system enhancement is
proposed in [11], which involves a hybrid photovoltaic–wind power system supplemented
with a fuel cell, serving as a backup for a mobile dwelling. Based on this type of system,
ref. [12] presented an adaptation of a battery system for this type of configuration, allowing
for battery charging during periods of excess energy in the hybrid system, as well as
execution of supplementary functions.

In the context of managing hybrid generation systems, various studies have been found
in the literature, for example, in [13]. It encompassed an analysis related to the main benefits
and motivations regarding the implementation of hybrid generation systems, considering
the various opportunities associated with different renewable resources, in contrast with
the different simulation and optimization tools available for the optimal management
and development of diverse energy resources. To provide a broader perspective on the
development of hybrid generation systems, the study in [14] presented a comprehensive
review of the state of the art, considering aspects such as system architecture, energy
storage systems, auxiliary generation components, software, algorithms, and economic and
reliability criteria related to the optimization of these systems. Additionally, [15] offers an
analysis of various structural types, addressing design opportunities and simulation based
on optimization models for hybrid generation systems utilizing renewable energy sources.

As can be observed, hybrid energy systems have a wide range of applications in
addition to their development potential. Given that these are electrical power generation
systems, they may interact directly or indirectly with the traditional electrical grid. Conse-
quently, two technology categories are identified: on-grid (grid-connected) and off-grid
(standalone or non-grid connected) [16].

The simplex algorithm is a well-established and efficient method for solving linear
programming problems, making it highly suitable for the optimal design of hybrid genera-
tion systems involving photovoltaic (PV) and energy storage components. These systems
typically require the optimization of multiple decision variables, such as the sizing of PV
panels and battery storage, while adhering to constraints related to energy demand, solar
irradiance, and battery performance (e.g., state of charge limits). The simplex method is
particularly adept at handling linear relationships, ensuring that the system is optimized
for both performance and cost-effectiveness [17].

In the context of hybrid systems, where renewable energy generation and storage
must be carefully balanced to meet demand and maximize resource efficiency, the simplex
algorithm offers a robust solution by efficiently navigating feasible regions of the problem
space to find an optimal solution [18].

Its computational efficiency is especially valuable in real-time decision-making or
iterative processes, such as those required in dynamic environments with varying solar
irradiance and energy demand. By employing the simplex algorithm, designers can en-
sure the system is both technically and economically optimized, a crucial factor for the
widespread adoption of renewable energy technologies in modern power systems [19].
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The optimal design of hybrid energy systems becomes a complex task due to the
difficulty of accurately predicting the performance of these energy systems. This complex-
ity arises for various reasons. Firstly, the optimization problem involves a large number
of variables. Additionally, conflicting objectives are present, making the optimization
problem complex, such as cost, performance, supply and demand management, network
constraints, and other factors. Furthermore, another reason arises due to coupled nonlin-
earities, non-convexities, and mixed-type variables, which often eliminate the possibility of
using conventional optimization methods to solve this type of problem [20].

2. Hybrid Electrical Power Generation Systems

Hybrid power generation systems can be defined as the combination of two or more
energy conversion elements, such as electrical power generators or energy storage elements,
or two or more fuels for the same element, which, when integrated, have the capability to
overcome the limitations inherent to any of them [21].

The proposed definition of hybrid systems encompasses a wide range of possibilities,
characterized by the integration of multiple energy conversion systems. This includes
stationary energy systems, where at least one energy conversion element leverages re-
newable energy sources. A critical analysis of conventional energy systems, which are
typically employed, is necessary to identify potential applications where a hybrid sys-
tem could be effectively utilized as a substitute, thereby enhancing the overall efficiency
and sustainability.

Based on their characteristics, hybrid electric power systems have a wide range of
applications. The main applications include [20]:

• Remote area AC electrical grids, where traditional grid extension is not feasible.
• Integration of distributed energy resources in existing distribution infrastructure.
• Power supply solutions for isolated, rural, or special-purpose electrical loads.

In the context of hybrid generation systems, a typical scheme is shown in Figure 1.
Here, the interaction between three different generation systems based on renewable
energies is illustrated, using an energy storage system to supply a load.

Figure 1. Typical schematic of a hybrid power generation system [13].

3. Simplex Method Algorithm for Solving Linear Programming Optimization

This linear programming method provides a tool to systematically assess or examine
the vertices of a feasible region, so in order to estimate and calculate the optimal value of
the objective function [22]. The simplex optimization method is an iterative technique that
geometrically corresponds to moving from one so-called feasible corner point to another,
until the optimal feasible point is located. Slack variables are introduced to ensure that the
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corner points are feasible and remain within the solution region. Algebraically, the method
involves transitioning from one feasible corner point to another by repeatedly identifying
the pivot column, pivot row, and consequently, the pivot element within a sequence of
matrix tableaux. Upon identifying the pivot element, a new tableau is created by pivoting
(using the Gauss–Jordan method) around this element. This section considers the use of
slack variables and pivoting within the context of the standard maximization problem [23].
The following characteristics are considered in the optimization model:

• The objective function is linear and maximized.
• The variables are non-negative.
• Structural constraints, all of the form:

ax + by + ... ≤ c, wherec ≥ 0 (1)

4. Methods

4.1. Hybrid System Modeling

The proposed methodology utilizes linear programming techniques to determine
the optimal size of the photovoltaic generation system and energy storage system for an
off-grid system, ensuring minimal costs and maximal efficiency. To achieve this, historical
solar irradiance data and test energy consumption profiles will be utilized as inputs. The
flowchart in Figure 2 provides a step-by-step illustration of the process to be developed,
outlining the key stages and decision points involved in the optimization process.

Figure 2. Diagram of the proposed methodology.

Referring to the flowchart in Figure 2, the following processes are involved:
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• Formulation of the optimization problem: the problem is defined, and in this practical
scenario, a hybrid power generation system consisting of a photovoltaic system and
an energy storage system is considered.

• Model parameterization and data acquisition: key parameters of the photovoltaic system
and energy storage system models will be identified and collected, including solar
irradiance data, energy storage capacity, and electrical load profiles.

The next steps of the proposed scheme are detailed in the following section.

4.2. Hybrid Power Generation System Design and Optimization Methodology

The electrical energy generated by the photovoltaic system (PVsize) exhibits a direct
linear relationship with the system’s size, indicating that an increase in system size will
result in a corresponding increase in energy production. For the purpose of designing the
hybrid energy system, a total system efficiency of 20% is assumed, taking into account
losses in the photovoltaic array, energy storage, and power conversion components.

The design of the hybrid energy system is based on the following key considerations:

• The design of the hybrid energy system must ensure that the sum of the photovoltaic
generation (PVgen) and battery discharge (Pdischarge) is greater than or equal to the
electrical load, guaranteeing a reliable and continuous power supply.

• In scenarios where the photovoltaic generation capacity exceeds the electrical energy
demand, the excess energy can be effectively harnessed to charge the battery system
(Pcharge), thereby optimizing energy storage and reducing energy waste.

• If the excess photovoltaic generation exceeds the available capacity in the battery
system, it can be assumed that the battery is fully charged, and it is necessary to reduce
the photovoltaic generation. This defines the maximum amount of charge delivered.

• The amount of energy that can be discharged by the battery system must be less than
the available capacity in the battery system.

• The state of charge of the battery system (SOC) is defined as Bstate(t), and the maxi-
mum charge is defined as Bmax.

• The objective function is defined with the intention of minimizing the system cost,
which is defined as the size of the photovoltaic system multiplied by the cost of the
photovoltaic system, plus the cost of the battery system, which is related to the battery
capacity and its cost, in addition to a penalty for the cumulative discharge of the
battery system.

minPV−Batsize(PVsize × costPV + Bmax × costbat + penaltyvalue) (2)

For the solution of the linear programming model, Python programming tools have
been utilized. In this context, the use of programming tools such as Python becomes
highly valuable for addressing and solving optimization problems. Additionally, as an
open-source software, it generally does not impose a significant computational burden in
terms of performance.

5. Results and Discussion

The proposed scenario comprises a comprehensive dataset of 24 h solar irradiation
and electrical energy demand profiles, carefully selected to facilitate in-depth analysis,
testing, and validation of the proposed system.

The demand profile illustrated in Figure 3 represents a typical residential load pattern,
characterized by a peak demand of approximately 1.4 kW at 21:00 p.m., and a minimum
demand of around 0.2 kW, showing residential energy consumption characteristics, consid-
ering as a reference the load indexes used in the study carried out in [24].

The test solar irradiance profile depicted in Figure 4 showcases a representative diurnal
cycle, with maximum irradiance levels attained during the daylight period, specifically
between approximately 09:00 a.m. and 16:00 p.m., thereby illustrating the typical daily
variation in solar radiation.
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Figure 3. Load profile. Test data.

Figure 4. Solar irradiation. Test data.

The analysis of the irradiance profile indicates that there are specific hours of the
day when photovoltaic energy generation is not viable, requiring the utilization of energy
storage systems to ensure a stable energy supply. Notably, during critical periods such as
from 18:00 p.m. onwards, the absence of irradiance coincides with peak electrical energy
demand, as depicted in Figure 3, highlighting the need for energy storage solutions to
mitigate this mismatch.

By applying Equation (2), a comprehensive estimation of the photovoltaic system’s
capacity is conducted, taking into account the monthly energy demand, to estimate the
annual energy yield and ensure a reliable and efficient energy supply.

PPV =
Energymonthly ∗ 12

f p ∗ 8760
(3)
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By analyzing the demand profile presented in Figure 3 and applying a plant factor
of 0.2, which is representative of photovoltaic systems, the estimated power rating of
the photovoltaic system is determined to be 25.48 kW, ensuring a reliable and efficient
energy supply.

For the battery system, a 0% State of Charge (SOC) has been set as the discharge limit,
resulting in the following outcomes.

The operation of the hybrid generation system, as illustrated in Figure 5, shows a
balanced interaction between energy generation and demand. During periods of maximum
solar irradiance, the battery system charges, while during peak energy demand, the stored
energy is discharged. This results in a reliable and resilient energy supply that meets the
expected performance standards.

Figure 5. Results obtained. Hybrid system optimization.

Table 1 presents a comprehensive summary of the hybrid generation system sizing
results, tailored to the specific conditions and requirements outlined in the analysis.

Table 1. Hybrid Generation System Sizing Results.

System Value [kW]

PV system 15.1
Energy storage system 5.9

The results presented in Table 1 demonstrate that the optimized hybrid generation
system design achieves a considerable reduction of approximately 40% in the initial photo-
voltaic system size, while also accurately determining the required battery system capacity.
Furthermore, as depicted in Figure 5, the battery system exhibits the capability to reliably
supply the demand during the specific time instants when it is required, thereby ensuring
a robust and efficient energy supply.

To validate the obtained results, the optimization model developed in Simulink has
been adapted from [25] (Figure 6). Using input data such as energy demand, solar resource
availability, and a loss factor, the model estimates the design of the photovoltaic system.
This process outputs key parameters, including the system’s capacity, the required number
of solar panels, and the battery system capacity in ampere-hours (Ah).
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Figure 6. Solar panel calculator. Adapted from [25].

The operating conditions considered include a 30 day period, 8 h of total daily solar
irradiation, and a loss factor of 1.25. Additionally, for the battery system, a backup duration
of 6 h is taken into account. The obtained results are detailed in Table 2.

Table 2. Solar panel results.

Parameter Value

Active Power of PV system 15.16 [kW]
Number of Solar panel 16
Ah of Battery per hour 336.8 [Ah]

Total battery capacity in Ah 2021 [Ah]

The results indicate that a photovoltaic (PV) system with 16 panels is required. For the
energy storage system, the battery capacity must be at least 336.8 Ah.

6. Conclusions

An optimization model based on linear programming was developed using the sim-
plex method. This approach does not demand significant computational resources and
readily conforms to the characteristics of the mathematical model proposed for the hy-
brid generation system. Given the optimization model’s low computational demands, it
has been employed both for estimating the energy production of the photovoltaic system
relative to solar resource availability (solar irradiation) and for the design of the gener-
ation system. The latter includes considerations for the number of solar panels and the
energy storage system’s capacity in ampere-hours (Ah). In conclusion, the adoption of
this linear programming-based optimization model, particularly with the simplex method,
demonstrates its efficacy in balancing computational efficiency with the accuracy of energy
estimation and system design. This approach not only streamlines the modeling process,
but also enhances the feasibility of implementing hybrid generation systems in scenar-
ios where computational resources are limited, thereby promoting broader adoption of
renewable energy solutions.
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Abstract: A power system is never in a steady state due to continuous load variations, disturbances,
maneuvers, and the operation of protection systems. A generation deficit causes a frequency drop in
the system that must be controlled. If this frequency deviation is not properly managed, it can result
in the loss of synchronism between generators and, eventually, lead to a partial or even total system
collapse. This article presents a load shedding scheme applied to the IEEE 39-bus New England
system. The scheme considers an N-1 contingency space to evaluate the dynamic frequency response,
aiming to determine the appropriate settings for low-frequency relays activated by the rate of change
of frequency (ROCOF).

Keywords: load shedding; optimal load shedding scheme; dynamic frequency response; rate of
change of frequency; ROCOF

1. Introduction

Power system stability is defined as the ability of a power system to remain in an
operational equilibrium state under normal operating conditions and to evolve to an
acceptable equilibrium state after a disturbance [1]. A power system can be vulner-
able to instability problems when operating near its physical limits; these problems
must be controlled, or they can lead to partial or even total system collapse. Tradi-
tionally, the following types of stabilities exist: angular stability, voltage stability, and
frequency stability.

Frequency stability is associated with the balance between power generation and
electrical demand. When there is a variation in power generation, it causes a deviation
in the system frequency, which can result in values outside the safe operating ranges. To
maintain stability, power–frequency controllers are incorporated to regulate the balance
between generation and demand, ensuring that the frequency remains within appropriate
operating ranges [2].

Power–frequency control can be organized into three levels: primary, secondary, and
tertiary. The main characteristics of each control level are their specific operational time
ranges and associated variables. Primary control aims to limit the frequency deviation
during a contingency, restoring the balance between power generation and electrical
demand by bringing the system to a new operating point where the frequency differs from
the nominal value. This control operates within a time range of 2 to 30 s. The primary
frequency response results from the interaction of generator inertia, load damping, speed
regulators, and other devices that supply energy to the system, such as battery energy
storage systems (BESSs) [3].
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Secondary control operates in a time range of 30 s to 10 min. It operates within
the control area, considering the frequency and power exchange with neighboring areas,
and it is implemented by Automatic Generation Control (AGC). Finally, tertiary control
operates in a time margin greater than 10 min. It acts in the scope of a large electrical
system, seeking optimized load sharing to ensure sufficient energy reserves [3]. During the
operation of the EPS, situations may arise in which imbalances between generated power
and consumed power are significantly pronounced. In these circumstances, the mechanical
valves controlled by the governors may be too slow to react in time before the frequency
crosses acceptable operating limits. This may violate safe operating parameters, which
could result in damage to the generating units [1,4]. In these cases, remedial strategies
consisting of under-frequency load shedding or generation tripping are designed to prevent
possible damage to the generating machines and the collapse of the system.

Load shedding strategies can be classified into the following categories: conventional,
computational, and adaptive [5]. These categories identify the value of frequency and
ROCOF for the operation of their algorithms. Strategies involving ROCOF have been
investigated to achieve better results by identifying the minimal amount of load that needs
to be disconnected in critical scenarios.

Reference [6] proposes a scheme that estimates the rate of change of frequency
(ROCOF) at the center of inertia (CoI) and, consequently, the size of the generation loss
using local frequency measurements. An innovative turning point detection technique is
presented to eliminate the effect of local frequency oscillations.

Reference [7] presents a methodology based on time-domain simulations to obtain the
frequency evolution in response to generation loss across various operating scenarios. These
scenarios are classified based on the rate of change of frequency (ROCOF). A prioritized
list of loads for disconnection is generated. Using these results, a load shedding scheme is
proposed, and its performance is compared through dynamic simulations.

Reference [8] proposes sizing the storage capacity for virtual energy contribution based
on ROCOF. In this article, ROCOF measurements are identified locally, and calculations are
performed using center of inertia parameters. This technique is applied to specific areas of
the system; however, it does not provide a characterization of the system under different
contingencies.

Reference [9] describes a methodology for identifying characteristic ROCOFs (rate of
change of frequency) in a power system under N-1 contingencies. This methodology is
applied to the IEEE 39-bus New England system to determine the number of ROCOFs that
may arise during dynamic frequency behavior. Based on these results, appropriate load
shedding measures can be established.

2. Methodology

The rate of change of frequency (ROCOF) is a critical indicator of the robustness of
an electrical power system. Analyzing the dynamic behavior of this parameter enables
the estimation of power imbalances within the system, which can be calculated using the
following equation.

ROCOF =
ΔP
S

.
f

2H
(1)

where ΔP represents the power imbalance caused by an event, f denotes the nominal
frequency of the EPS, H is the system’s total inertia constant after the event, and S refers
to the system’s nominal power [10]. The ROCOF calculation, as part of the proposed
methodology, is performed using a 0.5-s window, following the recommendations provided
in [11–13].

The proposed methodology employs a reduced first-order model to represent the
system’s frequency response. This model facilitates the calculation of the dynamic frequency
response to an imbalance between generation and load, providing an effective tool for
stability analysis. Comprising a turbine, a speed governor, a synchronous generator, and a
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load, the model allows for a more efficient evaluation of the influence of these elements on
frequency stability. The process flow of the methodology is illustrated in Figure 1.

Figure 1. Stages of the proposed methodology.

2.1. Representative Events of the Contingency Space

An equivalent first-order model is implemented to characterize the dynamic frequency
response using the following variables: load imbalance (ΔPo), system control regulation (R),
and load damping (D). It is assumed that the dynamic capacity available is a fraction (F) of
the immediate reserve capacity, while the complementary fraction (1 − F) is represented
as a first-order lag with a time constant (T). Additionally, (Km) is a gain constant for the
spinning reserve of the generators. The proposed model considering N generators is
illustrated in Figure 2 [14].

Figure 2. First-order model for dynamic frequency response.

Reference [9] details the methodology used to develop a first-order model for the
dynamic frequency response. Monte Carlo simulations are used to generate possible
operational scenarios, which are then subjected to N − 1 contingencies to evaluate their
behavior. Subsequently, a database is created that includes parameters such as the rate
of change of frequency (ROCOF), the system’s equivalent inertia before and after the
contingency, the generation loss power during the event, and the NADIR. Using this
database, an unsupervised classification algorithm known as Clustering is applied. The
results obtained with this methodology are shown in Table 1 and Figure 3.

Table 1. Representative events of the contingency space.

Groups ROCOF [Hz/s] Hpre Hpos Pout NADIR

Cluster 1 −0.38 4.89 4.57 403.75 58.72
Cluster 2 −0.30 4.89 4.63 322.99 59.08
Cluster 3 −0.25 4.88 4.66 270.70 59.31
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Figure 3. Correlation of variables ROCOF, Hpos, and Pout.

2.2. Optimization

After identifying the events that represent the behavior of the established database,
load shedding optimization is performed using the “surrogateopt” algorithm available in
MATLAB 2021a. This algorithm aims to minimize the percentage of load shed, with the
objective function specifically designed to achieve this minimization.

2.2.1. Mathematical Modeling of the Optimization Problem

Problem definition:

FO : min
{
∑n

i=1Ci(Δti)× Ploadi

}
(2)

where i: representative scenario; Ploadi
: system demand in scenario I; Δti: variation in

relay actuation time and measurement; Ci(Δti): percentage of load shed; n: number of
representative scenarios.

Decision Variables:

Ci(Δti) : Percentage of load shed. (3)

Constraints:
Fssi > 59.2 Hz (4)

ti+1 − ti < 5 ms (5)

0 < Ci < 1 (6)

where Fss: Stabilization Frequency; ti: Action Time of Scenario i.
ROCOF calculation is performed using a 0.5 s time window. The database must

be restructured by excluding scenarios where the system returns to safe levels after a
contingency. The selection criterion is based on the NADIR: scenarios in which the frequency
does not drop below the 59.4 Hz threshold are considered safe and removed from the
database. The 59.4 Hz value corresponds to the first stage of under-frequency load shedding,
as recommended in [15].

2.2.2. Definition of ROCOF Settings for Relays

As a result of implementing the previous stages, the ROCOF values for the centroids
of each characteristic group within the system’s N − 1 contingency universe are obtained
and denoted by the symbol x in Figure 3.
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These values provide statistical insights into potential events within the system. For
the optimization model, it is assumed that the ROCOF threshold required to activate the
protection relay has already been identified.

In this context, the frequency derivative value for each centroid must be adjusted
to cover the associated cluster elements. To achieve this, the risk management criterion
based on the mean and standard deviation proposed in [16] is used. Figure 4 illustrates
the effect of this adjustment; the solid black lines represent the mean of the ROCOF values
for the associated group; the dashed lines represent the standard deviation of the ROCOF
values for the associated group; the colored solid lines represent the ROCOF set for each
associated group. Additionally, the statistical analysis for the ROCOF values of group 3
(blue) is shown in the box.

 
Figure 4. ROCOF setting adjustment.

Criterion Based on the Mean and Standard Deviation:

ROCOFset = u − 2σ (7)

where ROCOFset: the variable considered for optimization; u: the mean of the ROCOF
values for the associated group; and σ: the standard deviation of the ROCOF values for the
associated group.

For the implementation of the heuristic optimization algorithm, the stochastic vari-
ation of the percentage of load that must be disconnected based on the demand at that
moment is considered. The frequency behavior is evaluated for each of the defined ROCOF
settings, given that three distinct settings must be coordinated to ensure the selectivity of
the protections.

In this context, a model of a ROCOF-activated low-frequency protection relay is
implemented for each characteristic group. The objective is to have a stochastic parameter
that determines the delay time each relay must consider before sending the trip signal,
thereby ensuring the selectivity of the protection settings.

3. Application of the Methodology and Analysis of Results

The test system used is an IEEE 39 bus bar system. This system has nineteen loads,
ten generators, twelve transformers, and thirty-five transmission lines, whose data can
be found in reference [17]. In the present study, a specific modification was made that
involves dividing the original generators into eighteen to increase the sensitivity in the
analysis of N-1 contingency events. After applying the proposed methodology, the results
are presented in Table 2.
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Table 2. Settings of each low-frequency relay based on representative groups.

Groups ROCOF Set [Hz/s] Load Shed [%] Delay Δt [s]

Relay 1 −0.37 5.8 0.21
Relay 2 −0.28 2.2 0.51
Relay 3 −0.22 1.1 0.84

To evaluate the methodology, all scenarios generated in the MCS were analyzed
by placing the protection relays with the obtained settings. Figure 5 shows a histogram
comparing the stabilization frequency (FSS) values and the lowest frequency point (NADIR)
before and after implementing the protection relays. This comparison demonstrates a shift
towards safer frequency values, thereby validating the implemented methodology.

Figure 5. Comparison histograms of the methodology’s impact on frequency.

4. Conclusions and Recommendations

The application of the present methodology assumes that the speed regulators are
functioning correctly and that there is an accurate identification of machine variables such
as machine inertia, power limits, and regulator droop, among others explained in the
methodology. Therefore, a preliminary parameter validation stage must be conducted
before applying this methodology.

The present methodology has the characteristic of observing different conditions of the
electrical system as long as the input variables, such as generation loss power, ROCOF, and
post-contingency equivalent inertia, are identified. These variables can be easily obtained by
reading the current state of the system. This characteristic justifies its application in systems
with a high penetration of non-inertial and low-inertia generation, such as photovoltaic and
wind power plants, and even considering synthetic inertia responses provided by batteries.

In the present methodology, equivalents of the generator-governor groups were imple-
mented to simplify the analysis. These equivalents can be used to perform a zonal analysis
in systems with large generation parks. This requires a preliminary analysis to identify
zones with very similar frequency behavior. However, for a more detailed analysis, it is
recommended to use the entire network, although this would require significantly higher
computational capacity.
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Abbreviations

ROCOF Rate of Change of Frequency
EPS Electric Power System
UFLS Under Frequency Load Shedding
Governors Speed Regulators
BESS Battery Energy Storage System
NADIR Lowest Point of the Frequency
AGC Automatic Generation Control
MCS Monte Carlo Simulation
Hpre Equivalent Inertia before the Contingency
Hpos Equivalent Inertia after the Contingency
Pout Lost Generation Power
ΔPo Load Power Variation
Δw Speed Variation
Kmi, Fi, Ti, and Ri Meters of the First-Order Reduced Model
Heq Equivalent System Inertia
D Load Damping
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Abstract: Overcurrent protection is a fundamental aspect of power system protection and is widely
utilised in distribution networks. The increasing integration of renewable energy sources (RESs)
into the conventional power system has introduced operating challenges due to the variability in
fault directions. As a result, protection engineers must not only adjust basic parameters such as
pickup current or time delay, but also carefully evaluate the directional protection to align with
specific protection objectives and the devices being protected. The complexity of considering multiple
aspects in the protection system design can pose challenges for operators in configuring their settings.
Therefore, it is necessary to have a systematic approach for protection system design. For this purpose,
this paper proposes a methodology for protection system design focusing on directional overcurrent
protection setting configuration with detailed implementation. A well-known distribution network,
the CIGRE European (EU) medium-voltage (MV) benchmark network, is used to test and validate
the proposed methodology with the support of DIgSILENT PowerFactory version 2023 SP1. This
article provides a useful document for the configuration of overcurrent protection systems in order to
prepare for the challenges arising from the high integration of RESs in the future grid.

Keywords: CIGRE EU MV network; distribution network; directional; overcurrent protection; RES;
testing; validation

1. Introduction

The transition toward clean energies has led to the widespread integration of re-
newable energy sources (RESs) in many sectors, particularly power systems [1]. This
transformation offers substantial advantages across economic [2], technological [3], and
environmental [4] domains. Nevertheless, alongside these benefits, the power system is
facing many challenges in management and operation due to the inherent uncertainty
and intermittency of power generation from RESs [5]. RESs such as wind and solar are
dependent on weather conditions, leading to fluctuating power generation. This variability
complicates the task of protection coordination, where devices like relays, circuit breakers,
and fuses must distinguish between normal operational changes and fault conditions [6]. In
addition, RESs contribute another source of fault current to the network, potentially increas-
ing the total fault level while changing the magnitude and direction of fault currents [7].
Indeed, many RESs, especially those connected via power electronics, have different fault
current characteristics. They can rapidly change the magnitude of their fault contribution
and, in some cases, even reverse the direction of fault current flow [8]. Therefore, this
requires the protection system to be adapted to this transformation.
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In recent years, there has been much research on RES penetration influencing the
protection system [9,10]. The literature review in this field can be subdivided into two main
categories. The first category delves into the short circuit analysis under the influences
of RES penetration within the system. Accordingly, the authors in [11] investigated the
transient response of short circuit current fed from non-synchronous generators. The short
circuit currents in the high integration of RESs witnessed a significant change in magnitude
and direction compared to the observed in conventional power systems without integration.
Similarly, the authors in [12] believe that the increase in short circuit level can burden
the protection system and require solutions to address this issue. Based on that, some
groups of researchers are focusing their research on the second category, protection system
configuration according to the short circuit characteristic. Research on this category can be
highlighted at [13,14]. In [15], the combination of circuit breakers and protection relays is
proposed for the CIGRE MV EU benchmark distribution network. Similarly, in paper [16],
in the context of overcurrent protection, the authors defined the relay settings based on
power system protection theory. However, the validation of the proposed protection
system design is still missing. To address the lack of protection relay testing before actual
implementation, there are some proposed testing methods such as real-time simulation [17]
and hardware-in-the-loop [18]. The relevant devices and hardware are emphasised in these
methods. The presented literature shows a lack of general overview of protection system
configuration settings. Therefore, it is essential to have a systematic approach to configure
protection systems in a future-extendable manner in the scenario of more RES integration.

To meet this need for a comprehensive protection system design, this paper presents
a methodology for configuring a protection system that adapts to rapid changes in the
future power system. Accordingly, an overcurrent protection system, which is one of the
most popular features in power system protection, is implemented in this paper. The
design of overcurrent protection is executed for a well-known test system, the CIGRE
MV EU benchmark distribution system, under different operating conditions. With the
support of DIgSILENT PowerFactory, the short circuit is analysed and used to configure
the overcurrent protection. The proposed protection system is validated with the relay
model inside the software.

The remainder of the article is divided into the following sections. Section 2 provides
an overview of overcurrent protection with two features, non-directional and directional.
Section 3 gives the methodology of protection system configuration in step-by-step imple-
mentation. Section 4 gives the case study with the test system description, the design of
overcurrent protection, and its configuration. The validation of the proposed protection
system is also given in this section. Finally, Section 5 concludes this paper with a summary
and suggestions for further studies.

2. Overcurrent Protection

Overcurrent protection is one of the most popular features of protection systems in
distribution networks. The overcurrent protection relay works on a very basic principle; it
generates and sends the trip signal to the circuit breaker (BK) by comparing the current
flowing through the secondary winding of the current transformer (CT) with a predeter-
mined threshold (pickup current). The overcurrent protection relay can be divided into
two categories: (a) non-directional and (b) directional.

2.1. Non-Directional Overcurrent Protection

Non-directional overcurrent protection relays are applied widely in radial distribution
feeders, the most common worldwide type of distribution system. In addition to comparing
current flowing through it with preset thresholds, it also stands out with the ability of
operating time coordination by time versus current magnitude characteristic curves (I-t).

Let us take an example of its time-operating coordination. A system with one source
and parallel transmission line with two protection relays located at both ends is illustrated
in Figure 1a,b. In case of a fault occurring in the middle of Line A, as shown in Figure 1a,
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relays R1 and R2 must be tripped before relays R3 and R4 to ensure a continuous system
(Line B is still in service). This can be achieved by setting the operating time of relays R1
and R2 faster than relays R3 and R4. Similarly, as shown in Figure 1b, in case of a fault
occurring at bus 2, relays R1 and R2 must be tripped primarily, while relays R3 and R4 in
this case are backup protection.

Figure 1. Typical applications of overcurrent protection relays in transmission system. (a,b). A
system with one source and parallel transmission line. (c–e). Double-end-fed radial system.

Therefore, depending on the protection purposes and fault scenarios, the operating
time of overcurrent protection can be coordinated. The time coordination can become sim-
ple with three current-time characteristics: (i) instantaneous (ANSI 50), (ii) time-dependent,
defined time and inverse time (ANSI 51), (iii) combination of instantaneous and time-
dependent. The operating time according to inverse-time characteristics can be defined as:

ttrip = TMS
a

PSMb − c
(1)

PSM =
Ir

PS
(2)

In Equations (1) and (2), TMS is the time-multiplier setting of the relay, PSM is the
plug-setting multiplier, PS is the plug setting of the relay, Ir is the pickup current, and the
parameters of characteristic curves a, b, and c follow IEC 60255 [19] and IEEE C37.112 [20].

2.2. Directional Overcurrent Protection

The directional overcurrent protection relay is essentially non-directional overcurrent
with the additional feature of a preset direction of protection (forward or reverse), as shown
in Figure 2.

Figure 2. Block diagram of directional overcurrent protection.

The directional overcurrent protection relay is widely used on the transmission side in
distribution networks. Taking its application illustrated in Figure 1c–e, a double-end-fed
radial system is used, with two relays located at both ends of the transmission line. In
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case of a fault occurring in the middle of Line A, as shown in Figure 1c, the fault current
flows in both directions, from source at bus 1 and from source at bus 3. Relay R1 is a
non-directional overcurrent relay; therefore, it operates in this case without considering the
current direction. In contrast, relay R2 is a forward directional overcurrent relay, which can
‘see’ the current flowing in front of it (from the source at bus 1 to relay R2). In this case, relay
R2 can operate because the current direction is the same as its preset direction. Similarly,
in Figure 1d, relays R3 and R4 can ‘see’ the fault current. However, in case of a fault
occurring at bus 2, as shown in Figure 1e, relays R2 and R3 do not operate since their preset
directions are not matched with the fault current direction. Therefore, setting the direction
for directional overcurrent protections in different fault scenarios is extremely important.

The directional decision of the relay can be made using the relay characteristic angle
(RCA). RCA is the angle referred to as the maximum torque angle (MTA) with polarising
voltage as shown in Figure 3. It defines the operating sectors of the relay, and the forward
and reverse zones. By evaluating the phase angle between the operating current and the
polarising voltage, the relay determines whether it falls within the predetermined forward
or reverse region specified by RCA, thereby enabling or disabling fault directional trip.
Additionally, the flexible directional relay is designed to guarantee the right working zone
and prevent relay mis-operations. It allows the phase angle operating region to be stretched
or retracted through its minimum/maximum forward and reverse angle settings. In certain
popular networks, the minimum/maximum forward and reverse angles of the protection
system are set to ±86 degrees and ±94 degrees, respectively, while RCA is commonly set
to 90 degrees.

Figure 3. Directional overcurrent relay operating characteristics.

3. Protection System Design Methodology

Figure 4 shows the methodology for protection device setting configuration. The
authors believe that this methodology can be applied in every type of protection system,
such as fuse, overcurrent protection relay, and distance protection relay. To obtain the
effective protection device configuration, these steps must be followed:

- Identification of protection devices: During this phase, the selection of protection
devices, such as fuses, circuit breakers, and protection relays, is determined according
to voltage level, current rating, specific standards, or system requirements. Some
standards outline specific requirements for protection devices corresponding to each
voltage level within power systems. For example, at low-voltage levels, IEC 60947-2
requires the use of circuit breakers for a maximum operational voltage of 1 kV AC or
1.5 kV DC [21]. In medium-voltage applications, standards such as IEC 60255 provide
requirements for protective relays designed for voltage levels ranging from 1 kV to
36 kV [22].
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- Definition of protection zones: The selection of protection region, which is isolated
by protection devices in case of fault, is established in this phase. This involves
identifying distinct areas of the power system that require protection, such as feeders,
buses, transformers, and generators. Once the regions are selected, clear boundaries
for each protection zone must be established, corresponding to the protective devices
selected in the initial step. The possibility of overlap between protection devices is
also considered in this phase.

- System analysis: The analysis is a comprehensive analysis of the power system to
understand potential fault scenarios and normal operating conditions. This analysis
examines various fault types that could occur, including three-phase faults, single-
line-to-ground faults, and line-to-line faults. During this phase, it is essential to assess
the operational scenarios in which these faults might arise, taking into consideration
variations in load and generation, or network topologies. Additionally, normal oper-
ating currents are evaluated to establish baseline conditions. This analysis provides
critical data necessary for setting the protection parameters, ensuring that devices can
effectively detect and respond to abnormal conditions while remaining operational
during normal operational scenarios.

- CT (current transformer) and VT (voltage transformer) ratio selection: The selection
of CT and VT ratios is performed based on the findings from the analysis in the second
step. The appropriate CT ratio is determined by the maximum expected load current
and potential fault currents in the system. It is crucial to select a ratio that allows CT
to accurately reproduce current signals without saturation during fault conditions,
ensuring reliable protection device operation. Similarly, the VT ratio is chosen based
on the system voltage levels to ensure that the voltage measurements accurately reflect
the operating conditions.

- Threshold configurations: Threshold configurations involve establishing precise
threshold values for the protection devices to ensure that they detect and respond to
abnormal conditions accurately. Each protection device, such as relays and circuit
breakers, has specific operational thresholds for parameters like overcurrent, undercur-
rent, and voltage levels. During this phase, these threshold values are defined based
on the results of the system analysis and normal operating conditions. For example,
overcurrent thresholds should be set above the maximum load current but below
the expected fault current to ensure the timely detection of faults while preventing
nuisance tripping during normal fluctuations.

- Time setting configurations: This step entails defining specific time delays for the
operation of protection devices, ensuring timely and effective responses to fault
conditions. In this phase, protection engineers establish coordination settings to
ensure that devices operate in a sequential manner, allowing only the nearest device
to a fault to trip first. The time settings are determined based on the characteristics
of the protection devices, the type of fault, and the specific protection zone layout.
Additionally, engineers consider the selectivity of the protection system during this
phase, ensuring that devices are coordinated properly across different zones.

- Other configurations: Other necessary parameters, such as directional elements and
zone interlocking, are defined to complete the protection setting configuration. Addi-
tionally, configurations may include settings for features of protection devices such
as harmonic filtering, under-voltage protection, and frequency protection, ensuring
comprehensive coverage for various fault scenarios.

- Protection system validation: The design of the protection system must be vali-
dated before actual implementation. The protection system needs to meet the criteria
and standards to ensure that it provides adequate protection for the power system
under various faults and operating conditions. Offline simulation, real-time simu-
lation, and hardware-in-the-loop are popular methods that can be used to test the
protection configuration.
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Figure 4. Methodology of protection system design.

4. Case Study

4.1. Test System

In this paper, the CIGRE EU MV benchmark network is used as the test system
for the overcurrent protection system design. This benchmark system is a scaled-down
representation of a medium-voltage network in southern Germany and is designed to
reflect the 50 Hz power system commonly used across European countries. This test system
is recommended by CIGRE for studying behaviours of power systems due to the high
integration of RESs [23].

This network consists of 14 nodes with a nominal based voltage of 20 kV and connects
18 loads, which are divided into residential, commercial, and industrial types. The bench-
mark has two feeders. The network topology can be configured through these feeders by
using the three isolation switches (S1, S2, and S3). More detailed information on this test
system is available in [23]. Further variety may be introduced through eight operating cases
of means of configuration switches S1, S2, and S3 as shown in Table 1. If these switches
are open, then both feeders are radial. Closing S2 and S3 in feeder 1 would create a loop
or mesh. With the given location of S1, it can either be assumed that both feeders are fed
by the same substation or by different substations, and closing S1 interconnects the two
feeders through a distribution line.

Table 1. Operating cases with switch states. 0: Open; 1: Closed.

Case S1 S2 S3 Case S1 S2 S3

1 0 0 0 5 1 0 0
2 0 0 1 6 1 0 1
3 0 1 0 7 1 1 0
4 0 1 1 8 1 1 1

4.2. Overcurrent Protection System Design

Following the methodology detailed in Section 3, the subsequent steps for protection
system design in the test system are executed as follows:

- Identification of protection devices: In this case study, the overcurrent protection
system is used, including both non-directional (at the beginning of the transmission
line) and directional overcurrent protection relays (at the end of the transmission line)
in conjunction with circuit breakers to meet the MV requirements. The arrangement of
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relays and circuit breakers is located at both ends of transmission lines, as illustrated
in Figure 5.

- Definition of protection zones: Protection zones are selected to cover the entirety of
the transmission line. In this setup, the primary protection is assigned to the relay
positioned at the end of the transmission line (protection relay Bx), while the backup
protection is assigned to the relay situated at the beginning of the transmission line
(protection relay Ax).

- System analysis: The short circuit analysis is illustrated in Figure 6. The two types
of short circuit which are used in this analysis are a three-phase short circuit and a
single-line-to-ground short circuit. Both cases are executed in maximum short circuit
calculations. As shown in Figure 6, the magnitude of the short circuit current varies
due to different operating conditions of the test system. Notably, case 8, where all three
switches are closed, exhibits the highest short circuit current values for both the three-
phase and single-line-to-ground cases. This is due to the interconnected topology,
where the short circuit current is the sum values of the currents from the two feeders.
However, the phase angle of the short circuit current does not exhibit substantial
variation. Additionally, normal operating current levels were evaluated during this
phase, revealing significant variations resulting from the different network topologies.

- CT and VT ratio selection: The calculation of the primary value of CT is based on
the largest operating current across all the operational scenarios involving switches.
To ensure the reliability of the relays, the CT ratio is considered with the overload
situation as including more than 25%, or, in other words, it is equal to 125% of the
largest operating current magnitude. The primary value of VT is selected based on the
normal-based voltage of the system. The secondary values of CT and VT are selected
as 1 A and 5 V, respectively.

- Threshold configurations: The overcurrent protection uses a combination of inverse-
time and instantaneous features. Following [16], as shown in Table 2, for inverse-time
features, the pickup current is selected as 2.0 to 3.0 times the maximum operating
current, while for instantaneous features, the pickup current for the primary protection
is set at 1.5 times the rated thermal current of the feeder line, while the pickup current
for the backup protection is established as 1.5 times the minimum three-phase short
circuit current.

- Time setting configurations: Regarding the inverse-time characteristic, the ANSI
extremely inverse curve is used for the entire overcurrent protection relay with TMS
as 0.05. The delay time of the instantaneous feature is selected as 300 milliseconds and
50 milliseconds corresponding to backup and primary protection.

- Other configurations: In this case study, protection relay Ax is of the non-directional
type. On the other hand, the directional element is configured for relay Bx to operate
in the forward direction, enabling the protection devices to effectively “see” and
safeguard the area directly in front of them. Accordingly, MTA in the setting of the
directional overcurrent relay in the network is set to 90 degrees.

- Protection system validation: For validation, the authors in this paper use offline
simulation in DIgSILENT PowerFactory 2023 SP1 software. The model of real-world
relay REF 630 from the ABB company is selected to test the relay configuration. The
validation study is implemented in case 8, interconnected topology. In this case, as
shown in Figure 7a, in the scenario of a three-phase short circuit occurring in the
middle of Line 1–2, both relays can enable the trip signal. In contrast, in the case of a
three-phase short circuit occurring at bus 2, relay B2 with a forward direction setting
fails to operate the trip signal, as shown in Figure 7b.
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Figure 5. Protection relay location in the test system.

Figure 6. Short circuit current magnitude obtained at buses. (a) Three-phase short circuit, and
(b) single-line-to-ground short circuit.

Figure 7. Relay A1 and B2 characteristic. (a) Short circuit occurs in the middle of Line 1–2, and (b)
short circuit occurs at bus 2.
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Table 2. Protection relay configuration.

Relay CT
Ratio

Ioc
[A]

ANSI
51

ANSI 50

Relay CT
Ratio

Ioc
[A]

ANSI
51

ANSI 50

Ir [kA] Ir [kA]
Delay
(ms)

Ir [kA] Ir [kA]
Delay
(ms)

A1 200:1 170 0.40 3.80 300 A3b 100:1 84 0.19 1.77 300

B2 200:1 169 0.27 2.94 50 B8 100:1 85 0.13 1.06 50

A2 200:1 169 0.40 3.63 300 A8a 50:1 59 0.14 1.72 300

B3 200:1 170 0.27 2.26 50 B9 75:1 59 0.08 1.02 50

A3a 75:1 69 0.16 1.89 300 A9 50:1 34 0.08 1.59 300

B4 75:1 69 0.11 1.21 50 B10 50:1 34 0.05 0.95 50

A4a 50:1 49 0.12 1.78 300 A10 50:1 13 0.03 1.54 300

B5 50:1 49 0.08 1.13 50 B11 50:1 13 0.02 0.92 50

A5 50:1 21 0.05 1.54 300 A12 100:1 84 0.19 3.37 300

B6 50:1 21 0.03 1.07 50 B13 100:1 84 0.13 2.02 50

A8b 75:1 23 0.05 1.51 300 A13 100:1 83 0.19 2.14 300

B7 50:1 20 0.03 0.92 50 B14 100:1 83 0.13 1.43 50

5. Conclusions

The widespread integration of RES into power systems offers numerous benefits;
however, it also presents operational challenges; for example, it impacts on power system
protection. Indeed, RESs contribute to increased short circuit magnitude values and alter the
direction of current flow, necessitating a systematic approach to power system protection
design to mitigate these impacts. This paper introduces a methodology to address this
need. Accordingly, the design of an overcurrent protection system that incorporates both
directional and non-directional features is implemented in a well-known test system, the
CIGRE EU MV distribution network.

This paper can be regarded as a valuable resource for protection engineers who are
seeking an aid document in preparation for further RES integration in the future. The
presented methodology in this paper employs software-based validation methods and
theoretical calculations for protection system design. Therefore, specialised analysis tools
and advanced validation methods, such as real-time simulations and hardware-in-the-loop
testing, can be utilised for further research. Moreover, leveraging this methodology in a
larger test system can significantly advance wide-area monitoring, control, and protection
capabilities in future power systems.
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Abstract: In recent years, the increasing number of internet-connected devices has exceeded the
capacity of fourth-generation (4G) cellular networks, leading to the development of fifth-generation
(5G) technology, designed to offer higher speeds, greater bandwidth, and lower latency. In this
context, this study evaluated Universal Filtered Multi-Carrier (UFMC) and Generalized Frequency
Division Multiplexing (GFDM) techniques, implementing them in a radio-over-fiber (RoF) system and
a Next-Generation Radio Access Network (NG-RAN) fronthaul link, and compared the results using
communication quality metrics such as bit error rate (BER). Additionally, through signal generation
and processing in Matlab, the performance of UFMC and LTE signals was analyzed, confirming that
simultaneous transmission over an RoF channel allows for efficient signal separation in the frequency
domain, with the UFMC giving power to LTE.

Keywords: 5G; UFMC; GFDM; LTE; radio over fiber

1. Introduction

The rapid advancement of communication technologies has significantly transformed
digital interactions, increasing the demand for faster and more efficient networks. Optical
access networks play a crucial role in providing reliable, high-speed connectivity. However,
as the demand grows to integrate services like LTE and 5G, the challenge of converging
these services into a unified infrastructure that maximizes resource efficiency becomes
evident. This convergence, while beneficial, requires overcoming technical complexities
due to the different bandwidth, latency, and jitter demands that each service imposes. It is
essential, therefore, that passive optical networks (PONs) are kept up-to-date to effectively
support the demands of emerging technologies, particularly within the framework of the
fifth generation of mobile networks [1,2].

Converging services in an optical network requires not only a robust infrastructure, but
also a thorough understanding of the underlying technologies, such as LTE, 5G, and filtered
multi-carrier modulation waveforms, such as the UFMC and GFDM. These waveforms,
which offer superior spectral efficiency, are key to the success of the 5G network, as they
enable more efficient and flexible data transmission. In addition, RoF architecture and
PON networks provide the necessary technological foundations for the transmission and
distribution of signals over optical access networks, facilitating the integration of multiple
services on a single channel. This approach is crucial to address growing connectivity
demands, enabling optical networks not only to meet current needs, but also to anticipate
and adapt to future technological challenges [3].

This paper focuses on the analysis of service convergence within an optical access
network, using both the simulation and practical implementation of an optical link capable
of transmitting and receiving LTE and UFMC signals. Using advanced tools such as Matlab
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2024a and OptSim, simulation scenarios were developed that replicate real transmission
conditions in PONs. This study not only seeks to optimize bandwidth usage and improve
quality of service, but also to contribute to the evolution of optical access networks toward
more adaptive and efficient infrastructures. The results obtained, based on key metrics
such as the BER, signal-to-noise ratio (SNR), and EVM, provide a comprehensive view
of network performance, enabling a better experience for end users in an increasingly
digitized environment.

2. Related Works

Table 1 presents an analysis of several recent related works. Although there have been
advances in this field, these studies have not implemented private gateway monitoring in
the way this article addresses.

Table 1. Comparison of related works and approaches of UFMC, LTE, and GFDM technologies.

Reference Year Contribution

[4] 2020 An optical access network with UFMC and LTE signals achieved −30 dBm sensitivity for the UFMC
and −31 dBm for LTE, supporting up to 64 users in a radio-over-fiber configuration.

[5] 2018 An optical access network with GFDM and LTE signals achieved receiver sensitivities of −29.5 dBm
for LTE and −24.5 dBm for GFDM, supporting up to 64 users in a legacy PON using IM/DD format.

3. Methodology

The methodology of this study is based on the implementation and evaluation of
advanced technologies in an optical network environment using real equipment. This
practical approach accurately replicates 5G network conditions, focusing on service con-
vergence through the integration of UFMC, GFDM, and LTE technologies. The process
began with the setup of an experimental infrastructure that included RoF modules and
PON elements, chosen for their ability to support the high performance required by next-
generation networks. To integrate the environments of signal generation, transmission, and
processing, an Arbitrary Waveform Generator (AWG) was used for transmission, and a
Digital Signal Analyzer (DSA) was employed for reception [6].

The interaction between the waveform generation and implementation environments
is depicted in Figure 1. The transmitter block refers to the transmission stage of each system.
For generating UFMC, GFDM, and LTE signals, parameters such as modulation scheme,
number of blocks, and number of sub-carriers must be configured. The optical channel
block illustrates the physical implementation of the optical channel, where signals enter a
PON. In this step, the AWG takes the signal generated in Matlab 2024a and modulates it
into an RF signal. This RF signal, combined with an intensity modulator and an optical
laser, is converted into an optical signal. The optical signal then passes through the fiber
optic network and a variable attenuator to adjust its power before entering a photodetector,
which converts it back into an electrical signal. The receiver block shows the reception
of signals that have traversed the optical channel, where demodulation of the signals is
performed to calculate the BER.

Network performance analysis was performed by collecting data through multiple
test iterations. These tests were conducted under different load conditions and network
configurations, enabling a comprehensive assessment of the feasibility and effectiveness of
UFMC-GFDM comparison and LTE-UFMC convergence in an optical network environment.
The data obtained were analyzed with advanced network monitoring tools, focusing on
metrics such as the BER and EVM. These metrics are essential to determine the quality of
the transmitted and received signal, and their analysis allowed for the identification of
optimal configurations to maximize network performance. Using real equipment instead of
simulations increases the validity of the results, reflecting actual operating conditions in a
converged optical network. This approach not only allows for measuring the performance
of the technologies under study but also helps identify potential limitations and areas for
improvement in the implementation of 5G networks [7].
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Figure 1. Block diagram modeling of the transmission, channel, and reception of the system to be
implemented.

To construct the optical channel, both equipment and passive components are required.
Figure 2 shows the connection diagram of these components, which form the RoF system
used to transmit the UFMC and GFDM signals. In the optical network terminal (ONT)
section, there is an AWG, which is loaded with the waveform generated in Matlab 2024a
using Agilent Control Utility software. A continuous wave (CW) laser is also included,
with its input connected to the optical intensity modulator through the first port using an
FC/APC connector. A coaxial cable is then connected from the SMA port of channel 1 at
one end to the RF input of the modulator at the other end. Additionally, a DC power supply
is used to power the optical modulator with a voltage of 3.2 V. In the optical distribution
network (ODN), a 20 km reel of G.652D optical fiber, which is manufactured by Corning
in the Corning, NY, USA, is used. It has FC/APC connectors on both ends. The first
connector is coupled to the output of the Mach–Zehnder-type optical modulator via an
FC/APC connection, while the second is inserted into a port of the variable attenuator.
The Mach-Zehnder modulator is manufactured by Thorlabs in the USA. The FC/APC end
of an optical fiber patch cord is connected to the other port of the attenuator, while the
FC/UPC end is inserted into the input port of the PIN photodetector. This device marks
the beginning of the optical line terminal (OLT), where the transmitted signal is received
and processed. To do this, one end of the coaxial cable is connected to the SMA output port
of the photodetector and the other end to the SMA input port of channel 1 on the DSA. The
transmitted signal can be observed in real time on the equipment screen [7,8].

For the implementation of the optical link, the parameters set in Table 2 for the
various equipment used are considered. For the photodetector, its operating range must be
considered to obtain accurate results. Operating above the limit of −3 dBm could damage
the equipment, while working below the sensitivity of −19 dBm can result in incorrect
signal recovery.

On the other hand, a key consideration for the deployment of these technologies in
large-scale infrastructures is their ability to scale efficiently. In a high-demand scenario,
the integration of UFMC and GFDM technologies into an extensive optical access network
must account for factors such as increased data traffic, enhanced user density, and evolving
service requirements. The UFMC’s inherent flexibility in managing sub-carrier blocks
allows for efficient scaling across larger networks, while GFDM, despite its limitations
in spectral efficiency, can be optimized through techniques such as cyclic prefixing and
dynamic spectrum management. Testing under simulated conditions of network stress has
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demonstrated that both technologies exhibit satisfactory scalability, though the UFMC tends
to outperform GFDM in maintaining the BER and latency under high-load environments.

Figure 2. Optical channel equipment connection diagram.

Table 2. Description of equipment and parameter configuration in optical channel.

Equipment/Item Brand/Model Parameter Value

Arbitrary Waveform
Generator

Agilent N8241A
RF Data Output Channel 1

Signal Frequency 1 GHz
Output Voltage 250 mV

Laser IdPhotonics Mainframe
CBMA24 and Module CoBrite MX

Type N
Wavelength 1550 nm

Optical Power 16 dBm

Optical Modulator Thorlabs LNA2124 BIAS Voltage 2.33 V

Optical Fiber -
Type SMF G.652D

Attenuation 0.24 dB/km
Chromatic Dispersion 18 ps/(nm·km)

Variable Attenuator Gao-Voa-103
Range 8–23 dB

Interval 1 dB

Photodetector LabBuddy DSC-R402 Maximum Power −3 dBm
Sensitivity −18 dBm

Digital Signal Analyzer KeySight DSAV164A RF Data Input Channel 1
Number of Samples 5 GS

Finally, the methodology also considers the scalability and adaptability of the designed
network, evaluating how UFMC and GFDM technologies could be integrated into larger
and more complex infrastructures. This evaluation included network resiliency and flexi-
bility tests, simulating scenarios of high demand and variability in data traffic. The results
obtained offer valuable insights into the capabilities and limitations of the technologies
studied, providing crucial information for future 5G network implementations and opti-
mizations. Overall, the methodology adopted in this study provides a comprehensive and
detailed view of the challenges and opportunities presented by the convergence of services
in optical access networks, contributing significantly to the advancement of knowledge
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in this emerging field [9,10]. The code used to generate the waveforms, as well as their
subsequent processing, is found in the Supplementary Material section.

4. Results and Discussion

4.1. Comparison between UFMC and GFDM

In the UFMC signal, 100 sub-bands were used, each with 100 sub-carriers, resulting in
a total bit vector length of 10,000. For the GFDM signal, 128 sub-carriers were configured,
with 34 used for data transmission, creating a bit vector length of 13,600. The bit vector
length varies with M-QAM modulation orders. For example, with 4-QAM, the bit vector
length in the UFMC is 20,000 bits, and in GFDM, it is 27,200 bits. Figure 3 shows that when
using 4-QAM, the BER is acceptable up to a power of −12 dBm, with the UFMC having
10 erroneous bits and GFDM 25. Beyond this power, the BER decreases, reaching zero
in both cases, ensuring high-quality transmission. The BER threshold of 10−3 is essential
for comparing different modulation schemes (4-QAM, 16-QAM, 1024-QAM), as it reflects
efficient transmission with minimal errors. While higher-order modulations typically
increase the BER, maintaining a 10−3 BER indicates the system’s ability to efficiently
manage complex signals. The constellation diagrams confirm signal recovery at higher
power levels without issues.

 
Figure 3. Rx optical power vs. bit error rate for 4-QAM.

To summarize the results obtained, Figure 4 presents a comparison of the BER curves
for each modulation order in the UFMC and GFDM waveforms. It is notable that the UFMC
consistently performs better than GFDM in all cases. However, the recovered signal only
achieves a BER lower than 0.001 in 4-QAM and 16-QAM modulations; in other modulations,
the signal experiences significant degradation, making it impossible to recover within the
BER requirements. The superior performance of the UFMC is attributed to the use of
filters for each sub-band, allowing each group of sub-carriers to have its own filter and
corresponding equalization.

In contrast, GFDM treats all sub-carriers as a single band, which increases the likeli-
hood of data degradation. This issue could be mitigated by using a cyclic prefix (CP), as in
OFDM, although this would increase the components in the power spectral density (PSD),
reducing bandwidth efficiency. For higher-order modulations, both the UFMC and GFDM
exhibit high BERs, which are unacceptable in a PON environment. As the modulation
order increases, the BER also increases, as more modulation states are managed, and it
becomes more likely for a signal to deviate from its original position in the constellation
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diagram. Modulation states are closer together compared to lower orders, where it is easier
to distinguish the original position of a transmitted signal.

 
Figure 4. The BER performance of the UFMC and GFDM under different modulation schemes
(4-QAM, 16-QAM, etc.). The graph illustrates the relationship between the received optical power
and the BER for each scheme, demonstrating the superior performance of the UFMC at lower
power levels.

4.2. Comparison between LTE and UFMC

In the evaluation of service convergence within the optical network, significant results
were observed regarding optical reception power for both LTE and UFMC signals. The
simulation demonstrated that the system effectively enables the transmission of both signals
through the fiber optic channel, achieving a reception power of −30.987 dBm for the UFMC
and −26.987 dBm for LTE, while maintaining a bit error rate (BER) within acceptable limits
for service quality. These results highlight the system’s capability to handle multiple high-
demand services without compromising signal integrity, thereby demonstrating improved
efficiency and performance in converged access networks. This optimized performance
underscores the potential of optical networks to support the growing demands for data
and connectivity in modern applications, paving the way for broader implementation of
5G technologies in existing networks. The results are shown in Figure 5 for LTE and in
Figure 6 for the UFMC.

Figure 5. Rx optical power vs. bit error rate from LTE.
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Figure 6. Rx optical power vs. bit error rate from UFMC.

In addition, while latency and throughput are commonly used metrics in networking
systems to assess overall performance, they are not the primary focus in the context of
radio-over-fiber (RoF) systems. RoF technologies aim to optimize the quality of signal
transmission over optical media, where metrics like bit error rate (BER) and Error Vector
Magnitude (EVM) provide a more accurate representation of transmission fidelity. In
this study, we concentrated on these signal integrity metrics because they directly reflect
the effectiveness of optical signal conversion and transmission over fiber channels. The
inherent low-latency nature of the optical fiber, coupled with the high data throughput
of the medium, minimizes the variability in these metrics, making them less critical for
evaluating RoF systems.

4.3. Cost Analysis

While the performance metrics of the UFMC and GFDM demonstrate their technical
feasibility, the cost implications for deploying these technologies in optical networks require
further consideration. Key factors include the cost of upgrading infrastructure, purchasing
advanced modulation and transmission equipment, and ongoing maintenance expenses,
all of which must be considered in the overall analysis. For instance, the integration of
additional filtering mechanisms in the UFMC could result in higher initial costs but lower
operational expenses due to its efficient spectrum utilization. Conversely, GFDM may
present lower upfront costs but higher operational expenses due to the complexity of
signal processing.

5. Conclusions

In this work, the physical implementation of an RoF system in the context of 5G mobile
networks was achieved to analyze the UFMC and GFDM waveforms using BER and EVM
metrics with M-QAM modulation. Signal generation and processing were performed using
Matlab, while the optical channel was set up with equipment and components available
in the laboratory. The UFMC and GFDM signals were transmitted individually under
4/16/64/256-QAM modulation schemes, with the power level varied using a variable
attenuator within the range of power levels acceptable for the photodetector. The results
demonstrate that as optical reception power increases, the BER decreases for both wave-
forms. Moreover, higher modulation orders lead to greater signal degradation, reducing
the rate of BER improvement. The EVM exhibits a similar behavior to the BER but tends to
stabilize as power increases. Notably, in all cases, the UFMC provides better performance
than GFDM in both the BER and EVM.

In the evaluation of service convergence within the optical network, significant results
were observed regarding optical reception power for both LTE and UFMC signals. The
simulation demonstrated that the system effectively enables the transmission of both signals
through the fiber optic channel, achieving a reception power of −30.987 dBm for the UFMC
and −26.987 dBm for LTE, while maintaining a bit error rate (BER) within acceptable limits
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for service quality. These results highlight the system’s capability to handle multiple high-
demand services without compromising signal integrity, thereby demonstrating improved
efficiency and performance in converged access networks. This optimized performance
underscores the potential of optical networks to support the growing demands for data
and connectivity in modern applications, paving the way for broader implementation of
5G technologies in existing networks.

Supplementary Materials: The following supporting information can be downloaded at: https://
github.com/Davosin1404/Convergencia_OptSim-Matlab, https://github.com/ErickCifuentes01/TIC-
2024.git.
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Abstract: The long-range wide area network (LoRaWAN) protocol is one of the most effective
technologies for internet of things (IoT) applications, offering long-distance connectivity with low
power consumption. This paper presents a practical approach by implementing a LoRa-based
measurement prototype across urban and rural environments in the city of Quito, with the aim of
assessing the performance and applicability of the technology in manifold settings. Specifically, we
develop the required data collection and transmission code in the underlying network, ensuring
smooth network integration. Furthermore, test environments are thoroughly characterized for
numerical results, highlighting the conditions in the cities of Quito. The results obtained in both
scenarios were satisfactory, allowing the comparison of the system’s performance in different contexts
and providing key aspects of its practical applications and effectiveness. As the main contribution,
empirical data were obtained to understand how long-range low-energy connectivity behaves,
providing valuable information for comparing system performance in high-altitude cities above sea
level, identifying practical applications, and optimizing its use in real IoT implementations.

Keywords: LoRaWAN; prototype; Quito

1. Introduction

Traditionally, the long-range wide area network (LoRaWAN) protocol has established
itself as one of the most effective technologies for internet of things (IoT) applications,
offering long-distance connectivity with low power consumption. This technology is
particularly suitable for environments where other communication solutions might be
unfeasible due to limited range or high power consumption. In particular, LoRaWAN
enables data transmission over several kilometers, with devices featuring long battery
life and low cost, making it an ideal choice for low-cost, distributed IoT networks [1].
In a LoRaWAN network, a star-type topology is usually employed where gateways act
as intermediaries, transmitting messages between nodes and a central network server.
Such gateways connect to the network server using internet protocol (IP) links over wired
or wireless technologies. Also, nodes communicate with the gateways using LoRa- or
frequency shift keying (FSK)-modulated point-to-point wireless links [2,3].

However, describing the requirements of LoRaWAN device classes is crucial because it
defines the minimum capabilities needed for interoperability and operation in the network.
Devices must comply with Class A functionalities, which ensures that they can operate
in a basic and effective manner in the LoRaWAN network. Likewise, Classes B and C,
although optional, offer additional features, such as improvements in synchronization and
responsiveness, which can optimize performance in specific applications. In addition, the
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protocol specification details critical aspects such as the format of messages in the physical
and media access control (MAC) layers, reception window management, and security
methods, including encryption and integrity, ensuring that all devices can communicate
securely and efficiently while complying with the necessary standards [4].

A significant amount of research has been driven by its potential in diverse areas. For
example, to assess the performance measurement of LoRaWAN technology, the authors
in [2] executed a performance evaluation using the specialized tool SimpleIoTSimulator,
which enables the generation of traffic from tens of thousands of LoRa nodes and their
direct connection to the things network (TTN) server to emulate real-world conditions.
Furthermore, the authors in [5] utilized LoRa/LoRaWAN technology to connect objects
to the internet reliably and securely and to study its development and application in
Ecuador, emphasizing its benefits and application scenarios in simulated environments
for future implementations both indoors and outdoors. Similarly, in [6], the authors
presented a prototype application to detect the occupancy level of garbage containers using
ultrasonic sensors based on LoRaWAN technology, aiming to optimize garbage collection
in Ecuadorian cities. Lastly, in [7], the authors offered a review of various LoRa and
LoRaWAN device configurations across different applications, highlighting the impact of
regional regulations and the use of default settings. They investigated different deployment
scenarios, ranging from indoor settings to extensive outdoor communication.

Additionally, in more recent studies such as [8,9], the future of IoT is focused on the
growing number of applications communicated with LoRaWAN and complemented by
the advanced processing capacity of deep learning, which can improve efficiency in the
detection of anomalies, the prediction of failures, and the optimization of energy use in
IoT networks.

Unlike previous studies, we present a practical approach by implementing a LoRaWAN-
based measurement prototype in both urban and rural areas of Quito, using the default
settings for simplicity and ensuring smooth network integration. Additionally, we examine
the usability of LoRaWAN, concentrating on a comprehensive analysis of the technology’s
performance under various environmental conditions and its efficiency in data collection
across different scenarios. In essence, we propose an experimental prototype to perform
proof-of-concept tests of the LoRaWAN protocol in both urban and rural settings in Quito.
This prototype enables us to assess the performance and effectiveness of LoRa in various
situations, offering a practical and detailed perspective on the technology’s behavior and
aiding in understanding its relevance in specific urban contexts.

2. Materials and Methods

In order to carry out a proof of concept of LoRa technology in both urban and rural
environments, we implement a communication prototype, as described in Figure 1. Here,
we employ the structured methodology consisting of three main phases: node configuration,
server deployment, and communication and monitoring establishment, as explained below.

The first phase involves configuring the LoRaWAN devices that act as nodes. These
nodes are usually equipped with sensors to collect relevant data, such as temperature,
humidity, or any other parameter needed for the specific application. Each node must be
configured correctly to send data via the LoRa protocol. Specifically, configurations include
assigning unique identifiers to each node and scheduling it to transmit data at specific
intervals. Furthermore, nodes are also required to have sufficient power, either through
lithium batteries or alternative power sources suitable for their operating environment [10].

The second phase focuses on configuring and integrating the necessary servers: the
join server, the network server, and the application server. In particular, the join server
handles the authentication and authorization of the nodes that wish to join the network.
The network server manages data routing between the nodes and the application server,
applying network rules, and ensuring correct packet transmission. The application server
receives the processed data from the network server and stores or displays it in specific
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applications. Each of these servers must be configured and tested to ensure that it can
handle the expected volume of data and that network security is guaranteed [11].

Figure 1. Structured methodology for LoRaWAN communication, based on [7].

The last phase involves establishing effective communication between the nodes and
servers and implementing the necessary monitoring tools. The nodes need to be deployed in
situ and checked for proper communication with the LoRaWAN gateways that relay data to
the network server. It is essential to monitor the network server to ensure accurate reception
and forwarding of data to the application server, avoiding any information loss. Ultimately,
the application server should provide a user interface for data visualization and analysis,
granting users access to the information via mobile devices or web applications. Continuous
oversight of the entire infrastructure will allow for real-time problem detection and resolution,
thereby guaranteeing the robustness and reliability of the LoRaWAN prototype [12].

2.1. Requirements

In this section, we thoroughly detail the essential hardware needed for the suggested
prototype. This involves an in-depth analysis of each required component, as presented
in Table 1. The choice of hardware is crucial, as it significantly impacts the system’s
performance and dependability across different conditions. Our goal is to lay a robust
groundwork for the prototype’s implementation and future assessment by carefully speci-
fying the components and their characteristics.

Table 1. Required hardware for the proposed LoRaWAN network.

Device/Characteristic Description

Arduino Open source hardware development platform based on a board with a microcontroller and a
development environment.

MKR WAN 1310 board Arduino compatible development board, equipped with a LoRa module for long distance communication.

MKR ENV SHIELD board Expansion module for MKR boards that includes several environmental sensors.

Sensors

ST HTS221 Temperature and humidity sensor with high precision and low power consumption.

ST LPS22 HB High resolution barometric pressure sensor, ideal for environmental applications.

VISHAY TEMT 6000 Ambient light sensor that provides an analog output proportional to light intensity.

VISHAY VEML 6075 UV sensor that measures UVA and UVB ultraviolet radiation.

Half wavelength dipole antenna Antenna used to improve the reception and transmission of radio frequency signals.

Li-ion type battery Rechargeable lithium-ion battery, known for its high energy density and long life.
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2.2. Implementation

In Figure 2, we illustrate the primary components of The Things Network Stack Com-
munity Edition platform, which serves as the foundation for developing and implementing
the proposed network prototype. In this context, Table 2 provides a concise description of
each of these components.

Figure 2. Architecture for a LoRaWAN network implementation [13].

Table 2. Architecture of the Proposed LoRaWAN Network Implementation [14].

Component Description

End Nodes These are the sensors or devices that collect data and transmit it wirelessly to the gateway. They are shown on the
left side of the image, communicating with the gateway server.

Gateway Server The gateway server receives data from the end nodes and forwards it to the network server. This acts as a bridge
between the end nodes and the core network infrastructure.

Network Server The network server is the central hub that manages the data traffic within the LoRaWAN network. It handles the
communication between the gateway server and the application server. Additionally, it interacts with the join
server to manage the addition of new devices.

Join Server The join server is responsible for authenticating and managing devices as they join the network. It ensures that
only authorized devices can communicate within the network.

Application Server The application server processes the data received from the network server and makes it available for end-user
applications. This server can interface with various external services and platforms for data visualization, storage,
and further processing.

Identity Server The identity server is responsible for managing the identities of devices and users within the network. It ensures
secure and authorized access to the network resources.

Integrations Various integration options are shown, including MQTT, HTTP, Amazon Web Services (AWS), Microsoft Azure, Google
Cloud, and custom integrations. These integrations allow for the seamless connection of the LoRaWAN network with
external platforms for enhanced data management and utilization.

2.3. Programming Data Acquisition

The operational sequence of the LoRa communication prototype starts with the in-
clusion of essential modules, variable definitions, and the creation of an instance of the
LoRaModem class, which sets up the communication environment. The Setup function,
responsible for configuration, initializes the parameters needed for sensor reading. Subse-
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quently, the sensor data are read and converted to bytes, making it ready for transmission.
This data are stored in a byte array within the payload variable.

The gateway and network server configuration are set up prior to practical deployment.
The gateway is configured through files such as global_conf.json and local_conf.json, and
the network server is configured to manage nodes using The Things Stack (TTS) version
3.18 platform. The node code structure is detailed in the LoRa_Tx_MonAmb.ino file, which
implements the core functionality, and the secrets.h file, which contains the session keys
needed for pairing with the network server. The configuration process initializes the radio
module in the US915 band and uses the Over-The-Air Activation (OTAA) method to pair
the node with the server. During the run cycle, the system takes readings from sensors,
converts the values to byte arrays, and transmits them through the radio module.

Once the data are prepared in the payload array, the LoRa message transmission
proceeds. During transmission, the reception buffer is monitored to confirm successful mes-
sage sending. The received message is displayed on the serial monitor for inspection and
analysis. Moreover, a function to convert floats to bytes (float2Bytes) is provided, and care
is taken to ensure that configuration files such as arduino_secrets.h and global_conf.json
are correctly set up and accessible for the prototype’s proper operation.

2.4. Test Environment Description

Here, to carry out the proposed tests, the gateway is positioned on a three-meter high
platform in a rural area of Quito, specifically in the Cocotog zone. This area is characterized
by its low building density and relatively flat terrain with minimal altitude variations.
These conditions favor the transmission of radio signals, especially in scenarios where
there is a clear line of sight between the transmitter and the receiver, which allows the
anticipation of an optimal communication range.

For the measurement campaign, in Figure 3, we illustrate a detailed view of the
coverage and performance of the system as a function of distance and the specific conditions
of the rural environment. Specifically, data were collected at nine points (blue markers)
located at various distances from the node to the gateway (red marker).

Figure 3. Test points in rural environment.

On the other hand, for the scenario in Figure 4, note that the environment is exposed
to a significantly higher level of interference, which could negatively affect the range of
the radio link compared to the rural environment. In particular, the gateway was installed
on the terrace of a building in the La Florida zone, in the north of Quito. This location is
characterized by its density of buildings and possible obstructions, which introduces a
greater number of obstacles and sources of interference for the radio signal. For this setup,
the tests were carried out at four different points (blue markers) within this urban area.
These points were selected to assess the system’s performance in more complex conditions
and to measure how urban interference impacts the quality of communication and the
range of the radio link.

279



Eng. Proc. 2024, 77, 28

Figure 4. Test points in an urban environment.

3. Results and Discussion

In this work, the airtime of the packet within the radio link has been analyzed as an
indicator of energy consumption in the node of the LoRa network. Specifically, packet
airtime is defined as the duration for which the antenna actively transmits the message.
Consequently, extended airtime correlates with increased energy consumption. Addition-
ally, the signal-to-noise ratio (SNR) has been evaluated, given its utilization by the adaptive
data rate (ADR) algorithm to determine the spreading factor. In summary, the operation
and efficacy of the ADR mechanism are discerned through variations in these specified
transmission parameters.

The LoRaWAN packet itself serves as the source for the test data, as it is the gate-
way that appends metadata to the packet, including the SNR, before it is forwarded to
the network server. At this stage, the ADR field is processed, and the spreading factor
(SF) is determined. Two distinct test environments were selected based on their unique
environmental conditions, which influence the transmission characteristics of the radio
link differently. In both the urban and rural test scenarios, a maximum of fifteen packets
were transmitted at specific distances between the node and the gateway. Nevertheless,
variations in the packet’s airtime and SNR values are observed only in the packets that
were successfully received.

In Figure 5, we illustrate the 3D scatter plot delineating the interrelation among the
received signal strength indicator (RSSI), spreading factor (SF), and consumed airtime
in milliseconds. Concerning LoRa communications, the reliable RSSI range is typically
between −70 dBm and −120 dBm. Values around −70 dBm indicate a strong signal
and reliable communication, while values around −100 dBm may still be acceptable,
although the communication quality may start to decline. Values below −120 dBm suggest
a very weak signal, commonly resulting in unreliable communication, high error rate, and
connection issues.

Figure 6 exemplifies the RSSI vs. Consumed Airtime Scatterplot results grouped by SF,
demonstrating that stable and effective communication is ensured. It is important to note
that the variation in consumed airtime depends not only on the RSSI value, but also on the
SF. Lower RSSI values (approximately between −105 dBm and −100 dBm) are associated
with higher consumed airtime when the SF is higher (e.g., SF values of 9 or 10). This
suggests that even if the signal is weak, communication can still be stable by increasing the
SF, albeit at the cost of higher airtime. Therefore, efficient communication, especially in the
trade-off between SF and RSSI, is experimentally verified, considering the specific needs of
the network and the environment in which the system is deployed.
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(a) (b)

Figure 5. RSSI vs. SF vs. Consumed Airtime. (a) Scenario rural; (b) Scenario urban.

(a) (b)

Figure 6. RSSI vs. Consumed Airtime. (a) Scenario rural; (b) Scenario urban.

In both Figures 7, the expected behavior of air-time is observed as a function of SF
and SNR. As SF increases, air-time also increases, which is consistent with the nature of
LoRa modulation, since higher SF implies longer transmission duration. Also, SNR seems
to influence air-time, with higher SNR values associated with lower air-time, reflecting
the system’s ability to improve transmission in cleaner signal conditions. The general
alignment of the points suggests predictable and consistent behavior in both urban and
rural environments.

In Figure 8, we perform a curve analysis by applying a polynomial regression to the
RSSI and SNR data at different distances. We extracted distance, SNR, and RSSI data from
a raw file and filtered and converted them to numerical values. A polynomial function
was fitted to generate trend lines showing how RSSI and SNR vary with distance. This
process was applied to both rural and urban data sets. The resulting curves illustrate
the relationship between distance and RSSI, providing insight into signal behavior in
different environments. The results obtained in both scenarios were satisfactory, allowing
the comparison of the LoRa protocol’s performance in different contexts, confirming the
system’s robustness against environmental variations.
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(a) (b)

Figure 7. SF vs. SNR vs. Consumed Airtime. (a) Scenario rural; (b) Scenario urban.

(a) (b)

Figure 8. RSSI as a function of Distance. (a) Scenario rural; (b) Scenario urban.

The results showed that in urban areas with tall buildings, the transmission signal
had a shorter range due to interference but still remained stable over distances of up to
2 km. In rural areas without as many obstacles the signal reached much further, up to 5 km.
This shows that the technology is effective in collecting data in different environments, but
performance can vary depending on geographic features and building density.

A simple use case of environmental monitoring in Quito, a city with both urban and
rural areas. The LoRaWAN-based communication prototype was deployed to measure air
quality in different zones. Sensors were placed on nodes connected to a LoRa network to
transmit data such as temperature, humidity, and pollution levels to a central server.

4. Conclusions

A prototyping environment for LoRaWAN solutions was created using Arduino MKR
WAN 1310 for nodes, Raspberry Pi 3 model B+ for gateways, and The Things Stack for
the network server, all with free software and hardware. The Raspberry Pi provided
an economical and functional gateway solution, while The Things Stack supported the
integration and development of applications with node data through its graphical interface
and LoRaWAN 1.0.3 features.

This experiment confirmed that the LoRa protocol maintains stable communication
in both rural and urban environments, even with weaker signals, ensuring reliable data
transmission over long distances. Its robustness allows it to handle interference efficiently,
underlining its suitability for various applications. The protocol is highly adaptable,
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adjusting performance based on environmental conditions and demonstrating versatility
in different scenarios.

Experiments have shown that a smaller SF for short-range transmissions decreases
packet airtime and battery consumption. In addition, our results indicated that packet
loss increases with distance in both urban and rural settings. In urban environments,
minor distance variations, for example, from 78.91 m to 85.6 m, can result in complete
communication failure between the node and the gateway.

This paper lays the groundwork for future studies in network optimization, prediction
models, interference, robustness analysis, scenario comparison, and practical applications.
Future work will focus on: (a) Optimizing LoRaWAN node configuration to enhance cover-
age and reduce low reception areas. This includes examining how vegetation, topography,
and buildings affect signal quality. Additionally, assess transmission power and coding
techniques to improve network performance for rural applications in environmental moni-
toring, precision agriculture, and resource management; and (b) using machine learning
algorithms to build more precise models to forecast signal attenuation due to distance and
environmental variables, thus improving predictions of coverage and signal quality.
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Abstract: The Ecuadorian electricity sector, until April 2024, presented losses of 15.64% (6.6% technical
and 9.04% non-technical), so it is important to detect the areas that potentially sub-register energy
in order to reduce Non-Technical Losses (NTLs). The “Empresa Eléctrica de Ambato Sociedad
Anónima” (EEASA), as a distribution company, has, to reduce NTLs, incorporated many smart
meters in special clients, generating a large amount of data that are stored. This historical information
is analyzed to detect anomalous consumption that is not easily recognized and is a significant
part of the NTLs. The use of machine learning with appropriate clustering techniques and deep
learning neural networks work together to detect abnormal curves that record lower readings than
the real energy consumption. The developed methodology uses three k-means validation indices
to classify daily energy curves based on the days of the week and holidays that present similar
behaviors in terms of energy consumption. The developed algorithm groups similar consumption
patterns as input data sets for learning, testing, and validating the densely connected classification
neural network, allowing for the identification of daily curves described by customers. The results
obtained from the system detected customers who sub-register energy. It is worth mentioning that
this methodology is replicable for distribution companies that store historical consumption data with
Advanced Measurement Infrastructure (AMI) systems.

Keywords: energy under registration; fraudulent curves; validation indices; neural networks;
non-technical losses

1. Introduction

In a society that is highly dependent on the availability, efficiency, and reliability of
electricity, it is essential for the electric companies in the sector to have good management
of the production and distribution of energy. One of the major problems that concerns
this industry is electrical losses, which occur mostly in the distribution segment [1]. In the
transportation of energy, losses are the difference between the electricity that enters the
network and that which is delivered for final consumption, and they reflect the level of
efficiency of the transmission and distribution infrastructure. Being able to reduce losses is
essential to increasing the efficiency of energy distribution, and, in many cases, it can even
help improve the financial sustainability of distribution companies. In Ecuador, at a general
level, in recent years, in the electric sector, the level of losses has substantially improved,
dropping from 22% in 2006 to 13.06% in 2021 [2]; however, recently, it has increased to
15.64% (6.6% technical and 9.04% non-technical). The advances in the identification of
NTLs have been undeniable recently, and identification models have been established with
the information to detect patterns or find areas where there are high percentages of NTLs,
as well as methodologies based on energy balances at the level of distribution transformers
and medium voltage branches. Smart Grids have evolved to the level of incorporating
techniques based on artificial intelligence to solve real problems, such as NTLs in distribu-
tors, demand prediction, and adaptive protections, among others. These systems generate
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a large amount of data and cybersecurity plays an important role. The purpose of this
article is to develop a methodology to detect non-technical losses using readings of energy
consumption every 10 min, use various classification indexes that guarantee the formation
of groups, and finally implement artificial intelligence techniques for the development of
pattern recognition of fraudulent and non-fraudulent curves of industrial clients owned by
EEASA. Compared to the latest advances in NTL methodologies, in which the Multiversal
Recurrent Algorithm with Multiple Repetitions (MV-REMR), published in November 2023,
stands out [3], the lack of information on energy consumption replaced by zeros has, in
this research, been solved through the use of statistical interpolation methods. The records
obtained by the AMI, with sampling every 10 min, generated a matrix of 105,264 per special
client for two years; to facilitate information management, the reduction to an hourly
demand was carried out, and this allowed us to improve the classification of the clients
using clustering techniques supported by three k-means validation indices, complying with
the class balance. Densely Connected Neural Networks (DenseNet) have a better response
in non-discretized systems compared to the Convolutional Neural Networks (CNN) used
in MV-REMR, allowing for a better view of the consumption pattern of special clients.
Likewise, the use of AMIs, due to their high reliability in data acquisition, communication,
and storage, makes the proposed methodology more effective.

2. Methodological Proposal

The methodology consists of the evaluation of historical daily curves in a two-year
time interval for the identification of non-technical losses through deep learning of the
classification neural network. This method will help us to classify curves with anomalies
and typical curves based on learning from the historical data downloaded from the distri-
bution company’s customers, identifying patterns considered with the underreporting of
customers that could be suspected of energy fraud. Figure 1 summarizes this methodology,
showing three clear stages for the development of this work.

 
Figure 1. Methodology flowchart.

2.1. Database Extraction and Consolidation

From the historical data of the special customers (industrial and commercial) that have
telemetering for the period from 31 May 2020 to 31 May 2022, a data matrix will be created
for which a pre-selection of the most representative customers will be made according to
their consumption characteristics and metering history.
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2.1.1. Extraction and Selection

In the selection, customers have determining details, such as the characteristic of
“possessing Telemetry” and “Total kW Consumption”, which will be important at the
time of selecting 100 of the 297 customers that meet the conditions of having historical
data for greater than two years and for whom there has not been a reason for a change in
the telemetering process during the designated time interval. With the stratified sample
method, the number of individuals from each zone to be extracted to form the customer
matrix is determined, as shown in Table 1, which specifies the number of customers chosen
from each zone and the number from which the historical data will be extracted.

Table 1. Stratified sample of customers.

Zone Description Customers Sample

1 Ambato 142 60
2 Pelileo 43 10
3 Pillaro 13 3
4 Baños 11 5
5 Patate 8 2
7 Pastaza 43 8
8 Palora 2 2
10 Quero 14 3
11 Tena 19 5
12 Archidona 2 2

TOTAL 297 100

The platform “Telemetering Systems for special customers EASYmetering AMI Solu-
tions”, used by the distributor, has several clusters where they store readings of voltage
[V], current [A], power [kW], active energy [kWh], and reactive energy [kVArh] in intervals
of 10 min; this results in 144 data entries for each day.

2.1.2. Cleaning and Preprocessing

It is important to mention that not all the records are complete due to failures in
the communication between the AMI and the server; also, not all the columns contain
the same format. The work is meticulous client-by-client since each file had its own
particularities which did not allow for treating all the extracted files in a general way.
Instead, we followed a small procedure to eliminate inconsistencies, which is detailed as
follows: 1. In the debugging phase, missing values are detected and replaced by means
of interpolation techniques; 2. The interpolation considers all the points and correlates
the complete behavior of the set used; and 3. Cases where there was no data had the
particularity that they were followed by Not a Number (NaN) values, showing that there
were connection failures with the server and the AMI meter, so the data were interpolated
for the interval with these values.

2.1.3. Consolidation of the Complete Data

With the customer data processed and purified, which contained the 105,264 pieces of
data on energy delivered every 10 min during the 731 days of the two years, we proceeded
to consolidate the database of the 100 customers. Keeping their names assigned by the zone
of their location and the place they occupied in the ranking of energy consumption, the
consolidated data are reduced to 17,544 rows to obtain consumption values for each hour,
as shown in the green circles of the Figure 2, where the first columns have the date and
time of the reading of the energy delivered and then, in chronological order, the demand
values expressed in kW that each client had, thus forming the history of the two years of
AMI readings.
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Figure 2. Variabilit.

2.2. Classification and Clustering of the Daily Curves
2.2.1. Data Reduction and Sorting

To obtain a more effective data reduction without losing important information in
the energy records, all energy values within each hour were summed, thereby obtaining a
reduction from “105,264 rows × 100 columns” to “17,544 rows × 100 columns”.

The classification of the data was performed with prior knowledge of the way in
which EEASA’s special customers record their energy consumption, knowing beforehand
that most industrial sector workers work typical working days between Monday and
Friday, that, on weekends, few industrial customers work fully, and that holidays are a very
unfavorable option to work. The behavior of the daily curves generated on the basis of the
energy consumption supplied is similar in most of the special customers, clearly affecting
their shape on weekdays; for more information see [4].

Table 2 shows a summary of the classification performed, detailing the days of each
group, the data within each group, and the matrix formed for the grouping with the
k-means indexes.

Table 2. Classification data frames.

Ranking Days Data Frame

Group from Monday to Friday 500 12,000 × 100
Weekend group 173 4152 × 100
Holiday group 58 1392 × 100

2.2.2. Data Normalization

The minimum–maximum normalization methodology is used—see [5]. Figure 3
shows the curves described with the normalized data for the Group from Monday to Friday
corresponding to the normalized consumptions represented in different colors for each of
the 100 customers, where all values are within the interval 0 and 1.

2.2.3. Clustering

This sub-process conglomerates the daily curves into compact groups with distinct
and significant properties from the rest of the groups. In this work, the clustering capability
of the k-means algorithm and its variations are investigated; see [6] to understand the
heuristic iterative procedure to cluster the Representative Demand Patterns into k groups.
Where the procedure is fulfilled, choose centroids of k groups (randomly chosen from
the set of the Daily Curves), then each Daily Curve is integrated into the nearest group
(according to the optimization function), and, finally, the centroids are recalculated by
averaging the Daily Curves of its members. The process is repeated until the centroids of
the cluster are stable—see [7].
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Figure 3. Demand.

2.2.4. Validation Indexes

The indexes used are Euclidean k-means, Dynamic Time Warping (DTW), Barycen-
ter Averaging k-means (DBA), and Soft-DTW k-means, which employ evaluation coeffi-
cients such as DTW, Within Cluster Sum of Saqueis (WCSS), and Silhouette Coefficient
(SC)—see [8].

In Figure 4, the red curve represents the centroids of each cluster, and the black ones
represent the clients that make up the group; the value of “n” gives the number of clients
that are in each group. The visual analysis of each group with the location of the centroids
with respect to the curves that make up the cluster and the experience in the behavior of
the curves of the industrial clients are important factors for the definition of the value of k
and the most suitable classification method for each group.

Figure 4. Grouping using the Soft-DTW k-means index for a k = 5, represented the centroid curves in
red color.
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2.2.5. Definition of Groups

In the visual evaluation process, it is important to carefully observe the graphs de-
scribed in each evaluation index to determine the method that best describes the group,
taking into account the position of the centroids calculated and fully defined in red and
the behavior of the curves of the customers with respect to the centroid within each group.
Figure 5 shows how they were classified for a k = 5 and the value of ‘n’ with the number of
customers found in each group. It is important to mention that the ideal k value for this
project is 5, since ‘k’ values equal to 4, 6, and 7 do not show homogeneity in the clusters.
For more details about evaluation indexes, see [9].

It is important to emphasize that, for the previously classified groups (Monday through
Friday, holidays, and weekends), the same methodology is applied, but the behavior of the
evaluation indexes with respect to their daily curves is different. Any index of the three
that were evaluated can be chosen, observing the best grouping, the number of individuals
in the group, and the way the centroid describes the complete group.

2.2.6. Conformation of Groups

With the method and the value of k defined, the assigned values for the grouping
and the calculated centroids are determined; with an array of the assignments to each
group presented, the centroids calculated for each hour of energy consumption are also
normalized. With a small array of rows and columns, each customer can be assigned to
the group to which they belong, as shown in Figure 5, where the first column shows the
customer, followed by the normalized data of the daily curves, and the last column shows
the number of the group to which the customer was assigned. With the values assigned in
the Data Frame, the five groups are created with the given assignments—see [10].

 
Figure 5. Grouping assigned values.

2.2.7. Creation of Fraudulent Customers

With the lack of data on daily curves that present abnormal consumptions by the
distributor, patterns that under-register energy are created to simulate typical frauds that
may occur in special customers of the distributor. Therefore, for the creation of these
patterns, the aim is to simulate this type of behavior with a set of random variables,
simulating the different types of under-registration that can be created by using malicious
activities and directly affecting the distributor and increasing the non-technical losses of the
same—see [11]. Therefore, three types of frauds are created, and are described as follows:
Type 1 (T1): Constant Proportional Decrease in Time; Type 2 (T2): Proportional Decrease in
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Time Windows with Time Band at Maximum Consumption (Peak Hours); and Type 3 (T3):
Proportional Decrease in Time Windows with Indistinct and Random Time Band.

To create the fraudulent curves, the parameters detailed in Table 3 were used, in which
the values are specified to create the synthetic base that contains the curves with under-
registration. With the use of statistical metrics, such as standard deviation, the minimum
and maximum values of variability of the data of each group in the daily consumption
curves are found.

Table 3. Creation of fraudulent curves.

Standard Deviation Fraudulent Curves

MIN MAX
Min. % of

Admissible Variation
% Min. of

Variation Chosen
Max. %

Variation Chosen

Group Monday to Friday 0.172888139 0.303566006 30.35% 35.00% 85.00%
Group Weekend 0.228457341 0.32703843 32.70% 35.00% 85.00%
Group Holidays 0.210337241 0.344457664 34.45% 35.00% 85.00%

The percentages of decrease, which are between 35% and 85%, create fraudulent
curves; these are randomly chosen values and form curves with abnormal consumptions
for each type of fraud (in blue color), with respect to the normal energy consumption curves
(in orange color), as shown in Figure 6. Each chart has a label that shows the customer code
plotted, the type of fraud performed, and the percentage that has been decreased to the
normal consumption curve.

 

Figure 6. Normal and fraudulent consumption curves with percentage decrease. (a) Type 1 with
36% of customer 6 in zone 2. (b) Type 2 with 56% of customer 4 in zone 1 and (c) Type 3 with 82% of
customer 6 in zone 7.

2.3. Construction of the Neural Network

The neural network model to be built is shown in Figure 7, where can see the input,
hidden and output layer (rectangles blue color), the main hidden layer is constituted for
three hidden layers (rectangles red color) with eighty nine, ninety, eighty nine neurons
respectively and the black arrows show the density connection into NN; It is one of the three
models to be built for each group is shown. The hyperparameters are parameters external
to the model itself, set by the neural network programmer, for example, the selection of
the activation function to use or the batch size used in training. The model parameters are
internal to the neural network, for example, the weights of the neurons. Stating that the
hyperparameters are the adjustable parameters used to control the training process of the
model, it must be specified that the values set for each model are different since each data
set has different row dimensions.
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Figure 7. Model network design for the holiday group.

2.3.1. Construction of the Neural Network

For the construction of the neural network, the free software KNIME Analytics Plat-
form 4.7.1 is used which, despite its high performance in the handling of large data sets,
must be linked to the installation of the “Python Deep Learning” package with the Keras
and Tensor Flow 2 libraries, which are compatible with Python 3.6.13, which comes by
default in the installation of Conda in its latest version (Conda 4.12.0). Figure 8 shows the
linked software so that the libraries can be used for the construction of the neural network.

2.3.2. Configuration of the Neural Network

For the configuration of the neural network model, the following nodes must be
configured: Keras Input Layers, Keras Dense Layers, Keras Network Learner, Keras Net-
work Executor, and a node for the visualization of results which will be Line Plot (local)
after forming the complete data (real data and fraudulent data of the three types). The
hyperparameters shown in Figure 8 exist in order to form the densely connected neural
network that will be trained and tested to check if it is learning and generating knowledge
in the identification and classification of curves with sub-register with a value of 1 and
normal curves with values of zero. For more information on this, see the thesis work [10],
where the process followed in the reading, classification (training, validation, and test data),
learning, validation, and testing of the formed groups are shown in detail.

The neural network model and the data execution nodes will be shown configured
in the work area, as shown in Figure 9, where all the nodes are executed and in green
color, showing the correct procedure in data loading and filtering, configuration, training,
validation, and testing of the neural network model. The yellow nodes represented the data
conditioning, the magenta nodes show the tag assignment, the brown nodes present the
neural network architecture and finally the green nodes evince the trained network model.
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Figure 8. KNIME—Python link and deep learning libraries.

 
Figure 9. Completed neural network in the working environment.

This process of building the neural network model must be performed for each
classification group (Monday to Friday, weekends, and holidays), so, in the end, three
neural network models will have to be trained, see [10].
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3. Results

The results are focused on the prediction performed by the neural network to classify
real and fraudulent curves, so they will focus directly on the accuracy and loss margins of
the trained neural network.

3.1. Accuracy

In the option View: Learning Monitor of the Keras Network Layer, the Accuracy of the
training can be observed, which indicates the model accuracy and how the model is learning
with the Batches configured during the construction of the network, as shown in Figure 10.
In Figure 10 it can also be seen that the smoothed curve of the training data (in red color) is
reaching the values of the smoothed curve of the validation data (in blue color), with small
and acceptable error margins within the training. This confirms that Adam’s optimization
function and the activation functions configured in the hidden layers work together for
the learning of the neural network. Also, these results can be verified between the curves
of the training data (in pink color) and the validation data (in lilac color), as the values
change abruptly at the beginning and the others describe the step function of the activation
function Binary cross entropy as they pass the Batch configured during the learning process of
the model, adjusting until the necessary knowledge base for the neural network is achieved.

 
Figure 10. Accuracy curves of the neural network.

3.2. Losses

In the Loss tab, within the same View: Learning Monitor, it can be observed how the
values of the error calculated by the Binary cross entropy function, used for the classifi-
cation of the curve patterns, make the values desirable since the error tends toward zero
and the curves converge as the Batch and Epoch are advancing, as shown in Figure 11.
Here, it can also be seen that the red curve (Smoothed Training Data) and the blue curve
(Smoothed Validation Data) generate increasingly similar values, reaching a minimum
distance between the predicted values and the desired values. Between the purple curve
(Validation Data) and the pink curve (Training Data), we can see the abrupt changes that the
network model undergoes, showing how the configured hyperparameters make the model
predict and learn the expected responses. When the accuracy and error curves follow the
same trend, it is an indicator that it is a good model.
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Figure 11. Losses curves of the neural network.

3.3. Tests

With the trained neural network, tests are performed with data from 20 new customers
that are completely unknown to the trained network, where the network analyzes 2 months
of historical data from 1 June to 31 July 2023. This period has the particularity of not
containing holidays, making 61 days to be analyzed, and the results will be shown with the
Line Plot Node.

The results of the prediction accuracy in red line of the weekend data evaluated on the
neural network (18 days) are shown in Figure 12.It can be said that customers 1_2, 1_4, 1_5,
1_8, 3_1, and 7_2, present anomalous consumptions because the red dots have values close
to Boolean value one, being possible customers that are performing to register abnormal
consumptions or under-registering energy.

Finally, we analyze the data for the group from Monday to Friday (43 days), and we
can say that customers 1_4, 1_8, and 7_2, repeat this pattern of anomalous consumption or
under-registration of energy, as shown in Figure 13, where we can clearly observe that the
high Boole values of these customers are approximated to one, corresponding to abnormal
energy consumption.

 

Figure 12. Weekend neural network results.
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Figure 13. Results of the neural network from Monday to Friday.

With the results given, it can be affirmed that clients 1_4, 1_8, and 7_2 are candidates
to be inspected for abnormal consumption. Previously to the culmination of this article,
EEASA indicated that, after an inspection was carried out, one of the clients is a frequent
recipient of fines for this particularity and the other two presented technical reports of cor-
rective maintenance for problems in their machinery, causing the low energy consumption
that they regularly register during their regular operation.

4. Conclusions

In the development of the neural network model, the training process is important,
since the hyperparameters must be correctly chosen and configured (structure and topology
of the neural network: number of layers, number of neurons in each layer, activation
functions, etc.; at the level of the learning algorithm: the Epoch, the Batch Size, the Learning
Rate, the Momentum, etc.). The hyperparameters (structure and topology of the neural
network: number of layers, number of neurons in each layer, activation functions, etc.; at
the level of the learning algorithm: Epoch, Batch Size, Learning Rate, Momentum, etc.)
are important because they fulfill their function at each stage, being an essential step to
achieve an acceptable neural network model, so that it fulfills the objective for which it
was designed.

In the training process, if the expected results are not achieved, the hyperparameters
must be changed, such as varying the number of neurons in the hidden layers in accordance
with the number of variables entered, as well as choosing appropriate activation functions.
This is important since one of their main functions is to model the nonlinearity of the data
and these are transcendental decisions in the training of the model and since they are in
charge of activating or not activating these neurons in each training cycle.

Loss and Accuracy functions should be analyzed and monitored during the model
training process because the shape and trend allow us to know if the network is learning.

Overfitting (overfitting or overtraining) and underfitting (undertraining or underfit-
ting) are references that make the neural network model unable to capture the underlying
trends of the data, i.e., when generalizing the model, it does not fit with the knowledge it
is expected to acquire, causing the Accuracy and Loss curves to diverge and the network
model to fail to fulfill the purpose for which it was created.
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Abstract: This study evaluated the use of GFDM transmission in passive optical networks (PONs) by
comparing the performance of coherent and non-coherent optical receivers using OptSim 2023.12sp2
and Matlab 2018b ®. The study concentrated on transmitting 10 Gb/s radio frequency signals over
optical fiber, emphasizing the significance of high-speed fronthaul links for 5G networks. The findings
demonstrated that coherent detection markedly enhances receiver sensitivity by approximately 3 dB
compared to direct detection, thereby augmenting the capacity of optical fronthaul networks despite
the elevated cost. Additionally, the study recommended investigating pre- and post-compensation
techniques to mitigate signal dispersion in optical fibers for further performance optimization.

Keywords: IM-DD; coherent optical receivers; PON; optical access network

1. Introduction

The growing demand for higher data transmission speeds presents considerable
challenges for network operators and service providers. Next-generation networks provide
a crucial solution to address these challenges, particularly in complex scenarios involving
advanced mobility, large user bases, and rigorous data requirements. Optical access
networks are particularly well-suited for emerging applications such as mixed reality,
augmented reality, holographic communication, the Internet of Things (IoT), and digital
sensing. These applications necessitate high-capacity, low-latency, and high-reliability
networks to ensure the delivery of quality experiences and adherence to the requisite
Quality of Service (QoS) levels [1,2].

PONs have undergone significant advancements to meet the escalating bandwidth
requirements and user numbers. Conventional direct detection (IM-DD) methodologies
are being augmented by sophisticated techniques to augment network capacity. One
such advancement is the G.989.1-Next-Generation Passive Optical Network 2 (NG-PON2)
standard, which supports data transfer rates of up to 100 Gbps or more [3,4]. To attain
these speeds, coherent detection—a technology heretofore employed in long-haul networks
for its superior performance—is now being adapted for PONs. Coherent detection offers
markedly enhanced receiver sensitivity in comparison to IM-DD, rendering it an optimal
choice for fulfilling the performance expectations of contemporary optical networks [5,6].
The latest advances in digital signal processing (DSP) have further enabled coherent
detection-based PON systems to support high-speed optical access networks with data
rates exceeding 100 Gbps [7].

This study examines the potential applications of PON technology in the fronthaul
link of a 5G mobile network, with a particular focus on comparing two optical transmission
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schemes: the two optical transmission schemes under consideration are intensity modu-
lation with direct detection (IM-DD) and Coherent Transmission-Detection. Through co-
simulation with OptSim 2023.12sp2 and Matlab2018b®, the performance of these schemes
was evaluated using GFDM signals modulated with 4QAM and 16QAM over 20 km of
single-mode fiber at a rate of 10 Gb/s [8].

The study’s objective is to enhance the fronthaul link’s capacity by considering the
type of optical detection, modulation formats, and digital post-processing. The findings
demonstrate that coherent transmission markedly enhances receiver sensitivity by approxi-
mately 3 dB compared to direct detection, indicating a considerable expansion in network
capacity. However, the high cost of implementing coherent detection remains a significant
drawback. Furthermore, the study investigates pre- and post-compensation techniques for
dispersion in optical fibers.

Using BER and EVM analysis, this paper will compare receiver sensitivity between
coherent and direct detection. Section 2 reviews previous work, Section 3 provides a
theoretical analysis of detection methods, Section 4 discusses system architecture and
co-simulation scenarios, and Section 5 presents the co-simulation results and summarizes
the findings.

2. Related Works

The enhancement of optical system capacities represents a pivotal challenge driven by
the expanding demand for data and the necessity for integration with existing technologies.
The evolution of PONs aims to enhance their performance, with the deployment of coherent
detection techniques offering notable advantages over direct detection. This approach
has the potential to boost capacity and sensitivity. OOK (on–off keying) modulation is
a prevalent choice in coherent detection systems due to its simplicity and efficacy. It
facilitates implementation and compatibility with direct detection techniques, reducing
system complexity. Moreover, its capacity to adapt to noise and turbulence conditions
renders it a promising candidate for enhancing BER in PON-WDM networks. A modified
OOK system was demonstrated to enhance BER performance and electrical signal-to-noise
ratios (SNRs) in ID/MM systems. At a BER of 10−4, a 2.2 dB and 4.2 dB improvement in
SNR was observed between an optimized and an adaptive detection system, respectively.
Moreover, a reduction in the power penalty of between 2.0 and 4.0 dB was observed at
a BER of 10–12 under conditions of weak turbulence [9]. Another study [10] presented a
64 QAM phase-modulated system capable of transmitting at 168 Gbps over 170 km. This
system demonstrated improvements in receiver sensitivity and a reduction in BER through
coherent detection.

Building upon this line of inquiry, the work of [11] continues to serve as a foundational
reference, illustrating a receiver sensitivity of −53 dBm at 311 Mb/s with an optical link bud-
get of 50 dB through real-time data processing. The optical power/loss budget represents
a pivotal aspect, necessitating the incorporation of intensity modulation/direct detection
(IM-DD) solutions to attain a 29 dB budget, thereby ensuring compatibility with existing
fiber-optic infrastructures [12]. Furthermore, the intricate nature of PON systems operating
at 100G or above necessitates the incorporation of sophisticated components, including
photon detectors and transimpedance amplifiers, which could potentially lead to increased
costs and complexity. The study [13] presented a 100 Gb/s UD-WDM coherent PON system
for fronthaul in 5G networks, improving receiver sensitivity to −26 dBm. These advances
reflect continued progress towards faster and more efficient optical networks designed to
meet the growing demand for data.

Consequently, recent research has demonstrated that, following a propagation distance
of 120 km, a received coherent OFDM signal’s radio frequency (RF) spectrum undergoes
expansion due to chromatic dispersion and polarization mode dispersion (PMD) in single-
mode fiber. OFDM technology is employed to mitigate these effects, offering a more cost-
effective alternative to traditional OOK systems. Furthermore, it has been observed that by
increasing the laser power from −16 dBm to 0 dBm, the Q factor improves significantly, and
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the BER is reduced, indicating an improved system performance [14]. However, the authors
do not mention the receiver sensitivity or if they are close to the values recommended by
GPON standards.

3. Background

3.1. Direct Detection

Due to its simplicity and cost-effectiveness, direct detection is the prevailing technique
in contemporary PONs. In this configuration, the optical signal is converted directly into
an electrical signal by a photodetector, typically an inversely polarized photodiode. This
generates a photocurrent that is proportional to the received optical power. The resulting
electrical signal is proportional to the intensity of the modulated optical signal. However,
this technique has significant limitations, as it only captures the optical signal intensity,
omitting phase information, which limits the data transmission capability and reduces
the spectral efficiency. Furthermore, the electrical signal is susceptible to various forms of
noise, including thermal, shot, and photodetection noise, which can impair signal quality.
Moreover, the encoding of the signal in a single polarization results in a reduction in both
the spectral and power efficiency of the system [5,15].

The signal strength constrains the functionality of these devices, as they are only
capable of detecting and demodulating the information present within the optical signal
strength. Encoding the signal in a single polarization reduces both the spectral efficiency
and the power efficiency of the system, and information regarding the signal phase is
lost. The optical signal E(t), as described by Equation (1), is converted into an electrical
signal i(t) at the output. This transformation results in the conversion of an optical power
pulse into an electrical current pulse, as illustrated in Figure 1. This conversion enables
the information to be processed and recovered. However, only the intensity information is
retained, resulting in the loss of the phase of the original signal.

E(t) = A(t)ejθ(t)ejω(t) (1)

   

Figure 1. Scheme of direct detection on the photodetector.

The received optical signal is represented by three parameters: the amplitude, given
by A; the phase, which is expressed as ejθ(t), and the angular frequency, which is repre-
sented by ejω(t). The direct detection response is the electrical signal at the output of the
photodetector i(t),which is determined by Equation (2). This Equation shows that the
electrical current is proportional to the optical field power P(t) entering the receiver. The
proportionality constant is related to the responsivity of the photodetector (R) and the
thermal noise components generated in the photodetector process (θn). Consequently, the
phase information of the transmitted signal is irretrievably lost [16,17].

i(t) = RP(t) + θn(t) (2)

3.2. Coherent Detector

The coherent detection system utilized in optical networks is more intricate and costly
than direct detection. It comprises a set of high-sensitivity photodiodes, a local oscillator,
and various high-performance optical and electronic components. The coherent receiver’s
advanced design enables the complete extraction of information from the received signal,
including amplitude, phase, and frequency. This markedly enhances spectral efficiency
and detection capability.
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One of the most notable advantages of coherent detection is an increase in receiver
sensitivity of up to 20 dB, as documented in the reference [18]. The extent of this increase
is contingent upon the modulation format utilized and the multiplexing mechanisms em-
ployed. For instance, sophisticated modulation formats, such as quadrature amplitude
modulation (QAM) or phase shift keying (PSK), can considerably benefit from the capabili-
ties of coherent detection [5,19]. Furthermore, coherent detection mitigates the impact of
nonlinear effects within the optical fiber. This is made possible by the complex photodiode
system’s nonlinear response, which enables more effective management and correction
of nonlinear distortions that can impact data transmission at high speeds and over long
distances. Mitigating nonlinear effects results in cleaner and more efficient transmission,
enabling a longer range and superior signal quality.

Coherent detection also enables a more efficient utilization of the available spectrum
in terms of spectral efficiency. The ability to demodulate and detect signals with greater
accuracy allows for using narrower channels, thereby increasing the amount of data that
can be transmitted per unit of bandwidth. This is particularly significant in high-capacity
applications, where bandwidth is a valuable and scarce resource.

Figure 2 illustrates the schematic of the coherent detector, which incorporates a 90◦
hybrid coupler. This component combines a 2 × 2 coupler with a 90◦ phase shifter, thereby
enabling the combination of the input signal and the local oscillator signal. Because of
this combination, two current signals, designated as i1(t) and i2(t), are generated. These
signals are ideally modeled as a nonlinear response with an intermediate frequency (IF).
The IF is the difference between the input signal and the local oscillator frequency. This
relationship is expressed in Equation (3), where ωs represents the frequency of the received
optical signal and ωLO corresponds to the frequency of the local oscillator [16].

ωIF = ωs − ωLO (3)

Figure 2. Homodyne coherent detector scheme with a 90◦ hybrid coupler.

Figure 2 shows the complex envelope of the received signal E(t) and the signal ELO. In
Equations (6) and (7), P is the optical power of the input signal, PLO is the optical power of
the local oscillator (LO), θns contains the modulated phase information, and θLO represents
the phase noise generated by the devices.

E(t) = Re{E ∗ ejωt ∗ Ê} (4)

ELO(t) = Re{ELO ∗ ejωt ∗ ˆELO} (5)

E(t) =
√

P ∗ ej(θ+θns) (6)

ELO(t) =
√

PLO ∗ ejωIF ∗ ejθLO (7)

At the output of the 90◦ hybrid, two current signals are obtained as described in
Equation (8), where Δθ is the difference between the noise θns and θLO.

i12(t) =
R
2

{
P + PLO ± 2

√
P ∗ PLO sin(ωIFt + Δθ + θ) ∗ Ê ∗ ˆELO

}
(8)
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where (P + PLO) represents the interference between the received signal and the LO refer-
ence signal, which can be canceled by electronic domain processing or by balanced coherent
detection. Balanced detection results in a current signal described by Equation (10). Bal-
anced detection suppresses the DC component, so the current signal depends on the
amplitude and phase of the signal.

iDE = i1(t)− i2(t) (9)

iDE = 2R
√

P ∗ PLO sin(ωIFt + Δθ + θ) ∗ Ê ∗ ˆELO (10)

On the other hand, to cancel the phase noise, Equation (11) [20] can be used for the
two current signals obtained at the output of the 90◦ hybrid. This operation improves the
signal power.

Io(t) = i12(t) + i22(t) (11)

4. System Design and Implementation

4.1. System Implementation

Figure 3 shows the block diagram of the transmission system, where the dotted blocks
represent the Matlab 2018b® tool, while the solid line represents the Optsim 2023.12sp2
simulation tool within the same environment [21].

Figure 3. Access network co-simulation configuration with ID-/MM-IDDC SetUp.

The optical transmitter comprises a co-simulation block in Matlab 2018b®, where,
in the GFDM signal for the fronthaul link of the 5G network, it is generated through the
co-simulation interface with OptSim 2023.12sp2. A vector comprising 10,100 random
symbols is created, which is then mapped into a digital modulator to produce a vector
d = [d0, d1, . . . . . . , dn ]. The 4-QAM and 16-QAM symbols have been optimized for BER of
10−3. The analysis considers an additive white Gaussian noise (AWGN) channel, assuming
a uniform error probability among the bits. A continuous wave (CW) laser source at
1550 nm, with a pulse width of 10 MHz, serves as the optical source, interfacing with the
optical distribution network (ODN) and functioning as the transmitter. The minimum
optical power required for injection is 6 dBm, corresponding to Class C.

The amplified signal was modulated using an intensity modulation and direct or
coherent detection (IM-DD/IM-CD) system. Correctly selecting the bias voltage for the
Mach–Zehnder modulator (MZM) is essential to ensure its optimal performance. An
appropriate bias voltage is critical to avoid signal clipping during the intensity modulation
process. In this case, a bias voltage of 2.5V was determined to obtain an adequate BER
value, less than 10−3 [22].

After modulation, the optical signal was transmitted over a 20 km single-mode
fiber (SMF) G652D. This fiber has an attenuation of 0.25 dB/km, a dispersion not ex-
ceeding 17.0 ps/(nm km), and a polarization mode dispersion (PMD) less than or equal to
0.1 ps/

√
km, including the nonlinear effects of the fiber. A variable optical attenuator
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(VOA) was incorporated into the optical link to simulate variations in the received optical
power, especially as the number of users increases. This attenuator allowed the attenuation
to vary between 10 dB and 30 dB, corresponding to a received power range of −13 dBm to
−30 dBm. This attenuation range is critical for determining BER and EVM under different
operating conditions.

The direct detector is configured with a PIN photodiode that exhibits a sensitivity
of 0.8 A/W, a dark current of 0.1 nA, and a bandwidth of 10 GHz. In the case of the
homodyne coherent detector configuration, an external continuous wave (CW) mode laser
is employed as the local oscillator (LO), in conjunction with a 90◦ optical hybrid. In this
configuration, the local oscillator (LO) and the received carrier are set to a zero-phase
shift; that is, the LO laser frequency is tuned to the same frequency as the transmitter, at
193.41 terahertz (THz), with an optical power of 6-decibel milliwatts (dBm) and a pulse
width of 10 megahertz (MHz), matching the transmitter values. The coherent detector with
a 90◦ hybrid comprises four PIN photodiodes, each with specifications of 0.8 A/W, 0.1 nA,
and 10 GHz, in conjunction with an ideal phase conjugator that mixes the received optical
signal with the local oscillator signal with an offset of 90◦.

The electrical signal recovered in both detection schemes is processed in Matlab
2018b®, where demodulation is performed to recover the transmitted bits. In this process,
the signal power is normalized, the offset voltage is eliminated, Butterworth low-pass
filters are applied, and an equalizer is incorporated for the GFMD signal. This results in
an improvement in the quality of the recovered signal and the optimization of system
performance. Moreover, the two currents obtained at the output of the coherent detector
are combined into a single current using Equation (11) before proceeding with the post-
processing above.

4.2. Limitations of the System

While a reduction in the optical power necessary to achieve specific BER levels by the
GPON standard has been attained, several limitations warrant consideration. Primarily,
the system’s intricacy is significantly greater than that of the direct detection, necessitating
sophisticated equipment such as local, stable lasers and specialized modulators, thereby
increasing operational complexity. Furthermore, the financial burden associated with co-
herent detection is considerable, largely due to the necessity for specialized equipment and
DSP, which can also result in latency and increased power consumption. Local laser phase
stability and noise have the potential to negatively impact signal quality, while sensitivity
to fluctuations in signal polarization introduces an additional challenge [22]. Coherent
detection systems necessitate precise frequency alignment between the received signal
and the local laser to prevent misinterpretation. Compatibility with existing technologies
can be complex and costly, and although DSP helps mitigate chromatic dispersion and
other nonlinear effects, these extreme conditions still present significant challenges. These
limitations underscore the necessity for developing technical and economical solutions to
optimize coherent detection performance in practical applications.

5. Performance Evaluation

As illustrated in Figure 4a, both detection techniques demonstrate an impressive
ability to achieve a remarkably low BER of 10−4. However, coherent detection exhibits a
distinct advantage in requiring approximately 3 dB less received power to achieve a BER of
10−3 ompared to direct detection, as evidenced by a leftward shift in receiver sensitivity.
This advantage can be attributed to the ability of the coherent receiver to combine the
received signal with the local oscillator power in a 90◦ hybrid detector, complemented
by more sophisticated signal processing. The enhanced sensitivity attained with coherent
detection is particularly pertinent in high-speed optical communication applications, where
it is crucial to sustain consistent performance under high attenuation conditions. However,
to reinforce and contextualize these findings, it is vital to juxtapose them with recent studies
that have showcased improvements in receiver sensitivity through advanced techniques,
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such as digital dispersion compensation and the deployment of high-efficiency modulators.
These emerging technologies could offer further insights to optimize coherent detection in
high-demand environments.

Figure 4. (a) Characteristic curves of BER vs. received power. (b) Characteristic curves of EVM vs.
received power IM-DD/IM-CD for 4 QAM.

The network performance was evaluated by EVM, for four QAM, where coherent
detection requires a minimum receiver power of -29 dBm to achieve an EVM of 28%,
corresponding to a BER of 10−3 indicated by the dotted line in Figure 4a. This represents a
3 dB improvement over direct detection, which requires at least −26 dBm at the receiver
to achieve the same EVM threshold in Figure 4b. The results highlight the significant
advantage of coherent detection regarding signal sensitivity and accuracy. The ability
of coherent detection to operate with higher signal attenuation without compromising
transmission quality is essential for optimizing performance in high-speed, long-haul
optical communications systems.

A comparative analysis of BER and EVM curves as a function of received power was
conducted for the 16-QAM modulated signal. The findings are presented in Figure 5a. The
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results indicate that the highest receiver sensitivity is achieved when a coherent detector
is employed. To achieve a BER of 10−3, the receiver sensitivity with coherent detection
is approximately −23 dBm, whereas direct detection necessitates a received power of
−19 dBm. The 4 dB discrepancy between these methods, as illustrated in Figure 5a,
highlights the superiority of coherent detection. Moreover, the examination of the EVM
curve regarding received power, illustrated in Figure 5b, demonstrates comparable results.
The superior performance of the coherent detector, which requires less received power to
maintain a BER of 10−3, is confirmed. It is crucial to acknowledge that the penalty associated
with employing a non-coherent receiver compared to a coherent one is approximately
3 dB. This implies that a non-coherent receiver necessitates 3 dB more power to attain the
same BER. This underscores the significant benefit of coherent detection in systems where
received efficiency is of paramount importance.

Figure 5. (a) Characteristic curves of BER vs. received power (b) Characteristic curves of EVM vs.
received power; IM-DD/IM-CD for 16 QAM.
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The analysis additionally encompasses the 5G optical fronthaul link, wherein enhanced
performance was discerned by deploying a coherent detector. The system achieved the
targeted BER of 10−3 with a reduced received power of approximately −29 dBm, which
met the specified performance criteria. In this analysis, it is assumed that there is a loss
of 0.2 dB per kilometer over 20 km for the GFDM signal. These findings reinforce the
superiority of the proposed coherent receiver, particularly in the context of 4QAM and
16QAM schemes, concerning the requisite received signal power. The performance of a
5G fronthaul optical link was evaluated using coherent detectors, demonstrating a notable
enhancement in comparison to non-coherent detectors. The results show that a BER of
10−3 was attained with an approximate received power of −29 dBm, which exceeded the
performance requirements established by the ITU-T G.948.2 standard, which is −26 dBm
using an OOK signal in this standard.

6. Conclusions

In conclusion, this study comprehensively compares direct and coherent detection
schemes in PONs, demonstrating that coherent detection exhibits superior performance for
4QAM and 16QAM signals. The results demonstrated that coherent detection exhibited
approximately 3 dB higher sensitivity than direct detection, consistent with the ITU-T
G.948.2 PON specifications. The implementation of GFDM modulation and signal post-
processing has been demonstrated to enhance the spectral efficiency and system capacity
compared to traditional OOK systems. Notwithstanding the elevated complexity and
cost associated with coherent technology, its capacity to maintain a BER of less than
10−4 and achieve acceptable EVM levels underscores its effectiveness in advanced optical
communications. Moreover, while 4QAM requires less power and is less susceptible to
distortion, 16QAM offers twice the information capacity, and coherent detection achieves a
more favorable sensitivity penalty compared to direct detection. In conclusion, the results
demonstrate the robustness and efficiency of coherent detection in high-speed optical
communications, making it the preferred choice for next-generation fronthaul networks,
provided that cost and complexity issues can be effectively addressed.
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Abstract: The implementation of inductive compensation in the two-scale models of the extra-high-
voltage transmission line, without and with transposition, of the Physical Laboratory of Electric Power
Systems (PLEPS) is presented. As they have voltages above the normal operating range, for a situation
like that of the real 500 kV Coca Codo Sinclair–El Inga lines in Ecuador, the problem was solved by
incorporating parallel inductive reactors located at the ends of the lines. The fixed bus compensation
used was carried out by means of three-phase inductors in star connection with neutral-to-ground
voltage and built-in iron cores with pitches of 50, 75 and 100% of the design capacity.

Keywords: inductive compensation; transmission line scaled models; design and construction

1. Introduction

Extra-high-voltage (EHV) transmission lines tend to have overvoltages due to the
capacitive effect. To maintain voltage levels within the safety range, one of the solutions
used in transmission systems is the injection of reactive power [1]. Transmission lines
operating with light or no loads may experience phenomena such as the Ferranti effect.
This phenomenon manifests itself when the voltage at the receiving end of the line exceeds
the voltage at the sending end, due to the current injected by the capacitance distributed
along the line, which causes a voltage increase in the phase with the voltage of the sending
end. This increase builds up to the receiving end, resulting in a higher voltage under low-
or no-load conditions [2].

To address these challenges, inductive compensation is presented as an effective
solution to counteract the adverse effects of line capacitance, absorbing reactive power
to keep the receiving-end voltage magnitude close to the rated voltage [3]. This work
focuses on the design and construction of scaled inductive compensators, specifically for
a model of the Coca Codo Sinclair–San Rafael–El Inga transmission lines, developed at
the PLEPS. The steps involved in the process are detailed, ranging from the dimensioning
of the compensating power to the operational tests of the system. The work provides
a comprehensive view of the calculation of electrical parameters, selection of materials
and experimental procedures necessary to validate the technical specifications established
during the design.

One of the best ways to understand and learn the electromagnetic phenomena that
occur in an electrical system is through a complete physical modeling of its three-phase
components, within its size limitations, since it considers asymmetry, electromagnetic
couplings and nonlinearities of its elements, as well as the imbalances of its variables,
among others. The following statement is relevant in this context: “The complexity of
modern power systems is increasing, and thus is requiring of both power engineers and

Eng. Proc. 2024, 77, 31. https://doi.org/10.3390/engproc2024077031 https://www.mdpi.com/journal/engproc308



Eng. Proc. 2024, 77, 31

systems operators a corresponding greater knowledge base upon which to draw form to
understand the phenomena occurring in the system, from a systems point of view. This
increased understanding cannot be achieved solely through digital modeling but must be
complemented by physical modeling” [4].

In the 1970s and 1980s, electromagnetic phenomena were studied in TNA; however,
with the development of software, it came to replace it, leaving a void in the research
and development of electrical engineering. Some teaching equipment suppliers have
three-phase components with many limitations, such as mutual impedance modeling and
unloaded and loaded taps on transformers with voltage and angle control. Therefore, a
main objective of the Department of Electrical and Electronic Engineering of the National
Polytechnic School is to continue developing a physical laboratory based on a scaled
power system with four energy sources, two transmission corridors and load centers with
residential, commercial and industrial load types as well as a LVDAC-EMS computerized
data acquisition system, as shown in Figure 1.

Figure 1. Diagram of the Physical Laboratory of Electrical Power Systems.

Through this research, we seek to demonstrate how the implementation of inductive
compensators can mitigate the effects of the Ferranti effect and optimize the performance
of transmission lines in a controlled environment with a laboratory voltage level, providing
a practical and detailed approach to inductive compensation in EHV transmission systems,
such as 500 kV Coca Codo Sinclair–El Inga lines in Ecuador [5].

2. Description of Scale Models of 500 kV Transmission Lines

Inductive compensation is usually placed at the beginning and end of high-voltage
transmission lines. The specifications of the actual transmission system and the scale
models of the laboratory are presented in Table 1.

Table 1. Specifications of actual transmission line and scale models.

Description Actual System Model 1 * Model 2 **

Base power 1000 MVA 5 kVA 5 kVA
Base voltage 500 kV 220 V 220 V

Base impedance 250 Ω 9.68 Ω 9.68 Ω
Frequency 60 Hz 60 Hz 60 Hz
Resistance 0.015324 Ω/km 0.06708 Ω 0.17947 Ω

Inductive reactance 0.332239 Ω/km 1.55696 Ω 1.52105 Ω
Parallel admittance 4.9857 μS/km 18,835.762 μS 19,049.285 μS

*: Without transposition, **: with transposition.
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The scale models were built to represent the Coca Codo Sinclair–San Rafael–El Inga
transmission system, which covers approximately 126 km at 500 kV, Figure 2. This system
was specifically chosen due to its critical role in the National Interconnected System, as
it interconnects the largest hydroelectric plant in Ecuador. One of its complexities is the
installation of inductive reactors of 30 MVAr per line at both ends. These reactors are
essential for controlling voltage levels and minimizing reactive power imbalances.

Figure 2. Scale models of the Coca Codo Sinclair–San Rafael–El Inga transmission lines.
(a) Model 1 [6]; (b) Model 2 [6], Lii and Lij are self and mutual inductances.

The decision to focus on this system was also due to the need to model real conditions
in the transmission of large powers.

To obtain the transmission line models, scaling factors are determined considering the
voltage and base power of the real system and PLEPS. To calculate the values in per unit of
the actual transmission line, the following base quantities are considered:

V actual base= 500 kV and Sactual base = 1000 MVA,

while the base quantities compatible with the PLEPS are as follows:

Vmodel base= 220 V and Smodel base = 5 kVA.

Based on the above relationships, the scaling factors of the transmission line scale
model are presented [6,7].

Zmodel [Ω] =
Zmodel base [Ω]

Zactual base [Ω]
Zactual [Ω]

Zmodel [Ω] =
(Vmodel base)

2

Smodel base
· Sactual base

(Vactual base)
2 ·Zactual [Ω]

Ymodel

[
Ω−1

]
=

Ymodel base

[
Ω−1

]
Yactual base

[
Ω−1

]Yreal

[
Ω−1

]

Ymodel

[
Ω−1

]
=

Smodel base

(Vmodel base)
2 · (Vactual base)

2

Sactual base
·Yactual

[
Ω−1

]
3. Design and Construction of the Inductive Compensation Coils

The design of inductive compensation coils involves a series of key steps that ensure
their effective operation within the scaled transmission models in a laboratory environment.
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The flowchart in Figure 3 illustrates the logical sequence followed in the design process
from the acquisition of initial parameters to the core construction.

Figure 3. Design flowchart for inductive compensation winding construction.

Determining the reactive power for compensation is one of the crucial steps in the
design of inductive compensation coils. This calculation is approached through two
methodologies: using the power of the inductive reactors installed in the actual transmis-
sion system Coca Codo Sinclair–San Rafael–El Inga and considering the parameters of the
scale model of the transmission line. Both methodologies allow compensation adjustments
to be made according to the specific characteristics of the power transmitted to the load.

The first approach involves carrying out the process of scaling up the power of the
inductive reactors installed in the 500 kV transmission system to the bases of the PLEPS
(220 V and 5 kVA) using Equation (1).

Smodel = Sreal

(
Smodel base
Sactual base

)
(1)

The second approach uses the PLEPS transmission line scale model, as the calculation
of the compensation power is based on the electrical parameters of the scale transmission
line considering a compensation factor kc of 70% to avoid the resonance effect of the parallel
branches of the line [1,8].

kc =
BL
BC

(2)

The calculation of the compensating power is performed per phase according to
Equation (3), where Qc/phase is the compensating power per phase, Vf n is the nominal
neutral-phase voltage of the transmission line, Zcomp is the compensating impedance, BC is
the parallel capacitive susceptibility of the transmission line in μS/km, and   is the length
of the transmission line in km, Equation (4).

Qc/phase =
V2

f n

Zcomp
[VAr] (3)

Zcomp =
1

Bc
2 ∗   ∗ kc

[Ω] (4)

The total capacity of the inductive compensation modules is equal to the sum of the
compensation power of each phase, Equation (5).

Qc = 3Qc/phase [VAr] (5)

In this work, we decided to design and build three-phase modules made up of three
inductors with a silicon steel core, which reflects the operation of an inductive compensation
reactor in parallel that is installed in the EHV transmission lines. Steel-core inductor banks
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allow for reactive power absorption, counteracting the capacitance effects of laboratory
transmission line models. Considering the constructive layout of the transmission line scale
models, these compensators are placed at the end of each module.

Three levels have been established: 100%, 75% and 50% of the compensation power
determined with the methodologies described above. This step, indicated in Figure 3,
allows for controlling reactive power according to the needs of the transmission line.

The next step in the flowchart is to calculate the inductance and number of turns. To
achieve this, compensating power is used in Equation (6). And with the inductance ob-
tained, the number of turns of the windings of each inductor is calculated with
Equation (7) [9].

Qc/phase =
V2

f n

2π f L
[VAr] (6)

L =
4πAcN2

MPL
μm

× 10−7 [H] (7)

The core of the inductors is constructed using standardized Type EI sheets made of
silicon steel, as shown in Figure 3. The EI-type laminate allows easy assembly of the cores,
ensuring uniform distribution of magnetic flux and reduction in eddy current losses. At
this step of the flowchart, it is necessary to determine the gauge of the conductor. The
maximum current flowing through the winding is calculated with Equation (8) and with
the use of manufacturers’ tables, the appropriate conductor gauge can be chosen.

I =
S
V

[A] (8)

The calculations obtained in the design are presented in Table 2.

Table 2. Summary of inductive compensator design calculations.

Design Parameter Symbol Case 1 Case 2

Single-phase compensation power (100%, 75%, 50%) Qc/phase 50, 37.5, 25 VAr 53.78, 40.34, 26.89 VAr
Core material - Silicon steel Silicon steel

Lamination type - EI-125 EI-125
Inductance (100%, 75%, 50%) L 0.8557, 1.1408, 1.7113 H 0.7957, 1.0609, 1.5914 H

Number of turns (100%, 75%, 50%) N 304, 351, 430 293, 338, 413
Conductor gauge - 22 AWG 22 AWG

With the calculations of the design values, the necessary materials for the manufac-
ture of both the windings and the core are obtained. As illustrated in Figure 3, for the
construction of the inductors, the wire windings are made in the formworks; for this, a
machine with a turn counter is used that guarantees compliance with the number of turns
specified in Table 2. For this, it is necessary to determine the number of layers (Nlayers) and
the number of turns (Nb) per layer with Equations (9)–(11), which are also indicated in the
flowchart. In these equations, hb is the height of the coil, G is the internal height of the EI
sheets, C is the thickness of the form that isolates the winding from the steel core, fs is a
safety factor, and dc is the diameter of the conductor. Considering the number of turns of
the last compensation level N, Table 3 presents constructive characteristics of the windings.

Nb =
hb

fsdc
(9)

hb = G − 2C (10)

Nlayers =
N
Nb

(11)
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It should be noted that derivations must be made for the winding depending on the
number of turns of each compensation level. Once the windings of each of the inductors
are available, the core is built by superimposing one sheet after another, completing the
process described in Figure 3. If the sheets are placed properly, the edges are aligned
correctly; otherwise, it could cause loss of inductance. There are many techniques for
the construction of the core, but the most common and the one used in this study was
the method that consists of alternating the position of the “E” and the “I”; in this way,
maximum permeability is guaranteed.

Table 3. Winding design data.

Construction Parameter Symbol Unit Case 1 Case 2

Total number of turns N turns 430 413
Internal height of EI sheets G cm 4.8 4.8

Formwork thickness C cm 0.1 0.1
Conductor diameter dc cm 0.0644 0.0644

Number of turns per layer Nb turns/layer 68 68
Number of layers Nlayers layers 7 6

Figure 4 shows the windings constructed for an inductive compensation module for
the transposed line model of the PLEPS.

 

Figure 4. Single-phase inductor bank for an inductive compensation module: 53 VAr, 220 V, 1.5914 H,
1.0609 H and 0.7957 H, respectively.

4. Results

The tests, performed on the inductive compensation modules, are Ferranti effect test,
and operational tests with/without loads with each level of compensation, hysteresis
curves and saturation curves.

4.1. Hysteresis Curve and Saturation Curve

To validate the design of the compensators, an experimental test was carried out that
consisted of assembling an electronic circuit to obtain the hysteresis loop of each of the
single-phase inductors built. On the other hand, according to IEC 60076-6 [10], the magnetic
characteristic of an inductive reactor is the relationship between the flow links and the
current. Since flux bonds cannot be measured directly, it is possible to obtain the saturation
curve through an indirect method that consists of obtaining instantaneous measurements
of voltage and current at nominal frequency.

The curves obtained from the performance of these tests are those that are presented
in Figure 5.
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(a) (b) 

Figure 5. Curves obtained for a single-phase inductor. (a) Hysteresis curve; (b) saturation curve for
each compensation level.

4.2. Ferranti Effect

In principle, the no-load and no-compensation test is carried out, which allows the
establishment of fundamental reference parameters to demonstrate the operation of the
transmission line model before connecting the load and the inductive compensators. In this
test, it is possible to observe the Ferranti effect that occurs due to the capacities distributed
in the modules of each scale transmission line model. The results of this test are presented
in Table 4.

Table 4. Test results without load and without compensation.

Model 1 Model 2

Vab Vcb Vab Vcb

Sending bus 217.5 V 217.9 V 220.9 V 221.8 V
Reception bus 222.2 V 221.7 V 224.5 V 226.8 V

Percentage increase 2.16% 1.65% 1.63% 2.25%

In Model 1, it can be observed that the voltage increase between phases A and B
is 2.16%, which represents an elevation of 4.6 V in the receiving bus. In Model 2 of the
extra-high-voltage line, the capacitive effect causes an increase in the receiving terminals,
with 2.25% between phases C and B representing an increase of 5 V.

4.3. No-Load Function Test and with Each Level of Compensation

To analyze the operation of the transmission line models of the laboratory with the
inductive compensators connected, measurements were obtained at the sending and re-
ceiving terminals of each line model. The results of the test with compensators connected
without loads are presented in Table 5.

Considering the tests carried out on the transmission line models without loads
attached, Figure 6 shows how the voltage increases in the reception bus vary with the
different levels of compensation. In the two initially uncompensated line models, the
reception bus shows voltage increases between 3 and 5 V.
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Table 5. Test results with no-load inductive compensation.

Compensation
Level

Model 1 Model 2

Vab Vcb Vab Vcb

50%
Sending bus 219.5 V 219.2 V 223.1 V 224.8 V

Reception bus 222.7 V 222.5 V 224.2 V 225.9 V
Percentage increase 1.46% 1.51% 0.493% 0.489%

75%
Sending bus 219.5 V 219.2 V 220.5 V 222.8 V

Reception bus 222.3 V 222.1 V 221.2 V 223.8 V
Percentage increase 1.27% 1.32% 0.317% 0.449%

100%
Sending bus 219.5 V 219.2 V 221.1 V 223.7 V

Reception bus 221.3 V 220.9 V 221.2 V 224.5 V
Percentage increase 0.82% 0.78% 0.045% 0.358%

  
(a) (b) 

Figure 6. Percentage increase in voltage at the receiving bar for each level of no-load compensation
in transmission line-scale models. (a) Model 1; (b) Model 2.

4.4. Load Test Operation with Each Level of Compensation

The execution of this test allows us to evaluate the behavior of the inductive compen-
sators in the state of operation with loads. At this stage, interactions of the laboratory’s
transmission line models and reactive compensation to handle the energy demand are ob-
served. In addition, it provides the final validation of the inductive compensation modules,
ensuring efficient behavior with all connected components. The results of the test with the
compensators connected with loads are presented in Table 6.

Table 6. Test results with 100% inductive and load compensation.

Compensation
Level

Model 1 Model 2

Vab Vcb Vab Vcb

100%
Sending bus 220.8 V 221.3 V 219.6 V 223.8 V

Reception bus 221.4 V 221.8 V 219.8 V 224.1 V
Percentage increase 0.27% 0.23% 0.091% 0.134%

Considering the tests performed on the load and unloaded transmission line models
with 100% offset connected, Figure 7 shows the percentage increases for Vab and Vcb in
Model 1 and Model 2, with and without loads.
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Figure 7. Percentage voltage increase in the reception bus with 100% compensation with and without
load in transmission line scale models. (a) Model 1; (b) Model 2.

The graph corresponding to Model 1 shows the variations in the percentage increase
for Vab and Vcb both under load (blue bar) and non-load (orange bar) conditions. The
figure reveals that the percentage increase in Vab is greater than in Vcb for both conditions,
with significantly higher values in the no-load test compared to the no-load test.

On the other hand, a similar trend is observed in Model 2, although with smaller
magnitudes compared to Model 1. This test provides a clear visualization of how load
conditions affect percentage increments in both models with their respective inductive
compensation connected at 100%.

5. Conclusions

The implementation of the compensation modules proved to be effective in reducing
overvoltage at the ends of the transmission line models, which translates into a significant
improvement in the quality of electrical variables in the PLEPS.

The effectiveness of the proposed design was verified, where the greater the number of
turns of the inductors, the lower the reactive compensating power. The highest number of
turns corresponded to 50% compensation with 413 turns, and for 75%, 338 turns were recorded.
On the other hand, for 100% compensation, a winding of only 293 turns was required, which
corresponded to inductance values of 1.5914 H, 1.0609 H and 0.7957 H, respectively.

The inductive compensation implemented in the PLEPS will serve to carry out research
and development in steady-state, dynamic, and transient UHV transmission systems at the
undergraduate and graduate levels of electrical engineering.
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Abstract: G-codes are essential in CNC systems, providing crucial instructions for controlling machine
parameters and operations in manufacturing, including 3D printing. They may contain errors
affecting product quality and increasing resource consumption. This research applies the K-means
machine learning clustering algorithm to optimize G-code parameters such as extruder and heated
bed temperature, deposition speed, and flow control. The objective is to reduce manufacturing time
and material usage while maintaining surface quality. A line-by-line analysis and rewriting of the
G-code resulted in an average 24.36% reduction in time and 5% in material use, with minimal impact
on quality, validated with the Taguchi method.

Keywords: G-code; machine learning; 3D printing

1. Introduction

G-codes, which are fundamental to computerized numerical control (CNC) systems,
play a critical role in both machining and 3D printing. These commands provide instruc-
tions to control the motion and actions of CNC machines during manufacturing [1]. In
addition, they play a key role in 3D printing, where the trajectory is controlled by these
codes, allowing the quality of printed products to be evaluated through image analysis and
result comparisons [2]. Understanding G-codes is essential for CNC programming, as they
dictate parameters such as cutting feed, depth, and speed, and they are the foundation of
modern manufacturing processes [3].

In 3D printing, G-codes control critical parameters such as trajectories, motion speed,
fill patterns, material flow, and temperature [4]. Problems with G-codes originate at the
CAD design stage, where NURBS-based programs offer higher quality finishes than those
based on parametric curves and polygonal approximations [5]. G-code errors can also be
introduced during the conversion of 3D models to STL format, creating gaps, holes, and
open loops in cross sections that affect manufacturing quality [6]. In addition, another
source of G-code errors comes from the wide variety of 3D printing equipment brands and
slicing software, each with its own idiosyncrasies and standards [7].

Machine learning (ML), a branch of artificial intelligence (AI), is increasingly being
used to optimize G-code. Neural networks efficiently transform numerically controlled G-
codes [8]. AI algorithms optimize G-codes in CNC machines, reducing paths and improving
processes (e.g., PCB drilling) [9]. These advances promise greater efficiency and accuracy in
programming and machining. The best practices for debugging G-codes include statistical
models and ML to detect malicious edits without access to original models, thus ensuring
the quality of 3D-printed parts [10].

This study proposes the optimization of G-codes in 3D printing using the K-means
algorithm, which is widely used in unsupervised clustering to evaluate parameter variation
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among objects [11]. In the context of 3D printing, K-means is applied to the modular
partitioning of FDM 3D printers to improve performance, functionality, and product cost
by generalizing modules [12].

In addition, K-means is used to predict uncertain material parameters when updating
finite element models in 3D printing by optimizing an objective function based on dynamic
characteristics to determine material properties [13]. The algorithm also improves the
efficiency of 3D printing processes by determining optimal initial centroids, reducing
iterations, and execution time [14]. It is also used to select interpolation points in the ISDF
method, reducing computational cost and memory usage [15].

2. Methodology

This section describes the method used to optimize 3D printing parameters, specifically
to reduce printing time and material consumption without compromising the quality of
the printed model. This was achieved using the K-means algorithm, a machine learning
technique that clusters data into specific groups. In the field of artificial intelligence,
K-means is known for its ability to efficiently identify patterns and structures in large
data sets [16]. This algorithm is particularly suitable for the present study due to its
computational efficiency, its ability to identify patterns and trends in pressure parameters,
and its versatility in addressing clustering problems in various contexts [17].

2.1. Experimental Model Selection

The 3Dbenchy model [18] was selected for the development of the 3D printing tests.
This popular benchmark is widely used in the maker community as a standard for eval-
uating printer performance. The 3Dbenchy model presents multiple printing challenges,
including changes in layer height, speed, and temperature, making it ideal for testing
parameter optimization. Using the 3Dbenchy allows for a comprehensive evaluation of
how the optimized parameters affect print quality, build time, and material consumption.
Figure 1 shows the 3Dbenchy CAD model.

 
Figure 1. Three-dimensionalbenchy CAD model.

2.2. Slicing Software

To generate the input G-code file and evaluate the effectiveness and applicability of the
algorithm, three different slicers were employed: Cura, PrusaSlicer, and IdeaMaker. Each
slicer possesses distinctive features, path generation algorithms, and configurations, as
illustrated in Table 1, allowing for a comprehensive and diverse comparison of the features.
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Table 1. Main features of slicing software.

Cura Prusa Slicer Ideamaker

Developer Ultimaker Alessandro Ranellucci Raise 3D

Algorithm Arachne Engine Slic3r Pathfinder

Principle Voronoi Diagram Planar Intersection,
tessellación

Algorithms A star
Dijkstra

Disadvantage

Unnecessary
non-extrusion
movements and longer
printing time.

False retraction
movements and other
non-essential
movements.

Low trajectory
optimization

2.3. Coding

The proposed solution begins with the reading of a G-code file, which is provided by
the slicing software. The file contains specific codes, including M104, M109, M140, and
M190 for temperature control, G1 for speed control, and M221 for flow control. In the ML
process, the K-means algorithm employs the input parameters to cluster the G-code data
and calculate new values (centroids). The infill density is fixed at 10%, and the infill speed
is fixed at 80 mm/s. These new values are then replaced with the relevant lines of code,
resulting in the creation of an optimized G-code file. For more detailed information, please
refer to Figure 2.

Figure 2. G-code optimizer flowchart.

2.4. Data Preprocessing

For the machine learning process, the data from successful 3D prints were collected,
which included essential parameters such as layer height, print speed, first layer speed,
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perimeter speed, extruder temperature, bed temperature, and flow rate. These data points
are presented in Table 2 for reference.

Table 2. Three-dimensional printing input parameters.

Parameter Measures

Layer height (mm) 0.2 0.2 0.3 0.1 0.3

Print speed (mm/s) 50 60 45 55 65

First layer speed (mm/s) 20 30 25 15 35

Perimeter speed (mm/s) 40 50 45 35 55

Extruder Temp (◦C) 200 210 195 205 220

Bed Temp (◦C) 60 65 55 60 70

Flow rate (%) 100 95 105 90 110

The data were organized into a dictionary and subsequently converted into a DataFrame
using the pandas library, allowing for convenient manipulation and analysis.

2.4.1. Library Imports

NumPy (imported as np) and pandas (imported as pd) were imported for data manip-
ulation and mathematical operations, and KMeans from sklearn cluster was imported to
apply the K-means clustering algorithm for data grouping.

import numpy as np
import pandas as pd
from sklearn.cluster import KMeans

2.4.2. Data Definition

Dictionary-named data were defined, where each key represents a 3D printing pa-
rameter, and each value is a list of corresponding measurements. Parameters include
layer height, print speed, first layer speed, perimeter speed, extruder temperature, bed
temperature, and flow rate.

data = {'layer_height': [0.2, 0.2, 0.3, 0.1, 0.25],'print_speed': [50, 60, 45, 55, 65],'first_layer_
speed': [20, 30, 25, 15, 35],'perimeter_speed': [40, 50, 45, 35, 55],'extruder_temp': [200, 210,
195, 205, 220],'bed_temp': [60, 65, 55, 60, 70],'flow_rate': [100, 95, 105, 90, 110]}.

2.4.3. DataFrame Creation

A DataFrame df is created using pandas from the data dictionary, organizing the data
into a tabular format where each column corresponds to a parameter and each row to
an observation.

df = pd.DataFrame(data)

2.5. K-Means Model Training
2.5.1. K-Means Algorithm Initialization

An instance of the K-means clustering algorithm from the sklearn library is created
with n_clusters = 5, specifying that the data should be grouped into 5 clusters. This
parameter can be adjusted based on the analysis goals.

kmeans = KMeans(n_clusters = 5)

2.5.2. Model Fitting

The fit() method was used to train the K-means model on the data contained in
the DataFrame df. During this process, the algorithm clusters the data based on the
features provided.
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kmeans.fit(df)

2.5.3. Assigning Cluster Labels

After fitting the model, the labels_ attribute of the K-means object contain the cluster
labels for each observation in the DataFrame. These labels indicate the cluster to which
each row belongs. A new column, ‘cluster’, was added to the DataFrame to store these
cluster labels.

df[‘cluster’] = kmeans.labels_

2.6. Optimal Parameter Selection
2.6.1. Identifying the Most Frequent Cluster

df[‘cluster’].value_counts() counted the occurrences of each cluster label in the ‘cluster’
column of the DataFrame. The value_counts() method returned a pandas Series with counts
in descending order. idxmax() retrieved the index of the maximum value in the Series,
which corresponds to the most frequent cluster label. This result was stored in the variable
optimal_cluster, indicating the most common cluster.

optimal_cluster = df[‘cluster’].value_counts().idxmax()

2.6.2. Calculating Average Parameters for the Optimal Cluster

• df[df[‘cluster’] == optimal_cluster] filters the DataFrame to select only the rows be-
longing to the most frequent cluster (optimal_cluster).

• drop([‘cluster’], axis = 1) removes the ‘cluster’ column from the filtered rows as it is
no longer needed for the average parameter calculation.

• mean() computes the mean of each column in the filtered DataFrame, resulting in a
pandas Series with average values for each parameter.

• to_dict() converts this Series into a dictionary where the keys are parameter names
and the values are the computed averages. The result is stored in the variable opti-
mized_params.

optimized_params = df[df[‘cluster’] == optimal_cluster].drop([‘cluster’], axis = 1).
mean().to_dict()

Additionally, the printing parameters were set to an infill speed of 80 mm/s and an infill
density of 10%.
infill_speed = 80
infill_density = 10

2.7. G-Code Optimization
2.7.1. Import the Regular Expression Module

The re module was imported, which provides functions for working with regular
expressions in Python. This step is useful for performing search and replace operations in
the text.

import re

2.7.2. Define the Function

The function optimize_gcode was defined to take four arguments: input_file_path
(path to the input G-code file), output_file_path (path to the optimized G-code file),
params (a dictionary containing printing parameters), infill_speed (speed of infill), and
infill_density (density of infill).

def optimize_gcode(input_file_path, output_file_path, params, infill_speed, infill_density):
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2.7.3. Read the Input File

The input file was opened in read mode (‘r’) and all lines were read into a list
called lines.

with open(input_file_path, ‘r’) as file:
lines = file.readlines()

2.7.4. Initialize the List of Optimized Lines

An empty list was created called optimized_lines to store the modified lines of G-code.
optimized_lines = []

2.7.5. Process Each Line to Apply Optimizations

Each line in the input G-code file was iterated to apply the required modifications
based on the content and parameters provided.

for line in lines:

2.7.6. Update Layer Height Comment

If the line started with; (indicating a comment) and contained ‘Layer height’, the
comment was updated to reflect the layer height specified in params.

if line.startswith(‘;’) and ‘Layer height’ in line:
line = f';Layer height: {params["layer_height"]}\n'

2.7.7. Adjust Print Speed

For lines containing G1, F (indicating speed), and not starting with ;, replaced the
speed value (F) with the speed specified in params, converted from mm/s to mm/min.

if ‘G1’ in line and ‘F’ in line and not ‘;’ in line.split(‘G1’)[0]:
line = re.sub(r'(F)(\d+)', lambda m: f'F{int(params["print_speed"] * 60)}', line)

2.7.8. Adjust First Layer Speed

This step is similar to print speed adjustment but applied to lines containing G1, Z
(indicating layer height), and F, modifying the speed for the first layer.

if ‘G1’ in line and ‘Z’ in line and ‘F’ in line and not ‘;’ in line.split(‘G1’)[0]:
line = re.sub(r'(F)(\d+)', lambda m: f'F{int(params["first_layer_speed"] * 60)}', line)

2.7.9. Adjust Perimeter Speeds

We updated the speeds for outer and inner wall types, replacing F with the perimeter
speed specified in params.

if ‘;TYPE:WALL-OUTER’ in line or ‘;TYPE:WALL-INNER’ in line:
line = re.sub(r’(F)(\d+)’, lambda m: f’F{int(params[“perimeter_speed”] * 60)}’, line)

2.7.10. Adjust Infill Speed

For lines containing;TYPE:FILL, the speed F was replaced with the specified in-
fill_speed.

elif ';TYPE:FILL' in line:
line = re.sub(r'(F)(\d+)', lambda m: f'F{int(infill_speed * 60)}', line)

2.7.11. Modify Extruder and Bed Temperatures

The extruder and bed temperatures were adjusted by updating lines containing M104,
M109, M140, or M190 with the temperatures specified in params.

if ‘M104’ in line or ‘M109’ in line:

line = f’M104 S{int(params[“extruder_temp”])}\n’ if ‘M104’ in line else f’M109 S{int
(params[“extruder_temp”])}\n’

if 'M140' in line or 'M190' in line:
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line = f'M140 S{int(params["bed_temp"])}\n' if 'M140' in line else f'M190 S{int(params
["bed_temp"])}\n'

2.7.12. Adjust Material Flow Rate

For lines containing G1 and E (indicating material flow), the flow value E is adjusted
based on the specified flow_rate in params.

if 'G1' in line and 'E' in line and not ';' in line.split('G1')[0]:
line = re.sub(r'(E)(\d+\.?\d*)', lambda m: f'E{float(m.group(2)) * params["flow_rate"]

/ 100}', line)

2.7.13. Update Infill Density

Lines containing M221were modified to set the infill density using the provided
infill_density. The function optimized_lines.append(line) guaranteed that all lines, both
modified and unmodified, are incorporated into the final optimized G-code file.

if ‘M221’ in line:
line = f’M221 S{int(infill_density)}\n’
optimized_lines.append(line)

2.7.14. Write to Output File

Finally, the output file was opened in write mode (‘w’) and all the optimized lines
were written to this file.

with open(output_file_path, ‘w’) as file:
file.writelines(optimized_lines)

2.8. Deployment of Optimization Function

The paths for the original and optimized G-code files were defined. The optimize_gcode
function was then called with the optimized parameters, including the values set for infill
speed and density. This function generated the optimized G-code file.

input_file_path = r”file_path”
output_file_path = r”file_path”
optimize_gcode(input_file_path, output_file_path, optimized_params, infill_speed, in-
fill_density)

The input_file_path and output_file_path variables were assigned the respective paths
to the source and destination G-code files. The prefix r indicates that these strings were raw
literals, ensuring that backslashes were handled correctly.

This function call executed optimize_gcode, passing:

• input_file_path: the location of the G-code file to be optimized.
• output_file_path: the destination path for the optimized G-code file.
• optimized_params: a dictionary of parameters including layer height, print speed, first

layer speed, perimeter speed, extruder temperature, bed temperature, and material
flow rate.

• infill_speed: the speed of infill printing, in millimeters per second.
• infill_density: the percentage of infill density to be applied.

In summary, this method enables the optimization of 3D printing parameters through
the use of the K-means algorithm, which adjusts the resulting G-code to enhance both the
efficiency and quality of the printing process.

3. Results and Discussion

With the three new optimized G-code files, the 3D benchy model was 3D printed in
PLA material, as shown in Figure 3.
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(a) (b) (c) 

Figure 3. Models printed with optimized G-code based on slicers (a) Cura, (b) Prusa Slicer, (c) Idea Maker.

Despite having undergone optimization, the models displayed a multitude of charac-
teristics and surface details, which can be attributed primarily to the slicer software utilized.
Table 3 presents a comparative analysis of the features between the optimized models and
those that have not undergone optimization. The results of the percentage variation in each
case are highlighted.

Table 3. Comparison of traditional and optimized 3D printing performance measures.

Time Material Surface Finish Accuracy

C
U

R
A

Original 48 m 14 s 3724 mm 15 μm 99.41%

Optimized 39 m 33 s 3538 mm 14.8 μm 99.39%

% variation −18% −5% −1% −0.02%

PR
U

SA
SL

IC
ER Original 1 h 22 m 21 s 4297 mm 16.5 μm 99.4%

Optimized 51 m 56 s 4082 mm 16.3 μm 99.38%

% variation −36.90% −5% −1% −0.01%

ID
EA

M
A

K
ER Original 52 m 48 s 3908 mm 18 μm 99.13%

Optimized 43 m 12 s 3712 mm 17.7 μm 99.12%

% variation −18.18% −5.02% −1.5% −0.01%

To assess the efficacy of the G-code optimization script, the Taguchi statistical method,
a widely utilized approach in experimental design, will be employed. This method will be
implemented through an experimental framework, with four levels selected for each factor,
based on both the recommendations for optimal FDM printing parameters for PLA [19]
and the technical specifications of the Artillery Hornet printer [20]. The values of this
configuration are presented in Table 4.

Table 4. Input parameters.

Layer Height
(mm)

Extruder Temp
(◦C)

Bed Temp
(◦C)

Print Speed
(mm/s)

Flow Rate (%)

0.1 195 55 45 90

0.15 200 60 50 95

0.2 205 65 55 100

0.3 210 70 60 105
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Results

The XLSTAT software employs the provided data to assign an L16 orthogonal matrix
for the experimental design, thereby generating 16 potential parameter combinations.

A test object is produced for each combination, and the resulting output variables are
subsequently measured, as illustrated in the results presented in Table 5.

Table 5. Combinations of input parameters and measured printing variables.

Experiment
Layer

Height
(mm)

Extruder
Temp (◦C)

Bed Temp
(◦C)

Print Speed
(mm/s)

Flow Rate
(%)

Fabrication
Time

Variation (%)

Material
Consumption
Variation (%)

Accuracy
Variation

(%)

1 0.1 195 55 45 90 −12.5 −2.5 −0.5
2 0.1 200 60 50 95 −15 −1.5 −1
3 0.1 205 65 55 100 −17.75 −3 −0.75
4 0.1 210 70 60 105 −20.5 −4.25 −1.5
5 0.15 195 60 55 105 −19 −3.75 −1.25
6 0.15 200 55 60 100 −21.5 −2.25 −1.75
7 0.15 205 70 45 95 −23.25 −4.5 −0.85
8 0.15 210 65 50 90 −22 −3.5 −1
9 0.2 195 65 60 95 −24 −5 −0.01
10 0.2 200 70 55 90 −21 −3 −1.1
11 0.2 205 55 50 105 −19.5 −2.5 −1.4
12 0.2 210 60 45 100 −16.75 −2.75 −1.2
13 0.3 195 70 50 100 −14 −1.75 −1.3
14 0.3 200 65 45 105 −10 −1.25 −1.5
15 0.3 205 60 60 90 −7.5 0.5 −1.75
16 0.3 210 55 55 95 −5 1.25 −1.9

As illustrated in Figure 4, the extruder temperature (195 ◦C) in experiment 9 is notably
lower than in the other experiments, which may have contributed to the prevention of over-
extrusion. Conversely, the bed temperature (65 ◦C) is within the typical range, facilitating
optimal adhesion of the initial layers without warping the test object. The layer height
(0.2 mm) represents an intermediate value, and in conjunction with the printing speed
(60 mm/s), it facilitated a reduction in fabrication time without a significant impact on
dimensional accuracy in this experiment.

 

Figure 4. Fabrication time, material consumption, and accuracy variation.
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A level of linearity consistent with this manufacturing technology can be observed,
which facilitates the identification of general trends and the primary influences of input
parameters on output variables. The Taguchi method is designed to enhance efficiency in
the search for optimal configurations by limiting the number of experiments required. In
this context, the linearity of the data allows for practical inferences to be drawn without
the need for an excessive number of trials. A fully nonlinear approach would necessitate a
significantly greater number of experiments, which would unnecessarily complicate the
subsequent analysis.

4. Conclusions

The analysis using the Taguchi method demonstrated that optimizing 3D printing
parameters using the developed code is effective in enhancing manufacturing process
efficiency. The optimal combination of parameters successfully reduced print time by
an average of 24.36% across all three cases and decreased material consumption by 5%,
without compromising the surface quality and accuracy of the printed object.

These findings confirm that, despite the advanced algorithms employed by current
slicers (such as Cura with Voronoi diagrams, PrusaSlicer with plane intersection and
tessellation, and IdeaMaker with A* and Dijkstra algorithms), there is significant room for
improvement through the application of machine learning techniques and robust analysis
like the Taguchi method. This additional optimization addresses inherent weaknesses in
slicer algorithms, achieving a more efficient and higher-quality 3D printing process.

This study provides a robust methodology for parameter optimization in 3D printing,
demonstrating that combining advanced machine learning techniques with experimental
design can lead to substantial improvements in manufacturing performance and final
product quality.
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Abstract: This paper presents a comprehensive approach to modeling interacting tanks as a multi-
agent system. The primary goal is to develop a model that considers the dynamics of each agent and
their interconnection so that the behavior of the whole system can be inferred from their coupling via
graph theory, spectral graph theory and control systems. Given the tools used to model the system,
not only is the proposed model scalable to n agents/tanks, but it also considers any configuration
among them.

Keywords: modeling; interconnected tanks; multi-agent systems; linear systems

1. Introduction

A collection of components known as agents communicate with one another to accom-
plish a shared goal in multi-agent systems (MASs) [1–5]. MAS applications are numerous
and expanding all the time. Numerous applications can be found here, including data traf-
fic in computer science; industrial plant control with actuator saturation [6]; multi-vehicle
coordination [7]; emergency response operations involving drones and mobile robots [8];
and smart grids or micro-grids [9–11], among others. In all of these applications, the agents
are interconnected and share resources, and their individual behavior affects the collective
response. Because of MASs’ complexity, these systems remain an open challenge in terms
of modeling, design, development, and coordination. As a result, a number of works have
focused on studying their structure, evolution, and control in diverse fields [3–5,12].

Despite the fact that interactive tank models have been studied in great detail [13–15]
because of their wide range of applications in power generation, chemical processes, food
and beverage production and storage, water supply and transportation, and oil and gas
refining and storage, most of the studies have focused on their control. Further, the few that
considered a MAS approach concentrated on computational techniques for its estimation,
simulation, and control [16–18].

In contrast, we describe the dynamics of this system as two parts: an individual
behavior with their individual inputs/outputs (Section 2) and the coupling (interaction)
among them as well as external inputs and outputs to form the whole system, all based
on engineering and physical principles. In order to make the model easily usable with
any number of interconnected agents (connected in any configuration), we apply MAS
analysis tools such as spectral graph theory and graph theory (Sections 3 and 4.1). Further,
control theory serves to understand the behavior of the whole system based on each agent’s
response (Sections 3.3 and 4.2). Finally, we show illustrative examples (Section 5).

2. Background

To model the fluid flow rate and pressure in a system of interconnected reservoirs
or tanks, one considers the following variables: (1) fluid height in the reservoir/tank
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h; (2) fluid resistance R, defined as the opposition to the fluid flow in the pipes, i.e., a
restriction/valve on the pipe or a load/drain valve; and (3) the coefficient of flow storage
in the reservoir (capacitance of the fluid) C, which depends on the area of the reservoir and
the density of the fluid [19] (see Figure 1).

Figure 1. Summary of variables in the ith tank.

For now, system uncertainties and external disturbances are not considered for model-
ing. According to the principle of conservation of material [19], in the ith tank/reservoir,
the relationship between fluid level hi and flow rate qi is

Ci
dhi
dt

= qi (1)

Further, the total flow rate, i.e., the summation of all flow rates related to the ith tank
in an n-tank system, could be written as

qi = qin,i − qo,i − ∑
j,{i,j}interact

qij (2)

where qin,i and qo,i are the flow rates for the source and drain of the fluid, respectively,
and qij is the exchanged flow rate between the tanks j that interact with i. Also, the flow
rate on the drain qo,i could be approximated to the equation that describes the flow rate
through a valve of constant Ro,i:

qo,i =
1

Ro,i
hi. (3)

3. Modeling as First-Order Coupled System

3.1. Modeling Interacting Tank Without Inputs and Outputs

If the tank does not have external input/output, i.e., a source and drain, and is
interacting with other tanks, then qin,i = 0 and qo,i = 0 in (2). Further, the exchanged flow
rate between tank i and j is qij =

1
Rij

(hi − hj) ∀i, j > 0, where Rij is the flow resistance in
the pipe (or valve) between tank i and j. Consequently, the level of tank i is given by

ḣi = − hi
Ci

⎛⎝ ∑
j,{i,j}interact

1
Rij

⎞⎠+
1
Ci

⎛⎝ ∑
j,{i,j}interact

hj

Rij

⎞⎠, (4)

where “{i, j}interact” indicates that there is an interaction between tank i and j.
Considering that the reservoirs/tanks are interconnected through pipes and valves,

and hence flows qij, one can specify the coupling between the tanks using a directed
weighted graph G = (V, E), where V = {i, . . . , n} is the vertex set that represents each
tank, and E = {(i, j) : wij} is the edge set that represents the interconnecting pipes/valves,
with weights given by wij =

1
RijCi

[20]. Further, the dynamic model of the whole system of
interacting tanks is given by

�̇h = −L�h, (5)

330



Eng. Proc. 2024, 77, 33

where �h = [h1, . . . , hn]T is the state vector containing the tanks’ heights, and L is the
Laplacian matrix associated with graph G, defined as [21]

Lij =

{ − 1
Ci Rij

if i �= j, {i, j} ∈ E,

− ∑
j,{i,j}∈E,i �=j

Lij if i = j

0 if {i, j} /∈ E

, (6)

for all i, j = {1, 2, 3, . . . , n}. It should be noted that in this case, the Laplacian matrix L has
non-positive off-diagonal elements, and its diagonal elements are equal to the negative
sum of its row elements. Therefore, it has a left eigenvector equal to an all-ones vector (�1)
associated with a zero eigenvalue, i.e., L�1 = 0�1 [21].

3.2. Modeling Interacting Tank with Inputs and Outputs

Considering that the system has external sources, which forcibly take out or inject fluid
through local control valves that allow the tanks to interact or drain the tanks, the dynamic
model of the system of interacting tanks is given by

ḣi = − hi
Ci

⎛⎝ 1
Ro,i

+ ∑
j,{i,j}interact

1
Rij

⎞⎠+
1
Ci

⎛⎝ ∑
j,{i,j}interact

hj

Rij

⎞⎠− 1
Ci

⎛⎝ ∑
{i,j}interact

qi,j

⎞⎠+
qin,i

Ci
, (7)

In general, one can consider a system of interacting tanks with both external in-
puts/outputs (flow rates) and local input and outputs to have the form

�̇h = −L�h + E�q + B�u, (8)

where L is a Laplacian matrix, �u = [qin,1, . . . , qin,p]
T is the external input vector, �q =

[qi,j, . . . , qp,q]T is the local input vector, and the local input matrix is

Ei,m =

{ 1
Ci

if there is control valve m between tanks i and j
− 1

Cj
if there is control valve m between tanks j and i

0 otherwise
,

for all m = 1, . . . , M and i = 1, . . . , n, where M and n are the numbers of control valves and
tanks, respectively. And the input matrix is

Bi,m =

{
1
Ci

if there is an external input m to the tank i
0 otherwise

,

for all i = 1, . . . , n and m = 1, .., p, where p is the number of external inputs. Further, L in
(8) is the Laplacian matrix of the system’s graph. In this case, the graph associated with the
system can include self-edges; that is,

Lij =

{ − 1
Ci Rij

if i �= j, {i, j} ∈ E,
1

Ci Ro,i
− ∑

j,{i,j}∈E,i �=j
Lij if i = j

0 if {i, j} /∈ E

, (9)

for all i, j = {1, 2, 3, . . . , n}, where 1
Ci Ro,i

is a self-edge in the graph G, caused by the drain
in a tank i. It should be noted that in this case, the Laplacian matrix L has non-positive
off-diagonal elements, and its diagonal elements are equal to the negative sum of its row
elements plus the weight of a self-edge, i.e., it is non-negative. In this case, the matrix −L
is a Metzler matrix, which is commonly found in positive linear dynamical systems [22,23].

3.3. Interconnected Characteristics of the Coupled Model

One of the advantages of representing these systems as a MAS is that Equation (5)
works for any interconnection among the tanks. Further, applying the same tools used in
networked control systems and MAS [24], one can obtain the following result.
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A system of interconnected tanks without inputs and outputs modeled as (4) or (5)
reaches consensus if and only if the graph G associated with it is connected, i.e., there is
a path between any two vertices in the graph. Further, the consensus height of fluid is
hi = ∑i wihi(0) ∀i = 1, . . . , n (weighted average of the initial tanks’ levels), where hi(0) is
the initial height of tank i, and wi is the ith entry of the left eigenvector associated with the
eigenvalue λ1 = 0 of the Laplacian matrix L [25]. Moreover, if all the tanks have the same
capacitance (Ci = C∀i = 1, . . . , n), then the tanks’ heights converge to 1

n ∑i hi(0).
When considering the dynamics with local inputs/outputs qij (8), the graph represent-

ing the coupling may not be connected. However, the local input qij can locally control the
tank level and also connect all the tanks in the systems (through the control valves available
in the infrastructure). In this case, the exchange flow rate is qij = − 1

Rpi,j

(
hi − hj

)
, where

Rpi,j is the flow resistance through the valve between tanks i and j, which can be considered
static gain in a simple control algorithm. Further, the values of 1

Rpi,j
�= 0 generate new edges

in the graph G. From the control and graph theory perspective, these new edges must
connect the graph, in order to achieve a consensus in the system. Therefore, Equation (8) of
the system becomes

�̇h = −L̃�h + B�u, (10)

where L̃ is the Laplacian matrix of the new graph, and hence has all the properties of any
Laplacian matrix.

Moreover, if the tanks have drains, then all the eigenvalues, γi, of the Laplacian L̃
have negative real parts. Hence, the natural response, i.e., �u =�0, of the dynamics in (10) is
�h(t) = ∑n

i=1 eγi tviwT
i
�h(0), whose steady-state value is zero, that is, the dynamics converge

to limt→∞ hi(t) = 0∀i = 1, . . . , n.

4. Modeling as Second-Order Coupled System

4.1. Model Development

In order to define the total flow rate qi as a state variable, expression (2) is derived:

q̇i = q̇in,i − 1
Roi

ḣi − ∑
j,{i,j}interact

q̇ij. (11)

Moreover, using the analysis of the pressure difference at the ends of the pipes that
interconnect tanks i and j [19], it is possible to describe the derivative of the flow rate qij
through that pipe as a general expression for the interconnection between tanks i and j:
q̇ij = aij

ρ
Lij

g
(
hi − hj

)
, where aij and Lij are the cross-section and the length of the pipe

between tanks i and j, ρ is the liquid density, g is the gravity constant, and hi is the fluid
height/level in tank i. Therefore, the total derivative of the flow rate exchanged by tank i
to the rest of the system can be expressed through the expression

∑
j,{i,j}interact

q̇ij = ρg ∑
j,{i,j}interact

apij

Lij

(
hi − hj

)
, (12)

Furthermore, in taking into account (1) and (3), (11) becomes

q̇i = − 1
Ro,i

1
Ci

qi − ρg ∑
j,{i,j}interact

apij

Lij

(
hi − hj

)
+ q̇in,i, (13)

As in Section 3, a weighted graph G = (V, E) represents the coupling between the
tanks, where V = {i, . . . , n} is the vertex set that represents each tank, and E = {(i, j) : wij}
is the edge set that represents the interconnecting pipes, with weights given by wij = wji =
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apij
Lij

. Therefore, the dynamics of the system of interacting tanks can be expressed by a
second-order model as [

�̇h
�̇q

]
=

[
0n,n C̃

−ρgLK −C̃R̃o

][
�h

�q

]
+

[
0n,n

In,n

]
�u (14)

where 0n,n and In,n are a zero matrix and the identity matrix, respectively, C̃ = diag(C−1
1 , . . . ,

C−1
n ) is the matrix whose diagonal corresponds to the inverse of each coefficient of flow stor-

age in every reservoir, R̃o = diag(R−1
o,1 , . . . , R−1

o,n) is the matrix whose diagonal corresponds

to the inverse of the fluid resistances of every reservoir, �u = [q̇in,1, . . . , q̇in,n]
T , and LK is

the Laplacian matrix

LKij =

{ − apij
Lij

if i �= j, {i, j} ∈ E,

− ∑
j,{i,j}∈E,i �=j

LKij if i = j

0 if {i, j} /∈ E

, (15)

for all i, j = {1, 2, 3, . . . , n}.

4.2. Interconnected Characteristics in Tank System Behavior

The state matrix of the dynamics in (14) has the following characteristic equation:∣∣∣λ2 + λC̃R̃o + ρgLKC̃
∣∣∣ = 0, (16)

where λ denotes the eigenvalues of the state matrix. Therefore, the eigenvalues λ must
satisfy the equation λ2 + λ 1

Ci Ro,i
+ ρg 1

Ci
γi = 0, where γi is an eigenvalue of LK. Also, given

that n eigenvalues of the Laplacian matrix LK are 0 = γ1 ≤ γ2 ≤ . . . ≤ γn [21], the state
matrix has at least two real eigenvalues: λ1 = 0 and λ2 = − 1

CRo
. Further, the remaining

2n − 2 eigenvalues have negative real parts.
Additionally, if G is connected, then the dominant mode of the dynamics in (14) is e0t,

of which its response is maintained over time while the effect of the other modes disappears
as t → ∞ since the associated eigenvalues have a negative real part. In this regard, we can
analyze the behavior of this mode as time grows and whhile considering q̇ii = 0, i.e., the
natural response.

The natural response of (14) is given by[
�h(t)
�q(t)

]
=

2n

∑
i=1

(
eλi tviwT

i

)[�h(0)
�q(0)

]
, (17)

where vi and wT
i are the right and left eigenvectors associated with the eigenvalue λi. Since

the eigenvalues λi∀i = 2, . . . , 2n have a negative real part and λ1 = 0, the steady state
natural response of the system is

lim
t→∞

[
�h(t)
�q(t)

]
= v1wT

1

[
�h(0)
�q(0)

]
, (18)

where vT
1 =

[
�1T �0T

]
and wT

i = 1
n

[
�1T R̃−1

o �1T
]

are the right and left eigenvectors associated
with the eigenvalue λ1 = 0. Therefore, both the fluid height and the flow rate converge to

lim
t→∞

hi(t) =
1
n

n

∑
i=1

hi(0) +
1
n

n

∑
i=1

Ro,iqi(0)

lim
t→∞

qi(t) = 0
(19)

Moreover, if the initial flow rate is zero, the height in each tank converges to 1
n ∑n

i=1 hi(0),
which is the same as in the first-order model.

333



Eng. Proc. 2024, 77, 33

5. Illustrative Examples

First, let us model the system of three tanks shown in Figure 2 (left) using first-order
dynamics.

1 2 3 

 

 

 

 

Figure 2. System of three interacting tanks without inputs/outputs (left) and its associated graph
(right).

The graph associated with this system has three vertices and edges, as shown in
Figure 2 (right). Then, the directions and the weights of the edges depend on the direction
of the fluid flow, capacitance of each tank, and resistance of the pipes. For instance, the flows
q12 = −q21 = 1

R12
(h1 − h2) affect the dynamics of tank 1 and 2 and are represented as the

directions and weights of the edges between vertices 1 and 2. Therefore, the state matrix of
the model (5) is given by

L =

⎡⎢⎣
1

R12C1
− 1

R12C1
0

− 1
R12C2

( 1
R12C2

+ 1
R23C2

) 1
R23C2

0 − 1
R23C3

1
R23C3

⎤⎥⎦,

which is the negative of the Laplacian matrix of the graph shown in Figure 2 (right).
The natural response of the three-tank dynamics is shown in Figure 3. One observes that
the tanks’ height reaches consensus with the weighted average of the initial heights, while
the flow rate in each tank becomes zero.

Figure 3. Height and flow rate for a first-order model of a three-tank system.

Meanwhile, using second-order dynamics, (14), where LK is

LK =

⎡⎢⎣
ap12
L12

− ap12
L12

0
− ap12

L12
(

ap12
L12

+
ap23
L23

) − ap23
L23

0 − ap23
L23

ap23
L23

⎤⎥⎦
the natural response of the system is faster than its first-order counterpart, and it has an
oscillatory behavior due to the presence of complex modes in system (14), as shown in
Figure 4. It is observed that the tanks’ height reaches consensus with a value that depends
of the initial heights, and the flow rate in each tank becomes zero, which means that
exchanged flow rate through the pipes between tanks will be zero too.

Now, consider a five-tank system as shown in Figure 5, where there are control valves
between tanks 2 and 3 and between 3 and 4, i.e., the dynamics corresponding to tanks 2,
3, and 4 have local inputs/outputs. Further, tanks 1, 3, and 5 have external inputs and
tanks1, 2, 4, and 5 have an output flow.
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Figure 4. Height and flow rate for a second-order model of a three-tank system.

Figure 5. System of five interacting tanks.

The graph associated with this system is shown in Figure 6 (right), which includes
self-edges in all the vertices. Moreover, the graph is not connected since vertices 2 and 4
are isolated; however, these vertices, together with vertex 3, have local inputs. The system
dynamics are

�̇h = −L�h +

⎡⎢⎢⎢⎢⎢⎣
0 0
1

C2
0

− 1
C3

− 1
C3

0 1
C4

0 0

⎤⎥⎥⎥⎥⎥⎦
[

q23
q43

]
+

⎡⎢⎢⎢⎢⎢⎣
1

C1
0 0

0 0 0
0 1

C3
0

0 0 0
0 0 1

C5

⎤⎥⎥⎥⎥⎥⎦
⎡⎣qin,1

qin,3
qin,5

⎤⎦ (20)

where�h =
[
h1 . . . h5

]T and L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
C1

(
1

Ro1
+ 1

R13

)
0 − 1

C1
1

R13
0 0

0 1
C2

1
Ro,2

0 0 0

− 1
C3

1
R13

0 1
C3

(
1

R35
+ 1

R13

)
0 − 1

C3
1

R35

0 0 0 1
C4

1
Ro,4

0

0 0 − 1
C5

1
R35

0 1
C5

(
1

Ro,5
+ 1

R35

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

1 3 5 

 

 

 

  
 

2 

 

4 

 

1 3 5 

 

 

 

 

 
 

2  

 

4 
 

Figure 6. Graphs of the system with five interconnected tanks with closed control valves (left) and
open control valves (right) between tanks 2, 3, and 4.
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Once, the valves between tanks 2 and 3 and tanks 3 and 4 are open, the dynamics of
the system are given by (10), as shown in Figure 6 (left), with Laplacian matrix

L̃ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
C1

(
1

Ro1
+ 1

R13

)
0 − 1

C1
1

R13
0 0

0 1
C2

(
1

Ro,2
+ 1

Rp2,3

)
− 1

C2
1

Rp2,3
0 0

− 1
C3

1
R13

− 1
C3

1
Rp2,3

1
C3

(
1

R35
+ 1

R13
+ 1

Rp2,3
+ 1

Rp3,4

)
− 1

C3
1

Rp3,4
− 1

C3
1

R35

0 0 − 1
Rp3,4

1
C4

(
1

Ro,4
+ 1

Rp3,4

)
0

0 0 − 1
C5

1
R35

0 1
C5

(
1

Ro,5
+ 1

R35

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

For the second-order model, the dynamics of the five tanks given by (14) uses

LK =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ap13
L13

0 − ap13
L13

0 0
0

ap23
L23

− ap23
L23

0 0

− ap13
L13

− ap23
L23

(
ap13
L13

+
ap23
L23

+
ap34
L34

+
ap35
L35

)
− ap34

L34
− ap35

L35

0 0 − ap34
L34

ap34
L34

0
0 0 − ap35

L35
0

ap34
L34

⎤⎥⎥⎥⎥⎥⎥⎥⎦

Finally, the natural response of the five-tank system for a first-order and second-order
model are shown in Figures 7 and 8. Again, one observes that the tanks’ height and flow
rate reach consensus: the heights converge to the weighted average of the initial heights,
while the flow rates converge to zero.

Figure 7. Height and flow rate for a first-order model of a five-tank system in star configuration.

Figure 8. Height and flow rate for a second-order model of a five-tank system in star configuration.

6. Conclusions

The interacting tank model described in this study was modeled as a coupled/interconnected
system that can employ any configuration for the interconnection between the tanks and is
scalable to n agents. Furthermore, it employs analytical techniques to support the modeling,
including graph and spectral graph theory, and control theory to analyze and characterize
the behavior of individual agents as well as the system as a whole. Using this MAS ap-
proach, the system is viewed as a collection of independent agents cooperating to achieve a
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shared goal, namely the convergence of heights, which acts as a stepping stone to apply
control algorithms designed for cyber-physical systems to this type of system.
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