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Preface to ”Advances in Coatings Deposition

and Characterization”

Coatings offer the unique opportunity to create architectures that combine the functionality of

two or more materials, conferring unique properties to objects with an extremely large palette of

solutions. For this flexibility, thick and thin films have terrific impacts on the most relevant societal

challenges. Computers, food packaging, airplanes, and cars, to mention a few familiar objects from

everyday life, rely heavily on coatings.

To celebrate the key role that coatings have in society, and in science and technology, this book

collects a selection of relevant reviews and original research articles published in “Coatings” in 2017

and 2018. Papers have been selected based on their broad impact and balancing between the two

major aspects of coatings science and technology: deposition and characterization.

Alessandro Lavacchi
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Abstract: The axial injection of the suspension in the atmospheric plasma spraying process (here
called axial suspension plasma spraying) is an attractive and advanced thermal spraying technology
especially for the deposition of thermal barrier coatings (TBCs). It enables the growth of columnar-like
structures and, hence, combines advantages of electron beam-physical vapor deposition (EB-PVD)
technology with the considerably cheaper atmospheric plasma spraying (APS). In the first part
of this study, the effects of spraying conditions on the microstructure of yttria partially-stabilized
zirconia (YSZ) top coats and the deposition efficiency were investigated. YSZ coatings deposited
on as-sprayed bond coats with 5 wt % solid content suspension appeared to have nicely-developed
columnar structures. Based on the preliminary results, the nicely developed columnar coatings with
variations of the stand-off distances and yttria content were subjected to thermal cycling tests in a gas
burner rig. In these tests, all columnar structured TBCs showed relatively short lifetimes compared
with porous APS coatings. Indentation measurements for Young’s modulus and fracture toughness
on the columns of the SPS coatings indicated a correlation between mechanical properties and lifetime
for the SPS samples. A simplified model is presented which correlates mechanical properties and
lifetime of SPS coatings.

Keywords: axial suspension plasma spraying; thermal barrier coating; yttria-stabilized zirconia;
microstructure; lifetime; indentation fracture toughness

1. Introduction

Thermal barrier coatings (TBCs) are widely used in aircraft and industrial gas-turbine engines to
improve the durability and efficiency of engines [1,2]. TBCs are complex multilayer systems composed
of an oxidation-resistant metallic bond coat (BC) and a thermal insulating ceramic top coat (TC) [3].
The ceramic top coat is typically made of 7–8 wt % yttria partially-stabilized zirconia (YSZ). Due to
the refractory nature of YSZ with a melting point of ~2700 ◦C, high temperature materials processing
technology is required [4]. The two primary widely-used methods for depositing TBCs are electron
beam-physical vapor deposition (EB-PVD) and atmospheric plasma spraying (APS) [5]. During the
EB-PVD process, a high-energy electron beam is used to melt and evaporate ceramic ingots in a vacuum
chamber. Subsequently, the vapor deposits onto a preheated substrate at a deposition rate of, typically,
several μm/min. Due to the vapor phase condensation and shadowing effect [5], columnar-structured
TBCs with a high level of strain tolerance can be achieved [6]. However, the high manufacturing cost
limits the use of EB-PVD on severe thermo-mechanically loaded parts, such as first-row blades.

Versatility and low deposition cost make APS an attractive technique for depositing TBCs in
commercial applications [7,8]. In the APS process, ceramic powder with a particle size of tens of
micrometers is injected into an arc plasma jet and deposited onto the substrates. Within the plasma
jet, the particles are accelerated and melted, followed by impaction, rapid solidification, and forming
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a coating on the substrate [3]. A lamellar microstructure is obtained by stacking splats during
deposition. Attributing to deposition-induced defects (pores, arrayed micro-cracks and interfaces),
typical APS coatings offer lower thermal conductivity than EB-PVD coatings [5,9]. However, under
severe thermo-mechanical loading conditions, lamellar TBCs deposited with APS exhibit lower
lifetimes compared with EB-PVD coatings [10]. There seems to be an advantage of the columnar
EB-PVD compared to the micro-cracked and porous APS microstructure. Hence, the possibility to
achieve such a microstructure by a modified APS process, namely suspension plasma spraying (SPS),
is highly attractive.

SPS is a spraying technology with which high-performance TBCs can be deposited at low
cost [11–13]. In the SPS process, liquids (e.g., ethanol or water) are used as carrier media to inject
sub-micron or nano-sized ceramic particles into the plasma jet. With SPS, TBCs with different
porosity levels, as well as different microstructures, such as porous, vertically cracked, and columnar
structures can be achieved [5,14,15]. Especially, columnar SPS coatings with high porosity, low thermal
conductivity, and much finer microstructure than conventional APS coatings have a great potential
for industrial applications [16,17]. More recently, a new axially-injected suspension plasma spraying
technology has been developed [18]. In this process, the suspension is axially injected into the core of
the high-temperature and high-velocity plasma jet. Due to the axial injection method, particles can
be well melted and accelerated in the plasma jet [19]. Generally, the porosity bands in SPS coatings
between individual spray passages can be often found [20]. These bands are due to not properly
injected droplets at the outer fringes of the plasma plume. A central injection is able to reduce this
effect considerably.

Even though some work about the effect of bond coat roughness on the microstructure of the top
coat layer have been reported, such as [17,21,22], the effect of spraying conditions on the microstructure
of top coats sprayed with axial SPS have only be partially investigated so far. The objective of the
present work is to investigate the influence of the deposition conditions (bond coat roughness, stand-off
distance, input powder, and solid content of suspension) on the microstructures of SPS coatings.
Based on the results, appropriate microstructures have been selected for thermal cyclic experiments.
The rather moderate thermal cycling lifetime of SPS coatings compared with that of APS coatings are
discussed with respect to the mechanical properties of the coatings. Furthermore, a simplified model
was used to correlate the mechanical properties and the lifetime of SPS coatings. This study can shed
light on improving the lifetime of axial SPS thermal barrier coatings.

2. Materials and Methods

2.1. Materials

Commercially-available 9.7 wt % yttria-stabilized zirconia powder (TZ-5Y, Tosoh Corporation,
Tokyo, Japan) and 7.5 wt % yttria-stabilized zirconia powder, which was made by mixing TZ-5Y with
TZ-3Y (5.4 wt % YSZ, Tosoh Corporation, Tokyo, Japan) were used in this work. The powder was
dispersed in ethanol with the addition of a dispersant (PEI, Ploysciences, Warrington, PA, USA) and
zirconia milling balls (d = 3 mm, Sigmund Lindner GmbH, Warmensteinach, Germany). The suspension
was milled on a roller cylinder (120 min−1, 24 h) in order to produce a homogeneously-dispersed
suspension (30 wt % in solid content). After milling, the suspension was diluted with ethanol to
10 wt % and 5 wt %. After milling, the particle size distribution was measured with a HORIBA LB-550
nanoparticle size analyzer (Retsch Technology GmbH, Haan, Germany). The particle distribution is
d10 = 0.16 μm, d50 = 0.19 μm, and d90 = 0.27 μm. The viscosity of 10 wt % and 5 wt % suspension,
measured with a viscosimeter (Physica MCR 301, Anton Paar Germany GmbH, Ostfildern, Germany)
at a shear rate of 10 s−1, was 1.63 mPa·s and 1.48 mPa·s, respectively.

Stainless steel plates (25 × 25 × 2 mm3) coated with 200 μm high-velocity oxy fuel (HVOF)
bond coat (Amdry 9954, Co32Ni21Cr8Al0.5Y, d10 = 11 μm, d50 = 20 μm, d90 = 50 μm) were used as
substrates. Before deposition, the surfaces of THE substrates were carefully treated with: (1) mirror
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polishing; (2) grinding; (3) mirror polishing followed by grit blasting; and (4) as-sprayed. Additionally,
rougher HVOF bond coats were prepared with Amdry 995C powder (Co32Ni21Cr8Al0.5Y, d10 = 52 μm,
d50 = 69 μm, d90 = 90 μm) which has a larger particle size than Amdry 9954 [23]. The roughness of the
surface-treated bond coats was measured with a double-sided non-contact metrology system (CT 350T,
Cyber Technologies GmbH, Eching-Dietersheim, Germany). The roughness was determined as:

• Mirror polishing: Ra = 0.06 μm, Rz = 0.27 μm;
• Grinding: Ra = 0.26 μm, Rz = 1.89 μm;
• Mirror polishing and grit blasting: Ra = 2.82 μm, Rz = 21.6 μm;
• As sprayed HVOF bond coat: Ra = 10.4 μm, Rz = 67.4 μm;
• As sprayed rough HVOF bond coat: Ra = 14.4 μm, Rz = 87.5 μm.

For the thermal cycling tests, button-shaped nickel-based superalloy IN 738 (30 mm in diameter,
3 mm in thickness) was used as the substrate. For the purpose of minimizing the effect of stress
generated at the edge, a curvature with a radius of 1.5 mm was machined at the outer edge of the
substrates. On the IN 738 substrates, a 150 μm thickness MCrAlY bond coat (Amdry 9954, Oerlikon
Metco Company, Wohlen, Switzerland) was sprayed with an F4 torch in a vacuum plasma spray (VPS)
facility (Oerlikon Metco Company, Wohlen, Switzerland).

2.2. Plasma Spraying Conditions

Ceramic top coats were sprayed with an Axial III high-power plasma torch (Northwest Mettech
Corporation, Vancouver, BC, Canada) which was mounted on a six-axis robot. The Axial III torch
contains three cathodes and three anodes which are powered by three independent power sources.
The liquid suspension was injected axially into the middle of the three plasma jets which converge
within an interchangeable nozzle [19]. A feeding system developed by Forschungszentrum Jülich was
used in this work [24]. The feeding rate of the suspension was set to be 30 g/min. The speed of the
gun was set to be 1000 mm/s. A mixture of Ar (75 vol %), H2 (15 vol %), and N2 (10 vol %) with a
flow rate of 245 standard liters per minute (slpm) was used as the working gas. The detailed spraying
conditions are listed in Table 1.

Table 1. Spray parameters used for YSZ top coats.

No. D (mm) P (kW) S (wt %) I (A) Surface Preparation

A 70 105 10 750 Mirror polishing
B 70 105 10 750 Grinding
C 70 105 10 750 Grit blasting
D 70 105 10 750 As sprayed
E 100 105 10 750 Mirror polishing
F 100 105 10 750 Grinding
G 100 105 10 750 Grit blasting
H 100 105 10 750 As sprayed
I 100 105 10 750 As sprayed (rough)
J 70 84 10 600 As sprayed
K 70 105 5 750 As sprayed
L 100 105 5 750 As sprayed
M 70 105 5 750 As sprayed
N 100 105 5 750 As sprayed
O 70 105 5 750 As sprayed *

D: standoff distance (mm); P: input power (kW); S: solid content in suspension (wt %); I: current (A); *: deposited
with 7.5 wt % YSZ powder.

2.3. Microstructure and Porosity Characterization

Metallographic cross-sections of samples were prepared to investigate the microstructure of the
top coats with scanning electron microscopes (SEM, Zeiss Ultra 55 FEG-SEM, Carl Zeiss Microscopy
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GmbH, Oberkochen, Germany, and Hitachi TM3000, Hitachi High-Technologies Europe GmbH,
Krefeld, Germany). The columns and vertical crack density of the coatings were counted from
cross-section SEM images (magnification 300×). Vertical cracks and columns intercepting a fixed
length line (7 mm in length) which is parallel and a certain distance from the top coat/bond coat
interlayer were counted. The crack and column density were calculated by dividing the number
of cracks and columns with the cross-section length. Vertical cracks and columns were defined as
follows: (1) vertical cracks are cracks running perpendicular to the ceramic/bond coat interlayer and
penetrating at least half the thickness of the coating; (2) columns are conical areas with a high density,
secluded by linear porous gaps which are perpendicular to the top coat/bond coat interface.

The deposition efficiency of top coats was calculated by dividing the weight change of samples
before and after spraying with the weight of the YSZ powder used during spraying. The deposition
efficiency η of top coats was obtained with the following equation:

η = Gc/Gs × 100% (1)

in which Gc (g) is the weight of top coat deposited on the substrate, Gs (g) is the weight of the YSZ
powder injected into the plasma jet during spraying [25].

The porosity of the coatings deposited at different spraying conditions was measured with image
analysis (IA). Porosity can be easily detected due to the high degree of contrast between dark pores
and high brightness coating material [26]. For each measurement, 10 cross-section SEM images of
the top coats with magnification of 300× were used. The defect (pore) size within the columns was
also determined with image analysis. The mean equivalent circle diameter (ECD) value of the largest
10% of pores was measured. Assuming all the pores were spheres, the mean diameter of the pores
was obtained by multiplying the mean ECD with a constant (4/π) [27]. All the image analysis work
was conducted with the software AnalySIS (AnalySIS pro, Olympus Soft Imaging Solutions GmbH,
Hamburg, Germany).

For the investigation of phases of the top coats, X-ray diffraction was also carried out with a D4
Endeavor (Bruker, Karlsruhe, Germany) using Cu Kα radiation. A scanning range of 2θ from 10◦ to
80◦ with a step size 0.02◦ and a count time 0.5 s/step were used. The Rietveld refinement technique
was used to determine the phases and the amount of different phases existing in the coatings [28].

2.4. Mechanical Property Tests

Mechanical property measurements were performed on the metallographic cross-sections of
the samples. The hardness and elastic modulus of top coats were measured with a depth-sensing
micro-indentation test (H-100 Fischerscope, Helmut Fischer GmbH, Sindelfingen, Germany). The load
applied on the indenter was set to be 1 N. Effective Young’s modulus was calculated from the initial
unloading slope [29]. The elastic modulus of the materials can be obtained with the following equation:

E∗ = E/1 − ν2 (2)

where E is the elastic modulus (GPa), E* is effective Young’s modulus (GPa), and ν is the Poission’s
ratio; in this work ν = 0.25 was adopted from [30]. In order to obtain reliable values, 15 indentations
were performed on each sample.

For the measurements of fracture toughness, an indentation fracture toughness technique was
carried out in this work [31]. A Vicker’s indenter with an applied load of 3 N was used to generate
proper cracks in metallographic cross-sections of the samples. In order to minimize the effect of column
gaps, all the indentations were performed at the central part of the columns. The ratio between surface
crack length l (m) and indentation half diagonal length a (m) fell into the following range:

0.25 ≤ l/a ≤ 2.5 (3)
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This indicates that the generated cracks are Palmqvist cracks [31]. Thus, the following equation
was used for calculating indentation fracture toughness of the top coats.

KIC = 0.018
(

E
H

) 2
5

Ha
1
2 (

a
l
)

1
2 (4)

where KIC is the indentation fracture toughness (MPa·m1/2), H is the indentation hardness (MPa),
E is the elastic modulus (MPa), a is the indentation half-diagonal length (m), and l is the crack length
(m) [31,32]. Ten indentations were made for each fracture toughness determination.

2.5. Thermal Shock Tests

The thermal shock tests were performed in a gas burner rig facility operating with a natural
gas and oxygen mixture. The front sides of the samples were periodically heated up to the target
temperature and, simultaneously, the reserve sides of the samples were cooled with compressed air
to maintain a temperature gradient across the sample. In the aim of getting reliable lifetime results,
two specimens were subjected to thermal cycling tests for each kind of microstructure. The detailed
information about the test facility and used samples were given in [33]. Thermal cycling lifetime was
defined as the number of thermal cycles that a sample survives before the appearance of visible
spallation (25 mm2). During the test, the surface temperature was monitored with an infrared
pyrometer, and the substrate temperature was measured with thermocouple which was located
in the center of the substrate. In this work, the surface temperature was set to be 1400 ± 30 ◦C and the
substrate temperature was adjusted to 1050 ± 30 ◦C.

3. Results and Discussion

3.1. Effect of Substrate Roughness on Coating Microstructure

Figure 1 shows the as-sprayed cross-section microstructures of top coats which were sprayed on
BCs with different roughness at a stand-off distance of 70 mm. It can be seen that the roughness of the
BC layer greatly affects the microstructure of the top coats. Samples A and B, which were deposited
onto relatively smooth surfaces, display a microstructure with vertical cracks penetrating through the
entire coating thickness. It has been reported that the vertical cracks in the APS TBCs can improve
the strain tolerance of TBCs during thermal cycling [34]. It can be expected that vertical cracks in
the SPS coatings can increase thermal cycling performance of the coatings, as well. The formation
of vertical cracks in traditional APS coatings is related to the cooling and shrinkage of the deposited
splats, resulting in large tensile stress and consequent cracking during cooling. This mechanism only
works for high depositing temperatures and dense coatings without a large number of micro-cracks
for stress relief [35]. For SPS coatings, the splat sizes range from 0.3–2 μm in diameter [15]. Due to the
limited size of the splats, the possibility of micro-crack formation during cooling is reduced. Probably,
a higher tensile stress level can be built up within the top coat. When the tensile stress level exceeds
the strength of the top coat, highly-segmented SPS coatings with vertical cracks are formed.

Branching cracks, which originate from vertical cracks and propagate along porous bands, also
exist in top coats (as shown in Figure 1a,b). These branching cracks are detrimental to the thermal
lifetime of TBCs. Porous bands existing between successive passes of the spraying gun provide an
easy pathway for the propagation of branching cracks under thermal stress. The formation of porous
bands is attributed to poorly-heated un-molten particles or resolidifized particles travelling in the
jet fringes [36]. The extent of porous bands is largely reduced by axial feeding compared with radial
feeding. This is also obvious when comparing the present results to former results using radial feeding
(see, e.g., [20]). In addition, the porous bands can also be significantly reduced by changing the
spraying pattern and suspension solid load content.
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When the roughness of the BCs is increased up to Ra = 2.82 μm, as shown in Figure 1c, columns
start to grow on the asperities of the bond coat; at the same time, the vertical cracks coexist in the
top coat. Thus, the microstructure of Sample C is composed of a mixture of vertical cracks and
columns. For sample D, the top coat was deposited on a surface with a roughness about Ra = 10.4 μm.
Even though some vertical cracks can be observed, the microstructure of the top coat, as shown in
Figure 1d, is a typical columnar structure. All the columns were separated by porous gaps, growing on
the asperities of the surface. This observation is consistent with the proposed deposition mechanism
by VanEvery et al. [14]. The plasma drag force changes the particles’ velocity from normal along the
substrate surface. Thus, these particles preferentially impact on asperities of the surface leading to
the formation of columns. Although the porous gaps between columns can provide an easy way for
ingress of hot gas and corrosive media, they also increase the strain tolerance of the top coats leading
to higher thermal cycling lifetimes of the TBCs.

Figure 1. Cross-section SEM image of as sprayed YSZ top coats (Samples A, B, C, and D) deposited at a
standoff distance of 70 mm, on BC with different surface treatments: (a) mirror polishing; (b) grinding;
(c) grit blasting; and (d) as-sprayed.

An evaluation of the crack and column density is shown in Figure 2a. The crack density decreases
from Sample B to D, while the column density shows an opposite tendency. It seems that vertical cracks
compete with columns and so the crack density is greatly affected by the column density. Probably,
columns can release tensile stress within the top coat, which is a prerequisite condition for generating
vertical cracks. It should be mentioned here that during the deposition of sample A, a small part
of the top coat peeled off from the substrate. The tensile stress built in the top coat was probably
partially released leading to the unexpected low crack density of Sample A. The deposition efficiency
for Samples A, B, C, and D (as shown in Figure 2b) are roughly constant (45–49%). It seems that the
roughness of the bond coat barely affects the deposition efficiency in axial SPS.
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The porosity of the top coats was also investigated with image analysis. The results shown in
Figure 2c exhibit a very low porosity for Samples A and B, only about 2.9% and 2.6%, respectively.
The porosity of the top coats increases with the increase of the bond coat roughness (Samples C and D
in Figure 2c). Probably, this is a result of the formation of columns which can introduce additional
pores, specifically column gaps, into the top coats. In summary, the bond coat roughness can indirectly
influence the porosity of top coats by affecting the microstructure of top coats. It should be mentioned
here that very fine porosity in the nanometer range is not accessible by the used low-resolution method.

Figure 2. Crack/column density (a), deposition efficiency (b), and porosity (c) for as-sprayed YSZ top
coats (Samples A, B, C, and D) deposited on BC with different surface treatments.

3.2. Effect of Stand-Off Distance on the Coating Microstructure

In addition, a set of top coats was deposited on surfaces with different roughness at a longer
stand-off distance (100 mm). The cross-section microstructures of the top coats are presented in
Figure 3. All top coats show a columnar microstructure. In addition, columnar-structured top coats can
be obtained even on smooth surfaces, as shown in Figure 3a,b. This can be explained by considering
the Stokes number St:

St =
ρpd2

pνp

μglbl
(5)

in which ρp is the particle specific mass (kg/m3); dp is the particle diameter (m); νp is the particle
velocity (m/s); μp is the plasma gas molecular viscosity (Pa·s); lbl is the thickness of the flow boundary
layer (m), which varies as the inverse of the square root of the gas velocity close to the substrate.
A longer stand-off distance will lead to lower particle velocities when approaching the substrate,
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thicker boundary layers and, hence, a reduction of the particle Stokes number. Particles with lower
Stokes numbers are more easily able to follow the plasma gas and deposit preferentially on asperities
of the BC surface forming columns. In other words, the increase in stand-off distance promotes
the formation of columns. It should be mentioned here that columns formed on smooth surfaces
(Figure 3a,b) do not directly grow on the surface of the BC, but at a certain distance away from the
BC surface instead. This indicates that the previously-deposited ceramic top coat surface can provide
asperities on which columns grow. These asperities should have a proper size, which is related with
the spraying conditions before the column growth starts.

Figure 3. Cross-section SEM images of as-sprayed YSZ top coats (Samples E–I) deposited at a standoff
distance of 100 mm, on BC with different surface treatments: (a) mirror polishing; (b) grinding; (c) grit
blasting; (d) as-sprayed; and (e) as-sprayed rough.
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The column density of the top coats is presented in Figure 4a. The column density drops gradually
with the increase of the BC roughness. This observation is also consistent with deposition mechanism
proposed by VanEvery et al. Increasing the roughness will reduce the number of relevant asperities,
which promote the growth of columns in a specific area.

The porosity levels of the top coats deposited on surfaces with different roughness values at a
100 mm stand-off distance are presented in Figure 4c. With increasing surface roughness, from
Ra = 0.06 μm up to Ra = 2.82 μm, the porosity of top coat increased gradually, and only slightly,
increased at higher roughness values. The deposition efficiency of the top coats is considerably
reduced at the higher stand-off distance (compare Figures 2b and 4b). A longer stand-off distance
increases the number of particles with Stokes numbers below 1 [3]. These particles will follow the
gas flow and might never impact on the substrate. In addition, at a longer stand-off distance particles
are already cooling down and the substrate temperature is reduced, as well. Both factors lead to a
lower sticking probability on the surface. Comparing the porosity level of the top coats deposited at a
stand-off distance of 70 mm (Figure 2c) and 100 mm (Figure 4c), it can be seen that coatings deposited
at a longer stand-off distance exhibit a higher porosity. This is probably related to the reduced droplet
temperature and velocity impacting on the substrates.

Figure 4. Column density (a), deposition efficiency (b) porosity (c) for as sprayed YSZ top coats
(Samples E–I) deposited with 100 mm standoff distance on BC with different surface treatments.

3.3. Effect of the Input Power on the Coating Microstructures

The top coat (Sample J) sprayed with a lower input powder (84 kW instead of 105 kW) was
deposited on an as-sprayed HVOF bond coat. The cross-section microstructure of Sample J is presented
in Figure 5. It can be seen that Sample J also exhibits a columnar structure. The column density is about
8.8/mm which is higher than the value of Sample D (Figure 2a). Moreover, it has a higher porosity of
about 18.5%, surprisingly. It seems that lower input power can greatly increase the porosity of the top
coat. The deposition efficiency for Sample J is about 48%, close to the value of Sample D.
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Figure 5. Cross-section image of the as-sprayed YSZ top coat (Sample J) deposited at a 70 mm standoff
distance with 84 KW input power on as-sprayed BC.

3.4. Effect of Solid Content on the Coating Microstructures

Cross-section SEM images of Samples K and L, which were sprayed with a 5 wt % solid content
suspension, are presented in Figure 6. It can be found that both of the top coats have well-developed
columnar structures. No vertical cracks can be observed from the cross-section. The column density
for Samples K and L is 10.4 and 11/mm, respectively. Furthermore, the density of the top coats are
19.3% and 28.0%. Compared with Samples D (Figure 2) and H (Figure 4), it seems that lowering
the solid content in the suspension from 10 wt % to 5 wt % can promote the growth of columns
and decrease the density of the top coats. In addition, the deposition efficiency of Samples K and
L were measured to be 60.7% and 27.2%. Surprisingly, the deposition efficiency was also increased.
Due to the different injection methods, axial SPS shows higher deposition efficiency than radial SPS.
The deposition efficiency of axial injection SPS is close to the efficiency of APS, which can be 60% and
above [37].

Figure 6. Cross-section images of as-sprayed YSZ top coats (Samples K (a) and L (b)) sprayed with
5 wt % solid content suspension on as-sprayed BC.

3.5. Thermal Cycling Performance of the Coatings

Based on the investigation of spraying conditions on microstructures, two well-developed
columnar structured top coat (Samples M and N) were deposited on VPS bond-coated IN738 substrates
for thermal cycling tests. The microstructure of the as-sprayed Samples M and N are shown in
Figure 7. The column density for Samples M and N were 10.1 and 12.7/mm, respectively; the porosity
determined with image analysis for Samples M and N were up to 22.8% and 29.1%. Sample N, which
had a higher column density and porosity, was expected to have a higher strain tolerance and, thus,
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a longer thermal cycling lifetime under thermal load. However, it turned out that the average thermal
cycling lifetime for Samples M and N (as shown in Table 2) were 177 and 76 cycles, respectively.
The photographs and cross-section SEM images of thermally-cycled samples are presented in Figure 8.
It can be seen on the photographs that a bit of white YSZ residue attached to the bond coat in the
delaminated regions. From the cross-section images of the samples after thermal cycling testing,
a similar delamination mode is found for both cases.

Table 2. Overview on thermally-cycled samples.

Sample No.
Thickness

(μm)

Bond Coat/Top
Coat Interface

Temperature (◦C)

Top Coat Surface
Temperature (◦C)

Top Coat
Temperature

Gradient (◦C/μm)

Lifetime
(Cycles)

M
1 ~255 1119 1346 1.10 193
2 ~257 1098 1284 0.78 160

N
1 ~257 1118 1384 1.10 81
2 ~245 1121 1362 1.14 71

O
1 ~289 1094 1277 0.63 218
2 ~317 1089 1283 0.61 269

Figure 7. Cross-section SEM images for as-sprayed YSZ top coats: (a) Sample M, (c) Sample
N, (e) Sample O; and the detailed microstructure within columns: (b) Sample M, (d) Sample N,
and (f) Sample O.
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Figure 8. Photographs of thermally-cycled samples: (a) Sample M, (c) Sample N, and (e) Sample
O; and cross-section SEM images of thermally-cycled samples: (b) Sample M, (d) Sample N,
and (f) Sample O.

The delamination occurred within the top coats, parallel to the top coat/bond coat interface and
just above the bond coat. As shown in Figure 8, for both samples the thermal growth oxide (TGO)
were formed on the bond coat, but the thickness was limited (2–3 μm). Compared to typical TGO
thickness at failure (6–12 μm) [1] the result indicates that the TGO layer growth is not the major reason
for the premature failure of the YSZ top coats.

As reported in [38], at a temperature above 1200 ◦C, YSZ shows an insufficient phase stability.
The metastable t’ phase, which is formed due to rapid cooling during the deposition process, undergoes
a phase transformation into the equilibrium phases (tetragonal and cubic) at high temperature;
and upon cooling, the tetragonal phase will transform into the monoclinic phase companied by
a volume change. This volume change leads to stresses in the coating and is detrimental for the
thermal cycling lifetime of coatings. Thus, an XRD analysis was performed on thermally-cycled
samples to investigate the phase evolution during thermal cycling. As shown in Figure 9, all the
observed peaks in the XRD patterns of the as-sprayed samples can be attributed to the tetragonal
phase. According to the lattice parameter results, the ratio c/a

√
2 for the tetragonal phase falls

into the range of 1.010 to 1.000. This indicates that the tetragonal phase in the as-sprayed coating
is non-transformable [39]. After thermal cycling, no monoclinic phase was detected from the XRD
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patterns and the tetragonal phase was non-transformable; but a cubic phase was detected from both
thermally-cycled Samples M and N. According to quantitative analysis, the amount of cubic phase
in the both coatings is around 12 wt %. The cubic phase with low fracture toughness is detrimental
to the lifetime of the coatings. The formation of relatively large amounts of the cubic phase during
thermal cycling testing is probably due to the fairly high yttria content in the coatings. In order to
exclude the effect of relatively higher yttria content on the lifetime of the coatings, Sample O was
produced with 7.5 wt % yttria-stabilized zirconia powder. As a result of using the same spraying
parameters, Sample O (as shown in Figure 7e) exhibited similar columnar microstructures as Sample
M (Figure 7a). After spraying, Sample O was subjected to thermal cycling testing. It showed that
the average lifetime of Sample O is 244 cycles. Compared with Sample M, the lifetime of Sample O
was improved slightly, but was still short. From the photograph (Figure 8e) and cross-section SEM
image (Figure 8f) of thermally-cycled Sample O, it can be seen that the failure mode is similar to that
of Samples M and N. Additionally, the thickness of the TGO layer for Sample O was very thin (about
2–3 μm). The XRD diagrams of as-sprayed and thermally-cycled Sample O are presented in Figure 9.
According to the lattice parameter results, the tetragonal phase in as-sprayed and thermally-cycled
coatings was non-transformable. In addition, the amount of cubic phase in the thermally-cycled
coating was decreased to about 7 wt %. It seems that the relatively high yttria content and the phase
transformation of YSZ are not the main reasons for the premature failure of SPS coatings.

Figure 9. X-ray diffractograms of the as-sprayed and thermally-cycled YSZ samples (M, N, and O).

Another possible explanation for the premature failure of YSZ top coats might be the different
mechanical properties, like Young’s modulus and fracture toughness, of the SPS coatings. Hence,
indentation tests have been conducted to evaluate these properties.

Mechanical properties of as-sprayed and thermally-cycled Samples M, N, and O are listed in
Table 3. The as-sprayed fracture toughness for all three samples is lower than the value of typical APS
coatings, which is about 2.0–3.3 MPa·m1/2 [40]. Sample M, with a longer thermal cycling lifetime,
exhibits a higher indentation fracture toughness than Sample N. On the other hand, this sample also
shows a higher Young’s modulus and, hence, a typically higher stress level was expected during
thermal cycling. In order to obtain a better insight into which factor could be the most important one,
a simplified evaluation was made.
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Table 3. Mechanical properties of as-sprayed and thermally-cycled Samples K, L, and M.

Sample Condition Hardness (GPa) Elastic Modulus (GPa) Fracture Toughness (MPa·m1/2)

M
As sprayed 9.6 ± 1.1 113.7 ± 10.4 1.5 ± 0.3

Thermal cycled 10.2 ± 1.4 159.5 ± 16.8 2.3 ± 0.3

N
As sprayed 6.2 ± 0.9 81.9 ± 8.5 1.0 ± 0.2

Thermal cycled 8.4 ± 1.4 127.9 ± 15.3 1.8 ± 0.2

O
As sprayed 8.3 ± 0.6 100.7 ± 7.0 1.7 ± 0.4

Thermal cycled 10.5 ± 1.0 167.5 ± 13.2 2.5 ± 0.3

Due to thermal expansion mismatch between the YSZ top coat and the metallic substrate, thermal
stress is built up during thermal cycling. This stress will be determined by the mismatch strain Δε

which is proportional to the mismatch of the thermal expansion coefficients of coating and substrate
(~5 × 10−6 /K) multiplied by the temperature change during cycling (~1000 K) and the Young’s
modulus E of the coating. Of course, the columnar structure leads to an increasing reduction of the
stress with the increasing ratio of the coating thickness (for completely penetrating cracks) to crack
spacing [41]. On the other hand, stresses will remain in the coating, especially in the center part of the
columns close to the top coat/bond coat interface.

Crack propagation and, hence, failure will be governed by the stress intensity factor KI,
proportional to the stress multiplied by the square root of the defect size c and a geometry factor Y,
which is 2/π1/2 for spherical pores (and assumed here):

KI = Y σ
√

c ≈ YΔε E
√

c (6)

Generally, the crack growth rate dc/dt is proportional to the ratio of the stress intensity to the
critical stress intensity KIC factor (or toughness) with an (often rather high) exponent n; assuming the
initial crack size c is much smaller than the critical crack size ac, the lifetime tf obtained by integration
can be approximated by:

tf ∝ c
(

KIc

Y Δε E
√

c

)n
(7)

This formula has been used to evaluate the lifetime assuming a rather low strain in the columnar
structures (reduced by a factor of two due to the columnar structure) [42]. The results are given in
Table 4. The initial defect size c was estimated as being the mean value of the largest 10% of pores.
The defect size results are presented in Table 4. As a result of sintering, the elastic modulus and
fracture toughness of samples increase during thermal cycling tests. The average elastic modulus
and fracture toughness of samples before and after thermal cycling testing were used to calculate the
lifetime according to Equation (7).

Table 4. Input parameters and evaluation according to Equation (7) for the SPS coatings.

Sample Strain
Defect

Size (μm)
Average Elastic
Modulus (GPa)

Average Fracture
Toughness (MPa·m1/2)

KIc/KI
Lifetime
(Cycles)

Lifetime/Pore
Size (Cycles/μm)

M 0.0025 0.93 134 1.8 5.06 177 189.2
N 0.0025 1.38 105 1.4 4.05 76 55.1
O 0.0025 0.67 134 2.1 6.87 244 362.4

A plot of the data points plotted in a log-log scale is shown in Figure 10. The rather linear
distribution of the data points in this plot indicates that Equation (7) might be an appropriate
description of the lifetime data. However, it should be noticed that the exponent n obtained from the
slope in Figure 10 is 3.5 and this value is rather small compared to typical results found for ceramics [43].
A more elaborate analysis is necessary. However, the main goal of the lifetime evaluation was to
distinguish the relevant reasons for the premature failure of SPS TBCs. Here the correlation between
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toughness and lifetime shed light on the failure mechanism of SPS TBCs, that the lower fracture
toughness of SPS coatings could be the major reason for their early failure.

Figure 10. Plot of the lifetime tf divided by the initial crack length c as a function of the critical stress
intensity factor divided by the apparent one (see Equation (7)) for the samples given in Table 3.

4. Conclusions

In this study, thermal barrier coatings with different microstructures were deposited with axial
suspension plasma spraying. The effects of spraying conditions on the microstructure of top coats and
deposition efficiency were investigated. Additionally, thermal cycling tests were performed on the
columnar structured TBCs. The main conclusions are as follows:

• Among the spraying parameters, bond coat roughness and stand-off distance played a dominant
role on the microstructure formation of the top coats. Both increasing stand-off distance and
reducing bond coat roughness increased the column density. Lowering the solid content in the
suspension promotes the growth of columns. Also bond coat roughness, stand-off distance,
and input power also had a significant influence on the microstructure and porosity of the top
coats. Increasing bond coat roughness and stand-off distance, lowering input power, as well as
the solid content in the suspension could enhance the porosity level of the coatings.

• The SPS process with axial injection had a high deposition efficiency of up to 60.7%. The deposition
efficiency was mainly influenced by the stand-off distance. With increase of it, the deposition
efficiency dropped greatly.

• Columnar-structured SPS TBCs exhibited a moderate thermal cycling performance. An evaluation
of the major influencing factors of the lifetime showed that the relatively low fracture toughness
is probably the main reason for the premature failure of the SPS TBCs.
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Abstract: Physical vapour deposition (PVD) is a well-known technology that is widely used for the
deposition of thin films regarding many demands, namely tribological behaviour improvement,
optical enhancement, visual/esthetic upgrading, and many other fields, with a wide range of
applications already being perfectly established. Machining tools are, probably, one of the most
common applications of this deposition technique, sometimes used together with chemical vapour
deposition (CVD) in order to increase their lifespan, decreasing friction, and improving thermal
properties. However, the CVD process is carried out at higher temperatures, inducing higher stresses
in the coatings and substrate, being used essentially only when the required coating needs to be
deposited using this process. In order to improve this technique, several studies have been carried
out optimizing the PVD technique by increasing plasma ionization, decreasing dark areas (zones
where there is no deposition into the reactor), improving targets use, enhancing atomic bombardment
efficiency, or even increasing the deposition rate and optimizing the selection of gases. These studies
reveal a huge potential in changing parameters to improve thin film quality, increasing as well
the adhesion to the substrate. However, the process of improving energy efficiency regarding the
industrial context has not been studied as deeply as required. This study aims to proceed to a review
regarding the improvements already studied in order to optimize the sputtering PVD process, trying
to relate these improvements with the industrial requirements as a function of product development
and market demand.

Keywords: PVD optimization process; PVD technique; sputtering; magnetron sputtering; deposition
improvement; reactors

1. Introduction

The physical vapour deposition (PVD) process has been known for over 100 years, and
plasma-assisted PVD was patented about 80 years ago [1]. The term “physical vapour deposition”
appeared only in the 60s. At that time, the evolution of vacuum coating processes was needed, which
was carried out through the development of well-known technologies, such as sputtering, vacuum,
plasma technology, magnetic fields, gas chemistry, thermal evaporation, bows, and power sources
control, as described in detail in Powell’s book [2].

In the last 30 years, plasma assisted PVD (PAPVD) was divided into several different power
source technologies such as direct current (DC) diode, triode, radio-frequency (RF), pulsed plasma, ion
beam assisted coatings, among others. In the beginning, the process had some difficulties in being
understood at a fundamental level and necessary changes were introduced to provide benefits, such as
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excellent adhesion from the coating to the substrate, structure control, and material deposition at low
temperatures [3].

On the other hand, many additional surface treatments have appeared to meet the industrial and
commercial needs, developing the performance of a huge number of products. In the last decades,
the development of PVD deposition technologies has been focused essentially on the coating of tools,
considering the strong evolution of the computer numerical control (CNC) machining processes, since
new machining approaches have arisen [4].

PVD technique is a thin film deposition process in which the coating grows on the substrate atom
by atom. PVD entails the atomization or vaporization of material from a solid source, usually called
target. Thin films usually have layers with thicknesses as thin as some atomic layers to films with
several microns. This process causes a change in the properties of the surface and the transition zone
between the substrate and the deposited material. On the other hand, the properties of the films can
also be affected by the properties of the substrate. The atomic deposition process can be made in a
vacuum, gaseous, plasma, or electrolytic environment. Moreover, the vacuum environment in the
deposition chamber will reduce the gaseous contamination in the deposition process to a very low
level [5].

The last decades showed an evolution of the PVD techniques, aiming to improve coating
characteristics and deposition rates without putting aside initial surface cleaning to remove possible
contaminations [6,7]. This technique has suffered relevant improvements, mainly in carbides and
nanocomposite transition metal nitrides substrates [8–12]. Research has been focused on improving
the characteristics of coatings, although the enhancement of the deposition rate effectiveness regarding
this process has been the main concern of the industry linked to this kind of techniques [13–15].

The most common surface coating methods in a gaseous state regarding the PVD process are
evaporation and sputtering. These techniques allow for particles to be extracted from the target at very
low pressure to be conducted and deposited onto the substrate [16].

The reactor that was used in the evaporation process requires high-vacuum pressure values.
Generally, these characteristics and parameters have lower atomic energy and less adsorption of gases
into the coatings deposition. As a result, a transfer of particles with larger grains leads to a recognized
lesser adhesion of the particles to the substrate, compared with the sputtering technique. During
deposition, some contaminant particles are released from the melted coating material and moved onto
the substrate, thereby reducing the purity of the obtained coatings. Thus, the evaporation process is
usually used for thicker films and coatings with lower surface morphological requirements, although
this technique presents higher deposition rates when compared with the sputtering process.

Therefore, the sputtering process appears as an alternative for applications that require greater
morphological quality of surfaces where roughness, grain size, stoichiometry, and other requirements
are more significant than the deposition rate. Due to the stresses generated during the cooling
process with the decrease in temperature or the melting temperature of the substrate (polymers), the
deposition process presents temperature limitations for certain applications [17–21]. This leads to the
Sputtering process becoming more relevant among PVD deposition techniques without forgetting
the appearance of new techniques based on the sputtering process to meet the continuous increase in
market requirements.

New coating properties, following market and researchers’ requirements, have been developed
with the emergence of new systems based on conventional processes. Even though the deposition
rates that were obtained by the evaporation process are the desired, the truth is that the sputtering
deposition techniques made an unquestionable progress in terms of quality and increase in deposition
rate, responding to industry and researchers demands interested in this area, even serving as interlayer
for further coatings obtained by chemical vapour deposition (CVD) [22].

CVD is another method of deposition under vacuum and is the process of chemically reacting a
volatile compound from a material to be deposited with other gases, in order to produce a non-volatile
solid that is deposited onto a substrate. This method is sometimes used as pre-coating with the aim
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of increasing the durability of the substrates, decreasing the friction, and improving the thermal
properties—this means that one can combine deposition methods, like layers of PVD and CVD, in the
same coating [23–26].

There are also a large number of studies in mathematical modelling and numerical simulation that
contribute to the improvement of this process, which may be an advantage over other processes. These
studies have a great impact on the improvement of the reactors characteristics that lead in the future to
the costs reduction, as well as in the improvement of the mechanical properties of the films [27–32].

This work has as main focus the magnetron sputtering technique since its development will be
focused on the improvement of these specific reactors in the future.

2. PVD Coatings

PVD is an excellent vacuum coating process for the improvement of wear and corrosion resistance.
It is highly required for functional applications, such as tools, decorative pieces, optical enhancement,
moulds, dies, and blades. These are just a few examples of a wide range of already well-established
applications [33–35]. The equipment used in this technique requires low maintenance and the process
is environmentally friendly. Benefits of PVD coatings are many. PVD can provide real and unique
advantages that add durability and value to products. Deposition techniques have an important role in
machining processes. Machining tools are probably one of the most exigent applications, which require
characteristics, such as hardness at elevated temperatures, high abrasion resistance, chemical stability,
toughness, and stiffness [36–45]. In addition, PVD is also able to produce coatings with excellent
adhesion, homogeneous layers, designed structures, graduated properties, controlled morphology,
high diversity of materials and properties, among others [46–50].

PVD processes allow the deposition in mono-layered, multi-layered and multi-graduated coating
systems, as well as special alloy composition and structures. Among other advantages of this process,
the variation of coating characteristics continuously throughout the film is undoubtedly one of the
most important [32,51,52]. Their flexibility and adaptability to market demands led to the development
and the improvement of techniques for the various processes and thus multiple variants have arisen,
some of them presented in Figure 1.

These techniques are constantly evolving and continue to be inspiration sources for many studies.
Many books and articles spread out the information on these variants, making it difficult to quantify
all existing techniques. Sputtering (or cathodic spraying) and Evaporation are the most commonly
used PVD methods for thin film deposition.
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Figure 1. Segmentation of the current physical vapour deposition (PVD) techniques for advanced
coatings.
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2.1. Evaporation and Sputtering Principles

In PVD techniques, a thermal physical process of releasing or collision transforms the material
to be deposited—the target—into atomic particles, which are directed to the substrates in conditions
of gaseous plasma in a vacuum environment, generating a physical coating by condensation or the
accumulation of projected atoms. A higher flexibility in the types of materials to be deposited and
a better composition control of the deposited films are the results of this technique [21,53,54]. Two
electrodes connected to a high voltage power supply and a vacuum chamber constitute the PVD
reactors, as seen in Figure 2 [21,53,55].

Regarding the sputtering process, fine layers of several materials are applied while using the
magnetron sputtering process. The raw material for this vacuum coating process takes the form of a
target. A magnetron is placed near the target in sputtering processes. Then, in the vacuum chamber,
an inert gas is introduced, which is accelerated by a high voltage being applied between the target and
the substrate in the direction of the magnetron, producing the release of atomic size particles from the
target. These particles are projected as a result of the kinetic energy transmitted by gas ions whose
have reached the target going to the substrate and creating a solid thin film. The technology allows for
previous contaminations located on the substrate to be cleaned from the surface—this is by reversing
the voltage polarity between the substrate and the target, usually called cathodic cleaning [21].

When considering the technique of e-beam evaporation, this method involves purely physical
processes, where the target acts as an evaporation source containing the material to be deposited,
which works as a cathode. Note that the system evaporates any material as a function of the e-beam
power. The material is heated at high vapour pressure by bombarding electrons in high vacuum,
and the particles released. Then, a clashing occurs between the atomic size released particles and gas
molecules—inserted into the reactor, with the aim of accelerating the particles, by creating a plasma.
This plasma proceeds through the deposition chamber, being stronger in the middle position of the
reactor. Successively compressed layers are deposited, increasing the adhesion of the deposited film to
the substrate [17–21].

(a) (b)

Figure 2. Schematic drawing of two conventional PVD processes: (a) sputtering and (b) evaporating
using ionized Argon (Ar+) gas.

Being a cleaner deposition process, sputtering permits a better film densification, and reduces
residual stresses on the substrate as deposition occurs at low or medium temperature [56–58]. Stress
and deposition rate are also controlled by power and pressure. The use of targets with larger area
facilitates a good uniformity, allowing the control of the thickness by an easy adjustment of the process
parameters and deposition time. However, the process may cause some film contamination by the
diffusion of evaporated impurities from the source, thus, there are still some limitations in the selection
of the materials that were used for the coatings due to their melting temperature.
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Furthermore, this process does not allow an accurate control of film thickness. However, it allows
for high deposition rates without limit of thickness [59]. For better understanding, a comparison
between evaporation and sputtering techniques is summarized in Table 1.

Table 1. Typical features of the PVD [17–21].

Parameters Sputtering Evaporation

Vacuum Low High

Deposition rate Low (except for pure metals and
dual magnetron) High (up to 750,000 A min−1)

Adhesion High Low
Absorption High Less absorbed gas into the film

Deposited species energy High (1–100 eV) Low (∼0.1–0.5 eV)
Homogeneous film More Less

Grain size Smaller Bigger
Atomized particles More Dispersed Highly directional

2.2. Sputtering Process Steps

To obtain better thin film deposition, it is important to know all process steps regarding the
equipment related to the reactor, keeping in attention what takes place in the chamber during the
deposition cycle. A preparation process before deposition is necessary, namely cleaning the substrate to
achieve a better film adhesion between the coating and substrate. Nonetheless, cleaning the substrates
in an ultrasonic bath, outside the vacuum chamber, is also suggested before the substrates are placed
on the satellites [60]. An advantage of a vacuum sputtering chamber is the fact that it can be used
both for cleaning the substrates, and afterwards, a coating deposition [21,54]. On the other hand, the
duration of the cleaning process is considerable, being a disadvantage in terms of industry competition,
as it raises final product costs. In order to control the costs, a management of the machine’s breakdown
times and setups is necessary. As this fact is a drawback to the industry, an optimization of the process’
parameters is required to reduce production times. An important parameter to be optimized is the
deposition rate, regarding an improvement in the plasma density and energy available in the process.
Thus, it is necessary to take into account all of the steps of the process and parameters studied, in
order to comply with industry demands [61]. Contamination of the films can be avoided with correct
substrate handling and efficient maintenance of the whole vacuum system, as the contamination
sources come from bad surface conditions or system related sources. The process cycle time depends
mainly on the vacuum chamber size and its pumping system [17].

Following the placement of the substrates on the holders’ vacuum chamber, the deposition process
takes place regarding the following four important steps, featured in Figure 3:

• The first step—Ramp up—involves the preparation of the vacuum chamber, which consists in a
gradual increase of the temperature, induced by a tubular heating and a modular control system;
at the same time, the vacuum pumps are activated in order to decrease the pressure inside the
chamber. In this type of sputtering reactors, two pumps are used, the first one (primary vacuum)
produces a pressure up to 10−5 bar, the second one (high vacuum) reaches 10−7 bar pressure.

• The second step—Etching—is characterized by cathodic cleaning. The substrate is bombarded
by ions from plasma etching to clean contaminations located on the substrate surface. This is an
important preparation step for a deposition because it helps to increase adhesion. Indeed, the
substrate properties have a direct influence on adhesion, such as substrate material, hardness and
surface quality [62,63].

• In the third step—Coating—takes place. The material to be deposited is projected to the substrate
surface. Several materials can be used; among these are titanium, zirconium, and chromium
nitrides or oxides, among others.

• The last step—Ramp downstage—corresponds to the vacuum chamber returning to room
temperature and ambient pressure. In order to achieve this, a specific cooling system is
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used—chiller—with two sets of water knockout drums: one is used for the vacuum pumps
and the other for cooling targets. Equipment unloading and cooling should not damage coatings’
properties. The need for a cooling system is a drawback because it decreases production rate and
rises energetic costs.

Figure 3. The processing flow for a classic PVD sputtering process.

A global industrial concern is energy consumption to help reduce costs [64]. New policies
are expected to drive more innovation, encourage better industry performance, and lead to more
energy savings.

The CVD process reveals a higher consumption compared to the PVD when considering
all of the process steps. This has been demonstrated by several studies, such as sustainability
assessments regarding manufacturing processes, energy consumption, and material flows in hard
coating processes [65,66].

A comparative study issued by Gassner et al. [65], revealed a consumption of 112 kWh (process
cycle time ≈ 5 h; coating thickness ≤ 6 μm) regarding the TiN deposition, using Magnetron
Sputtering (MS) technique, which can be compared with the 974 kWh consumed in the TiCN/Al2O3

deposition using CVD technique, (process cycle time: 18 h 30 min; coating thickness ≤ 30 μm). PVD
process, particularly the sputtering process, does not require very high temperatures, such as the
high-temperature that was usually developed in the CVD process. Thus, in the CVD technique, the
highest energy consumption is centred in the heating step, which is justified since the temperature
parameters range between 750–1150 ◦C in the CVD case, and in the MS deposition, are usually done at
lower temperatures, in the range of 350–600 ◦C. A possible way of reducing energy consumption costs
is recovering the residual heat through heating exchange modules. Furthermore, in MS deposition
processes, three-quarters of the total energy is usually consumed in the coating step. In order to increase
energy coating efficiency, recycling target materials must be considered. Thus, it is possible to conclude
that heating, etching, and refrigeration have a much lower contribution to energy consumption.
Figure 4 compares the energy consumption for the PVD (using MS) and CVD during the deposition
steps [65].

Figure 4. Energy consumption in the different steps of the PVD process: Heating, Etching, Coating,
and Cooling. Energy consumption in the steps of the CVD process: Heating, Coating, and Cooling.

23



Coatings 2018, 8, 402

The way to sustainability and energy efficiency needs to be thought as an opportunity in reducing
costs. The investment in terms of quality improvement of the coatings includes an increasing in
adhesion between those and the corresponding substrates, extending their lifespan. This means that
the reactor must be deeply studied in terms of parameters and external devices used to improve the
deposition process. Beyond the solutions above referred, other possible solutions can be based on the
improvement of the cleaning step within the reactor, minimizing the reactor occupation and saving
costs in terms of energy and assistant gases. The reduction of dark areas into the reactor through the
modelling of the plasma region would increase the useful volume of the chamber, contributing to a
more homogeneous thickness of the coating in a large number of coated parts regarding each batch.
Moreover, if the quality of the coatings is improved regarding its function, the lifespan of the coating
will be enlarged, contributing by this way to energy savings, thus increasing its sustainability.

2.3. Deposition Process Influence Coatings Properties

In the last decades, one has observed an evolution in the approach of researchers regarding the
impact of the deposition processes on coating properties.

The quality and variety of thin films has been a focus over the years and has progressed ever
since. Currently, due to efficiency and optimization reasons of the industrial processes, new techniques
and reactors have emerged with various combinations and possible derivations. However, these new
techniques have a great impact on the influence of coating properties. The appearance and evolution
of new simulations software also contribute positively to the continuous improvement need.

Having a focus on process improvement, it is important to know the parameters that can be
adjusted during coating deposition and substrate cleaning. Some of these parameters can be the
number of pumps, the number of targets, type of targets, substrate geometry, reactor occupancy rate,
pressure, gas type, gas flow, temperature, current density, bias, among others.

However, parameters changes will have an impact on the film deposition rate and its adhesion.
Consequently, one can have changes in the grain size and film thickness that will determine the coating
characteristics, namely its hardness, Young’s modulus, morphology, microstructure, and chemical
composition [67].

The preparation of vacuum chambers for deposition is very important. The presence of oxygen in
the vacuum chamber must be removed in order to ensure further vacuum and cleanliness conditions.
Reactor cleanliness is also an important factor to keep the coatings free of impurities resulting from
other previous materials used in the reactor. It is advised that the pressure must be maintained in the
range of 101 and 104 Pa, being the last one the base pressure. Setup conditions will contribute to the
creation of homogeneous plasma and an efficient cathodic cleaning. Etching process makes it easier to
remove oxides and other contaminants from the substrate surface. The duration of the etching and bias
sub-processes is also very relevant. A good plasma etching and excellent substrate surface cleanliness
surely provide good adhesion [63]. In addition to adhesion, microstructural and mechanical properties,
as well as corrosion properties of thin films have been studied. Gas flow and type are responsible
for changes in the microstructural and mechanical properties. To improve the corrosion properties of
materials, they have been developed new PVD coating techniques with magnesium alloys [34].

Effect of nitrogen-argon flow ratio on the microstructural and mechanical properties of AlSiN
and AlCrSiN coatings that were prepared by high power impulse magnetron sputtering has been
studied [68,69]. For AlSiN coatings, the N2/Ar flow ratios from 5% to 50% had a strong impact
on the results obtained. As a result, the hardness of the AlSiN coating increased with increasing
nitrogen-argon flow ratio and reached a maximum value of 20.6 GPa [68]. In AlSiN coatings with an
increase of N2/Ar flow ratio, with nitrogen content in the range from 28.2% to 56.3%, prepared by
varying the flow ratio from 1/4 to 1/1, resulted in higher hardness and better tribological behaviour
with the contribution of the increasing crystallinity [69].

In recent years, in the high-power impulse magnetron sputtering (HiPIMS) process, reactive gases,
such as oxygen or nitrogen, have been used. This technique is being applied to improve and adapt
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the properties of the growing films by their high fraction of ionized sputtered material during the
process [70].

Regarding corrosion properties, studies show that this characteristic is tightly influenced by the
deposition conditions and coating microstructure. However, it has less influence on the density of
the defects [34]. The operating conditions have an effect on the homogeneity of the coating. Since
these conditions interfere with the properties of the films, it is important to optimize the substrate and
holders’ rotation, the number of satellite holders, different initial positions of the substrate face, and
take advantage of the chamber area and satellites occupancy space [60,71].

To conclude, the properties of the films are directly related to the deposition process. For this
reason, it is unquestionable that progress continues to focus on solving problems that the industry is
looking for, with a focus on improving reactors in terms of performance and film properties.

3. Sputtering Depositions Improvements

Process optimization and PVD technique improvements have been the focus of many studies,
thus contributing to its success. Recently, the increase in plasma ionization has been the main goal
of improvement, increasing the deposition rate. Other attentions are paid to decrease dark areas in
the deposition chamber, recycle or improve targets, select gases, and increase atomic bombardment
efficiency. The use of responsible energy practices has sensitized users of this technique, even though
it is still an area to improve. Enlightening the energy efficiency of the whole process has an impact on
costs, but also on the environment [68,72,73].

3.1. Reactors’ Parameters and Characteristics

In general, the vacuum chambers that are applied to the coating of tools and components are
constantly evolving. However, the industry already presents a wide range of solutions in this field [32,38,39].
The emergence and development of dedicated software that is easy and quick to use through remote
control, have contributed to the technological evolution of PVD reactors [74–77]. Manual labour has
been replaced by technology because the main purpose is to make the equipment more autonomous
and automatic. This will reduce maintenance and management costs, and, on the other hand, increase
production by making the investment more profitable.

One of the great advantages of this type of reactors and technology is its ability to deposit a
wide range of films into parts with complex geometries of different materials, making the process
quite flexible. Loading and unloading workpieces is a simple task since access to the coating areas is
extremely easy. Currently, the characteristics of the reactors contribute to its handling. In summary,
the main characteristics and parameters of the reactors can be seen in Figure 5.

Figure 5. Characteristics and parameters chambers.
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It is essential to highlight the importance of the useful diameter of the vacuum chambers, because
this parameter will limit the working pressures, and, consequently, the substrates size. The chamber
diameter can vary between 400 and 850 mm [74–77] but it can reach up to 2500 mm under customer
request [74]. Cycle time is relatively fast, for example for a deposition of 3 μm, usually, takes between
5–6 h. Regarding the number of satellites, this can reach twenty, being more common the use of six or
ten satellites.

The rotation systems of the substrates are very important in an industrial context. Its efficiency can
reduce costs and improve film properties, with the rotation speed being determinant in the deposition
sequence of the layer. Studies have shown that this effect is reflected in the morphologic properties of
the coated substrates [60,71,78].

As described in Section 1, in the last years, new pulsed techniques with many potentialities
have emerged. The technique with the greatest impact on its development, taking into account all
sputtering techniques, is undoubtedly the one using Magnetron. However, it can also be used Diode,
Triode, Ion Beam, and Reactive Sputtering systems. The studies on the evolution of the sputtering
magnetron technique in DC and RF contribute to the emergence of techniques, such as dual magnetron
sputtering (DMS), reactive bipolar pulsed dual magnetron sputtering (BPDMS), modulated pulsed
power magnetron sputtering (MPPMS), HiPIMS, dual anode sputtering (DAS), among others.

One of the cheaper power supplies with easy process control is the DC power supply and hence
is the most used although the sputter yield is generally much lower [79]. This makes the DC power
source the most used in magnetron or pulsed systems. Its major disadvantage is the low rate of
ionization. Studies show that only about a fraction of 1% of the target species is sprayed ionized [17].
The DC source only applies when the targets are made of conductive materials. On the other hand, the
RF source is only applicable to the use of non-conductive or low conductivity targets. An alternative to
using DC and RF sources is the Mid Frequency source (MF). To maintain the plasma in the sputtering
process, an alternating high-frequency signal is applied, which allows the current to pass through the
target, thus avoiding the accumulation of charges.

The dual magnetron sputtering (DMS) process uses MF power supply and it has been widely
used for reactive deposition. It has become increasingly sophisticated, being usually used in systems
for industrial applications using magnetron rotation [80,81]. In particular, this method is characterized
by a different composition of the targets and way as the film grows. Surface oxidation is one of the
sensitive aspects of this technique. To counter oxidation, it is necessary to take into account parameters,
such as reactive gas partial pressure, voltage, and sputter rate [80]. Furthermore, in order to receive
DC power and apply pulsed-DC power sources in the magnetrons, components need to be configured
to switch power. This is possible while using a pulsed power supply [80].

DAS is a technology that allows switching from the commonly used alternating current—mid
frequency (AC-MF) mode to a DC power process to reduce the heat load on the substrate.

The BPDMS technique is followed by the DMS technique. The interesting fact about this technique
is that it also uses an MF source like DAS. Rizzo et al. [82] used in their study an MF band of 80–350 kHz.
Using this technique, it was possible to prevent arc formation and its results showed a high deposition
rate of around 0.044 μm min−1 using ZrN coating.

The deposition rate is always the focus of improvement when one thinks to upgrade a reactor
for industrial purposes. The need of the industry thus obliges it, and, in that sense, in the last years,
studies have been conducted also following industrial needs. Some recent investigations have been
focused on the increase of spray ionization, on process stability, on new segmented targets, on gas
flow optimization of different gases, on the bias influence, on obtaining better absorbers, among
others. However, in order to obtain low-cost absorbers as compared to industrial techniques, a
laboratory-tested sputtering unit was tested and the results pointed out that the deposition rates
were low [83]. On the other hand, in studies regarding the gas flow in sprayed zirconia coatings on
flat substrates, the deposition rate results reached 20 μm h−1, which represents a good deposition
rate. Other studies regarding the influence of bias voltage and gas flow showed that the temperature
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increase in the substrate and the application of a bias voltage resulted in a decreased deposition rate.
For example, having a substrate temperature of 650 ◦C and applying a bias voltage at −10 V, it is
possible to obtain a deposition rate of 20 μm h−1. However, the deposition rate is reduced to 5 μm h−1

if −20 V bias voltage is applied [84,85].
Another approach in an industrial context using the reactor CemeCon® CC800/9 is the study

of Weirather et al. [86]. They used the Reactive Pulsed DC magnetron sputtering technique with
triangle-like segmented targets. That work contributed to show the potential of this technique in an
industrial context, reducing the costs in thin film deposition. Cr1−xAlxN (0.21 ≤ x ≤ 0.74) was used
as a coating material, having obtained low friction values of 0.4 and wear coefficients up to 1.8 ×
10−16 m3 N m−1, in order to obtain good results regarding the tribological properties. The maximum
hardness obtained was 25.2 GPa, which proved to be a good result.

A study carried out regarding the plastics industry compared conventional DC, MF pulsed and
HiPIMS techniques considering the deposition rate and coating’s hardness. It is noteworthy that the
complex geometry of the injection moulding tools was an additional challenge in this study, taking into
account the three technologies that were used. For the three different technologies, five different targets
configurations were used, varying the chemical composition of the (Cr1−xAlx)N coatings. The HiPIMS
technique provided the best results for aluminium deposition rate, which was reflected in an increase
from 1.32 to 1.67 μm h−1. In this case, the deposition rates of DC and MF coatings decrease from about
2.45 to 1.30 μm h−1. On the other hand, chromium deposition rate presented the worst results for the
HiPIMS technique as compared to DC and MF ones. The morphology, surface, and roughness that
were obtained by the HiPIMS technique showed almost constant coatings behaviour [87].

HiPIMS technology allows for combining technologies, such as cathodic arc plasma deposition
and ion plating, with this being its greatest advantage [88]. Although this type of reactor appeared in
the 1990s, with the evolution of sputtering magnetron technology, just in recent years it has known
more interest in its improvement and in exploring its potentialities. Since then, it has been used
in the improvement of the spray ionization through the pulsed power that influences the plasma
conditions and the coating’s properties. When compared to conventional magnetron sputtering, the
studies about this technique have shown significant improvements in coating structure, properties,
and adhesion [89,90]. On the other hand, the combination of HiPIMS and DC-Pulsed also shows
evidence in improving adhesion and morphology while using TiSiN coating [91]. Although versatile,
it is necessary to have some care in the process and in the evaluation of results, given the difficulty in
obtaining consistent and repeatable results [92].

One variation of the HiPIMS is the power pulses method MPPMS. This technique uses a pulsed
high peak target power density for a short period of time and creates high-density plasma with an
elevated degree of ionization of the sputtered species [93].

Deep oscillation magnetron sputtering (DOMS) is another variant of HiPIMS. A study that was
carried out using this system led to seeking a relation between the ionization of the sputtered species
and thin film properties [94]. This investigation had the purpose of identifying the mechanisms
which influence the shadowing effect in this technique. To effectively reduce the atomic shadows, it
was necessary to accelerate the chromium ions in the substrate sheath in the DOMS, which reduces
significantly the high angle component of its collision. A high degree of ionization allows the deposition
of dense and compact films without the need for the bombardment of high-energy particles during the
coating growing process.

Plasma enhanced magnetron sputtering (PEMS) is an advanced version of conventional DC
magnetron sputtering (DCMS). In conventional MS, the discharge plasma is generated in front of
the magnetrons, as can be seen in Figure 6a. On the other hand, PEMS assisted deposition has the
advantage of generating an independent plasma through impact ionization by accelerating electrons
that are emitted from hot filaments in the chamber, which expands through the entire vacuum chamber,
as shown in the illustration of Figure 6b. Lin et al. [95] carried out a comparative study between
the techniques DCMS and HiPIMS with and without PEMS assistance regarding the deposition of
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TiSiCN nanocomposite coatings, concluding that PEMS assistance improves the microstructure and
mechanical properties of coatings that are produced by DOMS or DCMS, as well as the reduction of
residual stress.

Figure 6. Schematic comparison between (a) conventional magnetron sputtering (MS), and the
(b) plasma enhanced magnetron sputtering (PEMS) assisted process. Reproduced from [95] with
permission. Copyright 2018 Elsevier.

The receptivity of the industry to the HiPIMS technique has been very positive bearing in mind
the range of reactor power supply. Emerging technologies allow gains around the 30% in the ionization
rate and higher charge states of the target ions. This high degree of ionization results in increased
advantages of some coating properties, such as improved adhesion and the possibility of consistently
covering surfaces with complex geometry [79,96]. Thus, the scientific community has focused on the
development of high power magnetic pulsed technologies, since these results are very interesting
concerning the industrial context.

3.2. Improvements and Applications of External Devices

Studies show a great interest in using the HiPIMS technique due to its versatility in the production
of the PVD coating. This technique has as a disadvantage the deposition rate, which is lower when
compared with the conventional sputtering DC. This factor needs to be improved. Some studies have
been developed around this concern, trying to overcome the above-mentioned problems by the use of
external devices, such as magnetic fields, although the improvements have not been significant yet.

In order to increase the deposition rate of thin films and improve the performance of HiPIMS,
Li et al. [97] tested two different vacuum chamber approaches, using five different substrates positions:
0◦, 45◦, 90◦, 135◦, and 180◦, based in the magnetron cathode in both studies. The first study was
focused on the application of an external unbalanced magnetic field. This method indicates that, in
the 0◦ angle substrate position, a substantially higher ion current in the substrate was reported. An
increase in plasma density in the substrate region has occurred, showing that this method achieved
the expected results. Following the first goal to increase the deposition rate, the second work focuses
on more simplified and efficient ion discharge using external electric and magnetic fields with the
auxiliary anode. To optimize the magnetic field distribution, the authors used a coaxial electromagnetic
coil. This method allowed for a better distribution of the electric field and electric potential in the
reactor, increased discharging, plasma intensification, and uni-directionality. The amplitude of the
plasma density was five times greater in all positions when compared to the discharging without
outer-field HiPIMS [98]. Figure 7 shows the vacuum system during HiPIMS discharge, measuring the
ionic current of the substrate in different positions regarding both studies.
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(a) (b)

Figure 7. Vacuum system setup using (a) external unbalanced magnetic field, (b) external electric and
magnetic fields, with the auxiliary anode. (a) Reproduced from [97] with permission. Copyright 2016
Elsevier. (b) Reproduced from [98] with permission. Copyright 2017 Elsevier.

Other examples using an auxiliary magnetic field as external device showed more ambitious
results, presenting increased deposition rates between 40% and 140% when considering the inclusion
of an external device with different types of targets that were chosen due to their relevance in
technological applications. The results were compared with the HiPIMS process without the external
device under similar experimental conditions (working gas pressure, average power). Figure 8 shows
the configuration of the setup used. However, it is possible to improve the system, as described by the
researchers that are involved in that work. It was shown a great potential for deposition improvement
in HiPIMS through the control of the magnetic field and pulse configuration [99].

Using magnetic fields, Ganesan et al. [100] showed that it is possible to increase the deposition
rate, guiding the ion flux in the direction of the substrate with the application of an external magnetic
field using a solenoidal coil, excited with a DC current pulse. This is the scheme that is used in this
study, as depicted in Figure 9; it is possible to see in the centre of the chamber the additional solenoidal
coil that provides an external magnetic field.

Figure 8. Schematic drawing of the experimental setup used in the work. Reproduced from [99] with
permission. Copyright 2018 Elsevier.

29



Coatings 2018, 8, 402

Figure 9. Experimental unit high power impulse magnetron sputtering (HiPIMS) deposition system
showing the additional solenoidal coil. Reproduced from [100] with permission. Copyright
2019 Elsevier.

The study shows evidence of intensification in the ionization zone that increases the plasma
extension and density, leading to an increase in the deposition rate through the combination of
magnetic and reactor magnetron fields. This evidence can be interpreted in Figure 10, where (a)
represents a conventional situation of deposition by the generation of transporting ions in neutral
(N) and ionized fluxes (I) plasmas, those are deposited on the substrate. The same happens on (b),
although applying the magnetic field. The ionization zone will be extended, activating additional ions
that will be directed to the substrate, increasing the deposition rate. The results show that an increased
maximum peak current and/or in the power density corresponds to a significant improvement in the
pulverized ions flow. It has further been found that an increase of about 25% in peak current is seen
when a 150 A magnetic field at the start of the HiPIMS pulse is used, inducing a 25% increase in the rate
of the target ion emission as compared to the case where no external magnetic field is applied [100].

Figure 10. Schematic illustration of a film deposition, (a) without the external device and (b) with
the application of an external magnetic field. Reproduced from [100] with permission. Copyright
2019 Elsevier.
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In order to improve Cu films, Wu et al. [101] studied the utilization of a modified HiPIMS system
using a positive kick voltage after an initial negative pulse, being possible to control the magnitude
and the pulse width of the reverse pulse. This result is interpreted by a bipolar pulsed effect that
was studied in detail in this type of deposition. Figure 11 shows the results that were obtained
in the deposition of Cu films using three different kick pulses, comparing three different systems:
DC magnetron sputtering (DCMS), conventional HiPIMS, and Bipolar Pulsed. It was found that
the increase in the voltage amplitude and pulse width of the kick pulse can promote an increase of
the deposition rate relatively to the conventional HiPIMS, but even so, the deposition rate that was
achieved by the DCMS process showed to be higher. To conclude, the HiPIMS bipolar pulse shows
great potential and this new approach can improve Cu film properties such as electronic conductivity
and adhesion. However, in order to achieve deposition rates higher than DCMS, the substrates
positioning needs to be planned in the centre of the reactor, where the deposition rate is more effective.

Figure 11. Results relatively to Cu films deposition rate. Average deposition rates for all the samples at
different positions in the reactor. Reproduced from [101] with permission. Copyright 2018 Elsevier.

The combination of two or more vacuum chambers in improving the process and its efficiency
should be considered. This approach can be seen in the recent work of Bras et al. [102], which simulates
an industrial in-line vacuum production of solar cells using as a deposit compound the copper indium
gallium selenide (CIGS). The use of the sputtering technique in the industrial context applied in the
production of solar cells was demonstrated. In this study, automated arms were used to load and
unload the cells. The system presents a process sequence using two vacuum chambers and 25 cathodic
spray stations, which has its own heating and helium cooling arrangement. Following the simplified
process in Figure 12, it can be seen: (a) in chamber A sputtering stations 1 to 5, where the substrate
cleaning and absorber metal layers are carried out; (b) in the transition chamber A to B, the heating
station increases the substrate temperature to improve deposition; (c) in chamber B, sputtering stations
6–18 promote the deposition of CIGS layers and the substrate is then rapidly cooled down in the
intermediate chamber, and, finally, back to the chamber A; and, (d) sputtering stations 19–25 are
producing the buffer layer in an oxygen-containing atmosphere. To finalize the cells, the addition of
resistive transparent conductive oxide (TCP) bilayers is needed. The efficiency was demonstrated for
cells with a total area of 1 cm2 and 225 cm2 with values of 15.1% and 13.2%, respectively.
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Figure 12. The schematic process sequence of the load-lock DUO solar cell manufacturing system
of Midsummer®, (a) stations 1 to 5, (b) heating station, (c) stations 6 to 18 and (d) stations 19 to 25.
Reproduced from [102] with permission. Copyright 2017 Elsevier.

3.3. Considerations Using CFD Simulation

To study the phenomena that occur in the PVD method, numerical simulation models are usually
used. These simulation methods help to solve complex engineering problems in scientific and/or
industrial contexts. The most common numerical approaches are finite elements methods (FEM) and
computational fluid dynamics (CFD). FEM studies are commonly centred on mechanical properties
and CFD is usually focused on process concerns. Initially, studies have been focused mainly on material
properties but now the trend is to study the PVD reactor in an industrial context using the simulation,
avoiding the cost of stopping the equipment [103,104]. However, the use of numerical methods allows
obtaining only an approximate but not exact solution. It is also necessary to have a critical analysis of
the results that were obtained through the models because their approximation can introduce errors.
Comparing the results that were obtained by the models with experimental results is desirable [105].
FEM helps in studying the phenomenon related to the substrate and coating on their mechanical
properties, such as strength, brittleness, adhesion, and performance, among others [31,32,106–108].
CFD is typically focused on the study of fluid flow dynamics, anodic chamber performance prediction,
thermal evaluation in a reactor’s design, input temperature, the velocity of distribution of the species
into the reactor, pressure, and others [109–113]. The quality of the coatings that were obtained in
commercial PVD processes is of great importance and therefore its optimization. Thus, it is necessary
to take into account the discharge characteristics to know the motion of the neutral gas flow inside the
reactor chamber.

Monte Carlo method (DSMC) models are a class of computational algorithms that provide
approximate solutions and are widely used in research of thin films [105,114].

Bobzin et al. [28], used direct simulation Monte Carlo method (DSMC) models in CFD analysis
to characterized and it assess gas behaviour in the PVD coating process using the Knudsen number
(Kn) by means of different approaches: for Kn ≤ 0.1 the gas flow is described by the Navier–Stokes
equations and for Kn > 0.1 a kinetic approach was used by the Boltzmann equation. In order to validate
the model, they used an argon neutral gas flow and molecular nitrogen gas in an industrial scale
reactor CemeCon 800/9® typically used for DC-MS and HiPIMS processes. Considering the developed
CFD model, they conclude that it presents limitations in the transition flow regime. To accurately
predict flow characteristics, only the kinetic model should be considered. The benefits of each model
and the comparison between them were studied and showed that the advances in simulation lead to a
detailed analysis on the PVD processes of the formation of coatings that are capable of complying with
industrial requirements.
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Kapopara et al. [29,30], predicted the gases concentration and distribution (argon and nitrogen),
density profiles, velocity profiles, and pressure profiles across the sputtering chamber. They conclude
that the locations of both gas inlet port and substrate have a crucial influence on the gas distribution
inside the chamber. With this study, it was possible to propose a modification of the reactor geometry
for a better gas flow over the substrate. This research showed that the CFD simulation has a great
potential and its influence is growing over the time on the PVD reactors studies. After the modulation
phase, it allows varying parameters, being a strong advantage in an industrial context due to the
capacity of predicting the final results regarding the different phenomena that occur in the reactor
during the deposition process. The main goal is a reduction in the production time, with a consequent
reduction in costs, maintaining the quality standards.

Trieschmann [115] also used the DSMC to study neutral gas simulation on the influence of rotating
spokes on gas rarefaction in HiPIMS. This different approach helps to understand the gas dynamics in
the harsh discharge condition. It was concluded that the influence of a rotating plasma ionization zone
is limited by a segmented time-modulated sputtering inlet distribution [115].

To conclude, the CFD modelling has been carried out to analyze gas flow and its mixing behaviour
within the chamber reactor. However, for a better approximation of a real situation, it is important
to use different models and compare them. The models defined and studied are important on the
advance of geometry and parameters changes in the reactors that can be simulated, also taking into
account external devices, in order to improve the process.

4. Concluding Remarks

PVD techniques are in constant evolution, accompanying the appearance of new technologies
that are being adapted to the processes. They also meet the increasing demands of the industry.
Furthermore, the focus of researchers in the last years has been on improving reactors and the
application of external devices to the detriment of improving the properties of films, which has
passed to the background, following the needs of industry.

Optimizing energy consumption of PVD processes is an opportunity for improvement. It is in the
deposition step that this improvement can be reflected, since it is in this step of the process that PVD
shows greater consumption. In the CVD process, it represents 33.5%, whereas in the PVD process, it
represents 77.7% of consumption.

New opportunities in the development of techniques have contributed to the appearance of the
MF power source that allowed the combination of DC and RF sources. The DC sources remain the
most used type while the RF source is the least used. However, the combination of the sources in the
DAS technique allowed for reducing the heat load on the substrate, thus improving the film properties,
giving to this technique a huge yield for improvement.

External devices have emerged as a result of the PVD techniques enhancement. The HiPIMS
method shows evidence of this application and improvement for high-performance thin films.
This technology has had a good acceptance by the industry, which contributed to accelerating the
researcher’s interest. In addition, the good results obtained with the application of external devices
has shown an increase in deposition rates due to plasma intensification. The coatings industry has
evolved to the HiPIMS reactors due to the facts above-mentioned, and it is believable that this trend
remains in the same way in the near future.

With technology evolution, simulations are currently a reality. Softwares, such as FEM and CFD,
support this evolution in reducing production costs and adapting external devices. In addition, they
respond to solve complex engineering problems in an industrial context. However, the use of CFD in
solving coating problems can still grow in the light of its potential. New developments are expected as
technology and software advances in deposition systems.
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Nomenclature

AC-MF Alternating Current—Mid Frequency
BPDMS Reactive Bipolar Pulsed Dual MS
CFD Computational Fluid Dynamics
CIGS Copper Indium Gallium Selenide
CNC Computer numerical control
CVD Chemical Vapour Deposition
DAS Dual Anode Sputtering
DC Direct Current
DCMS Direct Current Magnetron Sputtering
DMS Dual Magnetron Sputtering
DSMC Direct Simulation Monte Carlo
E-Beam Electron Beam Gun
FEM Finite Elements Methods
HiPIMS High Power Impulse Magnetron Sputtering
HPPMS High-Power Pulsed Magnetron Sputtering
MEP Magnetically Enhanced Plasma
MF Mid Frequency
MPPMS Modulated Pulsed Power MS
MS Magnetron Sputtering
PAPVD PVD Plasma Assisted
PEMS Plasma enhanced magnetron sputtering
PVD Physical Vapour Deposition
RF Radio Frequency
TCP Transparent Conductive Oxide
UBMS Unbalanced Magnetron Sputtering
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Abstract: To reduce consumption for ambient assisted living (AAL) applications, we propose the
design and fabrication of flexible thin-film thermoelectric generators at a low manufacturing cost.
The generators were fabricated using a combination of electrodeposition and transfer processes.
N-type Bi2Te3 films and p-type Sb2Te3 films were formed on a stainless-steel substrate employing
potentiostatic electrodeposition using a nitric acid-based bath, followed by a transfer process.
Three types of flexible thin-film thermoelectric generators were fabricated. The open circuit voltage
(Voc) and maximum output power (Pmax) were measured by applying a temperature difference
between the ends of the generator. The thin-film generators obtained using thermoplastic sheets with
epoxy resin exhibited a Voc that was tens of millivolts. In particular, the contact resistance of the
thin-film generator decreased when silver paste was inserted at the junctions between the n- and
p-type films. The most flexible thin-film generator fabricated in this study exhibited a Pmax of 10.4 nW
at a temperature difference of 60 K. The current performance of the generators was too low, but we
innovated a combination process to prepare them. It is expected to increase the performance by
further decreasing the micro-cracks and contact resistance in the generators.

Keywords: electrodeposition; transfer process; flexible thin films; thermoelectric generators

1. Introduction

Environmental energy harvesting has recently emerged as a viable technique to supplement
battery supplies in energy-constrained embedded systems. The technologies used for energy
harvesting have been studied in terms of ambient heat, airflow, and vibration, among others [1–3].
In particular, heat energy exists in all places and can be transferred to electric energy using
thermoelectric generators [4–6]. The produced electric energy is used by low-consumption electronics
for ambient assisted living (AAL) applications such as biosensors [7,8]. However, employing
thermoelectric generators for AAL applications requires that miniaturized generators be produced at a
low manufacturing cost while still maintaining thermoelectric performance as high as that achieved
with large-scale generators.

Flexible thermoelectric generators fabricated using thin-film technology might satisfy the
aforementioned requirements [9–11]. To date, many thin-film thermoelectric devices have
been fabricated using various film deposition methods such as flash evaporation [12–14],
sputtering [15–17], and electrodeposition [18,19]. In addition, thin-film thermoelectric materials
possess favorable features not exhibited by bulk materials. The presence of nanostructured materials,
including superlattices [20–22], nanocrystals [23–25], nanoporous structures [26–28], and inducing
stresses [29–31], enhances thermoelectric performance. Thermoelectric performance is defined as the
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figure of merit, ZT = S2σT/κ, where S is the Seebeck coefficient, σ is electrical conductivity, T is the
absolute temperature, and κ is thermal conductivity.

Among thin-film deposition methods, electrodeposition is most favorable for reducing the
manufacturing cost since high deposition rates can be achieved and since the use of a vacuum system
and a large power supply is not necessary [32–34]. However, a drawback of electrodeposition is that
thin films can only be deposited on conductive substrates, making it difficult to fabricate working
thermoelectric generators because the generated electric current mainly passes through conductive
substrates. Therefore, to produce thin-film thermoelectric generators at a lower manufacturing
cost, a combined method employing electrodeposition and transfer processes is the most feasible
approach [35].

In this study, three types of flexible thin-film thermoelectric generators were fabricated using the
combination method with different adhesive insulating sheets and varying the connecting approaches
between the films. The n- and p-type thin films were obtained by potentiostatic electrodeposition
nitric acid based bathes, followed by the transfer process. We used bismuth telluride (Bi2Te3) and
antimony telluride (Sb2Te3) as the n- and p-type thermoelectric materials, respectively, because these
materials exhibit a higher figure of merit near room temperature (RT) and similar thermal expansion
rates, leading to the manufacture of devices with a high durability [36]. The in-plane thermoelectric
properties of the n- and p-type thin films were evaluated at RT. The open circuit voltage (Voc) and
maximum output power (Pmax) were measured by applying a temperature difference between the
ends of the generator.

2. Experimental Section

Prior to the fabrication of flexible thin-film thermoelectric generators, we prepared n-type Bi2Te3

and p-type Sb2Te3 thin films using electrodeposition and measured their thermoelectric properties.
The Bi2Te3 and Sb2Te3 thin films were prepared by potentiostatic electrodeposition using a standard
three-electrode cell. The basic setup used for the electrodeposition of both thin films has been
described in our previous reports [19,37,38]. A stainless-steel substrate with a thickness of 80 μm was
chosen as the working electrode (electrode area: 1.5 cm2) because of its excellent corrosion resistance.
A platinum-coated titanium mesh on a titanium plate was used as the counter electrode (electrode area:
1.5 cm2). An Ag/AgCl (saturated KCl) electrode was used as the reference electrode. Prior to use,
the working and counter electrodes were degreased with sodium hydroxide and hydrochloric acid
solutions and washed with deionized water. A potentiostat/galvanostat (Hokuto Denko, Tokyo,
Japan, HA-151B) was used to control the voltage at −0.1 V. The film deposition was implemented
without stirring at RT. For fabricating the Bi2Te3 thin films, nitric acid (0.4 M; diluted with deionized
water) containing 2.0 mM Bi(NO3)3 (99.9%, Kojundo Chemical Laboratory, Sakado, Japan) and 1.3 mM
TeO2 (99.9%, Kojundo Chemical Laboratory, Sakado, Japan) was used as the electrolyte solution.
The initial pH was approximately 1.0. For preparing the Sb2Te3 thin films, nitric acid (0.4 M; diluted
with deionized water) containing 1.3 mM SbF3 (99.9%, Kojundo Chemical Laboratory, Sakado, Japan)
and 1.6 mM TeO2 (99.9%, Kojundo Chemical Laboratory, Sakado, Japan) was used as the electrolyte
solution. The initial pH was approximately 1.0.

After completing electrodeposition, to avoid any complications arising from electrical conduction
occurring through the stainless-steel substrate, the film was fixed on a glass plate using epoxy resin,
and the thin film was subsequently removed from the stainless-steel substrate. The in-plane Seebeck
coefficient, S, of the thin films was measured at RT with an accuracy of ±10%. The Seebeck coefficient
was measured by connecting one side of the film to a heater and the other side to a heat sink kept at
RT, with a temperature difference of <4 K between both the sides. The in-plane electrical conductivity,
σ, was measured at RT using the four-point probe method (RT-70V, NAPSON, Tokyo, Japan) with
an accuracy of ±10%. Both the Seebeck coefficient and electrical conductivity were measured thrice
at different portions of each sample to extract the average values. Finally, the in-plane power factor,
S2σ, which is one of the indices for evaluating the thermoelectric performance, was calculated from
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the measured Seebeck coefficient and electrical conductivity. The method of power measurement
of the flexible thin-film thermoelectric generators is described in Section 3.3. Surface morphologies
of the antimony telluride thin films were examined using a scanning electron microscope (SEM;
S-4800, Hitachi and JSM-6301F, JEOL, Tokyo, Japan). The fabrication process of the flexible thin-film
thermoelectric generators is described in Section 3.2.

3. Results and Discussion

3.1. Thermoelectric and Structual Properties of n-Type Bi2Te3 and p-Type Sb2Te3 Thin Films

Based on our previous study, the conditions of electrodeposition of n-type Bi2Te3 and p-type
Sb2Te3 films were determined [39,40]. Table 1 presents the in-plane thermoelectric properties,
Seebeck coefficient, electrical conductivity, and power factor of the thin films. The n-type Bi2Te3

thin film exhibited a Seebeck coefficient of −63.0 μV/K, an electrical conductivity of 79.0 S/cm,
and a power factor of 0.3 μW/(cm·K2). On the other hand, the p-type Sb2Te3 thin film exhibited
a Seebeck coefficient of 172 μV/K, an electrical conductivity of 3.2 S/cm, and a power factor of
0.1 μW/(cm·K2). The thermoelectric properties of both films were lower than that of the corresponding
bulk materials [41]. This is because the films exhibited small grains, as shown in SEM images
(Figure 1). In our previous reports, we performed the bending test on sputtered Bi2Te3 and Sb2Te3

thin films [16,17]. We found that the surface morphologies of the sputtered films were changed
by the bending conditions, but the thermoelectric properties were not greatly changed. Therefore,
we considered that the electrodeposited Bi2Te3 and Sb2Te3 thin films in this study would show similar
trends. To further increase thermoelectric properties in the future, we plan to carry out not only
additional treatments such as thermal annealing [42–44] but also investigate the effects of thermal
annealing, i.e., the diffusion between the thermoelectric thin films and the stainless-steel substrate,
and the cause of micro-cracks in the films during the transfer of thermoelectric thin films to the flexible
sheets. After fabricating the flexible thin-film generators, we calculated the electrical resistance of the
generators based on the thermoelectric properties of the n- and p-type thin films.

Table 1. In-plane thermoelectric properties of the n- and p-type thin films.

Column Title S (μV/K) σ (S/cm) Power Factor, S2σ (μW/(cm·K2))

n-type film −62.8 79 0.3
p-type film 172.3 3.2 0.1

Figure 1. SEM images of the surface morphology and grain structure of (a) Bi2Te3 and (b) Sb2Te3

thin films.

3.2. Fabrication of Flexible Thin-Film Thermoelectric Generators

After determining the electrodeposition conditions of n-type Bi2Te3 and p-type Sb2Te3 thin
films, we fabricated the flexible thin-film thermoelectric generators. Figure 2 shows the schematic
process flow diagram employed for the fabrication of three thermoelectric generators. For the Type 1
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generator, we prepared stainless-steel substrates covered with protection tape, which were partially
clipped to achieve rectangle-shaped patterns. The position and shape of the substrate used for the
fabrication of the p-type film correspond to those used for the fabrication of the n-type film. The n- and
p-type films were electrodeposited on the substrates with thicknesses of 3.1 and 4.1 μm, respectively.
The electrodeposition conditions employed for the fabrication of the n- and p-type thin films for the
generators were the same as those presented in Section 3.1. After removing the protection tapes from
the substrates, only the rectangle-shaped n- and p-type films were left on each stainless steel substrate.
Next, the substrate and an adhesive polyimide tape (Kapton® film 650S#25, TERAOKA, Tokyo, Japan)
were pasted together and rubbed hard on the tape surface by a finger. When the adhesive polyimide
tape was removed from the substrate, the rectangle-shaped films were transferred onto the tape.
These rectangle-shaped films were connected together, by electrically connecting the n- and p-type
rectangle-shaped films in series. Noted that n–p contacts are not good for the thermoelectric effect
because they likely generate a nonlinear resistance effect. To simplify the process flow, we did not
insert metals between the n–p contacts. Finally, the generator fabrication was completed by inserting
the metal electrodes.

Figure 2. Schematic process flow diagram of the three types of flexible thin-film thermoelectric generators.

For fabricating the Type 2 generator, the electrodeposition process employed for the Type 1 generator
was used. After electrodeposition, the protection tapes were removed from the substrates, and the n- and
p-types rectangle-shaped films were then transferred onto a thin epoxy resin (CA-147, CEMEDINE, Tokyo,
Japan) partially pasted on thermoplastic sheets (Laminating Film, JOINTEX, Tokyo, Japan). We used epoxy
resin instead of the adhesive polyimide tape in the transfer process because the adhesion strength between
the films and the epoxy resin is stronger than that between the films and the adhesive polyimide tape.
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The n- and p-type rectangle-shaped films were connected together when two of the thermoplastic sheets
were heat-sealed with a laminating machine while the metal electrodes were inserted.

We fabricated the Type 3 generator by tightly connecting the n- and p-type rectangular films.
For fabricating the Type 3 generator, the same process employing the electrodeposition and the transfer
process as that used for the Type 2 generator was employed. After the transfer process, silver pastes
were painted on both ends of the n- and p-type rectangle-shaped films. The n- and p-type films were
connected together, and the silver paste was then air-dried. Two of the thermoplastic sheets were
heat-sealed using a laminating machine.

Figure 3 shows the photographs of three types of flexible thin-film thermoelectric generators.
The Type 1 generator (Figure 3a) was composed of four pairs of n- and p-type films with a length
of 30 mm and a width of 3 mm. The generator fabricated with the thin films was 40 mm wide, 30 mm
high, and 60 μm thick. As shown in Figure 3b, the configuration of the Type 2 generator was mostly the
same as that of Type 1 generator except for the use of thermoplastic sheets and the thickness of 0.6 mm.
The thickness of the Type 2 generator was 10 times higher than that of the Type 1 generator, but the Type 2
generator also exhibited flexibility. As shown in Figure 3c, the Type 3 generator was composed of two
pairs of n- and p-type films, and each rectangle-shaped film was 25 mm long and 4.5 mm wide, different
from films prepared in the Type 1 and Type 2 generators. This is because we tried several times to fabricate
the Type 3 generator with the same layout as that of the Type 2 generator. However, those trials ended in
failure because some films broke during the process. Therefore, in order to firstly complete the generators
using the combination processes with a well conducting current, we reduced the number of films and the
film width was extended. The Type 3 generator was 35 mm wide and 25 mm high. The thickness of the
Type 3 generator was 0.6 mm, which is the same as that of the Type 2 generator. In the Type 3 generator,
the metal electrodes were not inserted, but both ends of the rectangle-shaped films were exposed to air by
removing the corresponding part of the thermoplastic sheets.

Figure 3. Photographs of the three types of flexible thin-film thermoelectric generators. (a) Type 1;
(b) Type 2; (c) Type 3.

3.3. Performance of Flexible Thin-Film Thermoelectric Generators

We initially measured the total resistance (Rtotal) of the flexible thin-film thermoelectric generators,
as listed in Table 2. The Rtotal value of the Type 1 generator was not measured because the
rectangle-shaped thin films were partially broken during the transfer process. When the thin films
were removed from the substrate, adhesive polyimide tape was extremely bent with the stretching
state. As a result, micro-cracks appeared in the thin films, leading to partial breaking.

Table 2. Total electrical resistance of the flexible thin-film generators.

Type of Generator Rtotal (kΩ)

Type 1 N/A
Type 2 0
Type 3 12

The Type 2 generator exhibited an Rtotal of 60 kΩ. Based on the measured electrical conductivity of n-
and p-type thin films as listed in Table 1 and the film sizes as described in Section 3.2, the resistance for only
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the films (Rfilm) in the Type 2 generator was expected to be 31 kΩ. As a result, the Rtotal value in the Type 2
generator was approximately two times higher than the Rfilm value in the Type 2 generator, indicating that
the Type 2 generator exhibited a relatively high contact resistance (Rcont) of 29 kΩ at the junctions between
the n- and p-type thin films. On the other hand, the measured Rtotal in the Type 3 generator was 12 kΩ,
and Rfilm was expected to be 8.6 kΩ. As a result, Rcont was estimated to be 3.4 kΩ, significantly lower than
that obtained with the Type 2 generator because the junctions between n- and p-type films in the Type 3
generator were tightly connected using the silver paste, and the number of junctions was low.

To measure the performance of the flexible thin-film thermoelectric generators, a temperature
difference was applied between the ends of the generators. The temperatures on both sides were monitored
using the thermocouples (K-type) attached to the generator. In this study, we put the temperature
difference at a maximum of 60 K, and it was difficult to further increase the temperature difference
because the temperature of the cold side increased due to the thermal conduction from the hot side.
When a temperature difference was generated, the open circuit voltage (Voc) was measured using a
digital multi-meter (TakedaRiken, Tokyo, Japan, TR6841). The Voc of the flexible thin-film thermoelectric
generators as a function of temperature difference is shown in Figure 4. We here confirmed that the
relationship between the Voc and temperature difference obtained reproducibility and reliability for
repetitive operations. The results obtained for the Type 1 generator are not presented in this figure because
Voc was not measured owing to the partial breaking of the films. The Voc value of the Type 2 and Type 3
generators increased as the temperature difference was increased. At a temperature difference of 60 K,
the Voc values of the Type 2 and Type 3 generators were 9.4 and 22.4 mV, respectively. The Voc value of
the Type 3 generator was 2.4 times higher than that of the Type 2 generator even though the number of
the n–p pairs in the Type 3 generator was smaller than that in the Type 2 generator. This is because the
higher resistance, which includes the film resistance and contact resistance, of the Type 2 generator caused
a larger voltage drop as compared to that in the Type 3 generator. We conclude that the contact resistance
is responsible for the voltage drop, based on our preliminarily experiment. In the preliminarily experiment,
we prepared the Type 2 generator with the same layout as the Type 3 generator but without Ag paste
connection and measured the output voltage. As a result, the voltage of the generator prepared in the
preliminarily experiment decreased compared to those of the Type 2 and Type 3 generators.

Figure 4. Open circuit voltage (Voc) of the flexible thin-film thermoelectric generators as a function of
temperature difference.

The maximum output power (Pmax) of the flexible thin-film thermoelectric generators as a function
of the temperature difference is shown in Figure 5. The Pmax is expressed as Pmax = Voc

2/4Rtotal, and the
accuracy of measurement was approximately ±10%. In the Type 2 generator, Pmax was estimated to be
0.4 nW at a temperature difference of 60 K. On the other hand, the Pmax value of the Type 3 generator
drastically improved. Pmax increased exponentially with an increase in the temperature difference.
At a temperature difference of 60 K, the Pmax of the Type 3 generator was 10.4 nW, which is 26 times
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higher than that of the Type 2 generator. Therefore, the performance of flexible thin-film thermoelectric
generators can be improved to reduce the contact resistance, but the performance was still low
compared to that of the generators fabricated using dry processing [4,6,45] and was not sufficient to
operate potential applications such as CMOS image sensors [46], so there is room for improvement.
However, we demonstrated the successful fabrication of flexible thin-film generators, which were
obtained by the combination of electrodeposition and transfer processes, and this technology suggests
the possible benefits of fabricating flexible thin-film generators at a low manufacturing cost.

Figure 5. Maximum power (Pmax) of the flexible thin-film thermoelectric generators as a function of
temperature difference.

4. Conclusions

We fabricated three types of flexible thin-film thermoelectric generators, which consisted of n-type
Bi2Te3 films and p-type Sb2Te3 films, using a combination of electrodeposition and transfer processes.
Electrodeposition was performed on a stainless-steel substrate using potentiostatic electrodeposition
with nitric acid based bathes. The transfer process was performed using adhesive polyimide tapes
or thermoplastic sheets with epoxy resin. The open circuit voltage (Voc) and maximum output
power (Pmax) were measured by applying a temperature difference between the ends of the generator.
The best generator obtained in this study exhibited a Pmax of 10.4 nW at a temperature difference
of 60 K. The performance of the thin-film generators improved, with a decrease in the number of
micro-cracks in the thin films and on achieving a tight connection between the n- and p-type films
using silver pastes. The current performance of the generators was too low, but we innovated the
combination process to prepare the thin-film generators.
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Abstract: In this work, we report on reproducible fabrication of defect-free large-area mixed halide
perovskite (CH3NH3PbI3−xClx) thin films by scalable spray coating with the area of 25 cm2. This is
essential for the commercialization of the perovskite solar cell technology. Using an automated spray
coater, the film thickness and roughness were optimized by controlling the solution concentration
and substrate temperature. For the first time, the surface tension, contact angle, and viscosity of
mixed halide perovskite dissolved in dimethylformamide (DMF) are reported as a function of the
solution concentration. A low perovskite solution concentration of 10% was selected as an acceptable
value to avoid crystallization dewetting. The determined optimum substrate temperature of 150 ◦C,
followed by annealing at 100 ◦C render the highest perovskite precursor conversion, as well as the
highest possible droplet spreading, desired to achieve a continuous thin film. The number of spray
passes was also tuned to achieve a fully-covered film, for the condition of the spray nozzle used in
this work. This work demonstrates that applying the optimum substrate temperature decreases the
standard deviation of the film thickness and roughness, leading to an increase in the quality and
reproducibility of the large-area spray-on films. The optimum perovskite solution concentration and
the substrate temperature are universally applicable to other spray coating systems.

Keywords: mixed halide perovskite; large area perovskite; spray coating; perovskite solution physical
properties; perovskite film optimization

1. Introduction

Within the past few years, a tremendous effort has been made to increase the power conversion
efficiency (PCE) of perovskite solar cells (PSCs). In spite of achieving remarkable PCEs in the research
labs, as high as 22.1% [1], two main obstacles still hinder the development of this technology: The
device instability and the lack of knowledge and experience for large scale and large area device
fabrication. Development of commercial methods for the fabrication of large area PSCs is one of the
prerequisites for their commercialization, and it is as important as stabilizing the PSC performance.
It is generally expected that, by increasing the film surface area, the defect and pinhole density would
increase; therefore, research on the development of large area solar cells is essential. An ideal perovskite
film must have a fully-covered monocrystalline structure with high uniformity and low roughness.
Obtaining such ideal films is challenging if not impossible, due to the special behavior of the halide
perovskite materials, which is the tendency to crystallize in a polycrystalline structure upon deposition,
making the resulting thin films prone to dewetting due to crystallization (crystallization dewetting),
and, therefore, the emergence of pinholes [2]. Perovskite crystal growth in all directions, including
the direction normal to the film, tends to shrink and disintegrate the film, resulting in a decrease in
the film coverage and an increase in the roughness. An ideal perovskite film must have a thickness
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within the range suitable for charge generation and transfer, as well. Thickness of the mixed halide
perovskite films should be limited to 1 μm or so, dictated by the maximum diffusion length of the
generated excitons in the perovskite structure [3]. Therefore, controlling the detrimental effect of the
crystallization dewetting to achieve a fully-covered film, which also has desirable thickness and low
roughness is quite challenging, especially when the film is deposited by a scalable method.

Solution-processed deposition of a thin film of perovskites may be performed using various
casting methods, such as spin coating, dip-coating, doctor blading, spray coating, inkjet printing,
screen printing, drop casting, slot-die coating, etc. Some of the aforementioned techniques, such as
spin coating, in spite of providing precise controllability on the film morphology (thickness, coverage
and roughness), are generally limited to batch processes and/or thin films with small effective surface
areas, making them unsuitable for real-world applications. In the lab-scale and mostly using spin
coating, various treatments are usually applied on the small-area perovskite films to reduce the
roughness and increase the coverage and homogeneity and improve the crystalline structure. These
methods include but are not limited to solvent engineering [4–6], manipulating the stoichiometry of
the perovskite precursors (e.g., ratio of PbI2/MAI solutions, where MAI stands for methylammonium
iodide) [7,8], introducing additives to the perovskite solution (e.g., water, 1,8-diiodooctane(DIO)) [9,10],
and controlling the annealing temperature and time [11]. However, preparation of large area perovskite
films (>1 cm2) with uniform characteristics across the film is harder to accomplish, compared with the
films with small areas (≤0.1 cm2). Enlarging the perovskite surface area causes a decline in the cell
performance. Figure 1 compares the PCE of several PSCs made under identical conditions, but using
various deposition methods and effective surface areas. The figure confirms a systematic drop in the
PCE after enlarging the active area of similar cells, or as a result of module fabrication by connecting
various small-area cells in series, in order to increase the effective area [7,12–14].
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Figure 1. Degradation in the PCE of the PSCs made by various deposition techniques after enlarging
the active area of individual cells, or by fabricating modules through connecting several small-area cells
in series (data were taken from Refs. [7,12–14]). The precursor solutions associated with the mentioned
coating processes are MAPbI3, MA(IxBr1−x)3, PbI2, and MAPbI3, respectivley, and from left to right.
In the doctor blading case, the perovskite layer was obtained by dip coating of the blade-coated PbI2

film in the methylamonium iodide solution [12].

Following the aforementioned argument regarding the need for the fabrication of large-area solar
cells using scalable methods, in this work, spray coating is used to produce large-area perovskite
thin films with favorable morphological and light absorbing characteristics. This work focuses on
the optimization of the perovskite light harvester layer only, and the fabrication of the entire device
with large area is postponed to future works. Several advantages of spray coating compared to the
other large scale casting techniques including the touch-free, low-cost and fast process, the possibility
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for deposition on flexible or rough substrates, and its capability for producing ultrathin films, assure
its high potential for the roll-to-roll fabrication of solar cells on a large scale [7,15]. Spray coating
may be also combined with shadow masks for pattern printing. Recently, it has been reported
that spray-on films show better thermal stability compared to spun-on films [16]. Huang et al. [16]
demonstrated that the prolonged annealing time required after spin coating may adversely affect the
stability of spun-on films, whereas the spray-on perovskite films show high thermal stability, which
originates from better crystallinity of spray-on perovskite films. In their study, they also observed
better optoelectronic characteristics in spray-on perovskite films compared to spun-on counterparts,
due to their higher carrier lifetime and better charge transfer capability. Despite the advantages of
spray coating, fabrication of fully-covered and homogeneous thin (perovskite) films with desired low
thickness and roughness is challenging. This is because the phenomenon of the liquid atomization
and spraying is a random and stochastic process, which works based on transient impact of numerous
droplets of different sizes across the wetted area. The droplets may first form a stable or unstable thin
liquid film and then dry to form a thin solid film, or each individual droplet or patch of several merged
droplets may dry to form a thin solid film. These uncertainties may cause unpredicted characteristics in
the ensuing thin solid films [17]. The photovoltaic characteristics of a solar cell, such as its open-circuit
voltage (VOC) and fill factor (FF), are directly influenced by the quality of the film. Voids and pinholes in
the perovskite films caused by a poor spray coating process may make short circuit pathways between
the above and underneath layers of the perovskite, which may result in a decrease in the device shunt
resistance and degradation of the device performance. Therefore, some pre-treatments, post-treatments,
or additional processes have been suggested to achieve a desired spray-on thin film. For instance,
Ramesh et al. [7] used a simple airbrush pen to spray CH3NH3PbI3 perovskite precursor solution
and tuned the ratio of the MAI to PbI2 precursor solutions, spray flow rate, substrate temperature,
and annealing temperature to achieve a desired film. In another work, Chandrasekhar et al. used
electrostatic spray coating to spray the MAI solution onto a pre-cast PbI2 film, where a more uniform
and dense perovskite film with lager crystals was obtained, compared to that of the conventional spray
coating [18]. Heo and coworkers [19] synthesized CH3NH3PbI3−xClx powder and then dissolved it in a
mixture of DMF (dimethylformamide) and GBL (g-butyrolactone). To adjust the perovskite crystal size
in the spray-on film, they controlled the evaporation rate of DMF by changing the ratio GBL to DMF.
Abdollahi Nejand et al. [20] sprayed a concentrated solution of CH3NH3PbI3−xClx, which caused the
creation of columnar film of perovskite. Then, the film was exposed to low-pressure vapor of DMF to
partially dissolve the crystals; the weakened film was then compacted by a cold-roll press. Through
this method, the film coverage and the device performance were improved. Concurrent spraying
of perovskite precursors using two spray nozzles is another suggested technique to control the film
composition and achieve a pinhole-free film of perovskite [14]. In the literature, spraying of the MAI
solution over a pre-cast PbI2 film in a sequential deposition has been reported, as well [8,18,21–23].
Zabihi et al. sprayed perovskite precursor solutions sequentially, using two spray nozzles, on an
ultrasonically vibrating substrate to form a mixed halide perovskite film [22]. The substrate vibration
resulted in improved mixing and uniform deposition of the perovskite layer. In a recent work, we also
used spray coating in a perovskite solar cell to fabricate a uniform PbI2 layer and then converted it to
single-halide MAPbI3 perovskite film via pulsed-spray coating and drop casting of the MAI solution
atop the PbI2 layer [23].

Although spray deposition of a uniform and pinhole-free film of mixed halide perovskites
(e.g., CH3NH3PbI3−xClx) in a PSC with planar structure is challenging, the mixed halide perovskites
are more advantageous over single halide perovskites, e.g., CH3NH3PbI3, due to larger charge carrier
diffusion lengths (near 10 times), which results in a higher charge collection efficiency [19]. Therefore,
in this work, single-step spray deposition of the mixed halide perovskite CH3NH3PbI3−xClx is adopted.
Then, the morphological and optoelectronic characteristics of the fabricated perovskite films with a
square area of 25 cm2 are optimized by systematically tuning the important process parameters, i.e., the
solution concentration, substrate temperature, and the number of spray passes, while other parameters

52



Coatings 2017, 7, 42

are pre-optimized and kept constant during the experiments. The best concentration of the solution of
CH3NH3PbI3−xClx dissolved in DMF is determined based on measuring the physical characteristics
of the perovskite solution and also considering the detrimental effect of the crystallization dewetting
that occurs at high solution concentrations [2]. The surface tension, contact angle and viscosity of the
perovskite precursor solution are the main physical properties that govern the droplet impact and
the coating process, and therefore are measured and reported in this work. The second important
parameter, which is controlled to achieve a fully-covered film, is the substrate temperature. To begin
with, a reasonable range of high temperatures is chosen due to the better spreading of droplets on high
substrate temperatures (deduced by the measured contact angles versus temperature), and then the
best substrate temperature is found based on the conversion of precursors to perovskite. Finally, the
number of spray passes is tuned to achieve a fully-covered film with the lowest roughness and desired
thickness. Standard deviation of the roughness and thickness data obtained from the spray-on films
fabricated on a hotplate are lower than their counterparts sprayed on substrates kept at the ambient
temperature. This fact reveals the strong feature of the high substrate temperature to increase the
reproducibility of the spray-on films. It is important to distinguish between the substrate temperature
in spray coating and the long-duration annealing temperature performed after the deposition process.
In this work, all deposited samples were annealed on a hotplate at 100 ◦C for two hours.

2. Experimental

2.1. Materials and Methods

Lead chloride (PbCl2, 98.5%), and N,Ndimethylformamide (DMF, 99.8%) were supplied by
Sigma-Aldrich, St. Louis, MO, USA. Methylammonium iodide (MAI, 99.5%) was purchased from
Xi’an Polymer Light Technology Corp. (Xi’an, China). MAI and PbCl2 were mixed in 3:1 molar
ratio and then dissolved in DMF in various concentrations (5% to 50% weight ratio: Ratio of the solid
precursors mass to the total mass of the solvent and solid precursors in the solution). The MAPbI3−xClx
solution was heated to 60 ◦C and stirred on a magnetic stirrer overnight, and then cooled at room
temperature. Small (1 × 1 cm2) and large (6 × 6 cm2) fluorine-doped tin oxide (FTO)-coated glass
substrates with an average roughness of near 14.5 nm were cleaned by a mixture of deionized water
and soap, acetone and isopropyl alcohol in an ultrasonic bath, sequentially. Then, the substrates
were exposed to UV-Ozone irradiation for 15 min. Spray coating was performed by replacing the
spray nozzle of an automatic spray coating system (Holmarc, Opto-Mechatronics Pvt. Ltd., Model
HO-TH-04, Kochi, India) with a low flow rate commercial airbrush pen. This was done because the
liquid container of the original ultrasonic nozzle of the Holmarc machine is excessively large, resulting
in the wastage of the perovskite solution. The installed airbrush generates a fine mist, is easy to control,
and is suitable for the fabrication of perovskite films. The speed and position of the spray nozzle in the
x–y plane were controlled by software to move the nozzle in a continuous and raster movement to
simulate an industrial spray coating process. The perovskite solution was atomized by the pressurized
air at constant pressure and air flow rate. Parameters of the spray coating process are summarized in
Table 1. Pictures of the spray coating machine and the spray nozzle are shown in Figure 2.

Table 1. Spray coating parameters for the fabrication of perovskite films.

Spray Parameters Value

Nozzle to substrate distance (cm) 12
Nozzle speed (mm/s) 150

Flow rate (μL/s) 15
Air pressure (bar) 3.5
Number of passes 40, 70, 100

Substrate temperature (◦C) 25–200
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(a) (b)

Figure 2. (a) schematic of the spray coating process and the aparatus. (b) picture of the Holmarc spray
coating system, which accomodates the spray nozzle and the hotplate shown in (a).

The relative humidity of Shanghai during the spray deposition of the perovskite films was in
the range of 35% to 50% in different days. Although the humidity has a detrimental effect on the
perovskite quality, it mainly affects the perovskite film during and after annealing. Therefore, to
minimize the effect of the humidity, the spray-on films, made in the ambient conditions in few minutes,
were transferred to the glovebox after deposition and initial drying on the high temperature substrate,
for complete drying and annealing on a hotplate at 100 ◦C, for two hours. In some of the tests (for
determination of the crystallization dewetting), the samples were formed on small-size FTO-coated
glass (1 × 1 cm2) by spin coating at 2500 rpm for 20 s, and then the samples were annealed based
on the same procedure mentioned above for the spray-on films. Perovskite films made on small
area FTO-coated glass were encapsulated with poly (methyl methacrylate) (PMMA) to enhance the
perovskite stability against humidity during the X-ray diffraction (XRD) and absorption tests.

2.2. Film and Device Characterization

Optical microscopy images of perovskite films were taken by a confocal laser scanning microscope
(CLSM 700, Carl Zeiss AG, Oberkochen, Germany) and scanning electron microscopy (SEM) images
were obtained using a Hitachi microscope, Model S-3400N, Tokyo, Japan. Average thickness and
roughness of the films were measured by a stylus profilometer (KLA-Tencor P7, Milpitas, CA, USA).
Roughness values were measured and averaged along six randomly chosen lines of 100 μm long,
on two similar samples, in each case. Thickness values were also measured by the same instrument,
in four randomly-chosen spots near the edge of the films with respect to the uncovered areas of the
FTO-coated glass, and were averaged.

The conversion of the MAI and PbCl2 precursors to mixed halide perovskite and the absorption
of the perovskite films were evaluated by X-ray diffraction (XRD, model D5005, Bruker, Billerica,
MA, USA) and UV-Visible absorption spectrophotometry (EV300, Thermo Fisher Scientific, Waltham,
MA, USA), respectively. Physical properties of the perovskite solutions were measured, as well. The
solution surface tension and contact angle were measured, using Theta Lite Optical Tensiometer (Biolin
Scientific AB, Gothenburg, Sweden), and the viscosity was measured using a digital rotary viscometer
(model NDJ-8S, Jiangsu Zhengji Instruments Co., Ltd., Jintan, China) in various concentrations, defined
as the weight fraction of the solute (perovskite precursors) in the solution. A digital infrared camera
(FLIR C2, Tallinn, Estonia) was used to confirm the substrate temperature, which is generated and
maintained by an electric heater.
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3. Results and Discussion

Knowledge of the concentration-dependent physical properties of the perovskite precursor
solution, such as the contact angle, surface tension, and viscosity, would lead to better understanding
of the droplet impact behavior during spray deposition, and also would help proper selection of the
solution concentration. This is because the droplet impact dynamics is governed by the Ohnesorge
number, a dimensionless group based on the liquid properties, as well as Reynolds and Weber numbers,
which include the effect of the droplet momentum upon impact. Assuming constant impingement
velocity and substrate texture and surface energy, concentration of the perovskite precursor solution
and the substrate temperature control the spreading behavior of the perovskite droplets after impinging
on the substrate, and therefore control the morphology of the resulting perovskite film. Physical
properties of the precursor solution may also affect the thin film characteristics prepared by other
casting methods. Various solution concentrations (9.5–33 wt.%) [20,24,25] have been used by others as
the starting concentration for the fabrication of perovskite films, but, to the best of our knowledge,
this has not been done systematically. Therefore, here we measured the contact angle, surface tension
and viscosity of the mixed halide perovskite MAPbI3−xClx dissolved in DMF solvent in a wide range
of concentrations (5–50 wt.%). Table 2 lists the average measured properties along with the standard
deviation of the measurements.

Table 2. Some of the physical properties of mixed halide perovskite solution (MAPbI3−xClx in DMF)
at various concentrations (wt.% of solute in the solution). MAI and PbCl2 powders were mixed in
3:1 molar ratio and then dissolved in DMF to achieve various concentrations.

Concentration (wt.%) Viscosity (mPa.s) Surface Tension (mN/m) Contact Angle (◦)

0 0.887 ± 0.02 37.29 ± 0.02 12.39 ± 0.04
5 1.0 ± 0.0 36.81 ± 0.02 16.35 ± 0.24
10 1.0 ± 0.0 35.18 ± 0.02 20.79 ± 0.10
20 1.59 ± 0.016 34.39 ± 0.06 24.00 ±0.15
30 2.0 ± 0.0 31.44 ± 0.03 29.26 ± 0.11
40 2.0 ± 0.0 29.80 ± 0.03 30.40 ± 0.15
50 6.72 ± 0.135 28.87 ± 0.02 31.65 ± 0.21

Some studies, e.g., Mullins and Sekerka [26], suggest that some ionic solutions may act like a
surfactant, in that, their surface tension may decrease with the solution concentration, and, in fact,
our data of perovskite solutions at different concentrations comply with the reported observations for
other similar solutions. Figure 3a shows a decrease in the surface tension of the perovskite solution
with the solution concentration. On the other hand, examination of the perovskite solution droplets
on glass substrates shows that the contact angle increases with concentration (Figure 3b). Young’s
equation, i.e., γcosθ = γsg − γls, relates the binary surface tensions with the equilibrium contact angle
on a solid surface. In Young’s equation, γ is the liquid–air surface tension or simply surface tension,
γsg is the solid-gas surface tension, γls is the liquid–solid surface tension, and θ is the equilibrium
contact angle. Our results show that, as the solution concentration increases, γ decreases on one hand
and contact angle increases on the other hand (cosθ decreases), thus the solid–liquid surface tension,
γls must increase, since the solid–gas surface tension γsg remains constant for the same glass substrate
next to the same surrounding gas (air). Some numerical works by Sear [27] and theoretical works
by Djikaev and Ruckenstein [28] have shown the substrate effect on crystal nucleation. For instance,
crystal nucleation is greater in the vicinity of the gas–liquid–solid triple line, since the concentration
is the highest at the triple line, due to the coffee stain or coffee ring effect. Hence, to suppress the
inhomogeneous crystal nucleation due to the coffee-ring effect, increasing the spreading of the solution
droplets, as well as increasing the droplet drying rate, could be effective. In this work, this has been
achieved by using treated FTO-coated glass substrates to increase wettability, as well as by choosing a
low solution concentration (e.g., 10%), to achieve a low contact angle.
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Figure 3. Variation of the physical properties of the mixed halide perovskite solution (MAPbI3−xClx
in DMF) versus solution concentration in wt.% of solute in solution. (a) liquid–air surface tension;
(b) contact angle, and (c) viscosity. Note: The data and the associated errors are listed in Table 1.

Viscosity is another physical property of the liquid solution that affects the liquid film spreading
and wetting, and is believed to increase nonlinearly as the solvent evaporates and the liquid film
partially dries [29]. In droplet-based coating methods, viscosity, through the Ohnesorge number, affects
droplet impact dynamics and spreading. As shown in Figure 3c, viscosity increases somewhat linearly
at concentrations up to about 40 wt.%. Then, it sharply increases as the concentration increases to
50 wt.%, which corroborates the nonlinear behavior of the viscosity with the concentration. This is
because, at high concentrations, the solution starts to show non-Newtonian behavior.

High concentration of the perovskite solution may cause the formation of larger crystals in the
film and therefore surface dewetting, i.e., crystallization dewetting [2], which obviously leads to the
formation of rough films with pinholes (Figure 4). All films in Figure 4 are spun under the same
conditions, while the concentration changes from 10% to 30% and 50% from left to right, respectively.
Since the data from Figure 3 clearly show that the solution droplets with lower concentration have
smaller contact angles, and therefore higher surface wettability, and Figure 4 shows that smaller
detrimental crystallization dewetting occurs when the perovskite thin films are made using a solution
concentration of 10 wt.%, this concentration is selected as the favorable concentration for spray
coating of the mixed halide perovskite MAPbI3−xClx dissolved in DMF. At this low concentration, the
crystallization dewetting is the minimum and spreading is the maximum, both favoring the formation
of a continuous and defect-free film.
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(a) (b) (c) 
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Figure 4. Optical images of spun-on perovskite films at different concentrations. The solution
concentrations are (a) 10 wt.%; (b) 30 wt.%; and (c) 50 wt.%. This figure shows that high concentrations
result in the formation of large crystals, and therefore, occurrence of crystallization dewetting.

Having determined the ideal solution concentration, now we will find the optimum substrate
temperature. Spray deposition of perovskite solution on a low temperature substrate prolongs the
drying time, which may adversely affect the film coverage [24]. This is due to the prolonged crystal
growth at low temperatures and therefore the occurrence of crystallization dewetting. Figure 5 shows
the range of the substrate temperatures (during the coating process) that have been used in recent
published papers [3,7,8,13,16,18–22,24,25,30–37], in order to fabricate the perovskite layer of PSCs,
mostly by a scalable technique. These techniques include spray coating, doctor blading, slot-die
coating, roller coating, inkjet printing, and drop casting. In most of the methods, temperature of the
substrate was raised to facilitate the coating process. However, in most of those works, a systematic
procedure was not followed. Hence, in this work, the best substrate temperature for rapid drying
and in situ heat treatment during spray deposition is selected based on two criteria; first, a range of
temperatures are selected to achieve the best droplet spreading upon impingement on a hot substrate.
To this end, the contact angles of 10 wt.% perovskite solution droplets were evaluated right after
droplet release on glass substrates kept at various temperatures (25 ◦C to 200 ◦C with 25 ◦C intervals)
(Figure 6a). The heated substrate increases the evaporation rate, which is beneficial for arresting
the crystal growth and suppressing the crystallization dewetting. In addition, the data of Figure 6a
show that a higher substrate temperature improves the film coverage by decreasing the contact angle,
because of better droplet spreading and surface wettability. Therefore, based on the contact angle
measurements, relatively high substrate temperatures seem to be more effective for a better coverage.
It is noted that recent research on the thermal and thermodynamic stability of perovskites proves
that high annealing temperatures for a long time results in the decomposition of the perovskite
structure [38,39]; however, here in this work, the films are exposed to a high substrate temperature
for a short period of time during the spray deposition, which lasts only for several seconds. It is also
noted that excessive substrate temperatures above the Leidenfrost temperature must be avoided due
to the formation of a vapor film over the substrate, which would interrupt the droplet spreading and
the coating process.

In the second step, we further narrow down the choices of the substrate temperature by evaluating
the conversion of the perovskite precursors to perovskite. We define the conversion ratio using the
XRD patterns of the perovskite films, as the ratio of the PbI2 peak intensity at 12.7◦ to the perovskite
peak intensity at 14.2◦. PbI2 is an impurity in the perovskite film and has to be eliminated or minimized.
Figure 6b illustrates the XRD patterns of four samples fabricated on substrates kept at 25, 100, 150 and
200 ◦C. It is noted that these are the substrate temperatures, and all samples were annealed at 100 ◦C
after deposition. We observe that the intensity of the PbI2 peak changes with the substrate temperature.
Figure 6c shows the conversion ratio obtained at various substrate temperatures. It is observed that
the maximum conversion occurs near 150 ◦C, which is near the boiling point of DMF, i.e., 153 ◦C.
Low conversion ratio at temperatures lower than 150 ◦C is ascribed to initial incomplete conversion
of precursors, whereas, at higher temperatures than the boiling point of DMF, it may be attributed
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to rapid evaporation of the solvent and the lack of enough solvent for a complete conversion. This
observation is in agreement with the report of Mallajosyula and coworkers that considered substrate
temperature of 145 ◦C during doctor blading of MAPbI3 [37]. Therefore, according to the contact angle
measurements of perovskite droplets at various substrate temperatures and also the conversion ratio
data, 150 ◦C is chosen as the optimum substrate temperature, since, at this temperature, spreading of
perovskite solution droplets and also conversion ratio of perovskite attain their maximum values.
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Figure 6. (a) contact angle of the perovskite solution droplets (MAPbI3−xClx in DMF) versus substrate
temperature; (b) XRD patterns of MAPbI3−xClx perovskite films, spray deposited on FTO-coated
glass substrates at various substrate temperatures (# and * represent the perovskite and PbI2 peaks,
respectively); (c) the quantified conversion ratios at various substrate temperatures. At temperatures
higher than the boiling point of DMF (>153 ◦C), measurement of the contact angle was found to be not
accurate, due to rapid solvent evaporation. It is noted that, after deposition, all perovskite films were
annealed at 100 ◦C for 2 h.

The third and last parameter to optimize is the number of spray passes for the used spray nozzle
and spray conditions (Table 1). The number of spray passes affects the film coverage, thickness, and
roughness. In general, photons with long wavelengths are better absorbed in thicker films, which
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could translate to a higher current density in the active layer [25]; however, enhanced absorption
occurs at the cost of increased charge recombination and the loss of the current density [25]. The
limitation of charge diffusion length in perovskite films also confines the admissible span of thicknesses.
In MAPbI3−xClx mixed halide perovskite, the charge diffusion length has been measured to be around
1000 nm, while, in MAPbI3 single halide perovskite, it is near 100 nm [3]. Therefore, there is a specific
range of thicknesses in which the highest current from a perovskite film could be extracted. In this
work, adjusting the thickness was performed by using multiple spray passes. A single spray pass is
the travelling of the spray nozzle arm over the substrate with a specific nozzle velocity. Multiple-pass
spraying is comprised of several consecutive single spray passes back and forth in a predesigned
raster pattern to improve the coverage and achieve a desired thickness. Figure 7 shows the measured
thickness and roughness values of the perovskite films, sprayed using 40, 70, and 100 passes, on the
substrates kept at the ambient temperature. Coverage measurements revealed that, at the used spray
flow rate and spray nozzle speed (Table 1), spraying using 40 and 70 passes was not enough to cover the
film completely. Raising the passes to 100 resulted in full coverage of the substrate. Obviously, the film
thickness increases by raising the number of spray passes; however, the 40-pass-spray-on film showed
the highest roughness, which is due to the excessive number of pinholes. However, in the two other
cases, increasing the number of passes from 70 to 100, resulted in an increase in the roughness again
(Figure 7b). This is in agreement with the result of other reports, which declared that the roughness of
spray-on perovskite films increases by increasing the thickness [25]. It is noted that in less-crystalline
or amorphous films, such as polymeric films, the correlation between the number of spray passes
and roughness may be somewhat different from what was observed here for perovskite films, simply
because, in polymeric films, the phenomenon of crystallization dewetting and the formation of large
grains is absent or it is insignificant [40].
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Figure 7. Measured (a) thickness and (b) roughness of spray-on perovskite films deposited on the
substrates kept at the ambient temperature, at various number of spray passes.

To fabricate the best functional perovskite film, i.e., lowest roughness and proper thickness with
negligible PbI2 impurity, the spraying process was repeated using different passes (40, 70 and 100)
on hotplates at the optimum temperature of 150 ◦C, which yields the best conversion ratio (Figure 8).
Again, the full coverage is achieved at 100 passes, while the thickness and roughness decreased in all
cases, compared with the samples fabricated on the substrates kept at the ambient temperature.

Figure 9 shows the SEM images of spray-on perovskite films deposited on the hotplates kept at
150 ◦C, while the number of passes varies. The average coverage, denoted as C on the images, obtained
from the SEM images, reveals that a fully-covered film was obtained after 100 passes. The coverage
was obtained by image processing using the ImageJ software (version 1.51j, National Institutes of
Health (NIH), Bethesda, MD, USA).
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Figure 8. Measured (a) thickness and (b) roughness of spray-on perovskite films deposited on the
substrates kept at 150 ◦C, at various number of spray passes.
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Figure 9. SEM images of spray-on perovskite films deposited on FTO-coated glass substrates at
substrate temperatures of 150 ◦C. The number of spray passes are (a) 40; (b) 70; and (c) 100. Letter C
refers to the percentage of coverage of perovskite layer on the substrates.

Interestingly, as depicted in Figure 10, the application of the high temperature substrate results in
a decrease in the standard deviation of roughness and thickness data of spray-on films with respect to
their counterparts fabricated at the ambient temperature. This is an important factor to increase the
device reproducibility of large-area perovskite films. According to Figure 8a, the average thickness
values of all three spray-on samples is less than 300 nm, which is acceptable for mixed halide perovskite
films to perform well in a PSC [24]. In Figure 10, the spray-on films made using 70 passes show the
minimum standard deviation in their thicknesses. The same films have the lowest roughness as well
(Figure 8b). However, these films suffer from inadequate coverage (78%). Thus, the film made using
100 passes on the hotplate kept at 150 ◦C is considered as the best film.

The perovskite films, sprayed using 100 passes on the substrates kept at 25 and 150 ◦C, are
compared using optical and SEM images shown in Figure 11a,b. The absorbance spectra of the same
films are also shown in Figure 11c. According to the thickness values given in Figures 7a and 8a,
the film sprayed using 100 passes on the substrate kept at the ambient temperature is thicker than
the film sprayed on the hotplate at 150 ◦C, while its absorbance shown in Figure 11c is lower in a
wide range of wavelengths. This may have originated from two sources. Firstly, high roughness in
spray-on films may decrease the light absorbance [41]. Based on the roughness data of Figures 7b
and 8b, the former film is rougher, i.e., its local variation of thickness is higher than the latter film.
Inset optical images in Figure 11a,b also verify that the film fabricated on the hotplate is smoother
than the film sprayed on the substrate kept at the ambient temperature, thus it can absorb the light
more efficiently. Secondly, according to the conversion ratio data shown in Figure 6c, there is more
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PbI2 impurity in the perovskite film fabricated at 25 ◦C, with respect to the film deposited on the
hotplate kept at 150 ◦C. Therefore, the film deposited on the hotplate is more functional and thus
capable of better photon absorption, considering that the bandgap of the perovskite films is suitable
for the absorption of photons in the visible range. Figure 11d is a picture of the fabricated film
(5 × 5 cm2), made using the optimum conditions of 100 spray passes deposited on the hotplate kept at
150 ◦C, using a perovskite solution concentration of 10 wt.%. The raster movement of the spray nozzle
is also illustrated schematically on this picture. This spray-on film is semitransparent and thus has the
capability to be used as a second absorber layer to make tandem perovskite–copper indium gallium
diselenide (CIGS) or perovskite–silicon solar cells.
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Figure 11. SEM and optical (inset) images of spray-on perovskite films made at substrate temperature
of (a) 25 ◦C and (b) 150 ◦C. (c) absorbance spectra of perovskite films sprayed on FTO-coated glass kept
at 150 ◦C; (d) the spray-on film deposited on the hotplate kept at 150 ◦C and the deposition pattern
based on a zigzag movement of the spray nozzle over the substrate. The films were made at optimum
condition of 100 spray passes using a 10 wt.% solution concentration.
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4. Conclusions

A continuous, uniform, and pinhole-free perovskite thin film was fabricated by spray coating
with an effective squared area of 25 cm2. Optimum concentration of the mixed halide perovskite
precursor (10 wt.% of MAPbI3−xClx in DMF) and substrate temperature (150 ◦C) were determined
as two essential parameters that strongly affect the morphology of the spray-on film. The optimum
concentration and substrate temperature may be generalized to other spray systems. Then, for the
spray nozzle used in this study, for the given spray flow rate and nozzle speed, the number of spray
passes was optimized (100 spray passes). The combination of the best solution concentration, substrate
temperature, and the number of spray passes produced a fully functional perovskite film with high
surface area suitable for the commercialization of the technology. We also measured the contact angle,
surface tension, and viscosity of the mixed halide perovskite solution in different concentrations, in
order to find the optimum range of concentration. In order to choose the best substrate temperature, at
first, we measured the contact angle of perovskite droplets on the hotplates at various temperatures.
It was observed that a higher substrate temperature leads to a higher surface wettability (lower
contact angle). At 150 ◦C, which is around the boiling point of DMF, we also observed the highest
conversion ratio (efficient conversion of perovskite precursors to perovskite), which is a measure of
the percentage of PbI2 impurity in the perovskite film. Spraying of 10 wt.% mixed halide perovskite
using 100 passes on a hotplate kept at 150 ◦C resulted in a fully-covered film with the lowest thickness
and roughness, compared to the films made on the substrates kept at room temperature. Standard
deviation of the thickness and roughness of the films made on hot substrates also decreased, which is
an indication of increased reproducibility of the process. Although the fabricated large-area perovskite
films demonstrated superior morphological and optoelectronic functionality, it is noted that their
photovoltaic performance would be determined when used in a complete device. The fabrication of
such large area devices is challenging and entails the optimization of all layers, which was beyond the
scope of this work.
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Abstract: Antireflection (AR) coatings are indispensable in numerous optical applications and are
increasingly demanded on highly curved optical components. In this work, optical thin films of
SiO2, Al2O3, TiO2 and Ta2O5 were prepared by atomic layer deposition (ALD), which is based on
self-limiting surface reactions leading to a uniform film thickness on arbitrarily shaped surfaces.
Al2O3/TiO2/SiO2 and Al2O3/Ta2O5/SiO2 AR coatings were successfully applied in the 400–750 nm
and 400–700 nm spectral range, respectively. Less than 0.6% reflectance with an average of 0.3% has
been measured on a fused silica hemispherical (half-ball) lens with 4 mm diameter along the entire
lens surface at 0◦ angle of incidence. The reflectance on a large B270 aspherical lens with height
of 25 mm and diameter of 50 mm decreased to less than 1% with an average reflectance < 0.3%.
The results demonstrate that ALD is a promising technology for deposition of uniform optical layers
on strongly curved lenses without complex in situ thickness monitoring.

Keywords: atomic layer deposition; optical coatings; antireflection; strongly curved surface

1. Introduction

Most optical systems contain a large number of lenses or other optical elements. Reflections at
each interface reduce the intensity of the transmitted light and thus the overall efficiency of the systems.
Reflection losses can be greatly reduced by applying antireflection (AR) coatings to the optical
surfaces [1–4]. In addition, AR coatings attenuate the effect of ghost images that are caused by
multiple reflection of light from lens surfaces. Optical interference coatings that are typically thin film
multilayers of high-refractive and low-refractive index materials demand precise thickness control of
each layer. Commonly, thin films applied in precision optics are produced by physical vapor deposition
(PVD) [5,6]. Due to the line-of-sight nature of PVD, the surface of a convex lens that is normal to
the deposition flux receives a higher amount of material than the edges of the lens. As indicated
in Figure 1a, significant thickness gradients might occur on highly curved lenses. Consequently,
the required film thickness might not be met over the entire surface of the lens, leading to a distortion
of the resulting transmittance spectra. To achieve a better uniformity on curved substrates, complex
technical modifications are necessary when using PVD methods, that includes f.e. the constant rotating
and tilting of the lens during the deposition, with or without the usage of complicated shadowing
masks [7–10]. Antireflection nanostructures are another approach to reduce reflection losses at curved
surfaces [11–13]. Nevertheless, for outer lenses of optical systems multilayer AR coatings are preferably
used due to their better cleanability and mechanical stability.

Atomic layer deposition (ALD) is an alternative and promising technology for uniform multilayer
optical coatings [14–18]. We have previously shown a broadband AR coating on flat high refractive
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index glasses using SiO2/HfO2 multilayers [19]. Atomic layer deposition is also being considered for
more complex interference coatings such as dichroic mirrors and narrow bandpass filters [16,20,21].
Atomic layer deposition is a modified form of chemical vapor deposition, where the precursors
are sequentially exposed to the surface until saturation is reached [22]. Precursor pulses are separated
by inert gas purging; as a result, no gas-phase reactions can take place and the chemical reactions
are limited to the surface, see Figure 1b. A typical ALD cycle for the deposition of metal oxides
contains four steps: precursor pulse, inert gas purge, oxidizing pulse and inert gas purge. In the case
of precursors with low chemical reactivity, often a hold step is introduced after the precursor pulse.
Hence, the precursor is trapped in the reactor to entirely react with the surface active groups. Due to
this cyclic surface-controlled growth, ALD inherently offers precise thickness control, good thickness
uniformity and high reproducibility. It is well known for its conformal film growth on complex
nanostructures with high aspect ratios [23,24]. In this work, the capability of ALD for deposition of
antireflection coatings on highly curved lenses has been analyzed.

Figure 1. Illustration of (a) physical vapor deposition (PVD) deposition and (b) atomic layer deposition
(ALD) on a hemispherical lens.

This paper first discusses single-layer properties and thickness uniformity of the SiO2, Al2O3,
TiO2, and Ta2O5 coatings, then an AR design and its adjustment to the ALD coating is presented on
flat glass substrates. Finally, ALD antireflection coatings are demonstrated on curved lenses, firstly on
a half-ball lens and secondly on an asphere.

2. Materials and Methods

ALD-deposited SiO2, Al2O3, Ta2O5 and TiO2 thin films were used for the antireflection coatings.
Depositions were carried out in an Oxford Instruments (Bristol, United Kingdom) OpAL™ ALD
reactor and a Picosun Oy (Espoo, Finland) Sunale™ R200 ALD reactor with a showerhead setup
for single-wafer processing. In the OpAL tool, thin films have been grown by plasma-enhanced
ALD (PEALD) at substrate temperatures of 100 ◦C. In the Sunale tool, thermal ALD processes were
performed at 300 ◦C.

All metal oxide films were grown from commercially available precursors. The low-index material
SiO2 was deposited using tris[dimethylamino]silane (3DMAS). Trimethylaluminium (TMA) was
applied to deposit the mid-refractive index material Al2O3. The high-index materials TiO2 and
Ta2O5 were deposited from titanium(IV)isopropoxide (TTIP) and tantalum(V)ethoxide (Ta(OEt)5),
respectively. Process parameters are summarized in Table 1.
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Table 1. Process parameter for depositing SiO2, Al2O3, TiO2 and Ta2O5 ALD thin films.

Material
Precursor, Source Temperature,

Delivery Method
Oxidizing Agent ALD Tool

ALD Cycle [Pulse/Purge/Gas
Stabilization/Oxidizing

Pulse/Purge] (in s)

SiO2 3DMAS, 30 ◦C, vapor draw O2-plasma OpAL [0.4 + 4 (hold)/–/5/3/4]
Al2O3 TMA, 20 ◦C, vapor draw O2-plasma OpAL [0.04/3.5/2.5/5/3.5]
Al2O3 TMA, 20 ◦C, vapor draw H2O2 Sunale [0.1/4.0/–/0.2/4.0]
TiO2 TTIP, 50 ◦C, bubbling O2-plasma OpAL [1.5/7.0/3.0/6.0/4.0]

Ta2O5 Ta(OEt)5, 185 ◦C, pressure boost H2O2 Sunale [1.6/6.0/–/2.0/10]

The growth rates and the optical properties of the ALD thin films are determined from single-layer
experiments on flat substrates. The growth rates (growth per cycles, GPC) were determined on Si
samples by measuring the film thickness with a J.A. Woollam Co. (Lincoln, NV, USA) M-2000®

spectroscopic ellipsometer. A Sentech Instruments GmbH (Berlin, Germany) SE850 spectroscopic
ellipsometer was used for uniformity mapping of the film thickness on an 8 inch (200 mm) silicon
wafer over 180 mm central area on the wafer.

Refractive indices were determined by spectrophotometry of 200 to 300 nm thin films coated on
fused silica samples. The reflectance and transmittance spectra were measured with a PerkinElmer,
Inc. (Waltham, MA, USA) Lambda 950 spectrophotometer equipped with a home-build accessory for
absolute reflectance measurements [25].

For demonstration purposes, antireflection (AR) coatings were applied to a half-ball lens with
a diameter of 4 mm and to an aspheric lens with a diameter of 50 mm and a center thickness of 25 mm.
An Olympus K. K. USPM-RU-W NIR micro-spectrophotometer (Tokio, Japan) was used to measure
the reflectance from a minute spot on different positions of the lens, whereas the lens is placed on
a tilt stage and tilted to angles up to 60◦. The tilted lens is then moved in the x-, y- and z-direction so
that the light from a fixed source is focused on the lens surface and the light rays are perpendicular to
the surface (AOI = 0◦).

3. Results and Discussion

3.1. Characterization of ALD Thin Films

ALD processes for dielectric thin films have frequently been reported, whereas Al2O3 is
the most investigated ALD material [26,27]. Al2O3 has been applied in ALD antireflection coatings
in combination with TiO2 [17,20] or Ta2O5 [28]. Next to this, SiO2 is a very important low-index material
that we recently applied in ALD optical coatings [19,21,28,29]. The properties of the single-layer films
resulting from the ALD processes used in this work are summarized in Table 2. The listed GPC
values have been used to calculate the necessary ALD cycles to reach the thicknesses of each layer of
the following AR coatings.

Table 2. Growth rate on silicon substrates (growth per cycles (GPC) in Å/cycle), refractive index
and thickness non-uniformity over a 200 mm area of deposited ALD thin films. The corresponding
deposition temperatures are given in brackets.

Material/Properties SiO2 (100 ◦C) Al2O3 (100 ◦C) Al2O3 (300 ◦C) Ta2O5 (300 ◦C) TiO2 (100 ◦C)

Tool OpAL OpAL Sunale Sunale OpAL
GPC on Si 1.20 1.21 0.89 0.49 0.29

n @ 550 nm 1.46 1.62 1.66 2.21 2.44
NU% 1 ±1.5% ±1.5% ±2.1% ±4.0% ±2.0%

1 thickness non-uniformity, defined as NU% = (dmax − dmin)/2daverage × 100.

Growth rates and refractive index of SiO2 thin films are similar to films grown from other
commercially available precursors, as BDEAS, BTBAS and AP-LTO®330 [30,31]. Alumina ALD thin
films show a lower refractive index at lower deposition temperature [32] owing to a lower density
at lower deposition temperatures [26]. The lower GPC of Al2O3 at higher deposition temperatures
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is attributed to less OH groups on the surface. Determined growth rates of Ta2O5 are comparable
to growth rates reported for Ta2O5 thin films deposited using H2O and Ta(OEt)5, Ta(NEt2)3 or
Ta(NEt)(NEt2)3 [33–35]. The reported GPC for PEALD TiO2 using TTIP in the range of 0.3–0.6 Å/cycle
are relatively low, whereas thin films grown from TDMAT, Ti-Prime or Ti-Star have slightly higher
growth rates than films grown from TTIP [36–38].

Very good lateral film thickness uniformity in the reactor is a prerequisite to ensure a uniform
coating on a lens surface. However, non-uniformity in ALD processes is not explicitly analyzed
in most research articles. Most tool providers guarantee a standard deviation of the ALD coatings
of ca. 1%–3% depending on the material and process conditions. Noteworthy, the upscaling of
ALD processes in batch reactors with similar non-uniformity distribution on larger-area batches
is feasible [16]. The ALD coatings deposited in the OpAL research tool have thickness non-uniformities
(NU%), defined as (dmax − dmin)/2daverage × 100, of about ±1.5% (Al2O3, SiO2) and ±2.0% (TiO2).
The processes in the Sunale R200 ALD reactor result in a thickness non-uniformity of about ±2.1% for
Al2O3 and ±4.0% for Ta2O5, see Table 2. Elers et al. [39] discussed the sources of non-uniformities in
ALD processes including overlapping precursor pulses due to short purge times, death pockets, etc.,
but also non-uniform gas and temperature distributions in the reactor chamber.

Figure 2a shows the surface mapping of a 200 mm wafer after thermal Al2O3 ALD process using
1156 cycles (TMA + H2O). The alumina film thickness on the wafer in this thermal process does not
show a statistical random distribution, but a specific and well-reproducible lower film thickness on
the right side of the reactor chamber than on the left side. Interestingly, the precursor and purge
gas inlet is on the side where lower film thickness is measured indicating that the precursor dose
is sufficient. There might be a temperature gradient on the wafer due to the gases entering the reactor
on the right side or the purge time and gas flow might be not sufficient due to inadequate inert gas
distribution. In PEALD processes, rather concentric thickness contour lines have been observed (not
shown here), whereby the maximum position can be adjusted by the flow rates of the precursor and
purge gas. We have demonstrated the possibility to improve the film thickness uniformities by rotating
the substrate. Figure 2b depicts a thickness mapping of a wafer where the thermal Al2O3 ALD process
was stopped after 500 cycles, the wafer manually rotated by 180◦ and the process continued for another
500 cycles. The wafer rotation could significantly improve the thickness non-uniformity from 2.4% to
0.6%, calculated from 392 mapping points on a 180 mm wafer area.

(a) (b)

Figure 2. Thickness uniformity mapping of Al2O3 (thermal ALD) on a 200 mm wafer measured after
(a) 1156 ALD cycles without rotation, (b) 1000 ALD cycles with manual sample rotation by 180◦ after
500 ALD cycles.
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3.2. Antireflection Coatings on Plane Glass Substrates

An AR design consisting of seven layers has been calculated using the thin film software OptiLayer
(version 11.65e, OptiLayer GmbH, Garching, Germany) to reduce the residual reflectance of a fused
silica substrate from approximately 3.5% to less than 0.5% in the visible spectral range from 400
to 750 nm. Silicon dioxide was chosen as final layer, as its low refractive index will significantly
improve the performance of the AR coating. ALD oxide films are typically amorphous, especially
when deposited at low temperatures [40]. However, TiO2 ALD thin films tend to crystallize at
moderate deposition temperatures. The growth of crystallites leads to high surface roughness
and, as a result, strong scattering of light. The surface roughness significantly increases for film
thicknesses greater than about 40 nm [41]. The crystallization can be inhibited by inserting a thin
Al2O3 interlayer [42]. In the first design AR-D1 (Table 3) this interlayer was not included into the
design, whereas experimentally, the thick 63.9 nm TiO2 has been split in two thinner TiO2 layers by
introducing a 1.5 nm thin Al2O3 interlayer to inhibit the crystallization.

The AR coating was first tested on a plane substrate. By applying the AR-D1 coating to a fused
silica glass sample, the reflectance could be reduced to an average reflectance of 0.3% in the visible
spectral range from 400 to 750 nm, see Figure 3a. Comparing the reflectance spectra, the AR-D1 coating
shows a deviation from the AR-D1 design. It was found that the misfit between design and coating
has two origins. First, the 1.5 nm thin Al2O3 layer needs to be taken into account when designing
the AR coating. This presumption is based on the good agreement of the measured spectrum to
calculated expected one that includes the interlayer, see Figure 3b. Thin ALD layers are well known
to be very dense and pinhole-free and are intensively investigated for barrier coating [43]. Therefore,
the reflections at the interfaces of this ultra-thin layer must be considered in the optical design.

Table 3. Designed layer thickness and necessary ALD cycles of AR coating on fused silica.

Material

AR-D1 AR-D2

Experimental Recalculation Experimental

Design
(nm)

Coating
(nm)

ALD
Cycles

Actual
Thickness (nm)

Actual GPC
(Å/cycle)

Design and
Coating (nm)

ALD
Cycles

Al2O3 75.1 75.1 621 75.4 1.21 76.8 635
TiO2 16.1 16.1 556 16.1 0.29 16.1 555

Al2O3 20.5 20.5 170 19.9 1.17 21.5 184
TiO2 63.9 33.3 1150 32.5 0.28 37.5 1293

Al2O3 – 1.5 12 1.4 1.17 1.5 13
TiO2 – 30.6 1054 31.0 0.29 24.3 837

Al2O3 13.2 13.2 109 12.8 1.17 14.1 120
TiO2 25.00 25.00 862 25.3 0.29 24.2 834
SiO2 92.3 92.3 769 90.2 1.17 92.7 792

Second, a recalculation of the actual thicknesses from the measured spectra using the Film
Wizard™ software (version 8.5.0, Scientific Computing International, Carlsbad, CA, USA) showed that
Al2O3 layers on TiO2 are thinner as expected. The GPC on the underlying TiO2 is only 1.17 Å/cycle
instead of 1.21 Å/cycle on Si or fused silica. Also, SiO2 thin films have a lower GPC on the underlying
TiO2 films of only 1.17 Å/cycle instead of the expected 1.20 Å/cycle. Altered growth rates on
different substrates have been repeatedly observed and are possibly a reason of different OH group
concentrations or irregular OH group distributions on the underlying surface [17].

The film thickness deviation has been 0.4 and 0.6 nm for the alumina layers and approximately
2 nm for silica. This deviation in film thicknesses results in slight deviation of the measured curve
(coating AR-D1) and the corrected design curve in Figure 3b. Note that no in situ control of the film
thicknesses has been applied during the ALD process. In situ monitoring might be necessary for
more complex AR coatings or interference coatings such as narrow bandpass filters or dichroic
mirrors [20,21].
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A second AR coating AR-D2 was designed including the Al2O3 interlayer. Furthermore,
the adapted GPC values were used for calculating the necessary ALD cycles of Al2O3 and SiO2

layers on TiO2, see Table 2. By applying these two corrections, the reflectance of the design and the
coating are in an excellent agreement for a sample that was placed in the center of the substrate table,
see Figure 4a.

Figure 3. Reflectance spectra of AR-D1 on fused silica reference glass substrate: (a) Design and coating;
(b) Corrected design (with interlayer) and recalculation from measured spectra (taking the Al2O3

interlayer into account).

Figure 4. Measured and expected reflectance spectra of AR-D2 on fused silica reference glass substrate
positioned: (a) at the center of the substrate table; (b) at approximately 75 mm from the center table.

As the thickness non-uniformity was expected to be the main origin of errors, a worst-case analysis
was performed, whereas the maximum allowed thickness deviation was specified as the expected NU%
of each material, see Table 2. The area between the dotted lines in Figure 4b indicates the worst-case
error corridor of the calculated maximum possible deviations from the theoretical reflectance spectra.
To estimate the influence of the NU experimentally, next to the fused silica substrate (sample 1) that
was placed in the middle of the substrate table, a second substrate (sample 2) was positioned at
approximately 75 mm from the center of the table during the deposition. The measured reflectance
spectra of sample 2 lies within the worst-case error corridor, indicating that the small deviations
to the AR design are most likely a consequence of the lateral film thickness non-uniformity on
the substrate table.
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3.3. Antireflection Coatings on a Half-Ball Lens

The antireflection coating AR-D2 was applied to a hemispherical lens. The refractive index of
the lens was calculated from the measured reflectance spectra of the uncoated half-ball lens, which is
slightly higher than the reflectance of the fused silica glass substrate, see Figure 5a. Due to the higher
effective refractive index of the bare lens, the appearance of the expected and measured AR spectra on
the lens differs from the spectra on the coated glass slab (compare Figures 4a and 5b). The measured
spectra of the AR coating on the lens is in good agreement with the adapted AR design (Figure 5b).

Figure 5. (a) Measured reflectance spectra of uncoated fused silica reference glass substrate and
uncoated fused silica half-ball lens; (b) Measured reflectance spectra (AOI = 0◦) of AR-coated fused
silica half-ball lens at different positions of the lens.

It should be emphasized that the reflectance spectra are consistent at all positions on the lens.
Hence, the AR coating was deposited uniformly on the hemispherical lens without any complex
equipment to control the layer thickness.

An upright-positioned glass sample was used as reference sample for the edge of the glass
plate since it is not possible to measure the reflectance at the very edge of the lens. As shown
in Figure 6, the measured reflectance is in very good agreement with the design. The deposition occurs
simultaneously on both sides of the glass sample and the measured spectra are identical on both sides
of the substrates. The results show that the ALD-technology is not restricted to the radius of curvature.

Figure 6. Measured and expected reflectance spectra (AOI = 0◦) of AR-D2 deposited simultaneously
on both sides of an upright-positioned flat fused silica glass substrate.
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The AR performance of the coated lens depends on the position in the chamber due to the lateral
thickness non-uniformity. Hence, it has been possible to obtain an excellent AR coating on a curved
lens matching very well the design curve, see Figure 7.

Figure 7. Measured and expected reflectance spectra (AOI = 0◦) of AR-coated fused silica half-ball lens
at different positions of the lens.

3.4. Antireflection Coating for an Aspheric Lens

To confirm that ALD AR-coatings can be also used to reduce reflection losses of larger lenses,
a second antireflection coating was applied to a steeply curved aspheric lens with center height of
25 mm and a diameter of 50 mm. Ta2O5 was used as high-index material for the AR coating, since
the grown Ta2O5 ALD thin films are amorphous and hence no additional Al2O3 interlayer is needed
to inhibit crystal growth. TEM and SEM images of about 5 nm, 35 nm and 200 nm Ta2O5 thin films
show an amorphous structure [33,44,45]. X-ray diffraction (XRD) measurements also confirmed the
amorphous nature of 200 nm tanatala thin films grown from Ta(OEt)5 at 300 ◦C. These spectra are not
shown here.

The glass lens has a refractive index that is similar to that of B270. An AR-D3 coating (see
Table 4) was designed to reduce the reflectance of a B270 substrate from approximately 4.0% to less
than 0.5% in the visible spectral range from 400 nm to 700 nm. The first part of the coating design
is based on the patented AR-hard® (Jena, Germany). A thin high-index layer is sandwiched by two
thicker lower-index layers forming a symmetrical stack of three-quarter-wave optical thickness [46].
Silicon dioxide was chosen as final layer to attain a low residual reflectance. After completion of the
Al2O3/Ta2O5 sequences in the Sunale R200 tool at a deposition temperature of 300 ◦C, the samples
were unloaded to atmosphere and transferred to the OpAL tool for further processing of the top SiO2

layer at 100 ◦C.

Table 4. Designed layer thickness and necessary ALD cycles of AR coating on B270.

Material
AR-D3

Thickness (nm) ALD Cycles

Al2O3 101.6 1181
Ta2O5 11.2 208
Al2O3 186.9 2173
Ta2O5 35.0 714
Al2O3 21.8 253
Ta2O5 43.6 891
SiO2 93.7 787
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Figure 8 depicts the reflectance of the AR-D3 design and the AR-D3-coated lens. The reflectance
spectra of the lens show a good match to the design. Minor deviations between design and
the measured reflectance at the inclined surface of the lens (position A and E) may be attributed
to a temperature gradient of the lens during deposition and to lateral thickness non-uniformity across
the chamber.

Figure 8. Measured and expected reflectance spectra (AOI = 0◦) of the AR-coated steeply curved B270
aspherical lens at different positions of the lens.

4. Conclusions

Atomic layer deposition successfully applies to deposit antireflection coatings on strongly curved
lenses. In particular, the average reflectance could be minimized to 0.3% for a fused silica half-ball lens
with 4 mm diameter and a steeply curved B270 aspherical lens in the visible spectral range from 400 to
750 nm and 400 to 700 nm, respectively. Similar reflectance spectra across the entire lens surface at
normal light incidence are a result of the very good conformality of ALD coatings. The good agreement
between design and coatings confirms the precise thickness control of ALD thin films. Thickness
monitoring was not necessary to reach the desired film thicknesses, but only the counting of ALD
cycles. Moreover, it was demonstrated that the conformal deposition is not restricted to the radius
of curvature of a lens, as an AR coating that was deposited simultaneously on both sides of a flat
glass substrate showed identical spectra on both sides. Noteworthy, these antireflection coatings
are demonstrated in two commercially available tools with significantly different configurations,
indicating that ALD can become highly attractive for production purposes.

Further development of ALD coating equipment such as spatial ALD, atmospheric pressure
ALD, and batch tools will increase the applicability of this technology for high volume applications.
The slow deposition rate is considered as the main disadvantage of ALD. The long deposition times are
generally the consequence of the required purge times between the precursor pulses. The possibility to
perform double-sided coatings increases the throughput of this coating technology. Spatial ALD [47]
is a promising approach to shorten the purge times, in that the substrate is moved to different precursor
zones, hence precursor pulses are spatially separated and purge steps become dispensable. The use
of batch coaters is another possibility to increase the throughput [16]. However, the lateral thickness
uniformity needs to be improved for scale up to large-area. For a better uniformity, both the chamber
design and the precursor chemistry needs to be improved. The development of precursors that are
highly reactive and volatile, but at the same time thermally stable and non-corrosive, as well as
the design of a tool, that comprises a uniform gas distribution, a homogeneous temperature and
the absence of dead volumes remains a future challenge [39].

Although further research and developments are needed, ALD is a promising method to deposit
optical thin films that can be prospectively applied for optical coatings on complex formed optical
components due to the very good conformality of ALD coatings (convex and concave lenses, cylinders,
ball lenses, etc.).
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Abstract: In this study, we reported continuous partial curing and tip-shaped modification methods
for continuous production of dry adhesive with microscale mushroom-shaped structures. Typical
fabrication methods of dry adhesive with mushroom-shaped structures are less productive due
to the failure of large tips on pillar during demolding. To solve this problem, a typical pillar
structure was fabricated through partial curing, and tip widening was realized through applying
the proper pressure. Polyurethane acrylate was used in making the mushroom structure using
two-step UV-assisted capillary force lithography (CFL). To make the mushroom structure, partial
curing was performed on the micropillar, followed by tip widening. Dry adhesives with properties
similar to those of typical mushroom-shaped dry adhesives were fabricated with reasonable adhesion
force using the two-step UV-assisted CFL. This production technology was applied to the roll-to-roll
process to improve productivity, thereby realizing continuous production without any defects. Such
a technology is expected to be applied to various fields by achieving the productivity improvement
of dry adhesives, which is essential for various applications.

Keywords: dry adhesive; biomimetics; continuous process; partial curing

1. Introduction

Microstructure-based dry adhesives, which were inspired by the feet of gecko lizards and beetles,
have attracted attention in various applications due to their strong adhesion, repeatability, reversibility,
and self-cleaning properties [1–13]. They are applied to a transfer or fixing device, such as a glass
substrate and silicon wafer, and an attempt has been made to replace the existing electrostatic or
vacuum chuck [8,14]. These dry adhesives are typically made from polymeric pillars of the size of a
few hundred nanometers to tens of micrometers, and the tip of the pillar is shaped like a spatula or
mushroom to maximize its adhesive properties [15–17]. Generally, dry adhesive production method is
a molding technique, such as soft lithography; thus, manufacturing the aforementioned size structure
is easy [4]. However, constructing a precisely designed tip shape on a master can be a complex
process [4,8,18]. For example, in the case of producing mushroom-like microstructure dry adhesives
on a master, the tip must be formed inside the silicon wafer to form a wide tip on the surface of
the dry adhesive when replicated. This tip plays an important role in securing the adhesion; this
role has been confirmed in studies that handle the comparison of adhesive strengths according to
various tip shapes [15]. Based on the literature, a dry adhesive with a thin and wide area tip has a
high adhesive strength, and a complicated process is required to produce a master for such a dry
adhesive. An example of fabricating a master with a wide tip is to use the footing effect that occurs in
the etch stop layer during deep RIE (Reactive Ion Etching) process [19]. If etching is performed to a
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thickness over the working depth simply by using the SOI (Silicon on insulator) wafer, then the etching
ion does not proceed in the depth direction in the SiO2 layer but is etched laterally. This process is
called the footing effect, in which forming a wide tip on a master is relatively easy. However, this
method has a disadvantage; it cannot precisely control the thickness or size of the tip. To solve this
problem, the tip precisely fabricated on the wafer surface through the surface micromachining and
the tip buried masters are manufactured by fusion bonding between the surface-machined wafers
and bare wafer [5,8,18]. The fabricated master mold can be used to produce a dry adhesive after a
simple release layer treatment; however, it is difficult to apply in a continuous production using a
roll-to-roll process due to poor demolding (e.g., tip tearing depending on the polymer used) [20].
Particularly, in the roll-to-roll process, which can only use a flexible polymer mold, the breakage of
the tip during demolding becomes evident. Therefore, the productivity should be improved through
new methods. In the present work, we introduce an advanced UV molding technique called two-step
UV-assisted capillary force lithography (CFL) to produce a mushroom-shaped dry adhesive without
special demolding failure. This method can be applied to the roll-to-roll-based apparatus without
any changes; thus, it is applied to the prototype roll-to-roll apparatus to test the mass production
possibility. Moreover, the pull-off strength of the fabricated dry adhesive is measured. The measured
adhesive strength of approximately 9.5 N/cm2 is slightly lower than that of dry adhesives made by
typical one-step molding [8]; nevertheless, this value is appropriate for application. In addition, higher
adhesion can be achieved if the tip size can be widened in a future optimization process. The study
of tip widening using partial curing has been experimentally proven in previous studies [21]. In this
paper, we intend to implement this process continuously.

2. Materials and Methods

Polyurethane acrylate (PUA): PUA is an ultraviolet ray curable material composed of prepolymer
with acrylate group, a photoinitiator, a crosslinker and a release agent. The PUA was dropped onto a
master mold with pillar shaped microstructures, which were fabricated by surface micromachining.
A PET (polyethylene terephthalate) film as supporting layer was covered on the dropped PUA,
followed by UV exposure for 40 s (wavelength = 250–400 nm, dose = 100 mJ/cm2). After UV exposure,
the PET film was peeled off from the master with cured PUA structure.

Partially cured micropillar: Our fabrication method was based on the two-step process of
capillary UV molding and additional tip shape modification. For the fabrication of PUA partially
cured micropillars, the polydimethylsiloxane (PDMS) mold with micro holes was used with enough
window for partial curing time. Then, the PUA resin was partially cured by UV exposure for 15–20 s
(wavelength = 365 nm, intensity = 100 mW/cm2).

Tip widening: The film was placed on the top of the partially cured pillar, and further curing
was performed for 30 s while applying the appropriate pressure of 20–30 kPa (wavelength = 365 nm,
intensity = 500 mW/cm2). For a uniform pressure distribution, a thin PDMS block was placed as a
buffer on top of the PET film prior to the application of pressure.

Measurement of pull-off force: We measured pull-off force and durability with custom built
equipment [8]. To measure normal adhesion force between fabricated dry adhesive and target smooth
substrate, the smooth substrate was made with a glass sample and was moved vertically with speed of
3 mm/s by a step motor connected crank. The device is equipped with a load cell capable of measuring
the load in the z-axis direction, allowing measurement of the pull-off force including the preload.
Pull-off forces were measured for various preloads, and marathon tests were conducted at the speed of
50 cycles per minute and 40 N/cm2 preload.

3. Results and Discussion

Figure 1 shows the schematic of the two-step UV-assisted CFL and that of a continuous production
apparatus. PDMS is a known porous material. In this study, PDMS was used to induce partial curing
and fabricate hierarchical structures. In the case of the PDMS mold, the surface of the molded polymer
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film was exposed to air that was permeated through a porous PDMS mold. The trapped or permeated
oxygen inhibited UV curing by scavenging radicals generated from the photoinitiator by UV [22].
Thus, the surface of the PUA resin in contact with the air remained tacky, whereas the resin beneath
the surface cured completely. Some pre-dissolved oxygen existed in the liquid resin. This oxygen
was rapidly consumed under UV exposure due to high mobility and reactivity of oxygen with a
large number of initial radicals. Therefore, the formation of a tacky surface could be attributed to the
diffusion of oxygen that was trapped in the mold cavity or permeated out of the mold. In a previous
research on two-step CFL, micro/nano hierarchical structure was fabricated using a nano-structured
mold after the microstructure fabrication [22]. A microstructure was fabricated, and a wide tip was
then formed on the partially cured microstructure by pressurization using a flat substrate. The tip of
the microstructure was widened by simply using a glass substrate, and the low adhesion between
glass and PUA enabled the production of a mushroom structure without any surface treatment. After
the process proof at the wafer level, this principle was used to realize continuous production using a
roll-to-roll apparatus. The roll-to-roll apparatus was divided into microstructure and tip production
sections. In the microstructure production section, a PDMS negative mold was attached to the roll,
whereas the tip production section is composed of a simple quartz cylinder and a urethane roll.
The partial curing phenomenon in the microstructure fabrication was theoretically predictable. On the
basis of the literature, the oxygen saturation inside the polymer resin, which depends on the depth of
the resin from the surface, can be expressed as [22]:

CO2(x)
CO2_surface

= cosh
(

k/DO2/polymer

)1/2
x − tanh

(
k/DO2/polymer

)1/2
L·sinh

(
k/DO2/polymer

)1/2
x

where CO2 is the oxygen concentration in the cavities, DO2/polymer is the oxygen diffusivity coefficient
in the polymer layer, CO2_surface is the surface concentration of oxygen, L is the depth of the cured
polymer resin, x is distance from free-surface between air and resin. When the appropriate constants
were substituted for this equation (k = 1, DO2/polymer = 10−12 m2·s−1), the penetration of oxygen
during the microstructure fabrication of PUA resin proceeded from the resin surface to approximately
4–5 μm. That is, the upper 4 μm of the microstructure remained in a state capable of subsequent
patterning while still maintaining a non-cured tacky surface. The tip structure to be fabricated through
this study was expected to express sufficiently by this partial curing process, in which the diameter
was approximately 1 μm larger than the micropillar and the thickness was approximately 500 nm.
To fabricate an appropriate partially cured micropillar, the intensity of UV LED at 365 nm wavelength
was adjusted to 100 mW/cm2 and exposed for a suitable time (15–20 s) to fabricate a microstructure
whose surface remained tacky.

Thereafter, various pressures were applied to the tip widening. As a result, suitable pressure
(25 kPa) was identified, and the mushroom structure was constructed. As shown in Figure 2,
an extremely low pressure (10 kPa) did not sufficiently expand the tip, and an extremely high pressure
(40 kPa) caused columnar deformation or collapse. At lower pressures, the not fully cured resin is
irregularly wetted, clumped like contaminants, or wicked down the pillar to create an unusual pillar
shape. (Figure 2a) To solve this problem, a structure with a wide tip is successfully fabricated by
making perfect contact with high pressure. The column part is already cured and fixed to its own
shape differently from the tacky surface of the tip part, but since it is not over-cured, it is possible to
deform a little by strong pressure and exposure so that the upper part becomes a little wider column
structure after the pressure applying process. The production speed is determined by the type of
material, the time to produce partial curing, and the time required to derive the structural change
through pressure. In this work, production speed was about 100 cm2/min. We expect this result to be
improved through future optimization studies.
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Figure 1. Schematic of the continuous fabrication process for mushroom-shaped dry adhesives and
procedure for mushroom-shaped structures via two-step UV molding process.

 

Figure 2. SEM images of mushroom structures fabricated with various pressures: (a) 0 kPa, (b) 10 kPa,
(c) 25 kPa.

After the appropriate pressurization, the mushroom structure was fabricated through second
exposure, and the pull-off strength of the sample was measured by a typical adhesion measurement.
The preload was fixed to 40 N, and the repeated adhesion test was performed using a load cell. We
predicted the life of fabricated dry adhesive through the analysis of the tendency of decrease in adhesive
force by using a marathon test equipment made from a simple crank system. The marathon test was
conducted in a normal laboratory environment and not in a clean room; thus, various contaminants
may be found.

Figure 3 shows the pull-off strength measurement results of the prepared dry adhesive samples.
The measured adhesive strength was lower than that of the mushroom-shaped wide-tip microstructures
(~20 N/cm2) produced by conventional methods because forming a wide and thin tip necessary for
strong adhesion was impossible, which may be solved by optimization of the subsequent process.
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Figure 3. Measurement data of the pull-off strength of fabricated dry adhesives as a function of preload.

Selection of the resin, optimization of the primary curing time and UV intensity, the amount
of pressure applied during the secondary curing, and the curing time should be considered for the
production of a wide tip. Figure 4 shows the results of the marathon test for the durability of dry
adhesives. The adhesives initially showed a maximum adhesive strength of 9.5 N/cm2 and a 10%
decrease in adhesion after repeated use of 5000 times. As shown in Figure 4, numerous contaminants
were found on the dry adhesive surface observed after 5000 uses, and several defects were also found.
Although not many, defects were present where the tip portion was torn out or the microstructures
were matted together. Usually, the tip is torn rather than the column is broken. This can be seen as
fatigue failure and breakage at the tip connection part where the greatest stress concentration occurs.
After using the test for 5000 cycles, the surfaces of the dry adhesive and the substrate were cleaned
using a commercial pressure sensitive adhesive tape. Subsequently, the recovered adhesive strength
was 94% of the original adhesive strength. As shown in Figure 4, all of the contaminants, except for
defects, were removed through the cleaning process, and some of the matting was recovered during the
cleaning process using the adhesive tape, resulting in a slight increase in the adhesion. The subsequent
5000 additional adhesion tests resulted in the same level of adhesion of the contaminants and additional
defects. However, the degradation tendency was considerably better than that of dry adhesives with
conventional wide tips. Adhesive strength and lifetime are inversely related to each other; thus,
the fabricated dry adhesives are likely to be fully utilized in applications where they have to be used
for a long period of time with proper adhesive strength. The marathon test result shows reasonable
adhesive strength of up to 10,000 times, and the test is expected to be used in various fields.

Figure 4. Durability test of the fabricated dry adhesives over 10,000 cycles of attachment and
detachment. Inset microscopic images for dry adhesive surfaces at initial state, 5000 cycles before
cleaning, 5000 cycles after cleaning, and 10,000 times usage.
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4. Conclusions

We developed a continuous production technology of mushroom-shaped dry adhesives by
utilizing the two-step UV-assisted CFL. The mushroom shape was produced by continuously
producing the micropillars and by applying pressure to the partially cured micropillars, the tip
portion was widened, and the fabricated dry adhesives exhibited an adhesive strength of 9.5 N/cm2

on the glass substrate. In addition, the dry adhesives were excellent in terms of durability due to their
shape characteristics and exhibited an adhesive strength of approximately 80% even in a marathon test
of 10,000 times. The complicated mold-making process was necessary in the conventional continuous
production technique. However, this process could be omitted to reduce the production cost and
increase production efficiency. Furthermore, if the productivity is secured with the performance of a
reasonable dry adhesive, then it can be applied to various application fields.
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Abstract: The aim of this work was to prepare bioplastics, from renewable and biodegradable
molecules, to be used as edible films. In particular, grass pea (Lathyrus sativus L.) flour was used
as biopolymer source, the proteins of which were structurally modified by means of microbial
transglutaminase, an enzyme able to catalyze isopeptide bonds between glutamines and lysines.
We analyzed, by means of Zeta-potential, the flour suspension with the aim to determine which
pH is more stable for the production of film-forming solutions. The bioplastics were produced by
casting and they were characterized according to several technological properties. Optical analysis
demonstrated that films cast in the presence of the microbial enzyme are more transparent compared
to the untreated ones. Moreover, the visualization by scanning electron microscopy demonstrated that
the enzyme-modified films possessed a more compact and homogeneous structure. Furthermore, the
presence of microbial transglutaminase allowed to obtain film more mechanically resistant. Finally,
digestion experiments under physiological conditions performed in order to obtain information
useful for applying these novel biomaterials as carriers in the industrial field, indicated that the
enzyme-treated coatings might allow the delivery of bioactive molecules in the gastro-intestinal tract.

Keywords: grass pea; bioplastics; mechanical properties; transglutaminase; Zeta-potential

1. Introduction

Nowadays life without plastics seems to be unimaginable because of their important role in our
society and applications in almost all the areas of daily life, from packaging to food, medical and
communication technology to cars. The majority of these plastics are based on very unsustainable
fossil resources, causing pollution that affects the entire environment. According to Geyer et al. [1],
8300 million metric tons (Mt) as of virgin plastics have been produced to date and in 2015,
approximately 6300 Mt of plastic waste had been generated, around 9% of which had been recycled,
12% was incinerated, and 79% was accumulated in landfills or in the natural environment. In order to
reduce pollution from plastics, during the last few decades, researchers have been developing different
technologies to produce new kind of biobased plastics and bioplastics that are similar or better than the
traditional ones [2–4]. According to European Bioplastic [5], bioplastics are a large family of different
materials that are either biobased and/or biodegradable. Among bioplastics, it is worthwhile to talk
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about edible films, that are important in the sector of food packaging and represent a potential new
highly competitive market [6]. Edible films have received increasing attention mostly because of
their advantages as components of food packaging over fossil-fuel materials [3,4]. An edible film
is a preformed, thin layer, made of edible material, which can be placed either on or between food
components, playing an important role on the conservation, distribution and marketing of foodstuff [7].
Some of its functions consist in protecting food products from mechanical damage, physical, chemical
and microbiological activities [6,8,9]. The aim of this work was to prepare and characterize a new
kind of hydrocolloid bioplastics, to be used as edible films, based on grass pea (Lathyrus sativus L.)
flour, a legume from the family of Fabaceae [10,11]. Grass pea flour is very profitable because the
legume is resistant to both abiotic (dryness, water stagnation and very poor and dry soils) and biotic
(high capability to fix atmospheric nitrogen, high seeds and proteins yield) stresses [10]. The films
were prepared by using grass pea flour either treated or not treated with microbial transglutaminase
(mTGase, E.C. 2.3.2.13), an enzyme easily purified from the culture medium of Streptoverticillium
mobaraense [12], able to catalyze the crosslinking of proteins via acyl transfer reactions between
the γ-carboxamide group of glutamine residues and the ε-amino group of lysine residues, leading
to the formation of inter-molecular and intra-molecular isopeptide bonds [13,14]. mTGase is Ca2+

independent, and it is active over a broad range of temperatures and pHs with an optimal activity at
approximately 40 ◦C and pH of 7–7.5. These properties are important prerequisites for an application
of an enzyme in the industrial sector. The film forming solutions prepared by using grass pea
flour modified or not by mTGase have been characterized and the resulting bioplastics investigated
according to their transparency, microstructure and mechanical properties. Moreover, digestibility
studies carried out under physiological conditions were performed in order to apply such bioplastics
in either food or pharmaceutical sector.

2. Materials and Methods

2.1. Materials

Grass pea seeds were bought in a local supermarket (Naples, Italy). Microbial transglutaminase
(ACTIVA WM, Ajinomoto, Tokyo, Japan, specific activity 92 U/g) was purchased from Prodotti Gianni
S.p.A. Milan, Italy. Glycerol, used as a plasticizer for the preparation of films, was purchased from
Sigma (St. Louis, MO, USA). Acrylamide and Blue Brilliant Coomassie were purchased from Bio-Rad
(Segrate, Milan, Italy). All other chemical reagents were purchased from the following companies:
Amersham Pharmacia (Stockholm, Sweden), Merck (Rome, Italy), Roche (Grenzach-Wyhlen, Germany).
The remaining chemicals and solvents used in this study were of analytical grade unless specified.

2.2. Grass Pea Flour Characterization

2.2.1. Protein Content

The amount of proteins was determined by measuring the nitrogen content of the material and
multiplying that value by the factor 6.25 [15].

2.2.2. Zeta-Potential and Particle Size of Grass Pea Flour Suspension

The suspension was prepared dissolving the flour in distilled water at concentration of 1 mg mL−1.
In order to sediment the starch, the sample was kept overnight at 4 ◦C. After that, the sample
was centrifuged at 10,000 rpm for 5 min at the temperature of 10 ◦C and the pellet was removed.
Before the analysis, the supernatant was further filtrated with 0.45 micron filter and the pH was
adjusted to 2 by using HCl 0.1 N. A titration as function of pH (from 2 to 12) was carried out
to measure Zeta-potential and particle size of grass pea flour suspension by means of Zetasizer
Nano-ZSP (Malvern®, Worcestershire, UK). As titrants we have used 0.01, 0.1 and 1 N NaOH solutions,
respectively. All results were analyzed by using the Zetasizer software (version 7.12).
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2.3. Film Forming Solutions Preparation and Characterization

2.3.1. mTGase Preparation

The enzyme solution was prepared by dissolving the commercial preparation “Activa” (containing
1% of enzyme and 99% of maltodextrins, specific activity 92 U/g) in distilled water at a concentration
of 20 U mL−1. The mixture was stirred for 10 min to allow the solubilization of mTGase preparation.

2.3.2. Film Forming Solution (FFS) Preparation

Flour (41.5 g) was dissolved in 500 mL of distilled water (concentration of 83 mg mL−1) and
the stock solution was stirred for 1 h. Afterwards the pH was adjusted from 6.5 to 9 with NaOH
1 N. Then the solution was centrifuged at 10,000 rpm for 10 min at 4 ◦C and the pellet was removed.
The pH of supernatant was adjusted to 7 by adding HCl 1 N and the solution was centrifuged under
the same conditions (described above) in order to remove additional aggregates. FFSs without mTGase
were prepared by mixing 30 mL withdrawn from solution and mixed with 200 μL (corresponding to
8% of glycerol in respect to protein content) of glycerol (100 mg mL−1 w/v) and 19.8 mL of distilled
water. FFSs with mTGase were prepared as previously described and by adding 1 mL of mTGase (this
amount corresponds to 33 U of enzyme/g of protein). Both FFSs, treated or not with mTGase, were
incubated for 2 h at 37 ◦C. After incubation, the pH of FFSs was adjusted to 9. The final volume of
each solution was 50 mL.

2.3.3. Zeta-Potential and Particle Average Size

Zeta-potential, average particle size, and polydispersity index of the FFSs, containing or
not mTGase, were analyzed using the Zetasizer Nano-ZSP. Three independent Zeta-potential
measurements at pH 9 were carried out on each sample of FFSs (1 mL) introduced in the measurement
vessel. Temperature was set up at 25 ◦C, applied voltage was 200 mV and duration of each analysis
was approximately of 10 min. The software calculated mean diameter of particles, determined at pH 9
by using dynamic light scattering, and the polydispersity index, representing the relative variance in
the particle size distribution. The device uses a helium-neon laser of 4 mW output power operating at
the fixed wavelength of 633 nm (wavelength of laser red emission). All the results were reported as
mean ± standard deviation.

2.3.4. Viscosity

Standard Ostwald capillary viscometer was used for the experiments. The viscometer was
thermostated to 30.0 ± 0.1 ◦C in a water bath. The flow time for water was approximately 83.3 ±
0.1 s. Flow times for the FFSs (untreated and treated with mTGase) were measured in duplicate
using a stopwatch. Each FFS was diluted 1:2 starting from concentration of flour of 29.3 mg mL−1 to
1.83 mg mL−1. Specific viscosity was obtained by using the following equation:

Specific Viscosity = (FFS flow time − water flow time)/(water flow time) (1)

2.4. Film Preparation and Characterization

2.4.1. Film Casting

FFSs, prepared as described above, were poured in Petri’s dishes and placed in a climatic chamber
at 25 ◦C and 45% of R.H. for 48–72 h.

2.4.2. Thickness

Thickness was obtained using a micrometer (Metrocontrol Srl, Casoria, Naples, Italy, mod. H062
with the precision of ± 2 μm). The results were obtained measuring thickness in four random points,
then the average and the standard deviation were calculated.

86



Coatings 2018, 8, 435

2.4.3. Opacity

The opacity of each samples was investigated reproducing the method used by Shevkani et al. [16].
This method is based on the measurement of absorbance at 600 nm (spectrophotomer UV/Vis
SmartSpec 3000 Bio-Rad, Segrate, Milan, Italy) divided by the thickness (mm). All the samples
(our bioplastics and commercial material used for references) were cut into pieces of 1 cm × 3 cm and
they were let adhere perfectly to the wall of the cuvette.

2.4.4. Scanning Electron Microscopy (SEM)

SEM analysis of both surface and cross-section of grass pea flour-based films was carried out by
using field emission scanning electron microscope (Nova NanoSem 450-FEI-Thermo Fisher, Scientific,
Waltham, MA, USA). Briefly, the samples were placed on an aluminum stub by using a graphite
adhesive tape. A thin coat of gold and palladium was sputtered at a current of 20 mA for 90 s.
The sputter-coated samples were then introduced into the specimen chamber and the images were
acquired at an accelerating voltage of 3 kV, (4.4–5.2) mm working distance, through the Everhart
Thornley Detector (ETD, 450-FEI-Thermo Fisher, Scientific, Waltham, MA, USA). Two different
samples of each type of films were subjected to SEM and four micrographs of each sample were
taken. Micrographs of surfaces and cross-sections were obtained taking parts at 2600× magnification
of the samples.

2.4.5. Mechanical Properties

Film tensile strength, elongation at break and Young’s modulus were determined by using an
Instron Universal Testing Instrument (model no. 5543A, Instron Engineering Corp., Norwood, MA,
USA). Film sample strips (1 cm wide and 5 cm long), obtained by using a sharp razor blade, were
equilibrated for 2 h at 50% RH and 25 ◦C in an environmental chamber, and four samples of each film
type were tested. Tensile properties were measured according to the ASTM D882-97 [17]. The initial
grip separation was 40 mm, and the crosshead speed was 5 mm min−1 in tension mode. The acquisition
and elaboration of the data were made by the using the software BlueHill 2.21.

2.4.6. In Vitro Film Digestion

The films prepared in the absence and in the presence of mTGase were subjected to a
three-stage in vitro digestion by using adult model [18–20], under simulated oral, gastric and
duodenal physiological conditions. For our analyses, 5 mg of each type of films were incubated
in 600 μL of Simulated Salivary Fluid (SSF, 150 mM of NaCl, 3 mM of urea, pH 6.9) for 5 min at
170 rpm. Afterwards the samples were subjected to gastric and duodenal digestion as described by
Giosafatto et al. [18] with some modifications. Briefly, aliquots (100 μL) of Simulated Gastric Fluid
(SGF, 0.15 M of NaCl, pH 2.5) were placed in 1.5 mL microcentrifuge tubes and incubated at 37 ◦C.
75 μL of films dissolved in SSF, the pH of which was adjusted to 2.5 with HCl 6 M, were added
together with pepsin (1:20 w/w respect to grass pea protein content) to each of the SGF vials to start the
digestion reaction. At intervals of 1, 2, 5, 10, 20, 40, 60 min, 40 μL of 0.5 M of ammonium bicarbonate
(NH4HCO3) were added to each vial to stop the pepsin reaction. The control was set up by incubating
the sample for 60 min without the protease. Duodenal digestions were performed using, as the starting
material, the gastric digests after 60 min, adjusted to pH 6.5 with 0.5 M Bis-Tris HCl pH 6.5. Bile salts
(sodium taurocholate and sodium glycodeoxycholate) dissolved in Simulated Duodenal Fluid (SDF,
0.15 M of NaCl at pH 6.5) were added to a final concentration of 4 mM. After equilibrating at 37 ◦C
for 10 min, trypsin, chymotrypsin (the ratio of trypsin and chymotrypsin with test proteins was 1:400
(w/w) and 1:100 (w/w), respectively) were added to the duodenal mix. Aliquots were removed over
the 120 min digestion time course and proteolysis was stopped by addition of a two-fold excess of
soybean Bowmann-Birk trypsin-chymotrypsin inhibitor above that calculated to inhibit trypsin and
chymotrypsinin of the digestion mix. The control was carried out by incubating the sample without
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the proteases for 120 min. The samples were then analyzed using the SDS-PAGE (12%) procedure
described below.

2.4.7. Sodium Dodecyl Sulphate Polyacrylamide Gel Electrophoresis (SDS-PAGE)

For SDS-PAGE of FFSs, an aliquot of 5 μL of sample buffer (15 mM of Tris–HCl, pH 6.8, containing
0.5% (w/v) of SDS, 2.5% (v/v) of glycerol, 200 mM of β-mercaptoethanol, and 0.003% (w/v) of
bromophenol blue) were added to aliquots of 20 μL of FFS (either untreated or mTGase treated) and
analyzed by 12% SDS-PAGE. The SDS-PAGE of cast films was carried out by dissolving 20 mg of each
film in 250 μL of sample buffer. The samples were treated at 100 ◦C for 5 min, and then centrifuged for
10 min at 13000 ×g. Three μL of each supernatant were analyzed by SDS-PAGE (12%). For the analysis
of film digestion carried out under physiological conditions, 5 μL of sample buffer were added to
20 μL of each protolyzed film sample and analyzed by 12% SDS-PAGE.

In all cases SDS-PAGE was performed as described by Laemmli [21], at constant voltage (80 V
for 2–3 h), and the proteins were stained with Coomassie Brilliant Blue R250 (Bio-Rad, Segrate, Milan,
Italy). Bio-Rad Precision Protein Standards were used as molecular weight markers.

2.4.8. Densitometry Analysis

Densitometry analysis was carried out by means of Image Lab software (version 5.2.1) from
Bio-Rad Laboratories. Each SDS-PAGE image was analyzed by detecting all the lanes and protein
bands. Protein bands, possessing a relative molecular mass (Mr) of 50 kDa were used to determine the
band intensity of film digested in the absence of mTGase respect to the control carried out without
proteases. Protein bands >250 kDa were used to determine the band intensity of film digested in the
presence of the microbial enzyme with respect to control incubated without proteolytic enzymes.

2.5. Statistical Analysis

All data were analyzed by means of JMP software 5.0 (SAS Institute, Cary, NC, USA), used for all
statistical analyses. The data were subjected to analysis of variance, and the means were compared
using the Tukey-Kramer HSD test. Differences were considered to be significant at p < 0.05.

3. Results and Discussion

3.1. Stability of Grass Pea Flour Suspension and FFSs

In order to evaluate the pH stability of grass pea flour dissolved in water at a concentration of
1 mg mL−1, a titration as function of pH was carried out to measure Zeta-potential. The charge of
particles depends on the solvent used [22]. Zeta-potential is a function of the surface charge of the
particle, of adsorbed layer at the interface, and of the nature and composition of the surrounding
suspension medium. Generally, Zeta-potential values higher than ±25 mV indicate that the solution is
quite stable [22]. The data reported in Figure 1 show a moderate stability of grass pea flour suspension,
in fact, the potential changes from +27 to –25 mV by varying the pH from 2 to 12. At pH 4, the
suspension became unstable (0.01 ± 0.53 mV) since this pH is close to isoelectric point of grass pea
proteins (globulins and albumins), which are in the range of 4–6, as also demonstrated by Romano et al.
by performing two-dimensional gel electrophoresis [23]. Also, the dimension of particles was quite
stable (data not shown) during the titration, being the main particle size diameter equal to roughly
200 nm of diameter for all the pHs analyzed (data not shown).

FFSs were prepared, both in the presence and the absence of mTGase, at pH 9, since, as reported
in Figure 1, we have an acceptable stability at this pH (Zeta-potential = −25 mV). After the preparation,
1 mL of each solution was analyzed at Zetasizer Nano-ZSP (Malvern®, Worcestershire, UK) to confirm
the stability.

In Table 1 results about average size, polydispersity index and Zeta-potential of FFSs are reported.
The solutions possess a similar Zeta-potential, regardless the presence of mTGase. The average size
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seems to be slightly reduced in the FFS prepared in the presence of the enzyme as already reported by
Porta et al. [8]. It is important to note that polydispersity index is around 0.5 indicating that the size of
particles is quite uniform in both the systems.

Figure 1. Zeta-potential of grass pea flour suspension as function of pH. Values in the frame represent
the Zeta-potential range of stability.

Table 1. Average size, polydispersity index and Zeta-potential of FFSs treated or not by mTGase.

Sample pH 9 Average Size (d/nm) Polydispersity Index Zeta-Potential (mV)

FFS 139.40 ± 1.06 a 0.53 ± 0.01 a −27.10 ± 1.90 a

FFS + mTGase 127.30 ± 2.50 a 0.57 ± 0.02 a −28.00 ± 1.63 a

Values are mean ± standard deviation; Means followed by the same letters are not significant different
(Tukey-Kramer test, p < 0.05).

3.2. Modification of Grass Pea Flour Proteins by Means of mTGase

Both FFSs and cast films were analyzed by means of SDS-PAGE (12%). The Figure 2 demonstrated
that mTGase was able, under these experimental conditions, to modify grass pea proteins. In fact,
from the gel (Figure 2) it is possible to note the formation of Mr polymers and the concomitant
disappearance of lower Mr protein bands in the sample treated with mTGase both in FFSs (Figure 2A)
and the solubilized films (Figure 2B), indicating that the mTGase-catalyzed reaction occurs also in the
casting system. This result was also supported by viscosity analysis that demonstrated that FFS treated
with mTGase has a higher viscosity than the one untreated (Supplementary Materials). An increase of
viscosity is due to mTGase activity that, by forming intra and intermolecular ε-N-(γ-glutamyl)-lysine
crosslinks between proteins, reinforces the network. These results are in good agreement with those
obtained by Nio et al. [24], and Temiz et al. [25] that studied the gelation of casein and soybean
globulins by mTGase, demonstrating that the enzyme treatment increases the viscosity of solution.
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(A) (B)

Figure 2. Panel A-SDS-PAGE of untreated (lane 1) and mTGase-treated (lane 2) FFSs. Panel
B-SDS-PAGE of solubilized films cast in the absence (lane 1) and presence (lane 2) of mTGase. St,
Molecular weight standards, Bio-Rad. (A) FFSs; (B) FILMS.

3.3. Opacity

As shown in Table 2, grass pea-based films, cast in the absence of mTGase, possess an opacity value
of 7.74 ± 0.26 A600nm/mm that is similar to the ones obtained by Shevkani et al. [16] which studied
hydrocolloid edible films made up of proteins from bean (Phaseulus vulgaris) and pea (Pisum sativum).
mTGase-treated films have a opacity value (4.04 ± 0.06 A600nm/mm) that is statistically lower (p < 0.05)
than the ones exhibited by grass pea-based films. The opacity was also determined in traditional
commercial plastics such as cellulose triacetate (CTA) and polypropylen (PP5). As expected CTA,
glossy plastic sheets used for projecting, appeared very transparent (0.53 ± 0.08 A600nm/mm), whereas
PP5, normally used for bakery products, macroscopically opaque, showed an opacity value equal to
32.02 ± 3.35 A600nm/mm.

Table 2. Opacity of grass pea flour film cast with and without mTGase, compared to
commercial plastics.

Film Features Thickness (mm) Opacity (mm−1)

Grass Pea-Based Films 0.084 ± 0.005 b 7.74 ± 0.26 b

Grass Pea-Based Films + mTGase 0.12 ± 0.02 a 4.04 ± 0.06 c

Kidney Bean-Based Films * 0.064 ± 0.002 8.9 ± 0.3
Field Pea-Based Film * 0.064 ± 0.002 7.3 ± 0.3

CTA 0.131 ± 0.001 a 0.54 ± 0.09 d

PP5 0.054 ± 0.003 c 32.02 ± 3.35 a

Values are mean ± standard deviation; Means followed by the same letters are not statistically different
(Tukey-Kramer test, p < 0.05); * Data from Shevkani et al. [16]; CTA, cellulose triacetate; PP5, polypropylene.

3.4. Scanning Electron Microscopy (SEM)

The film both cast in the presence and absence of mTGase macroscopically appear quite handleable
and flexible with a homogeneous structure. Figure 3 shows the SEM images of untreated and
mTGase-treated bioplastics. As it is possible to see from Figure 3A, the surface of film cast in the
absence of mTGase has a very heterogeneous structure with a high grade of roughness and deep cracks.
On the other hand, film surface of films treated with mTGase appears smoother and homogeneous.
This observation can be better appreciated in the cross sections of the films, shown in Figure 3B, where
the untreated film is highly wrinkled, appearing not compact; instead in the presence of mTGase the
film sections appear more homogeneous and uniform, with less cracks. These results reflect those
obtained by Giosafatto et al. [3] and Mariniello et al. [26] that state that mTGase treatment confers a
smoother and compact structure in pectin and phaseolin-based films.
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50 m 50 m

50 m 50 m

Figure 3. SEM micrographs of surface (A) and cross-sections (B) at 2600× magnification of grass pea
flour-based films prepared in the absence and the presence of mTGase.

3.5. Oral, Gastric and Duodenal in Vitro Digestion of Grass Pea Flour-Based Edible Films

Gastric and duodenal digestion experiments were performed under physiological conditions
in order to study the possible digestion of the films by the human gut [3,18]. As it is possible to
note from SDS-PAGE (12%) shown in Figure 4A unmodified proteins are more susceptible to be
digested in the gastric environment than the mTGase-crosslinked ones (Figure 4B). In fact, low
Mr proteins occurred only following the pepsin hydrolysis of untreated grass pea proteins; on the
other hand, the mTGase-catalyzed polymers seemed quite resistant and stable even after 60 min of
incubation with pepsin (Figure 4B). In fact, densitometry analysis showed (lower part of Figure 4B) that
mTGase-modified forms start being digested only after 20 min incubation with pepsin, and about 76%
of these polymers were still present following 60 min incubation in comparison to the band intensity
of control (lower part of Figure 4B), whereas the undigested proteins represented only the 36% in the
samples that were not subjected to mTGase-mediated modification (lower part of Figure 4A).

 
100 100 100 99 70 68 58 36Band intensity (%) 100 100 100 100 77 76 76

C C

Band intensity (%)

Figure 4. (A) Oral and gastric in vitro digestion and densitometry analysis of 50 kDa protein bands of
grass pea film cast without mTGase; (B) Oral and gastric in vitro digestion and densitometry analysis
of protein bands of >250 kDa of grass pea film cast in the presence of mTGase (33 U/g). C is control
sample incubated without pepsin. St, Molecular weight standards, Bio-Rad.
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The samples obtained after 60 min of pepsin digestion were further processed by recurring to
trypsin and chymotrypsin, with the aim of mimicking duodenal digestion (Figure 5). We found that
both unmodified (Figure 5A) and mTGase-modified (Figure 5B) were more difficult to be digested,
even though, once again, the samples incubated in the absence of the crosslinking enzyme appeared
more prone to be hydrolyzed by the intestinal enzymes. mTGase-derived polymers are gradually
digested and after 120 min incubation (lower part of Figure 5B) with trypsin and chymotrypsin, 61% of
unbroken polymers are still detectable. On the contrary, densitometry analysis of residual intact 50 kDa
protein present in the unmodified grass pea flour indicated that 41% of protein was observed still intact
following 120 min digestion with trypsin and chymotrypsin (lower part of Figure 5A). These results
clearly indicate that the TGase-mediated intra- and inter-molecular crosslinks confer resistance to
gastric and duodenal digestion as demonstrated by other proteins when modified by mTGase [18,27].
These characteristics make such materials usable as scaffolds for the incorporation of active molecules
to be delivered in the intestinal tract.

 
100 74 74 62 59 57 44 41Band intensity (%) 55 100 89 89 87 83 81 63 61Band intensity (%) 76

Figure 5. (A) Duodenal in vitro digestion and densitometry analysis of 50 kDa protein bands of grass
pea film cast without mTGase; (B) Duodenal in vitro digestion and densitometry analysis of protein
bands of >250 kDa) of grass pea film cast in the presence of mTGase (33 U/g). SDS-PAGE 12%.
Molecular weight standard, Bio-Rad. C is control sample incubated without chymotrypsin and trypsin.
St, Molecular weight standards, Bio-Rad.

3.6. Mechanical Properties

Tensile strength (TS), Elongation to break (EB) and Young’s Modulus (YM) are shown in Table 3.
As it possible to see, TS of grass pea flour-based film mTGase-untreated is lower than the one treated
with mTGase. These results are in agreement with data reported by our research group [6]. The mTGase
induces an increasing of TS because of the occurrence of the mTGase-catalyzed isopeptide bonds
within film matrix [28–31]. Also, EB is higher for grass pea flour-based film treated with mTGase
than the one performed by untreated sample. It has been reported that deamidated gluten films
crosslinked by mTGase showed a gaining of EB likely due to the formation of covalent linkages by
mTGase which confers more flexibility [31]. These results are also in agreement with the ones obtained
by Mariniello et al. [32], and Tang et al. [33], who suggest that there is a development of a more
compact and more elastic film structure after the mTGase treatment. YM data show that the films
cast in the absence of mTGase are more rigid than the ones cast with mTGase, the latter possessing
lower values of YM. The results reflect those reported from Porta et al. [6], that studied bitter vetch
protein concentrate (BVPC) films treated or not with mTGase and affirmed that a treatment with the
microbial enzyme induces an increase of resistance and a reduction of stiffness (Table 3). Moreover,
from Table 3 it is possible to compare mechanical properties of grass pea flour based-films with those
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performed by Viscofan® and Mater Bi® [34] plastics, already available on the market and based on
natural molecules. In particular, Viscofan® is obtained from collagen, cellulose and fiber-reinforced
cellulose [35], whereas Mater Bi® is made up of corn starch mixed with some vegetal oils [36] in order
to improve the technological features. Viscofan® has a higher value of TS and YM (Table 3) than
our bioplastics prepared both in the presence and the absence of mTGase, demonstrating that this
bioplastic is more mechanically resistant but more rigid than our bioplastics.

On the other hand, EB (Table 3) performed by Viscofan® is lower than that one performed by
grass pea flour based-film, indicating that the latter is more extensible than the commercial bioplastic.
As far as Mater Bi® is concerned, it is possible to note again that the grass pea flour-based bioplastics
are less resistant, less stiff and less extensible then the starch-based one (Table 3).

Table 3. Mechanical properties of films cast in the presence and the absence of mTGase compared to
commercial plastics.

Film Type TS (MPa) Resistance EB (%) Extensibility YM (MPa) Stiffness

Films 0.70 ± 0.03 b 32.2 ± 4.4 b 26.2 ± 0.7 a

Films + mTGase 1.04 ± 0.10 a 59.1 ± 6.1 a 17.1 ± 2.8 b

* BVPC 1.59 ± 0.18 32.08 ± 2.52 78.14 ± 3.04
* BVPC + mTGase 2.14 ± 0.47 21.04 ± 1.29 65.13 ± 2.10
** Viscofan NDX® 36.6 ± 8.1 13.1 ± 2.9 356 ± 29

** Mater Bi (S-301)® 18.4 ± 2.7 317.9 ± 35.9 75.2 ± 2.7

Values are mean ± standard deviation; Means followed by the same letters are not significant different
(Tukey-Kramer test, p < 0.05); * Data from Porta et al. [6]; ** Data from Porta et al. [34].

4. Conclusions

It has been demonstrated that grass pea flour suspension treated or not with mTGase in the
presence of a very low amount (8%) of glycerol, used as plasticizer, is able to produce edible
films. Zeta-potential and polydispersity index of the resulting FFSs do not seem to be affected
by treatment with mTGase, while average protein agglomerate size appears to be slightly affected
by enzyme treatment, resulting on a reduction of particle size. Optical analyses show that grass
pea flour-based films are quite transparent in the presence of mTGase, the film opacity being
7 times greater than that performed by the transparent CTA and 8 times lower than the opaque
PP5. Morphology studies demonstrated that mTGase confers a smoother and uniform structure as
evident from the SEM micrographs of both film surface and cross-section. Digestibility analysis carried
out under physiological conditions demonstrated that the grass pea flour proteins were more easily
broken down by both gastric and duodenal proteolytic enzymes when the bioplastics were prepared
in the absence of mTGase, whereas, the enzyme was able to produce high molecular weight polymers
that resulted very resistant to the hydrolysis. Finally, mechanical analyses showed that the bioplastics
prepared in the presence of mTGase were more resistant, more extensible and less rigid that the ones
prepared in the absence of the enzyme. Further studies will be devoted to assess barrier properties
toward O2, CO2 and water vapor permeability

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-6412/8/12/435/s1,
Figure S1: Specific viscosity of grass pea flour FFSs prepared in the absence and the presence of mTGase.
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Abstract: sp2 hybridized carbons constitute a broad class of solid phases composed primarily of
elemental carbon and can be either synthetic or naturally occurring. Some examples are graphite,
chars, soot, graphene, carbon nanotubes, pyrolytic carbon, and diamond-like carbon. They vary from
highly ordered to completely disordered solids and detailed knowledge of their internal structure
and composition is of utmost importance for the scientific and engineering communities working
with these materials. Multiwavelength Raman spectroscopy has proven to be a very powerful
and non-destructive tool for the characterization of carbons containing both aromatic domains and
defects and has been widely used since the 1980s. Depending on the material studied, some specific
spectroscopic parameters (e.g., band position, full width at half maximum, relative intensity ratio
between two bands) are used to characterize defects. This paper is addressed first to (but not limited
to) the newcomer in the field, who needs to be guided due to the vast literature on the subject, in
order to understand the physics at play when dealing with Raman spectroscopy of graphene-based
solids. We also give historical aspects on the development of the Raman spectroscopy technique
and on its application to sp2 hybridized carbons, which are generally not presented in the literature.
We review the way Raman spectroscopy is used for sp2 based carbon samples containing defects.
As graphene is the building block for all these materials, we try to bridge these two worlds by also
reviewing the use of Raman spectroscopy in the characterization of graphene and nanographenes
(e.g., nanotubes, nanoribbons, nanocones, bombarded graphene). Counterintuitively, because of the
Dirac cones in the electronic structure of graphene, Raman spectra are driven by electronic properties:
Phonons and electrons being coupled by the double resonance mechanism. This justifies the use of
multiwavelength Raman spectroscopy to better characterize these materials. We conclude with the
possible influence of both phonon confinement and curvature of aromatic planes on the shape of
Raman spectra, and discuss samples to be studied in the future with some complementary technique
(e.g., high resolution transmission electron microscopy) in order to disentangle the influence of
structure and defects.

Keywords: multiwavelength Raman spectroscopy; carbon solids; graphene; disordered carbon;
amorphous carbon; nanocarbons
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1. Introduction

Raman spectroscopy is an inelastic light scattering process that allows to identify and characterize
the structure of molecules from gas to solid phase, from amorphous to crystals. It is created by a
fluctuating electric dipole caused by both the incident light beam and by the elementary excitations
of the scattered media: E.g., ro-vibrations of free molecules, phonons in crystals, impurities, and
local vibrational modes. In material sciences, it is used routinely, since the 1970s, to characterize
carbon-based materials, ranging from very well organized carbons such as four coordinated diamond;
to three coordinated aromatic carbons such as graphene [1,2], nanotubes [3], and nanoribbons, down
to amorphous carbons [4]. The latter materials are disordered carbon solids containing a mixture of
tri- and tetravalent bonds [5], with or without hetero atoms [6]. In between the two extremities of
highly ordered and the very disordered three coordinated aromatic carbons, nanographites which
display a local order at the nanometric scale (nanographites can refer here to soots, coals, pyrolitic
graphite, implanted graphene/graphite, etc.), are also covered by this spectroscopic technique.

Researchers new to the field are in general astonished by the huge amount of papers found in
a first raw bibliographic search. The main aim of this review paper is to help them in identifying
how Raman spectroscopy aids in studying different forms of aromatic carbons containing defects.
To emphasize the role of Raman spectroscopy played in this aromatic carbon community, a quick
bibliographic search on Web of Science returns more than 1700 publications having the keyword
“graphite” in the title and the keyword “Raman” in the topic. This number increases up to 9000 items
when replacing “graphite” with “graphene” in the title, which makes a huge number of publications.
The number of publications remains high (close to 900) if both “graphene” and “Raman” are considered
as keywords in the title, implying that they are intrinsically correlated. This strong correlation is still
significant for amorphous carbons as the amount of publications reaches 220 with the keywords
“Raman + amorphous carbon” or “diamond like carbon” both in the title. We will detail the origin of
this correlation below.

At this stage the most relevant questions are: How is Raman spectroscopy generally used
(or how can it be used) for characterizing carbon-based materials, and what can we learn from
the Raman spectra? The answer to these questions is not easy to give as it depends on the goal
of the study: Basic characterization, or deeper fundamental study, or both. What is sure is that in
all cases Raman spectroscopy gives information on defects. Most often in the scientific literature
it is used to confirm that the good allotrope has been obtained after a given preparatory process
(e.g., ion implantation, deposition varying relevant parameters like pressure or substrate temperature,
mechanical modification by milling) or to quantify the amount of defects or structure deformation
introduced after a given transformation of the pristine sample. It can also be used to give a
rough estimation of the stored hydrogen content [6,7], to monitor chemical changes under some
physicochemical process, to determine mechanical stress or stress release, to characterize the electronic
properties, diameter of carbon nanotubes, coupling between a carbon phase and another environment,
and so forth. Occasionally, Raman spectroscopy is employed to obtain more fundamental information
on the material properties, such as the Grüneisen parameter [8]. In this paper, we review the most
important uses of multiwavelength Raman spectroscopy of sp2 based carbon samples containing
defects to answer the questions detailed above for these peculiar materials. We emphasize the role
played by the laser wavelength used because of resonance effects that can be positive (i.e., allow to
obtain additional information) or negative (i.e., introduction of unwanted experimental biases due to
the wavelength dependency of the Raman cross sections for sp2 or sp3 carbons [9], merging of bands
due to dispersion behavior caused by resonance effects, etc.).

In Section 2, we give an introductive and historical background of Raman spectroscopy in general
and then applied to carbons. As the history of Raman spectroscopy starts at the same time as the
beginnings of quantum mechanics, we have decided to give some details on the latter as well since
generally it is skipped from specialized text books and review papers. Section 2 is split into three
subparts, one giving the historical context, another giving some basics on the Raman effect, and the
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last one is more focused on Raman spectroscopy applied in the study of carbon solids. In Section 3, we
give results (basically correlation between Raman spectroscopic parameters such as band intensity
ratios, band position and band width, for different laser wavelength) related to different kinds of
aromatic containing carbons that range from disordered graphene to amorphous carbons. The aim of
Section 3 is to give a concrete and practical view on how Raman spectroscopy can be used to classify
the nanostructure under investigation and its defectiveness. The guiding principle of this review
section is the increase of complexity of the samples through the pages. In Section 4, we highlight the
role of phonon confinement for a variety of nanocarbons and conclude our review.

2. Raman Spectroscopy of Carbon Solids: Basics

2.1. A Brief History of Raman Spectroscopy

The historical milestones (experimental, theoretical, and instrumental) on the Raman effect
applied to carbon have been summarized in Figure 1. Below, we give more details. First light scattering
experiments were performed in 1922 by Brillouin [10] and in 1923 by Compton, who used X-rays [11].
During the six following years, Raman was involved in 53 communications focused on scattering
processes in liquids [12] that led him and his students to observe a new effect in the optical region.
In 1928, Raman [13] finally realized he observed the analogue of the Compton effect: An inelastic
light scattering process, but in the visible range of radiation. Two groups of unresolved bands were
observed: One at a higher wavelength compared to the wavelength of the incident light (Stokes lines,
more intense) and one at a lower wavelength (anti-Stokes lines, less intense). The denomination as
Stokes or anti-Stokes lines is due to Woods [12] who noticed that, phenomenologically, this Raman
effect gave a shift in wavelength as does fluorescence, a phenomenon discovered by Stokes in 1852
on fluorite, CaF2 [14]. Some German researchers doubted the discovery of the Raman effect as they
failed to reproduce it, but Sommerfeld played a major role in the acceptance of the Raman effect by the
international community [15,16]. The history of this discovery is discussed in detail in Singh et al. [17].
The inelastic scattering of light in the visible range was then found very promising for the study
of molecular structures because the process allows to obtain infrared and far-infrared information
(ro-vibrational states) using and detecting light in the visible range. Before the most efficient detector
at that time (photography) was used, the Raman effect was first observed by coupling a spectroscope
with the naked eye [15].

Figure 1. Quick chronology of the Raman effect.

98



Coatings 2017, 7, 153

The theoretical background at the basis of the understanding of the Raman effect started to
be established before the experimental discovery of the effect itself: In 1923, Smekal quantized a
two-energy level system [18]. Two years later, Kramers and Heisenberg [19] obtained the expression of
the scattering cross section of an electromagnetic wave by an atom described by quantum mechanics.
In 1927, Dirac derived the same expression by quantizing both the matter and light, creating quantum
electrodynamics [20]. Nowadays, the theory is generally labelled the Kramers–Heisenberg–Dirac
(KHD) theory. In 1932, Breit reviewed this quantum theory of dispersion (Among other points, we
learn in his paper the well-known fact that both the Schrödinger and matrix mechanics from Born,
Heisenberg, and Jordan were tested to obtain the Kramers–Heisenberg formula of dispersion, and
that they both lead to the same result.) [21]. In 1934, Placzek [22] introduced the bond-polarizability
theory of Raman scattering. This approach is still useful nowadays as it allows “easy” manipulation
of Raman intensities. It is based on a time-dependent perturbation theory and on some assumptions,
among others that the nuclei of the molecules are fixed and that the system is in its ground electronic
state, which prevent the theory from being used for resonance effects. The main advantages of this
semi-classical theory is that point group theory can be used for deriving selection rules based on
symmetry considerations. In 1961, Albrecht reported multiple hypothesis, introducing vibronic states
and allowing his theory to be used for normal and resonance Raman scattering [23]. In 1956, Born, who
is well known to first give the interpretation of the wave function squared absolute value, co-wrote a
very detailed book about the dynamics of crystals in which some sections are dedicated to the Raman
effect [24]. In 1964, Loudon reviewed the knowledge acquired on the theory adapted to crystals; the
theory (he contributed to create in 1963) focusing in his paper on cubic, axial, and biaxial crystals, using
the first order perturbation theory applied to a system with three systems interacting: The radiation,
the electron, and the lattice (phonon) [25]. In his paper, he also reviewed crystal excitations involved
in the Raman effect which are not only phonons. In 1967, Ganguly and Birman developed the theory
of lattice Raman scattering in insulators [26]. Reviewing the period from the seventies to the present
days is a complex task due to the increasing number of papers published in this period. This explosion
of works related to Raman spectroscopy can be explained by the invention of the laser, which provides
monochromatic intense photons. A bibliographic search with the key words “Raman + spectroscopy”
in the title returns more than 21,000 papers. This number falls to 3200 if the research is restricted to
the material science field only. In the 1970s, the number of papers published per year was just close
to 5, whereas currently about 140 papers are published each year. The two series Light Scatterings in
Solids [27] and Recent Advances in Linear and Non-Linear Raman Spectroscopy [28] will be helpful to the
readers who want to follow the evolution of this field in more detail. The Journal of Raman Spectroscopy
(published by John Wiley & Sons, Inc.) is a dedicated journal that publishes in the field. Raman
spectroscopy is now routinely used in many labs to characterize many kinds of solids, transparent
or absorbent, thick or monoatomically thin, and so forth. It is coupled with an optical microscope
that focalizes the laser beam to a restricted sampling area/volume and helps in collecting light more
efficiently after it got scattered with matter, at the micrometer lateral resolution. The reader will take
advantage in reading the reference from Gouadec and Colomban [29] which is very well adapted to
efficiently learn both the theoretical and experimental basics and which illustrates these basics on
well-chosen examples.

The evolution of this field of research has been correlated to the evolution of the experimental
techniques. It reached its apogee in the 1940s, studying first molecules in liquids and then in gas
(first measurements where done unsuccessfully in gas phase from 1924 to 1928 by Rocard [30,31]).
Due to both low Raman scattering cross sections (see below) and absorption of light, studying crystals
was not easy until the advent of the laser in the 1960s (see Figure 1). Only transparent samples
like diamond and CdS, with a large volume probed, are reported in the period 1930–1960 [32,33].
In 1928, Mandelstam and Landsberg intended to measure Brillouin spectra of quartz, but instead
they observed faint new lines with an unexpected shift, which were in fact the corresponding Raman
lines of quartz [34]. Lasers, contrary to the mercury lamp previously used, offered many advantages
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such as: High power, monochromaticity, and coherence, thus opening the era of studying solids.
In parallel, progress had been made in electronics so that photomultipliers were used first before the
CCD (charged coupled device) cameras [35] which were invented in 1970, based on semiconductors
technology arranged in arrays. The CCD camera was applied first in the field of Raman spectroscopy
for solids in 1987 for characterizing ultrathin organized layers of organic films [36] without using
specific molecules in which resonance effects enhance the Raman signature, as was done before
by Rabolt et al. [37]. More information on the instrumental aspect can be found in the work by
Adar et al. [38]. The early history of the Raman effect can also be found in a review by Long [39].
Laser coupling to nanometric metal nanoparticles or atomic force microscopy tips [40] allows reaching
nanometric resolution, but this is another topic and will not be covered in this paper. Before discussing
more details on the use of Raman spectroscopy for characterizing carbon allotropes, we first provide
some basic theoretical knowledge on Raman spectroscopy.

2.2. Basic Knowledge on Raman and Resonance Raman Spectroscopy

The aim of the following section is to give the main physical ideas behind normal and resonant
Raman scattering, and not to give a complete lesson on Raman spectroscopy theory, including cross
section calculations/band intensities in the case of normal and resonant Raman scattering. For a
deeper learning, we refer to the works of Rocard and Long [30,41] for the basics and applications in
material sciences and [41] for the full quantum theory applied to free molecules. The review by Born
and Huang [24] displays, among other useful developments, a full description of calculations leading
to the Placzek’s formalism. For solids, the studies by Cardona et al. [42,43] are highly recommended.

2.2.1. Experimental Set-Up

The typical experimental set-up applied for Raman spectroscopy measurements, with a
backscattering geometry, is presented in Figure 2a. Briefly, a laser beam is aligned by a set of mirrors
and driven to an objective that focalizes it on the sample placed on a motorized XY stage. Depending on
the set-up, different laser sources (laser wavelength from λ0 = 244–1064 nm) with their corresponding
optics can be found. Depending on the community, either the wavelength or the laser energy is used
to display spectroscopic data. They are related by the expression (see Equation (1)):

E0(eV) = 2.41
514.5

λ0(nm)
(1)

(a) (b)

Figure 2. Experimental set-up with a backscattering geometry: (a) Details of the system; (b) Definition
of the numerical aperture (N.A.), with n the index of refraction of the medium in which the lens is
working and α the maximal half-angle of the cone of light that can enter or exit the lens.
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After light and matter have interacted in the sample, the photons (either reflected, elastically
scattered, inelastically scattered, or other photons coming from competing processes such as
fluorescence) are collected by the same objective and driven to a filter that diminishes the intensity
of the elastic photons. Generally, the cut-off frequency of this filter is close to 50–100 cm–1, meaning
that modes with a lower wavenumber will not be detected. Photons other than the elastic ones are
then driven to a monochromator in which light dispersion occurs. Light is finally spread on a CCD
camera, converted in an electronic signal that is recorded on a computer. The spot radius on the
sample, R, is ≈ 0.6λ0

N.A. , where λ0 is the laser wavelength and N.A. the numerical aperture as defined in
Figure 2b, n being the refractive index separating the sample and the optics. According to the Rayleigh
criterion, R is also the lateral resolution, as it is the smallest distance between two points that can be
probed. The XY stage is generally motorized in order to work in a mapping mode: The stage moves
to different x,y-positions at which spectra are recorded to check spatial inhomogeneity at the micron
scale. The vertical resolution, labelled Δz, is generally of the order of the micron, if the material is
transparent. In addition, it can be adjusted using confocal mode. Note that it can be lower if the
material under investigation is absorbing the laser light. More details on the experimental operation of
Raman spectroscopy can be found in the paper by Gouadec and Colomban [29].

2.2.2. Conservation Rules

Raman photons are created by a fluctuating electric-dipole in the scattering medium, by the
simultaneous action of the incident light beam and the elementary excitations of the solid, leading to

an induced polarization moment
→
P . To describe this interaction, three ways can be used. The easiest

one describes classically both electromagnetic field and matter. The second one describes, classically,
the electromagnetic field but quantifies matter. The third one quantifies both.

Let us start by introducing the classical monochromatic electric field of the incident laser
→
E =

→
E0 cos (ω0t −

→
k0 ×→

r ), E0 being its amplitude, ω0 its frequency,
→
k0 its plane wave propagation

vector (which is k0 = ω0/c in vacuum, c being the speed of light) and
→
r the 3D position in space.

The elementary excitation of the crystal, called the phonon, has a crystal momentum called
→
q , and a

corresponding frequency ωq, for each value of
→
q . As the system is isolated, two conservation rules

(on total energy and momentum) occur, leading respectively to Equation (2) and (3):

ω0 = ωS +ωq (2)

→
k0 =

→
kS +

→
q (3)

where ωs and
→
kS are the scattered light frequency and wavevector, respectively. Due to these

conservation rules, the geometry of the experiment normally determines orientation and magnitude
of the scattering wave vector. In current experiments, the backscattering geometry (i.e., θ = 180◦, see
Figure 3 for the definition of this angle) is one of the mostly routinely used in labs. The displacement of

a peculiar ion in the unit cell around its rest position is given by u(
→
r , t) ∝ Q(ωq, t)ei(ωqt−→

q ×→
r ), where

Q(ωq, t) is the phonon coordinate. The phonon coordinate is a linear combination of bond lengths and

bond angles and is associated to the normal modes of vibration. Whatever the crystal symmetry, |→q |
varies from 0 to a value |→q max| which is of the order of 1/a, a being the typical lattice parameter, close to
1 Å. In the visible range of radiation, considering the conservation rule on momentum, and whatever

the value of θ, as the ratio between |→q max| and |
→
k0 −

→
kS| is close to 100, it means that necessarily the

phonon that will satisfy the conservation rule will be close to |→q | ≈ 0, i.e., close to the center of the
Brillouin zone. For higher order processes (i.e., involving more than just one phonon), the wave vector
conservation rule becomes Equation (4):

→
k0 =

→
kS + ∑

i

→
qi (4)
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As a consequence, not only phonons at the center of the Brillouin zone can contribute now.

(a) (b)

Figure 3. Scattering geometry: (a) Photon/phonon interaction; (b) Corresponding momentum.

2.2.3. Classical Expressions for Molecules

Before considering the more complex case of solids, we introduce some basics of Raman theory
for molecules. The incident electromagnetic field induces a dipolar momentum in an electronic system,
the ρ-component (ρ = x, y, z) being given by Pρ ≈ ∑σ αρσEσ, with the polarizability tensor αρσ,
(higher order terms, related to hyper-Raman spectroscopy, are not mentioned here). The components
of αρσ can be approximated by a Taylor expansion. For simplicity, let us forget about the ρ and
σ indexes coding for directions in space, and let us assume we consider a linear molecule with a
normal vibrational coordinate Q(t) characterized by an intrinsic vibrational frequency ωvib. Then,
α ≈ α(0) + ( ∂α

∂Q )
Q=Q0

× Q0 cos (ωvibt). The term ( ∂α
∂Q )

Q=Q0
is sometimes noted R and called the

first order Raman tensor. It gives the coupling strength of the nuclear and electronic coordinates.
By including both the expression of the incident electric field and the polarizability elements expansion,
one obtains by using the product of two cosines the following expression (see Equation (5)):

P ≈ α(0) cos (ω0t) +
E0Q0

2
R × (cos ([ω0 −ωvib]t) + cos ([ω0 +ωvib]t)) (5)

in which we have omitted the
→
k0 ×→

r term, for simplicity, and the random phase of the nuclear mode
of vibration acquired during the scattering process. This expression contains three terms: The first one
has the same frequency as the incident laser and is interpreted as due to elastic Rayleigh scattering, the
second and third ones having their frequencies lowered or increased by the frequency ωvib. These latter
terms are respectively interpreted as due to the inelastic Stokes and anti-Stokes Raman scattering.
These processes are represented in an energy diagram in Figure 4a–c, respectively. For the Stokes
photon, and far from the oscillating dipole, the amplitude of the electric field is given by classical
electrodynamics as (see Equation (6)):

EStokes =
(ω0 −ωvib)

2

4πε0c2 |PStokes|e
ikSr

r
sinϕ (6)

ϕ being the orientation given from the dipole axis and ε0 the permittivity of vacuum. The outgoing
flux of energy is given by the Poynting vector: SStokes =

ε0c
2 |EStokes|2. Integrating over the unit sphere,

this flux gives the total energy radiated by the Stokes induced dipole (see Equation (7)):

σStokes =
(ω0 −ωvib)

4

12πε0c3 (Q0E0)
2|R|2 (7)
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The classical theory then predicts the fourth power (sign − is replaced by + if we consider
anti-Stokes), the incident beam intensity E0

2 and the |R|2 dependencies. However, it fails to reproduce
resonance effects, Stokes, and anti-Stokes intensity ratio behavior with temperature, etc.

Figure 4. Jablonski diagram of Rayleigh scattering (a), non-resonant Stokes (b) and anti-Stokes
(c) Raman scattering, and pre-resonant (d) and resonant Raman scatterings (e,f).

2.2.4. Semi-Classical Expression for Molecules

When matter is treated quantum mechanically, some of these behaviors are better reproduced.
We only consider the first order induced dipole here. During the scattering process, one incident
photon (of energy h̄ω0, h̄ being the Planck constant divided by 2π) is annihilated, and one photon
and one phonon are created. Below, all the results are obtained in the framework of time-dependent
perturbation theory applied for a molecule (details in Chapter 4 of [41]), limited here to the first order of
expansion [22]. Let us define the unperturbed initial and final states of the molecule considered: |i〉 and
| f 〉 respectively. The ρ-component (ρ = x, y, z) of the first order induced dipole is (Pρ)fi = ∑

σ
(αρσ)fiEσ,

where (αρσ)fi = 〈 f |αρσ|i〉 is the transition polarizability, as given in Equation (8):

(αρσ)fi =
1
�

∑
r

r �= i, f

( 〈 f | p̂ρ|r〉〈r| p̂σ|i〉
ωri −ω0 − iΓr

+
〈 f | p̂σ|r〉〈r| p̂ρ|i〉
ωrf +ω0 + iΓr

)
(8)

The summation r runs over all the states |r〉 of the molecule. ωri = ωr −ωi, h̄ωi and h̄ωf being the
energies of the initial and final states, respectively. Γr is related to the lifetime of the level r (damping
factor). The numerator 〈 f | p̂ρ|r〉〈r| p̂σ|i〉 is the product of two transition electric dipole terms: One for a
transition from |i〉 to |r〉 (absorption) and one from |r〉 to | f 〉 (emission). Term one and two under the
sum will not play the same role depending on the comparison between ω0 and ωri,f: The first term
can increase a lot if ω0 ≈ ωri, being predominant in the case of resonance condition, whereas this is
not the case for the second one that is still present even far from resonance conditions. In general, all
the pathways connecting |i〉 and | f 〉 with non-null transition electric dipole terms must be considered
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in the summation. Representing this scattering in an energy diagram is simplified by introducing a
virtual state and its corresponding virtual level of energy (i.e., not a stationary state coming from the
resolution of the Schrodinger’s equation), as it is done in Figure 4b,c (the virtual level is marked by a
dashed line). The case where ω0  ωri is represented in Figure 4b (Stokes) and c (anti-Stokes), whereas
the case ω0 ≈ ωri is represented in Figure 4d–f corresponding respectively to pre-resonance, discrete
resonance and continuum resonance Raman scatterings. By considering the Born–Oppenheimer
condition (electron and nucleus motions are not coupled), one has the vibronic wavefunction that
can be written |r〉 =|er〉|vr〉 with the corresponding quantum number vr for vibration and the energy
�ωr = �ωer + �ωvr. In the ground electronic state, the expression of (αρσ)fi (see Equation (8)) does not
change a lot. It is labelled “the A-term” in the Albrecht denomination [23]. However, if one introduces
a perturbation calculated by considering electron–nucleus interaction (i.e., the electronic Hamiltonian
is expanded in the nuclear displacements around the equilibrium position Q0), then other additional
terms (called B, C, and D terms) appear in the previous expression of (αρσ)fi. More information about
the meaning of these terms can be found in the paper by Long [41].

As the electric dipole moments can be expanded in a Taylor series over the normal vibrational
coordinates, one can obtain the following expression (Equation (9)):

〈vf|αρσ|vi〉 ≈ αρσ
(0)〈vf|vi〉+ ∑

k

(
∂αρσ

∂Qk

)
Q=Q0

× 〈v f |Qk|vi〉+ . . . (9)

with 〈v f |Qk|vi〉 =
√

vi + 1 if v f = vi + 1,
√

vi if v f = vi − 1, or 0 in the other cases, noting the elements

of the Raman tensor as R(k)
ρσ ∝ (

∂αρσ

∂Qk
)

Q=Q0
. We can notice that the vibrational mode will be Raman

active only if this last term is different from zero. This condition defines the so-called “selection rules”.
They are directly related to the symmetry of the system. See [44] for further details. Considering that
the molecule is not oriented preferentially, the total energy radiated by the Raman effect is given by
the expression (Equation (10)):

σStokes−fi ∝ (ω0 −ωvib)
4E2

0

∣∣∣∣∣∑ρσ (αρσ)fi

∣∣∣∣∣
2

(10)

where |(αρσ)fi|2 is composed of k products in the form of
∣∣∣( ∂αρσ

∂Qk
)

Q=Q0

∣∣∣2 × (vi + 1) for Stokes and∣∣∣( ∂αρσ

∂Qk
)

Q=Q0

∣∣∣2 × (vi) for anti-Stokes processes.

2.2.5. Raman Effect in Crystals

For well oriented crystals, the same kind of expressions holds but with some changes. First,
the vibrational quantum number is replaced by the Bose factor n = [exp (�ω/kT)− 1]−1, k being the
Boltzmann constant and T the temperature expressed in K. Second, for monocrystals, one must take
care of the incident and scattered polarization directions. In general, one has the differential cross
section expressed as (Equation (11)):

dσ
dΩ

∝

∣∣∣∣∣∑ρσ e0ραρσeSσ

∣∣∣∣∣
2

(11)

where dΩ is a solid angle, e0ρ and esσ are the ρth and σth components of respectively the
incident

→
e0 and scattered

→
eS elementary polarization vectors. It sometimes can be found as:

dσ/dΩ ∝ |→e0 × [α]× →
eS|

2
, dσ/dΩ ∝ |→e0 × R × →

eS|
2
, or dσ/dΩ ∝ |∑

ρσ
e0ρRρσeSσ|2 . For single crystals,

by measuring the dependence of the scattered intensity on
→
e0 and

→
eS, one can deduce the symmetry of

the Raman tensor and hence the symmetry of the corresponding Raman-active phonon [45].
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To determine the cross sections experimentally, one needs first a reference with a known Raman
cross section. In order to deduce the cross section relatively to the reference material, one has to correct
from electromagnetic biases such as reflection losses which can be different from the reference material
and the sample to analyze (due to specific refractive index) or interference effects [46–48]. The reader
interested in the method can read the detailed work of Klar et al. that was performed on graphene [49].

2.3. Basic Properties of Graphene and Related Materials

Due to its valency, carbon exists under several allotropic forms—such as diamond, graphite,
graphene, nanotubes, and fullerene—and many other forms will likely be discovered in the future [50].
Plasma and nanoscale plasma/surface interactions are processes responsible for a large number of them
(we do not pretend to list all these interactions; they can be found in the review by Ostrikov et al. [51]).
Roughly speaking, two families exist: The “sp3 family” (with the tetra-coordinated diamond), and the
“sp2 family” with the graphene as the model of aromatics, with many possibilities in between the two
families [52]. Amorphous carbons can mix aromatic sp2 and sp3 carbons, as well as heteroatoms.

Graphene is a monolayer thick crystal organized as displayed in Figure 5a. The hybridization
between one s-orbital and two p-orbitals leads to a trigonal planar structure with three in-plane sp2

σ bonds and one out-of-plane π bond. The σ bonds are responsible of the robustness of the lattice,
whereas the π bond, by binding covalently with a neighbor π bond, is responsible of the electronic
conduction. Two atoms per unit cell are necessary to reproduce the crystal, and the two vectors,
a1 = (3a/2, a

√
3/2) and a2 = (3a/2,−a

√
3/2), with a = 1.42 Å, are displayed in Figure 5a [53].

The reciprocal-lattice vectors are b1 and b2. In this momentum space, three specific points of the
Brillouin zone are the Г, M and K points. The lower part of Figure 5b represents the electronic structure
in vicinity of the K point, where the π and π* bands meet with a zero-gap energy. The dispersion of
the π and π* bands is E± ≈ ±vFq, where vF is the Fermi velocity, and q the momentum measured
relatively to the K point [54]. The shape of the electronic bands forms a cone which is called a Dirac
cone, because of the linear dispersion curve. It is because of this peculiar point that graphene is called
a semi-metal. A review by Neto et al. presents the basic theoretical aspects of graphene’s peculiar
electronic properties [53]. Note that the sp2 behavior can be partially modified by some mechanisms,
such as chemical adsorption of hydrogen on top of C atoms, that modify curvature and then induce a
mixed sp2/sp3 state [55].

(a) (b) (c)

Figure 5. Honeycomb lattice of graphene. (a) Unit-cell vectors (a1 and a2). (b) Electronic structure in the
reciprocal lattice. Г, K, and M are high symmetry points in this space. (c) Phonon dispersion curve and
Raman spectra (LO, LA, iTO, iTA, oTO, and oTA. O and A refer to optic and acoustic phonon branches,
L and T refer to longitudinal and transversal, and i and o refer to in plane or out of plane, respectively).
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The upper part of Figure 5c displays the phonon dispersion [56] for a Г-M-K-Г trajectory in the
Brillouin zone (the figure is generally presented with the phonon energy horizontally). As there are
two atoms in the unit cell, there are 3 × 2 phonon branches. “O” and “A” stand for optical (three
branches) and acoustic (three branches) phonon branches, acoustic branches being close to zero at the
center of the Brillouin zone. “L” and “T” stand for lateral or transverse vibrations and “i-” or “o-” stand
for in plane or out of plane. The lower part of Figure 5c displays a typical Raman spectrum for defect
free and defective graphene. In this spectral range, one can observe the presence of one band (called
the G band) at 1582 cm−1 for the defect free sample, whereas one can see two extra bands (the D and D’
bands) for the defective sample. As it has been discussed in Section 2.2.2, not all the phonons give rise
to a band in the Raman spectrum. We give more information about the Raman spectra of graphene
related materials in the next section.

2.4. Raman Spectra of Graphene, Graphite, and Disordered Carbons

This section is separated in two subsections. The first one gives usable information about the
origin and behavior of the bands often encountered for aromatic based materials. The second section
deals with a historical overview of the findings about Raman spectroscopy in the field, in a linear way.

2.4.1. Basics of Raman Spectroscopy for Graphene and Graphite

Raman spectra of a wide variety of disordered carbons are displayed in Figure 6 in order to
overview what varies and how much in terms of band intensities, width, position, etc. The Raman
spectra displayed in Figure 6 are obtained from a highly oriented pyrolytic graphite, nanographites,
and amorphous carbon (we do not specify the kind of synthesis here as we consider only the main
trends in the Raman spectra). Note that a complete discussion about what is called “intensity” in the
literature when speaking about band fitting procedures, is given in Section 2.6.

Figure 6. Raman spectra of graphite and disordered carbons recorded at 514 nm. (a) Attribution
of the main bands in the first, second, and third order regions. (b) Same for a variety of more
disordered carbons.
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Graphite belongs to the P63/mmc (D4
6h) space group. If considering only a graphene plane, at

the Г point of the Brillouin zone, there are six normal modes that possess only one mode (doubly
degenerate in plane) with a E2g representation, which is Raman active (see [57]). Its wavenumber is at
1582 cm−1 and it gives rise to the so-called “G band”. Its width is close to 15 cm−1 and it is mainly due
to an electron–phonon coupling interaction [58]. By combining two graphene planes to build graphite,
one can obtain another Raman active mode that gives rise to a band at 42 cm−1, which cannot be
measured by standard set-ups as the one presented here. Then for standard set-up operation, only one
band should be detected. However, this is not the case: For pure graphite, for example (see Figure 6a),
one extra band with a high intensity is detected (one-third of the G band intensity, at 2720 cm−1). This
band is composed of several bands for graphite and few layers graphene, but has a Lorentzian shape
for monolayer graphene and disordered graphite in which stacking in the c direction is not like in
graphite [1,59]. Its intensity, compared to the G band can vary from 3 to 1/3 from graphene to graphite,
respectively. When disorder increases, this band broadens, overlapping with other bands and nearly
disappears. For amorphous carbon, the intensity compared to that of the G band is lower than 6% (see
Figure 6b). There are also several weaker bands (2–5% of the G band intensity, at 2450, 3240, 4300 cm−1)
and even weaker bands, marked by stars (≈0.4% of the G band intensity at 1750 cm−1). Most of the
weak bands are listed in the paper by Kawashima and Katagiri [60]. As proposed by the international
consensus, these bands are due to the double resonance mechanism which is described in detail in
Section 2.5. A defective graphite presents other bands that can be as intense as the G band at 1350
and 1615 cm−1 (see Figure 6). These bands are activated by defects due to the breaking of the crystal
symmetry that relax the Raman selection rules. They are called the “D and D’ bands”, respectively.
The “D” stands for “defect” and has nothing to do with the diamond band that lies at 1332 cm−1.
The intense bands lying below 1640 cm−1 are due to first order phonons (see the phonon relation
dispersion in Figure 5c). In the range ≈2000–3000 cm−1, they are due to two-phonon processes and
named 2D, D + D’, 2D’, and so forth. For higher wavenumbers, they are due to third order processes,
etc. When increasing the order of the process, the intensity is generally diminished because of the
cross section which becomes less and less probable. Considering the less intense bands, the D” band
is present in the shoulder of the D band of very defective samples. It is always needed when fitting
(see Section 2.6). Other bands are the 2450 cm−1 band, which has been attributed recently to a D +
D” band by Couzi et al. [61], the D + D’ (in literature, the wrong D + G label is often found [62]), the
2D’ bands and the 2D + G band. Even weaker bands are present and marked by stars in Figure 6a.
The 1750 cm−1 band is called the M band and has been understood in the framework of the double
resonance mechanism [63].

In Figure 6b, one can see that when disorder increases, the bands broaden, and the relative
intensity of the bands changes: The D band increases with disorder and then decreases when being
close to an amorphous carbon. These two behaviors have been related to the coherence length La

(obtained from structural analysis), with the two historical formulae (Equations (12) [64] and (13) [4,5]):

For La > 2 nm :
ID

IG
=

c
La

(Tuinstra and Koenig relation) (12)

For La < 2 nm :
ID

IG
= c′L2 (Ferrari’s relation) (13)

c and c’ are parameters that depend on the fourth power of the laser wavelength [4,65,66] and
that can vary from one sample to the other [65,67]. Why ID/IG behaves like 1/La for La > 2 nm is also
justified in Section 3.1. Since 2010, an upgrade was published that allows a better understanding of
the information retrieved from the intensity ratio. It is presented in Section 3.3. Note that instead
of ID/IG, another spectral parameter that is often used is proportional to ID/IG × E0(eV)4, E0 being
the laser energy. This is because the c and c’ parameters evolve as the fourth power of the laser
wavelength [66,68]. It allows to compare results from different wavelength on a same plot.
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One important fact about band parameters behavior is that some bands disperse, which normally
does not happen according to constant eigenenergy’s values obtained by quantum mechanics. This,
again, is due to the double resonance mechanism, detailed in Section 2.5. Here, we briefly describe
what is observed. The D band disperses linearly with the energy of the laser used, the slope being close
to 50 cm−1·eV−1. This is a consequence of the double resonance mechanism. This has been observed
for many aromatic based carbons, with different amounts of disorder (see Figure 7), an offset being
present from one sample to the other (in the range ± 15 cm−1). The D-band dispersion is useful for
differencing an aromatic based sample from a diamond based sample because the 1332 cm−1 band in
the latter case does not disperse. The D’ band also displays a dispersion (not shown here) but it is less
significant than that of the D band.

Figure 7. Dispersion relations of the (a) G band and (b) D band for many disordered samples (data
derived from literature as indicated).

The 2D band has twice the slope of the D band (not shown here). Several other weaker bands also
display a dispersive behavior, which can be explained by the double resonance mechanism [61,69].
The G band is not due to the so called double resonance mechanism and for perfect graphite and
graphene, it does not display dispersion, lying at 1582 cm−1. However, its position can change with
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the state of disorder in the material, in the range 1590–1600 cm−1 (for nanocrystalline graphite) down
to 1520 cm−1 for amorphous carbons. This band position is sensitive to clustering of the sp2 phase,
bond disorder, presence of sp2 rings and/or chains, presence of sp3 carbons and the way they are
coupled to aromatic carbons [70]. Due to the electronic resonance Raman process (see Figure 4e,f), the
G band can display a dispersion behavior, as displayed in Figure 7b, driven by the size of the aromatic
domains (from roughly 0.5 eV up to few eVs for few aromatic carbon clusters [71]). This is particularly
true for amorphous carbons. To our knowledge, this dispersion parameter is generally not used to
better characterize amorphous carbons with small aromatic size skeleton, but should be used more
often such as was done in the work by Lajaunie et al. [72].

The width of the G band (ГG) can be used to have an idea about the amount of defects (even if
depending on the sample there are some differences, as can be seen in Part 3 with doped graphene,
for example). It varies generally from 10 up to 200 cm−1 from graphene to amorphous carbons, but
can be influenced by doping. It was found to vary roughly as a power law of La [5] for a large variety
of samples, but it was found to vary as 1/La for samples with La in the range 20–65 nm [65]. Using
only ГG is not enough to better characterize the sample analyzed, since the ID/IG parameter can be
different for two kinds of samples whereas ГG is the same.

2.4.2. Historical Aspects

The following section is meant to provide an intermezzo, but detailed description of historical
highlights in Raman spectroscopy of aromatic carbons. This section is less essential to the general
reading of this paper, and therefore we refer to Section 2.5 on the double resonance mechanism for a
continued subject reading.

Figure 8 displays the most important historical breakthroughs in Raman spectroscopy of aromatic
carbons. First Raman spectra from a carbon were obtained on diamond in 1930. A band was observed
at 1332 cm−1 [73], with a better understanding of the first and second orders reported in 1970 [74].
The phonon spectrum of graphite was modelled and obtained for the first time in 1965 [75,76]. Only
two modes are Raman active according to the point group symmetry analysis. In 1970, Tuinstra
and Koenig [64] detected with Raman spectroscopy only one band at 1575 cm−1 for graphite and
attributed it to a doubly degenerate deformation vibration of hexagonal rings, corresponding to the
E2g mode (The true frequency admitted today is 1582 cm−1 [77], but at that time the authors did not
realize they used a high power (300 mW instead of the few mW or even less for absorbent materials)
that can increase the equilibrium temperature of the sample, resulting in a downshift of the bands.)
Moreover, they compared graphite with more disordered carbons (i.e., activated charcoal, lampblack,
and vitreous carbon) and found a new band close to 1355 cm−1. They noted that this band is close to
the 1332 cm−1 band of diamond, but ruled out the fact that the 1355 cm−1 band is due to sp3 carbons.
They also showed that the relative height ratio between the 1355 cm−1 band (labelled D band, for
“defect-induced band”) and the 1575 cm−1 band (labelled G band for “graphite allowed band”) is
correlated to the crystallite size, La, retrieved from X-ray diffraction measurements. This is the so
called Tuinstra–Koenig relation. In 1978, Tsu et al. observed three behaviors that are nowadays used
to characterize defects and electronic structure of aromatic carbons [77]. First, they observed a new
mode at 1627 cm−1 that they attributed wrongly to a splitting of the E2g mode. Then, they saw a high
shift of the 1575 cm−1 band (up to 1590 cm−1) and finally they observed the presence of a band at
2742 cm−1, twice the frequency of the 1370 cm−1 band (also high shifted) even if the 1370 cm−1 band
is not present in the spectrum. Nowadays, we label the 1627 and 2742 cm−1 bands as the D’ and 2D
band, respectively. Using a different polarization configuration, Vidano et al. [78] related the D, G, D’,
and 2D bands to in-plane vibrations and noticed the composite behavior of the 2D band, prophesying
that once well understood, this behavior could help in better characterizing disorder and structural
imperfection. Indeed, the shape and intensity of this 2D band was found to be very dependent on the
electronic structure and the number of stacked layers in a multilayer graphene sample [1], and to the
quality of the layer stacking in nano graphite by Cançado et al. [59], for example. The spectroscopic
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parameters of all these bands were noticed to be very dependent on the structure of the samples and
then, to give a quick and good idea of the degree of graphitization, a thermal treatment was performed
on different carbon fibers, coals, and pyro carbons between 450 and 3000 ◦C [78–80] and later, on
amorphous carbons by Ferrari and Robertson [5].

Figure 8. Chronology of the Raman effect applied to aromatic carbon.

D Band and Combination Band Dispersions

In 1979, Nemanich and Sollins attributed the 2D band plus weaker bands appearing at 2450 and
3248 cm−1 to vibrational density of states features, using calculated phonon dispersion curves of
graphite [81]. However, this was not completely satisfactory as the 2D band, even when the graphite
sample is defect free, is of the same order of magnitude as the G band, whereas it should depend on
the defect density according to this hypothesis (Before the physical origin of the 2D band was well
understood, it was named the G’ band, exactly because it was always observed in the spectra together
with the Raman allowed G band. The D* band can also be found in the literature. Be careful, the
denomination D* is used since 2016 for another band. See in the paragraph text for details.). Part
of the problem was solved when Vidano, in 1981, noticed that the D and 2D-band frequencies were
dependent on the laser wavelength (the D band varying from 1360 down to 1330 cm−1 when using
laser wavelengths from 488 nm up to 647 nm, and a slope which is twice for the 2D band) [82], hiding
a vibronic resonance behavior. The same kind of dispersion for the D and 2D bands was observed
on other graphites [83,84], carbon blacks [68], hydrogenated amorphous carbons [85], and later on
carbon nanotubes [86,87] and most recently on graphene [62] (and references therein). The slope is
close to 50 cm−1/eV for the D band and close to the double for the 2D band. Dispersion of weaker
bands, mainly due to combination modes such as 2D + G, 2D + 2G, etc., were also reported in [4,5,60].

In 1984, Mernagh et al. also noticed that the ID/IG ratio was depending on the laser
wavelength [68], which is another proof that the D band arises from a resonant effect (if not, the
ratio should be constant because of the ≈ ω0

4 dependency in the non-resonant Raman cross section
affecting all non-resonant bands). In 1989, Knight and White determined the c value appearing in
the Tuinstra and Koenig relation at 4.4 nm and that was done with 514 nm lasers [88] before the
work of Cançado et al. [65]. In 1998, Tan et al. studied thermal effects on graphite and ion implanted
graphite [89]. By comparing Stokes and anti-Stokes spectra, the D and 2D bands were found shifted
differently for a given temperature, without clear explanation [89]. The origin of the dispersive effect
of the D and 2D band were tentatively given by Pócsik et al. [90] and Matthews et al. [91] in 1998
and 1999, respectively. The slopes of the dispersions were reproduced in their work by considering a
coupling between electrons and phonons with the same wave vector near the K point of the Brillouin
zone (and called the k ≈ q quasi selection rule). However, this coupling was introduced ad hoc and
moreover the authors failed to reproduce the puzzling anti-Stokes behavior. Thomsen and Reich went
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a step further by calculating the Raman cross section of graphite in a double resonance process [92]
(completed by Saito et al. [93]), and were able to reproduce both the D and 2D dispersion relations
together with the Stokes/anti-Stokes shifts. This double resonance mechanism is due to a heritage
of the way Raman spectroscopy is treated in semiconductors and in which Cardonna played a major
role [27,42,45]. Because of conservation rules of energy and momentum, the double resonance process,
involving photons, electron-hole pairs and phonons, and described a little bit more in Section 3,
selectively enhances a peculiar phonon wavevector (close to the K-point in the Brillouin zone) and
then a phonon frequency [57]. For the D-band, a phonon and a defect are involved. For the 2D-band,
only two phonons (without defect) are necessary. This explains why the 2D-band is always visible,
even for defect free samples. The Stokes/anti-Stokes differences were understood, as the double
resonance mechanism does not involve the same phonons during creation (Stokes) or annihilation
(anti-Stokes) processes. In 2007, Pimenta et al. published a paper prophesying that being able to
reproduce the resonant Raman behaviors will allow to better characterize disorder in nano-graphite
based systems [94].

Graphene was experimentally first obtained in 2004 [95] and most of its fantastic electronic
properties, related to the Dirac cone, were reviewed soon after [53,96]. The ability of Raman
spectroscopy to study these properties is presented in the work by Ferrari and Basko [62]. Jorio,
Cançado, and Lucchese et al., in a series of papers [97–102], were able to characterize and distinguish
the influence of 0D and 1D defects on graphene. Venezuela et al. published a theoretical paper in
2011 [69] in which they calculated the double resonant Raman spectra of defective graphene, and
reproduced the dispersion of D, D’, 2D bands and weaker ones (which are combination bands but
not necessarily, some bands being attributed to acoustic branches). (The names of the bands do
not necessarily respect the names given by other authors in the literature. For example, on the one
hand the D” band in their paper can be labelled D4 in other papers such as [61]. On the other hand,
Venezuela et al. labelled bands D3, D4, D5, etc. Note that we did not use their labelling here. The
supplementary information of [62] gives (among other things) valuable information on the history of
this nomenclature.) Weaker bands, due to two phonon scatterings, were also observed and understood
in the framework of the double resonance mechanism [103,104]. In 2012, Eckmann et al. showed that
the intensity of the D’ band compared to the D band, which is not sensitive to the amount of defects, is
however sensitive to the nature of the defect (sp3, vacancy, edge) [105]. A bibliometric search with the
key words “double resonance” + “graphite” + “Raman” in the abstract returns at present 122 papers,
concerning not only graphene but also other allotropes like carbon nanotubes, meaning this double
resonance mechanism is well established. In fact, it is so well established that it is now used on other
isoelectronic and structural analogs of graphene such as 2D dichalcogenides (ME2, M = metal, E = S,
Se or Te) to interpret multiwavelength Raman spectra [106–108].

However, two things have to be noticed at this point about understanding Raman cross sections:
First, we have to mention the existence of an alternative approach and second we need to introduce
a possible recent breakthrough. Thus, first: Another approach was performed to model the Raman
spectrum of graphite based materials. It started in 2002 by Castiglioni et al. [109–116]. This approach
is based on calculating resonant Raman cross sections of disconnected aromatic molecules of different
sizes, governed by interactions between π electrons and the nuclei. This approach is also able
to reproduce the D-band dispersion. Even if the double resonant mechanism is now commonly
used and admitted, it does not mean the molecular approach has ceased today. For example, the
group of Castiglioni recently published a paper on a polycyclic aromatic hydrocarbon resembling a
longitudinally confined graphene ribbon with armchair edge [117]. Their technique could be applied
in the future because it can help in studying confined and nanoshaped graphene. As a proof, the
authors were able to reproduce the intensity of the G + D combination band which could be used as
an experimental measure of confinement in graphitic materials, as they claimed. The second thing
to be noticed, the possible breakthrough mentioned above, is that in 2016 the group of Heller et al.
re-interpreted the theory of graphene Raman scattering using the Kramers–Heisenberg–Dirac theory
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without needing to introduce the double resonance mechanism [118]. Therefore, the authors were
able to describe with a second order perturbation theory (double resonance mechanism is a fourth
order perturbation theory [45]) the following characteristics: The bands’ dispersive behavior, defect
sensitivity, Stokes/anti-Stokes anomalies, intensities, etc. Many other effects have now to be
reproduced in the framework of this theory, especially concerning recent advances on UV Raman to
probe the dispersion of graphene far away from the K point of the Brillouin zone (see at the end of
Section 3.1), before being able to admit that this theory is better than the double resonance mechanism
theory. We have to mention that Placzeck’s theory also works fine to reproduce coupling effects
between layers in a multi-layer graphene, being able to reproduce the out-of-plane mode variation
with the number of stacked layers, in the range 10–50 cm−1 [119].

For more defective samples (such as carbon blacks, soots, nanographite, and amorphous carbons)
other bands were reported many times in the literature, already since 1985. The D3 and D4 bands are
examples of such bands. (In that nomenclature, the D1 and D2 bands are the D and D’ bands lying at
1350 and 1620 cm−1. In the literature, the D3 band is sometimes called the A-band and the D4 band
is occasionally referred to as the TPA band (which stands for transpolyacetylene). They are found at
≈1500 and ≈1200 cm−1, respectively [66,120–123]. They are generally difficult to observe as they fall
in the D-G region, and for very defective materials, the D and G bands are broad (Γ ≈100 cm−1 or so),
so that only the D4 band can be seen as a shoulder on the overall spectrum. The D4 band has been
recently understood in the framework of the double resonance mechanism too [61]. More precisely,
using a large variety of disordered graphitic carbon materials, Couzi et al. [61] have shown with the
help of multiwavelength spectroscopy that this band is in fact composed of three sub-bands (the D*,
D**, and D”) that disperse differently. However, the authors failed in relating the intensity of these
sub-bands to the La parameter, essentially because the main factors governing the resonant Raman
process (and thus the corresponding band intensities) are related to the nature of defects (point defect,
edge defect, staking fault, curved or twisted planes, etc.). Note that the D” at 1100 cm−1 in the visible
range has been introduced by Venezuela et al. [69] in 2011. We give more information on the D” band
in the last paragraph of Section 3.4. The Raman spectra of amorphous carbons can be seen as simpler,
because only a broad asymmetric band is seen close to 1500 cm−1. However, this is incorrect, and
for several reasons. First, many different kinds of amorphous carbon exist: sp2 dominated ones (a-C),
sp3 dominated ones (ta-C, t referring to tetrahedral), one containing hetero-atoms such as H (a-C:H,
ta-C:H, . . . ) or N. Their structure and properties are related but widely varying [124–126]. Second,
as there is some aromatic carbon embedded in their structure, some resonance occurs [127]. Ferrari
and Robertson studied and reviewed the Raman behavior of such materials in the 2000s [4,5,128].
Contrary to the Tuinstra and Koenig relation, the Ferrari’s relation says that when the size of the
aromatic domains is large, then the D band is intense. This relation was supposed to be connected to
the Tuinstra and Koenig relation for an L value of 2 nm, imposing a relation between c and c’, but this
connection was found empirically. More than a decade later, the evolution of ID/IG on a large scale of
L was understood, and the change of slope was found close to 1 nm [101]. It was done by bombarding
a graphene layer varying the flux of incident ions creating the surface coverage of “0D” defects in
the honey comb structure. The average distance between these 0D defects, LD, was then introduced
and a relation between ID/IG and LD found. Very recently, the group of Cançado et al. disentangled
the contribution of graphene samples containing 0D (point) and 1D (line) defects, by giving ID/IG in
function of La and LD [97]. More details on the way ion bombardment can help to better understand
Raman spectra are given in Section 3.3. Just note that very recent improvements have been done by
the same group in order to distinguish point defects and line defects using multiwavelength Raman
spectroscopy [97].

The historical approach in this review is mainly focused on Raman spectroscopy of graphene
based samples. However, one should note that other allotropes played an important role in the
historical development of Raman spectroscopy of carbons as well, which we rapidly cite here. C60 has
been discovered by Kroto in 1985 [129]. Vibronic resonance effects in C60 were evidenced 5–6 years
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later (taking into account only the A term from Albrecht’s theory and reproducing the two orders
of magnitude enhancement) [130–132]. Carbon nanotubes (CNT) were studied intensively since
1991, after their discovery (or rediscovery [133]) by Iijima [134]. Raman spectra of CNT not only
contain G, D, and 2D bands, but also the well-known radial breathing modes (RBM). As Raman
spectroscopy is a resonant process, these RBM frequencies and intensities depend on the nanotube
electronic structure which is itself driven by the way the graphene plates are rolled. The Kataura
plot is a tool that can give the intensity of a given mode in function of the laser used to perform the
Raman spectroscopic measurements [135]. Raman spectroscopy can thus be seen as a power tool to
distinguish between different nanotubes, the symmetry aspects of which are reviewed in the review
paper by Barros et al. [136].

2.5. Brief Introduction to the Double Resonance Mechanism

Below, we give the basics of the double resonance mechanism which is a fourth order perturbation
theory. The reader who also wants to learn about the details of this mechanism is referred to the
following papers [2,137–139].

The Raman cross section contains sums of terms like the following one in Equation (14) (Γ terms,
accounting for relaxations processes, have been omitted in the denominator, for simplicity):

〈i|He−Radiation|a〉〈a|He−phonon or defect|b〉〈b|He−phonon or defect|c〉〈c|He−Radiation| f 〉
(�ω0 − �ωa←i))(�ω0 − [�ωb←i − �ωvib])(�ω0 − [�ωc←i − �ωvib])

(14)

Here, He–Radiation and He–phonon or defect are the Hamiltonians describing the interaction between
electrons and light, and electron and phonons (or defects), respectively. |i〉 and | f 〉 are the initial and
final electronic states, |a〉, |b〉, and |c〉 are intermediate states corresponding to the intermediate steps of
the double resonance mechanism. In the reciprocal space, when the valence and conduction bands cross

at the K-point (see Figure 5b), an incoming photon with the energy �ω0 and wave vector
→
k0 can always

excite an electron/hole pair in the vicinity of this crossing point. This is how the double resonance
mechanism starts: An electron-hole pair is excited by the incoming photon that is absorbed. Then,
the electron is scattered by a phonon or a defect with a vibrational energy �ωvib and wavevector

→
q .

Many different scatterings can occur (see Figure 9), however only the resonant one will modify
the Raman cross section by minimizing its denominator. Other scatterings are possible (not displayed
on Figure 9, see Figure 2 of [62] for a complete description). After the scattering process between the

excited electron and the phonon, the electron has a
→
k0 +

→
q wavevector. The electron is then scattered

back by a phonon or a defect, and finally the electron-hole pair recombines, emitting a new photon with
the energy �ω0 − �ωvib, if one considers the Stokes process. The first resonances occur from |i〉 to |a〉,
and the second resonance occurs from |a〉 to |b〉. The third and fourth steps are not resonant. Changing
the energy of the incident photon will select another phonon that will maximize the Raman cross
section, leading to the dispersion of the D and 2D bands. The intravalley process, using a scattering
with a defect and with a phonon, will give rise to the D’ band. The intervalley process between K
and K’ points in the Brillouin zone will give rise to the D band if the excited electron is scattered by a
phonon and a defect, or to the 2D band if the scattering by the defect is replaced by a scattering back
with another phonon.

Then, for the bands appearing because of the intervalley process, we have a set of two coupled
quantities (electron and phonon momentums + dispersion relation) that obey the quasi selection rule
q ≈ 2 k, meaning the phonon with wavevector q will couple preferentially with the electronic state
that has the 2 k wavevector measured from the K point. Using multiwavelength Raman spectroscopy
data allows to follow the iLO and iTO phonon energies along the dispersion relations, exploring the
Brillouin zone, which is strictly forbidden for conventional Raman spectroscopy (see for example
Section 3.1 and Figure 12 in the article by Malard et al. [139]).
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Figure 9. Double resonant scattering for the valence and conduction bands, adapted from [92].
(a) Electron-hole excitation followed by non-resonant phonon scattering. (b) Intravalley process
giving rise to the D’ band: Phonon (resonant) + defect scattering. (c,d) Intervalley processes giving rise
to D and 2D processes with phonon (resonant) + defect and double phonon processes, respectively.

The quasi selection rule cited above can be very useful for quantum calculations: A procedure
for calculations can be to identify first the different scattering configurations between electrons and
phonons by using analytical laws describing the electronic structure and phonon dispersion relation in
order to perform Density Functional calculations in a second step, as they are more time consuming.
2D integration in the Brillouin zone is then necessary to take into account contributions from all the
directions. Quantum interferences can occur, as the cross section is proportional to the square of the
absolute value of a sum of terms integrated on the Brillouin zone (see [140]).

2.6. Intensity, Band Profiles, and Models for Fitting Spectra of Aromatic Carbons

If we do not take into account the instrumental transfer function that can be negligible in
many cases (If the natural width is comparable to the width of the instrumental transfer function,
which is generally a Gaussian function, then the intensity of the band is a convolution between the
natural line shape and the instrumental function. Depending on the grating used, the instrumental
width varies but is in general close to 1 cm−1.), the total intensity of one phonon mode with a
wavevector q0 and a frequency ω(q0), in a perfect crystal, is spread on a symmetric profile which is
Lorentzian, see Equation (15): (If one considers only the dominant term of (αρσ)fi (Equation (8) in
Section 2.2.4) and applies the square of the modulus to calculate the Raman intensity, one will find:
|1/(ωri − ω0 − iΓr)|2 = 1/[(ωri − ω0)2 + (Γr)2])

I(ω) ∝
1

(ω−ω(q0))
2 + (Γ0)

2 (15)

The full width at half maximum of this band, Γ0, is the inverse of the phonon lifetime, with
electron–phonon and electron–electron interactions that can contribute. For the G band of graphene
it was shown that the dominant term that determines the width is the electron–phonon coupling
that leads to 11 cm−1 at room temperature [58,141]. At the other extreme, the material is amorphous.
The analysis of the profile of Raman modes of amorphous carbon has led to many studies [142,143]
(and references from Ferrari et al., see Section 3.6). The profile of a Raman mode is related to the
neighboring of the vibrating molecule or atoms. Any variation in this neighboring will affect the width
of the Raman mode. For single crystals, all atoms have equivalent environment and the associated
Raman bands are sharp. This is evidently not the case for an amorphous material where each atom has
a specific environment and the ranges of values of bond angles and bond distances are wider than
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in a crystalline material. This leads to a broadening of the bands, which is effectively observed for
amorphous carbons. Usually, a Gaussian function is used to fit the Raman bands, even if, as mentioned
by Wang et al. [144], there is no clear justification for using this function.

In between amorphous materials and perfect crystals, defects play a role in the disturbed Raman
scattering process. The double resonance mechanism involving defects is an example, but it is not
the only one. Another mechanism that can influence the inelastic scattered light is confinement at
the nanoscale. Defects can localize the wavefunction of the phonon, leading to a delocalization of
its momentum in the Brillouin zone, due to the Heisenberg principle, relaxing the |→q | ≈ 0 rule.
Then, because of the phonon dispersion relation ω(

→
q ), it allows to explore away from the Г point,

new frequencies appearing in the Raman spectrum. Richter et al. [145] succeeded in understanding
asymmetric profiles observed on the band at 520 cm−1 in silicon by following this approach, the
phonon confinement model. They proposed to multiply the phonon wavefunction by a Gaussian
function that localizes the phonon [145]. It can account for linewidth increase and wavenumber
decrease. The intensity of the band is written as (see Equation (16)):

I(ω) ∝
∫

BZ

W(
→
q )e−(

→
q −→

q0)
2

L2/4

(ω − ω(
→
q ))

2
+ (Γ0/2)2

d2→q (16)

By choosing a good weighting function W, and by describing correctly the phonon branches in
the Brillouin zone (BZ) and integrating the above expression, one can obtain the influence of phonon
confinement on the shape of the spectrum. This was done for graphene by Puech et al. in 2016 [146]. LO
and TO phonons introduced a second G band component at a lower wavelength (close to 1550 cm−1),
but also broadened all the bands

Another kind of profile, which is asymmetric, has to be mentioned: The Breit–Wigner–Fano (BWF)
profile (see Equation (17)):

I(ω) ∝
1 +

[
(ω−ω(q0))/qΓ0

]2

1 +
[
(ω−ω(q0))/Γ0

]2 (17)

where the q parameter is a real number (here, q has nothing to do with the
→
q momentum, not enough

letters being possible to choose in the many alphabets usable). 1/q accounts for an interaction between
a phonon and a continuum of states. It is generally used to fit the G bands of metallic nanotubes.
Sometimes it can be used just because it is convenient to use it, e.g., to account for confinement effects
or an unresolved band lying in the wing of the G band. Then, the term 1/q has no physical meaning.

2.7. Procedures for Fitting of the First Order Region

To fit what is often called the first order region (1000–1700 cm−1), a large variety of procedures
have been reported in the literature. Here, we just mention some of them (more details will be given in
the corresponding sub sections of Section 3):

• One band: The G band is fitted by a Lorentzian if symmetric, and by a BWF if not symmetric.
• Three bands: The G, D, and D’ bands are fitted by Lorentzians. D and D’ bands are sometimes

labelled D1 and D2, respectively. The D’ band is less intense than the D band by an order of
magnitude and can be forgotten when the D and is much less intense than the G band.

• Four bands: The G, D, and D’ bands are fitted by Lorentzians and a Gaussian band is added in
the redshift wing of the G band (close to 1500 cm−1). This band is sometimes called the D3 band,
in other cases it is called the A band.

• Five bands: Same as the four bands model, but adding another band around 1200 cm−1, which is
sometimes found Lorentzian, otherwise found Gaussian. This band is called the D4 band, or D”
since the theoretical work of Venezuela et al. [69].
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• Six bands: Same as the five bands model, but with another distinct band close to 1150 cm−1.
This band is generally more easily seen using red laser (633/785 nm) instead of green/blue lasers.

• Recent developments [61] have revealed that the bands around 1100–1200 cm−1 are in fact three
bands (D”, D*, and D**) with different dispersion behavior (see Figure 6).

• Occasionally, no D’ band is observed (possibly merged with the G band so that authors do not try
to decompose each component).

• Sometimes, the D and G bands which are Lorentzian are accompanied by two other broader
bands (Gaussian or of different line shape) that are red-shifted compared to the D and G bands.
The term amorphous component can often be found as well.

We advise the reader to carefully check for the relative intensity ratio notation used in the
literature. In some papers, for example, the ratios of two band intensities are the area ratios (noted A),
sometimes it is the maximum intensity (noted I) and elsewhere it is reported without fitting (noted H).
Jorio et al. [147] performed a comparison between AD/AG and ID/IG for bombarded graphene and
found that ID/IG should be used instead of AD/AG.

2.8. Examples of How Comparison with First-Principle Calculations Can Help

Systems are sometimes so complex that the use of first-principle calculations are more than needed,
helping in retrieving quantitative data of the structure or kind of defects. Lattice-dynamic behavior of a
crystal affects physical properties such as phonon dispersion, which (as we know) can be compared to
Raman spectra for some points of the Brillouin zone. Our aim in this part is not to detail the theory
from the first-principle, but to illustrate the use of the theory and which information can be retrieved.
The reader who is interested in more details about the basics of the lattice vibration theory is advised
to read the seminal paper by Born and Huang [24], and the reader who would like to know more
about the density functional (perturbation) theory, the methodology, and its approximations could
read the review paper by Baroni et al. [148]. Such theories are implemented in open source codes like
QUANTUM-ESPRESSO [149] or licensed codes like the Vienna Ab Initio Simulation Package (VASP).

As a first example, Mohiuddin et al. applied an external strain on a graphene plane both
experimentally (observing the splitting of the E2G Raman active mode) and theoretically [8]. The good
match between both experiment and theory strengthens the physical description of the graphene on
the basis of the calculation. Going a step further is possible as well: Bonini et al. [141] were able to
determine from first principle the thermal properties of graphene and graphite, enhancing the role
of electron–phonon and phonon–phonon interactions and compared them with the band shift and
band width (σG and ГG) evolution with temperature. ГG being essentially due to electron-phonon
coupling at room temperature, whereas the band width of the infrared active mode is narrower, only
caused by phonon–phonon interactions. Next example is about identifying defects signature, which
is a holy grail in the field [69], and will be discussed in much more detail in Sections 3.3–3.6 (some
issues can be found in the review article by Ferrari and Basko [62]). Here, we mention the fact that for
carbon nanotubes, the works by Saidi et al. [150] have revealed that di-vacancies and other defects
influence the non-resonant G bands more than the radial breathing modes. These defects can also
affect the intensity of the resonant Raman bands, allowing them to be identified by this way [151,152].
As a final example, we would like to mention graphene oxide, which is a heavily oxidized carbon.
The G band of graphene oxide has been found blue shifted experimentally, compared to graphene.
Its explanation was obtained with the help of first principles [153]: Graphene oxide can be composed
of sp2 areas surrounded by an alternating pattern of single-double carbon bonds.

3. Raman Spectroscopy of Different Aromatic Carbons

In this section, we review the way multiwavelength Raman spectroscopy is used in literature
to better characterize aromatic based carbons, by focusing on more and more disordered aromatic
carbons. The aim is to give a concrete and practical view on how Raman spectroscopy can be used
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to classify the nanostructure. Figure 10 displays the Raman cross sections of typical graphene based
materials compared to some other relevant molecules or reference materials.

Figure 10. Raman cross section for carbonaceous materials compared to reference materials. Sources:
Diamond [154], graphene [49], nanographite [65], benzene [155], silicon [156], SERS [157]. Note that
Raman cross section of solids can sometimes be difficult to obtain because of substrate effects that can
give rise to interference effects that depend on the thicknesses and optical indexes, as it was shown for
graphene [48,158] and earlier for amorphous carbon [46].

We start with graphene in Section 3.1, and will continue with what we call nanographenes
in Section 3.2 (nanotubes, nanohorns, nanocones, nanofibers), followed by bombarded graphene
in Section 3.3, very defective carbons (e.g., coal, soot, black carbons) in Section 3.4 and graphite
intercalated compounds in Section 3.5. We will finish with amorphous carbons in Section 3.6.

3.1. Graphene

Graphene has many astonishing properties (that are reviewed by Peres [159]). One of them is the
existence of Dirac cones crossing at the Fermi level at the K point of the Brillouin zone (see Figure 5b),
and that determine mostly the transport properties in graphene. As there is some electronic resonance
with incoming photons, these cones also determine the properties of Raman spectra, which can appear
counterintuitively. The main thing to keep in mind about Raman spectroscopy of graphene is that it is
then driven by the electron properties—how they move, interfere, and interact—affects the Raman
spectra. Disorder can modify the electronic properties, and then can find finger prints in the Raman
spectra because of the resonance mentioned above. Among other defects, one can find: Adsorbed
species, folded regions, rippling, vacancies, topological defects (such as Stone–Wales defects), charged
impurities on wafer [159], and so forth.

Graphene is the building block of nanocarbons: Staking individual (graphene) layers will give
rise to multi-layer graphene and eventually graphite. Rolling it, results in the formation of carbon
nanotubes. Creating point defects or linear defects (edge or grain boundaries) can account for different
processes such as ion implantation or crystal growth under thermal treatment of amorphous carbons,
for example. If one wants to understand the Raman spectrum of aromatic carbon containing samples,
one has to understand first the Raman spectrum of graphene. Many reviews can be found on Raman
spectroscopy applied to graphene, but we advise the reader to first use the work of Ferrari [62] and
its useful 13 pages of supplementary information, or the work of Beams et al. [160]. Below, we give
some trends before focusing, in Section 3.2, on some specific nanoforms and on few kinds of defective
graphene samples.
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Graphene without defect gives rise to two main bands: The symmetry allowed G band and
another band, the 2D band. For multilayer graphene, useful information can be found in the work of
Malard et al. [139]. The G band is due to the E2g phonon at the center of the Brillouin zone (and called
the Г-point). The 2D band is due to TO phonons around the K point in the Brillouin zone, and
is active due to the double resonance mechanism [57], as presented briefly in Section 2.5. As an
illustration, multi-layer graphene was found to display characteristic Raman spectra, especially in
the 2D spectral region [1]. As it has different electronic structures close to the K point, and because
the double resonance mechanism connects phonons to the electronic structure, the position, shape
(composed of several overlapped bands), and intensity of the 2D band(s) can be used to distinguish
from monolayer up to 5–10 stacked layers. The relative intensity ratio between the 2D and G bands
was also found to be dependent on the number of layers: I2D/IG is close to 3 for monolayer graphene,
and falls down to 0.3 for highly oriented pyrolytic graphite (HOPG). Then, the Raman plot σ2D versus
I2D/IG can be used to rapidly have an idea of the quality of the graphene samples handled. Figure 11
gives such an illustration for two wavelengths: 514 and 633 nm. The HOPG samples have been cleaved
by the tape method to obtain multilayer graphene flakes that were deposited on a silicon substrate.
Raman spectra have been obtained from all the flakes. For 514 nm, HOPG is situated at (2725; 0.3) and
the monolayer is situated at (2686; 3). One can see that, with this method, many intermediates are
obtained. The broadening around the guide for the eyes lines can be due to stacking faults that modify
the electronic structure of the multilayers, and thus the 2D shape and intensity [161–163]. One has to
note that σG slightly depends also on the number of layers but the shift compared to HOPG is no more
than 5–6 cm−1 [164]. The width of the G band, due to electron–phonon coupling has been evaluated to
be 11.5 cm−1 [58], phonon–phonon scattering being responsible to 4–5 cm−1 extra broadening found
experimentally. For graphite and multilayer graphene, we mention the existence of a C band, which
is sensitive to coupling between layers: It lies at 44 cm−1 for graphite and shifts regularly down to
31 cm−1 for bilayer graphene [165].
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Figure 11. 2D band position as function of I2D/IG for laser wavelengths of 514 and 633 nm. Graphene
frequencies were obtained from [1]. Empty squares are from mechanically cleaved graphene flakes
(original data). Stars are from [160] (doped with carrier density from −3 × 1013 cm−2 to +4 × 1013

cm−2), the downshift corresponds to positive doping, whereas upshift corresponds to negative doping.

As another example, dopant impurities can modify the Raman spectrum of graphene [166–168].
Playing with the electron doping (i.e., changing the position of the Fermi level) modifies the Raman
spectrum: The band positions and intensities are modified [169]. In Figure 11, the doping effect on a
single layer graphene has been added: Doping with electrons or holes can increase or decrease σ2D,
and both diminish I2D/IG. The effects of doping have been reviewed in 2007 [137] and in 2015 [160].
We report that changing the carrier density also affects the D band spectroscopic parameters [170].
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Impurities adsorbed on graphene can also modify carrier mobility and thus the Raman spectrum of
graphene [171], changing the D band intensity.

Substrate effects on the position of the 2D and G bands (downshift, splitting) have been reported
in the works of Das and Calizo et al. [164,172,173]. Strain can be such effect [174]. If that is the case,
Frank et al. demonstrated that using different wavelength gives very different 2D band shape. Among
others, doping can be an important and unintentional effect as it can change the position of the 2D
band, as shown by Yang et al., [175], for graphene grown on SiC, or by Das et al., [176], for other
substrates. However, as doping also affects the G band position and width, checking G band anomalies
can be used to detect such an unwanted effect. Roughly, for electron or hole concentrations higher
than 1013 cm−2, the G band width is diminished by a factor of 2 (i.e., close to 7–8 cm–1) [176]. G
band splitting and intensity enhancement (i.e., Surface Enhanced Raman Scattering) were observed
for multilayer graphene in contact with Ag and Au [177]. The splitting and intensity enhancement
were found to be higher for single layers. As the 2D band intensity was found diminished by the Ag
deposition, an n-type doping effect was concluded. A p-doping effect was deduced for Au deposition
because of the 2D band shift. If the reader is interested in the detection of graphene combined with the
SERS effect, a further reading of the 2013 review can be found in the work of Xu et al. [178]. A good
way to differentiate between doping effect and subtract effect is to plot σG versus σ2D of the analyzed
samples (this differentiation is possible because strain affects the band position by changing bond
length and angles between bonds, whereas doping affects the electron–phonon coupling [179]).

Depending on the optical constants of the substrate on which the graphene layer is deposited, the
substrate (layer) thickness, the numerical aperture of the objective used or the wavelength of light used
for performing the micro Raman spectroscopy analysis, the absolute intensity of the G and 2D bands
can be altered due to electromagnetic interference effects so that their relative intensity ratio is changed
in appearance [48,158]. For example, for a SiO2 substrate layer thickness in the range of 225–375 nm,
I2D/IG appears to vary from 2 to 8 instead of being constant at ≈3. A refined analysis was performed
by Klar et al. [49] who were interested in the absolute intensities of the G and 2D bands for multilayer
graphene, checking numerical aperture effects, wavevector polarization, substrate effect, etc.

We have to mention a breakthrough due to deep UV Raman spectroscopy that has been used
only since very recently (2015) on graphene [180]. The advantage is that, due to the double resonance
mechanism, one gets far away from the K point in the Brillouin zone, exploring a larger part of the
dispersion relations, for example near the M point of the Brillouin zone. The (�ω0)4 wavelength
dependency of the G band intensity was confirmed for 266 nm (4.7 eV), but a surprising (�ω0)−1

relationship was found for the 2D band. It would lead to the conclusion that I2D/IG is proportional to
(�ω0)5. On nanographites [65], Cançado et al., who observed a La dependency, did not observe any
(�ω0) dependency, but their data were recorded in the visible range, in a small range of wavelength.
Tyborski et al. observed that when the 2D band disappears, the two phonon density of states rises in
the 2600–3300 cm−1 spectral region [181]. Among the many things they deduced from their analysis,
taking into account symmetry arguments, they were able to deduce from this spectral region, the
maximum frequency of the LO phonon at 1626 cm−1, and its frequency at the M point at 1408 cm−1.
Saito et al. performed predictive calculations up to 177 nm (7 eV) [182]. They also determined the
asymmetry parameter evolution with �ω0, appearing in the Breit–Wigner–Fano profile of metallic
nanotubes (see Section 3.2.3 for more details) what has never been down before, to our knowledge.
Finally, Raman spectroscopic measurements from UV up to 325 nm were performed on multilayer
graphene in order to test the model predictions on the number of bands shaping the 2D band of
multilayer graphene (due to the complex electronic structure close to the K point). The 2D band profile
was found to change: For monolayer graphene, three sub bands appear at 325 nm [183]. The one
with the lowest frequency (2800 cm−1), supposed to have the same origin as the G* band, has an
intensity enhanced when the number of layer increases, whereas the one with the highest frequency
(2900 cm−1) display another behavior. This experimental result is found to be in agreement with
previous calculations announcing three strong bands and a weak band caused by four electron-hole
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scattering processes involved in the double resonance mechanism [184]. To conclude about UV Raman
spectroscopy, it allows deeper exploration of the Brillouin zone.

Finally, Raman spectroscopy can also be used to determine mechanical properties [185], study
strain effects [186], and characterize grain boundaries [187,188] of graphene grown on a substrate.
In addition, it is used to deduce the thermal conductivity of suspended graphene [189], and to monitor
electrostatic deflection of suspended graphene [190].

3.2. Graphene based Nanoforms

3.2.1. Nomenclature

A huge number of different carbon nanoforms are now produced around the world such as single
and multiwall nanotubes, bamboo nanotubes, nanotube forests, fullerenes, nano-onions, nanocones,
stacked nanocones, scrolled graphene, nanofibers, nanowalls, nanosheets, and nanoplates. Graphene
is definitely their building block, and by applying a transformation, such as stacking, cutting, circularly
wrapping, scrolling, coiling, screwing, etc., all the other forms can be obtained. In 2012, the editors of
the journal Carbon decided to propose a nomenclature to classify all these sp2 carbon nanoforms [191].
To help researchers in their bibliographic studies, they proposed to classify all the known forms in
three families: Molecular forms (0D), cylindrical nanoforms (1D), layered nanoforms (2D). Another
family should be included, to our opinion, and called “graphenic carbon materials”, as was reported
in [192]. This fourth family contains graphite, carbon fibers, and could also include all amorphous
carbons that are based on aromatic rings, but at a local order. If one considers the addition of oxygen
to the carbon nanoforms, an alternative approach to categorize them was proposed in the work of
Wick et al. [193], based on their toxicologic identification.

For some of these families, the state of the art is not yet enough advanced to propose a bijection
between all the members of the above families and their Raman spectra. Below, we present the
understanding and main trends about Raman spectroscopy of some of the nanoforms and, where
possible, the links between different kinds of nanoforms.

3.2.2. Nanodomains, Nanoribbons

Graphene edges, labelled as 1D defects, exist in two configurations which are named zigzag and
armchairs, related to the shape of the terminal carbons of the hexagons (see Figure 12a). Nanoribbons
are delimited by these edges, which give them peculiar electronic properties (See for example Section
7 in the work of Mohr et al. [140].), forming gaps in the electronic dispersion relations due to spatial
confinement of the electron wavefunction. This can affect their Raman spectra, again due to resonance.

The first Raman study on edges was performed by Cançado et al. in 2004 on step-like edges on
graphite [194]. Roughly 2 microns away from a step, no D band was observed whereas a D band
and a D’ band were observed on both zigzag and armchair configurations. The intensity of the D’
band was found non-sensitive to these two configurations, whereas the D band was found to be more
intense for armchair edges than zigzag edges. The explanation of these two behaviors is that as the D’
band is an intravalley process (see Section 2.4), momentum conservation upon the double resonance
mechanism can be satisfied whatever the direction in the Brillouin zone, whereas for the D band,
which is an intervalley process, it cannot be satisfied for zigzag edges (see [139,194] for more details).
You et al. [195] have also investigated this point in 2008. They observed that a piece of graphene with
two edges separated by 90◦ have necessarily different chirality (this is the case if the angles are 30◦,
90◦, or 150◦, whereas when it is 60◦ or 120◦ the chirality is the same, due to geometry). They also
observed that the D band intensity is weaker for zigzag edges. Note that because graphene edges
are sometimes not perfect at the micrometric scale (the size of the laser beam once focalized on the
surface of a sample), especially when graphene is obtained by mechanical cleavage, it can be difficult
to always conclude on the zigzag or armchair edge origin with Raman spectroscopy [196]. In 2014,
Islam et al. took into account non-ideal edges orientation at a scale smaller than the micrometric size
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of the spot (see Figure 1 of [197]). Raman spectroscopy is now used to control the properties of edges
of individual grains grown by chemical vapor deposition on large scales (few tens of microns) [187].

Because of a lack of translation symmetry, the edges do not have the same environment as in
between edges of the ribbons, thus their vibrational frequencies should be different. Bands lying
at 1450 and 1530 cm−1 have been observed in 2010 by Ren et al. and attributed to localized edge
phonon modes of zigzag and armchair configurations terminated by H atoms [198]. These bands were
observed only with red laser but not with green laser, meaning a resonance behavior may happen.
Vibrational density of states calculations taking into account different sizes and shapes of nanoribbons
were performed by Mazzamuto et al. in 2011 [199]. Among other features, out of plane edge localized
modes were predicted at 630 cm−1 for armchair nanoribbons, whereas in plane edge localized modes
were found at 480 cm−1 for zigzag nanoribbons [199]. Non-resonant Raman spectra were also studied
in the same period by Saito et al. [200]. They found that, depending on the edge configuration
and polarization directions of the incident and scattered photons relatively to the edge orientation,
a symmetry selection rule for phonons appeared. Very recently, the group of Castiglioni published a
paper on a polycyclic aromatic hydrocarbon resembling a longitudinally confined graphene ribbon with
armchair edge and found the presence of G and D bands, low wavenumber bands, and combination
modes in the 2500–3250 cm−1 spectral region like in graphene, with intensity very sensitive to laser
wavelength due to resonance effect [117]. Radial breathing like modes, looking like the one found
in nanotubes (see Section 3.2.3), have also been predicted and detected [201,202]. Verzhbitskiy et al.
have shown that below 1000 cm−1, the spectral region is very sensitive to the edge morphology and
functionalization [203], as can be seen in Figure 12b, as is found for the radial breathing modes of
carbon nanotubes (see below) or poly aromatic hydrogenated molecules [117]. Moreover, the D band
dispersion is found to vary from 10 to 30 cm−1/eV, lower than the classical 50 cm−1/eV, allowing to
use multiwavelength Raman spectroscopy as a detector of such nanostructures. Very recently, the
Raman spectroscopy of nanoribbons has been reviewed by Casiraghi and Prezzi [204].

Figure 12. Nanoribbons. (a) Zigzag and armchair nanoribbons; (b) Typical spectra of a real nanoribbon,
as studied by Casiraghi et al. [204].
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3.2.3. Nanotubes

Basically, a single wall carbon nanotube (SWNT) can be seen as a rolled piece of graphene (see inset
of Figure 13). The way this piece is rolled is named the chirality of the tube [205,206]. This chirality
defines several properties of the tube: Its geometry (diameter) but also its electronic properties (band
gap). Due to their quasi unidimensional structure (quantum confinement) the electronic density of
states of SWNTs exhibits Van Hove singularities, which are singularities associated to a very high
density of electronic states. Therefore, the chirality defines the allowed electronic transition between
Van Hove singularities with a photonic excitation. In addition, the chirality also governs the band
gap and a tube can be either metallic or semi-conductor. As a result, it is possible to plot all the
allowed electronic transitions with the diameter of the SWNT. This plot is called the Kataura plot [135].
As Raman scattering for SWNTs obeys a resonant mechanism, the Kataura plot directly indicates
which kind of tube is resonant for a given excitation wavelength. The final recorded Raman signal
will come only from the resonating tubes. As a consequence, the Raman cross section of SWNTs is
extremely high (contrary to their IR signal) [207], and since the pioneering work by Rao et al. [87],
Raman spectroscopy has been extensively used for the study of SWNTs [208]. The typical first order
Raman spectrum of SWNTs is divided in three parts:

• The low frequency region (typically between 100 and 300 cm−1), which is associated to radial
breathing modes (RBM), see Figure 13. The frequency of these modes is directly related to the
diameter of the tubes. One can find a review on RBM not only limited to nanotubes published
recently by Ghavanloo et al. [209];

• The D band (around 1300 cm−1), related to defects (as for graphite and graphene);
• The G band (around 1550 cm−1), also similar to the G band of graphite and graphene.
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Figure 13. Example of carbon nanotube Raman spectrum (λ0 = 514 nm).

Nevertheless, in the case of SWNTs the profile is related to their electronic properties.
As mentioned above, it is possible to determine which kind of tube is resonant for a given excitation
wavelength using the Kataura plot, and then resonance allows to identify the kind of nanotube
probed [210]. If the resonant tubes are metallic, the G band exhibits an asymmetric profile named
Breit–Wigner–Fano (BWF). This feature is not present for semi-conducting tubes and is coming from a
specific interaction between the phonons and the electronic continuum [211]. Saito et al. performed
calculations on the shape of the Breit–Wigner–Fano profile for different excitation energies, taking into
account the double resonance mechanism and found that the shape is modified [182].

To conclude this part, rings of single nanotubes with different diameters have been synthetized
since 2006 [212]. Ring size-dependent Raman G-band splitting in carbon nanotubes has been reported

122



Coatings 2017, 7, 153

and attributed to the resonance condition changes caused by additional curvatures in rings instead
of attributed to bond length change induced by curvature/strain (ring diameter ranging from 129 to
372 nm generates strain in the range 0.3–1.3%) [213]. When deconvoluted, the sub bands were found to
lie at σG1 = 1535 cm−1, σG2 = 1553 cm−1, σG3 = 1563 cm−1, σG4 = 1575 cm−1, σG5 = 1593 cm−1 and σG6

= 1603 cm−1. This splitting rises for strains up to roughly 1%. Such splitting was found on strained
graphene as well [8].

3.2.4. Fullerenes

Here we briefly review the main papers dealing about the Raman spectroscopy of fullerenes. First,
fullerene are mixture of pentagonal and hexagonal rings which leads to a curved shape, like a soccer
ball, the name of footballene being encountered sometimes, referring to C60. Since their discovery
in 1985, once vaporizing graphite using laser light [129], fullerenes have been extensively studied
using Raman spectroscopy. Among others, C60, C70, C80, C84 have been detected, up to C400 [214].
The paper of Dresselhaus in 1996 [215], and then the one of Kuzmany et al. in 2004 [216] both review
the Raman spectroscopy of C60 and related materials, from pristine C60 up to peapods, which are
single wall nanotubes filled by C60 molecules [216]. Contrary to the other sp2 carbon forms presented
in our review, fullerenes exhibit specific Raman modes that can be easily identified. For example, as
shown in Figure 14, in the case of C60, the modes labelled Hg(1) to Hg(8) rise at 272, 433, 709, 772,
1099, 1252, 1425, and 1575 cm−1, respectively, and the modes labelled Ag(1) and Ag(2) rise at 496 and
1470 cm−1. The intensity of the Ag(2) mode at 1470 cm−1 is much more intense than the other modes
due to a vibronic coupling that enhances its Raman intensity for E0 close to 2.6 eV [130]. This band
intensity can be used as a probe of the coupling between C60 and its environment, like was shown by
Bardelang et al. [217], where C60 has been introduced in an open framework. Due to different selection
rules, the corresponding modes for C70 are different [218]. Both C60 and C70 can be polymerized under
UV radiation [219], leading to the rise of low vibrational modes at 118 cm–1, which correspond to
bonds between C60 in the solid phase. Note that heating C60 thin films can lead to the formation of
highly disordered nanographites [220].
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Figure 14. Raman spectra obtained from fullerenes C60 and C70. The band at 520 cm−1 and marked by
a star is due to the underlying silicon wafer. λ0 = 514 nm.

3.2.5. Nanocones

Nanocones, also called nanohorns, are typically 2–5 nm in diameter and 40–50 nm in length,
looking like needles, the number of pentagons at their tips piloting their shape, as for fullerenes [221].
They were first obtained by Iijima et al. in 1999 [222], and Raman spectra performed at that time were
looking like Raman spectra in between nanographite and amorphous carbons. Depending on the
synthesis conditions, four different types have been identified, and labelled because of their shape
observed by transmission electron microscopy: Dahlia-like, bud-like, seed-like, and petal-like [223].
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A typical spectrum of a nanocone is displayed in Figure 15. By increasing the pressure up to 8 GPa, some
types debundle whereas others change from one type to the other, and new promising configurations,
of interest for future functionalization, have been found [223]. Calculations by Sasaki et al. [224]
predict the existence of a topological D band, shifted by 50 cm−1 and being non dispersive with the
incoming photon energy. However, to our knowledge, such a shift has not yet been observed.

500 1000 1500 2000 2500 3000
Raman shift (cm-1)

Figure 15. Typical Raman spectrum of a nanocone. The insert is an illustration.

In situ Raman spectroscopy reported done by Pena-Alvarez et al. [223], has revealed several
interesting things: The G band high shifts with stress, a band rises close to 1510 cm−1 (looking like the
G band of an amorphous carbon), all the bands increase their width, and the most important thing:
The width of the D band increases much more than the G band. Exactly all these effects have been
found in a large variety of disordered samples that are not nanocones (ranging from nanographite to
amorphous carbon) exhibiting very typical, similar, and often encountered Raman spectra, looking
like the orange one in Figure 6b [66].

In a previous study [66], we have used a simple parametric model to describe the relation between
the spectroscopic parameters ID/IG, ГG, ГD, and the presence of a band close to 1500 cm−1, for a huge
variety of disordered carbons and using three wavelengths from 325 to 633 nm (based on empirical
laws relating these parameters to La plus the assumption that the (�ω0)4 dependency affecting ID/IG

also prevails for the Ferrari relation). To reproduce the spectra well, an unknown source of broadening
of the D band was absolutely needed for 514 and 633 nm, but not for 325 nm, highlighting a resonance
effect. Except the resonance effect which was not studied by Pena-Alvarez et al. [223], exactly all these
effects have been observed in stressed nanocones as can be seen in Figure 16. In this figure, we compare
the width of the G band (ГG) versus ID/IG scaled by the laser wavelength (λ0) for the large variety of
samples analyzed by Pardanaud et al. [66], (referred here to “disordered carbons”), heated amorphous
carbons (work of Pardanaud et al. [225,226]), bombarded graphite (work of Niwase et al. [227]) and
the nanocones from the work of Pena-Alvarez et al. [223]. The grey lines are the models based on the
Tuinstra and Ferrari relations (see the work of Pardanaud et al. [66], for more details) and stand for
disordered graphite and amorphous carbons, respectively. All these data draw a common pattern that
has to do with the so-called “amorphization trajectory” of Ferrari [4], presented in more details in
Section 3.6. Briefly, starting from a perfect graphite, on the left corner of the figure, both ГG and ID/IG

increase, ГG being linear with ID/IG. At a certain point (in the range ID/IG = 0.6–3), ID/IG starts to
decrease whereas ГG continues to increase, changing the trajectory in this plot. This happens when

• both the Ferrari relation and Tuinstra and Koenig’s law meet, and/or
• a new set of bands close to 1200 and 1500 cm−1 appears, and/or
• the D bands broaden more than excepted.

This change of trajectory is observed for both disordered carbons and nanocones where the
compressive stress has been increased up to 8 GPa.
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Widths are generally related to lifetimes, here the decay lifetime of the iTO phonon involved
in the D band, due to confinement effect induced by external compressive stress, can be the cause
of the band width increase. The rise of the 1510 cm−1 band when increasing the compressive stress,
can be understood qualitatively as a phonon confinement effect too [146]. Note that for La = 2 nm,
Puech et al. were able to produce a peak which is close to 1550 cm−1, 40 cm−1 away from the detected
position. However, in their calculations they used flat graphite, whereas nanocones are not flat. Bonds,
and then of course band positions, are however affected by curvature [8] so that a combined effect of
phonon confinement plus curvature may explain the existence of this band at 1510 cm−1. That band
was not observed on disordered samples studied by Pardanaud et al. [66], using UV, due to resonance
effects. We believe that in situ multiwavelength Raman spectroscopy coupled to skeleton analysis of
TEM images (like the one performed by Oschatz et al. [228], or by Da Costa et al. [229]) performed on
stressed nanocones could be the next insight to pave the way between 2D ordered and 3D disordered
aromatic carbons, especially by taking advantage of resonance effects.

Figure 16. ГG vs. ID/IG plot for a large variety of disordered graphitic samples. Grey lines are obtained
from a fit (more explanation in the work of Pardanaud et al. [66]. Data obtained from disordered
carbons (514 and 325 nm data) were also obtained from this paper. Data of implanted HOPG (triangles)
were taken from [230] and from [231], respectively, and those of thermally heated amorphous carbons
were taken from [225]. Data belonging to nanocones under high pressure are given in green stars, and
were extracted from [223].

3.3. Disordered Graphene as a Reference for More Disordered Carbons

Structural defects that may appear during a growth process or some processing can modify local
properties and make new properties varying from one kind of defect to another [232]. As an example,
defective graphenes composed of randomly oriented domains, called amorphous 2D materials, have
been observed in 2011 under electron beams [233]. Here, we focus on the Raman spectra of point defects
(0D), line defects (1D), and Stone–Wales defects. Writing “disorder”, or “defect”, one immediately
thinks about the D and D’ bands, not only the G and 2D bands. Even though the shape of the G and
2D bands can also be changed by disorder (we will see that in Section 3.4), we will now focus on the
D and D’ bands that become activated by defects, whereas they are forbidden by selection rules for
perfect graphene planes. We just mention that the rise of these bands subsequently to ion irradiation
was first studied in the 1980s and 1990s on graphite [227,234–238], giving an insight to the production
and behavior of defects in graphite.

Coming back to graphene, in 2012 Eckmann et al. [105] showed that the intensity of the D’ band
compared to the D band (ID/ID’) is very effective to discriminate between different kinds of defects:
ID/ID’ = 3.5, the minimum value, is found for boundaries, whereas ID/ID’ is close to 7 for vacancy like
defects and up to 13 for sp3 defects. The ID/ID’ ratio is interesting because, according to the resonance
Raman theory, it is not sensitive to the number of defects but only to the type of defects. Until today,
we do not know if all defects activate these D and D’ bands. To answer this question, one has to

125



Coatings 2017, 7, 153

introduce in a controlled way many kinds of defects in graphene and record their corresponding
Raman spectra. Since 2006, this task has been challenged mainly by the group of Jorio and Cançado by
studying 0D [98,99,101] and 1D [65,67] defects of graphene separately, and together very recently [97],
and also with 0D defects in multilayer graphene [99,100]. Eckmann et al. also challenged this point, by
comparing sp3-C, vacancies, and substitutional boron atoms, thereby highlighting the role played by
the D’ band [239].

In 2006 and 2007, Cançado et al. worked first on nanographites with crystallites delimited by 1D
defects (and obtained by heating diamond like carbons), and clarified the Tuinstra and Koenig relation,
highlighting the (�ω0)4 dependency of the ID/IG ratio for 1D defects [65,67,240]. Moreover, they have
shown that the width of the D, G , D’, and 2D bands verify a relation which is: Г = A + B/La, A and
B being constants (A = 11 cm−1 for the G band, for example, close to the 11.5 cm–1 calculated for the
perfect graphite crystal [58]). As a direct consequence, ID/IG and Г are linear if plotted one against the
other for these nanographites, with La in the range 20–65 nm. This is what is evidenced in the bottom
of Figure 16. Another direct consequence is that ГG and ГD evolve linearly too, with a slope close to 1.

In 2010, Lucchese et al. [101] introduced their well-known “local activation model” in order to
reproduce the spectra obtained on graphene samples bombarded at different fluences by 90 eV Ar+

ions. They found the following expression (see Equation (18)) for 0D defects by writing the evolution
equation of the S and A regions as shown in Figure 17a,b

ID

IG
= CA

rA
2 − rS

2

rA
2 − 2rS

2

⎡
⎣e

−πr2
S

L2
D − e

−π(r2
A − r2

S)

L2
D

⎤
⎦+ CS

[
1 − e−πr2

S/L2
D

]
(18)

Figure 17. 0D and 1D local activation models. (a,b) Definition of the structurally damaged regions and
activated regions, with LD, the distance between defects, and La, the size of crystallites surrounded by
edges, for respectively the 0D and 1D defects; (c) ГG as a function of AD/AG.

Here, rS (see Figure 17a) is the radius of the structurally disordered area around the defect, and rA

the radius of the activated region (i.e., the region in which the selection rules are broken leading to
the intervalley double resonance mechanism and giving rise to a D band). CA and CS are constants
whose origins are discussed in [101] (CA is related to the Raman cross sections, CS is related to the
geometry of the defect), LD is the average distance between defects. In the regime where the quantity
of defects is small (i.e., when the mean distance between defects is large compared to rA − rS), a first
order Taylor expansion of the above equation reduces to Equation (19):
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In their study [101], the defect was a vacancy and the parameters found were: rA = 3 nm, rS = 1 nm,
CA = 4.2, and CS ≈ 0. For a low number of defects, the ID/IG ratio behaves like 1/LD

2, which better fits
the data than the Tuinstra and Koenig 1/La relation. In another study [239], no dependency with the
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type and number of defects (such as vacancy and sp3-C) was obtained using this ratio (but a difference
was noticed from 3D materials, see Figure 3 and its discussion in that study). However, comparing
D and D’ intensities with the type and number of defects leads to a strong correlation. In the low
concentration regime, one can find Equation (20):

ID

ID′
≈ CA,D(rA,D

2 − rS,D
2)

CA,D′(rA,D′2 − rS,D′2) + CS,D′rS,D′2
(20)

with the subscript D or D’ to refer to the D or D’ bands. One can see that the ID/ID’ ratio strongly
depends on the CS,D’ coefficient, which is found to be equal to 0.1 for sp3 defects whereas it is 1.2 for
vacancy defects.

Ribeiro-Soares et al. studied 1D defects in graphene [102]. They heated a diamond-like carbon
from 1200 to 2800 ◦C. They obtained an expression for the ID/IG intensity ratio [102], by noting that
two sets of two bands have to be considered: A first set of D and G bands occurring from the activated
region, and one set of D and G bands, downshifted due to softening of the phonon modes, occurring
from highly disordered areas. Let us thus consider a structurally damaged ribbon (width lS), and
activated region (width lA) and the mean size of a crystallite La (see Figure 17b). The evaluation of
the intensity coming from the structurally damaged ribbon is purely geometric, whereas that of the
ones from the activated region is geometric plus an exponential function introduced to account for the
localization of the scattering giving rise to the D band. The final expression is then (see Equation (21):

ID

IG
=

CA,DlA(La − 2lS)
[
1 − e−2(LA−2lS)/lA

]
+ 4CS,DlS(La − lS)

CA,G(La − 2lS)
2 + 4CS,GlS(La − lS)

(21)

The C constants are related to the cross sections and contain the wavelength dependency.
The values of lS and lA were found to be 1.4 nm and 4 nm, respectively, and in very good agreement
with Scanning Tunneling Microscopy (STM) data. When La >> lS (i.e., the size of the structurally
disordered region is negligible compared to the size of the crystallites), one obtains Equation (22):

ID
IG

≈
(

CA,DlA + 4CS,DlS
CA,G

)
1
La

(22)

which perfectly reproduces the Tuinstra and Koenig expression obtained experimentally in 1970.
The group of Jorio and Cançado produced recently a work that aims to disentangle the contribution of
0D and 1D defects coexisting on graphene related materials [97]. Figure 17c displays for both 0D and
1D defects the plot of ГG as function of the AD/AG ratio scaled with the laser energy, A being the band
area (see comment in Section 2.7).

We now focus on another kind of defects named topological defects. These are non-hexagonal
arrangements of carbon atoms in the graphene lattice. They are reported for most of the graphene
based materials such as SWNTs, graphene [241,242] and graphite [243]. This kind of defect introduces
a curvature in the flat geometry of a graphene layer. Probably one of the most studied topological
defects is displayed in Figure 18: The Stone–Thrower–Wales (STW) defect (44 papers found using a
bibliometric tool focused on abstracts), which corresponds to two pentagon-heptagon pairs. It is not
easy to determine the precise frequency associated to the Raman signature of these defects. Theoretical
calculations with SWNTs reported that the characteristic frequency of the STW defects should lie
between 1820 and 1962 cm−1, depending on the local curvature of the tube [244]. On the other hand,
SERS measurements performed with SWNTs have shown two modes at 1139 and 1183 cm−1 associated
to STW defects [245]. Theoretical calculations predict, among other things, a softening of the G band by
−26 cm−1, and a hardening of the D band by +13 cm−1 [246]. A way to detect their Raman signature
would be to use SERS, as suggested in the work of Itoh et al. [247].
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Figure 18. Stone–Wales defect.

3.4. Very Defective Carbons: Pyrocarbons, Coals, and Soots

The first reported work on very defective carbons is from Tuinstra and Koenig who found the
relation relating the intensities of the D and G bands for activated charcoal, lampblack, and vitreous
carbon, as reported above. In 1984, Lespade et al. [79] reported the Raman spectra of many disordered
carbons such as pyrocarbons and fibers, using heat treatment to change the structure of these materials
that were found to be graphitizable and not graphitizable. Four graphitization indexes were found:
The frequency of the G band, its width, the intensity ratio ID/IG, and the width of the 2D band. Among
others, they introduced a graphitization trajectory in the Г2D vs. ГG plot, distinguishing between 2D
and 3D order [79]. The behavior of the 2D band according to a 3D order (related to the stacking order)
was elucidated in more details 24 years later by Cançado et al. who heated diamond-like carbons in the
range 2200–2700 ◦C [59]. Among other things, they evidenced a contribution of the band coming from
3D graphite and a contribution from graphene, and were able to relate their relative intensity ratio to
the size of the crystallites in the c direction up to roughly 200 nm. Today, the number and origin of
the 2D sub-bands have been understood for multilayer graphene [1] in the framework of the double
resonance mechanism and more complex things can occur such as folding [248], misorientation [162],
and stacking faults that can modify the intensities and shape. All these processes may also contribute
to the intensity ratio spreading displayed in Figure 11. Table 1 in the paper by Larouche et al. [249]
resumes the main spectral indicators that are used in the literature to deduce information about the
structure of very defective carbons. They presented the influence of curvature by introducing the
distance parameter Leq, which is the average continuous graphene length including tortuosity of
graphenic planes (see Figure 19). They showed that this tortuosity is very well correlated to the 2D
band width. Note that they defined tortuosity as the number of phonons produced at the K point
divided by the number of phonons produced at the Г point of the Brillouin zone. We advise the reader
that tortuosity is generally derived differently, from the analysis of HRTEM images [250,251]. The main
message of this paper though is that the 2D band width is a good parameter to gain an insight into
the tortuosity.

Table 1. Characteristics of ta-C:H and various a-C:H sub-types.

Types sp3 (at.%) H (at.%) Eg (eV) Hardness (GPa) Density (g/cm3)

ta-C:H 70 25–30 2–2.5 >20 2.4
PLCH 70 40–60 2–4 soft <1.2
DLCH 40–60 20–40 1–2 <20 2.0
GLCH <30 <20 <1 soft 1.6

GLCHH 30 30–40 >1 soft 1.3
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Figure 19. Tortuosity as defined by Larouche et al. [249]. The domains represented by red arrows (La)
are aromatic domains without defects. The domains represented by purple arrows (Leq) are composed
of several aromatic domains, in-between there are curved graphene sites.

We now focus on soots and pyrocarbons (see a typical Raman spectrum on Figure 20). First of all,
what is the difference between soots and pyrocarbons? When processing hydrocarbons (varying
pressure, P, and temperature, T, in the reactor), gas phase nucleation leads to soots, whereas
heterogeneous nucleation on the substrate leads to the formation of pyrocarbons, which can contain
up to 5 at. % of hydrogen [252]. The Raman spectroscopy of soots (e.g., diesel soots, spark discharge
soots, commercial black carbons) has been investigated in detail in 2005 [122]. To fit all the data in the
1000–1700 cm−1 spectral region, five bands were necessary: D (called D1), D’ (called D2), and G bands,
plus two less intense bands, the D3 and D4 bands, lying at 1500 and close to 1180 cm−1 (dependent on
the wavelength of the laser), respectively. The best fit found was a four Lorentzian fit plus a Gaussian
lineshape for the D3 band. The need of such a band was first proposed by Rouzaud et al. [253]. In 2009,
Brunetto et al. bombarded some aliphatic and aromatic dominated soots produced in flames to mimic
the effect of irradiation encountered in the primitive solar nebulae [254]. The authors used a σG vs. ГG

plot to compare their Raman spectra to the one collected on meteorites, interplanetary dusts and the
grains collected from the Wild 2 comets. They found them very similar, allowing them to suppose
that the irradiation played a major role in the processing of the carbon materials at the beginning
of the solar system. Recently, the multiwavelength analysis is being used more than in the past to
give better refined information on soots. For example, in 2011, combining temperature programmed
oxidation and multiwavelength Raman spectroscopy (514–785 nm), Schmidt et al. noticed that a
structure/reactivity relation from different soots can be obtained [255]. In 2015, in the framework of
soot formation, Russo et al. evidenced that by changing the wavelength of the laser they were able
to relate the origin of the fuel molecule and the structure of the soot [256]. The G band was found to
display an asymmetric profile, and a D5 band (attributed to the presence of olefinic chains lying in
grain boundaries), in the range 1100–1200 cm−1, was found to be more intense using 633 nm instead of
green or blue lasers. Ess et al. were able to relate the structural change of soots under heating under
oxygen atmosphere up to 600 ◦C and relate it to the organic carbon content [257].

Figure 20. Raman spectrum obtained from a pyrocarbon. The inset represents a rough laminar
pyrocarbon with defects (black bonds), sp3 bonds (blue), sp bonds (red), and hydrogen bonds (green).
(λ0 = 633 nm).
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Pyrocarbons are generally deposited on substrates by cracking hydrocarbons at temperatures
higher than 900 ◦C, using chemical vapor deposition processes. Using infiltration process, pyrocarbons
are used mainly in carbon/carbon fiber composites, whose aim is to withstand mechanical stress at
high temperature [252]. A large variety of pyrocarbon textures exist. Among them, we can cite rough
laminar (columnar structures), smooth laminar, and regenerative laminar [258]. High resolution TEM
shows columnar and wavy structures (produced by pentagons during the deposition process [259]).
Their TEM fringes length was found to be 1.6, 2.3, and 2.6 nm, respectively. In particular, the Raman D
band width was found to be a good spectroscopic criterion to distinguish them. Bourrat et al. [258]
found ГD = 80, 85, and 110 cm−1 for rough, smooth, and regenerative laminar pyrocarbon, respectively.
The ranges were refined later: ГD = 80–90 cm−1 for rough laminar, ГD = 90–130 cm−1 for smooth
laminar, and ГD = 170–200 cm−1 for regenerative laminar [123,260]. The interpretation is that ГD is
sensitive to curvature effects, as is suggested by TEM analysis. ГG is spread on a narrower range, i.e.,
from 55 to 70 cm−1.

We finish this section by focusing on the D” band, sometimes called D4 band and lying in
between 1100 and 1200 cm−1. It has been used for a long time to fit spectra of disordered samples
(especially soot materials) and amorphous carbons with some local order (i.e., those containing sp2

aromatic domains). It is sometimes called the TPA band (for trans-polyacetylene), as it lies close to
the mode found in nanodiamonds [261]. It has been recently considered in the fitting procedure
of nanoporous carbons [262]. The history of this band and its relation to the 2450 cm−1 band,
first reported in the work of Nemanich, [81], for defectless graphite, is important to mention here
because it illustrates the fact that studying disordered materials helps in understanding the spectra
of well-ordered materials. The D” band origin has been understood by Venezuela et al. [69] in 2011
on perfect graphene (it is mainly due to phonons associated to the KГ direction in the Brillouin zone).
In 2013, May et al. [263] were able to calculate the shape of the 2450 cm−1 band in the framework of the
double resonance mechanism on perfect graphene involving TO and LA phonons close to the K point.
They were able to reproduce its dispersion and change of shape depending on the laser wavelength.
In 2016, Zhou et al. [183] observed on perfect graphene the laser sensitivity of the D” and D + D”
bands in the UV range. In 2014, Herzinger et al. [264] created defective graphene and nanotubes by
bombardment with high energy ions, and characterized the dispersion behavior of this D” band.
Couzi et al. [61] determined on defective aromatic carbons (graphite nanoplatelets, heat-treated glassy
carbons, pyrograph nanofilaments, and multiwall nanotubes) the behavior of the D” band, identifying
two new bands (D* and D**) lying close to the D” band, but with positive dispersion behavior, and
reproduced the dispersion of the D + D” in the near UV. We have to note that the D*, D**, and D” bands
do overlap, creating the well-known D4 band often used to fit Raman spectra of soots. Very recently,
the D4 and D3 bands were observed on nanotubes and partially exfoliated by acid treatment [265].

3.5. Graphite Intercalated Compounds

In this part, we briefly present some results about a kind of material that must be cited because it
displays a large variety of structures and because it has great application potential in different fields
(such as energy storage, superconductivity, nano-medicine, etc. [266] and references therein): Graphite
intercalated compounds (GICs). GICs are multilayered materials sufficiently ordered to exhibit staging
in which the number of graphitic layers in between adjacent intercalants can be varied in a controlled
way. The interlayer spacing can be tuned from 0.34 up to 1 nm [267]. The denomination n-stage
GICs can be found in [268], n defining the constant number of graphene layers between any nearest
pair of intercalant layers. More details about the staging can also be found in [266]. The diminution
of the interlayer spacing distance reduced the van der Waals interaction between planes so that
it can be envisaged as a route to form graphene and nano-ribbons [269]. The list of metals and
small molecules that can be embedded in between graphene planes is huge and not exhaustive here:
Alkali-metals (K, Li, Cs, Rb); alkali-earth-metals (Be, Ca, Ba); halogens; C60 [270]; FeCl3 [271]; H2SO4

and HSO4
− [272]; AsF5, HNO3, and SbCl5 [273]; etc. Intercalants can be electron donors or electron
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acceptors. Thus, charge transfer and strain are intrinsic effects in GICs, and Raman spectroscopy
is sensitive to both. Raman study of highly staged GICs allowed to disentangle both effects [274].
A seminal work by Solin presenting an overview of the Raman spectroscopy of these compounds was
published in 1980 [275]. A more recent work on a combination of Raman spectroscopy and ab initio
calculations of GICs by Chacon-Torres et al. was reported in 2014 [266]. Inner graphene layers (also
called interior layers) and outer graphene layers (also called graphene layers bounded by intercalants)
can be differentiated by the G line splitting, with σG of the blue component that can reach values as
high as 1636 cm−1 [266,273]. Superconductivity has been observed in many GICs (with the highest
critical temperature found at a relatively high temperature, 11.5 K, for CaC6, see references [266]) and
multiwavelength Raman spectroscopy is a central characterization tool because superconductivity
may be due to electron–phonon interaction and mediated by phonons [276]. Multiwavelength Raman
spectroscopy also allows a direct measurement of the Fermi level by observing the Pauli blocking
(which results in the 2D band intensity vanishing by tuning the wavelength of the laser) [271].

3.6. Amorphous and Diamond-Like Carbons

Most of the work cited on Raman spectroscopy of amorphous carbons [277] comes from the
thousands of times cited papers by Ferrari et al. Their four landmark papers were published from
2000 to 2005 and combine all together a comprehensive view of the understanding about Raman
spectroscopy of amorphous carbons [4–6,70], based on many other papers that we will not cite all
here. The study of Raman spectroscopy of amorphous carbons was completed in 2015 by the work of
Zhang et al. [278], as we will see soon hereafter.

To begin with, amorphous carbons are generally containing sp3, sp2 carbons, and heteroatoms
(such as hydrogen). sp3 carbons determine the mechanical properties (hardness, density), whereas
the sp2 aromatic clusters determine the optical properties (energy gap), mainly due to the π/π* bonds
with the energy gap in the IR–visible–UV range, depending on their size. Adding hydrogen, and
organizing the structure by heating the sample, can change the optical properties together with
the structure [7,124–126,225,279–282] and Raman spectroscopy can help in checking the changes.
For example, hydrogen changes the electronic structure, which leads to a Raman resonance mechanism
that can be observed, helping in quantifying the amount of hydrogen in the amorphous carbons [283].
Depending on the amount of aromatic/aliphatic sp2/sp3 carbons and hydrogen atoms, several
kinds of amorphous carbons can be distinguished: a-C, ta-C, a-C:H, and ta-C:H. The t stands for
tetracoordinated as these carbons contain generally close to 70% of sp3 carbons. A basic scheme of
the ternary phase diagram for amorphous carbons is displayed in Figure 21. More information can
be found in [70,124]. The classification is however more complex, with even more variety of samples.
a-C:H types are themselves split in subgroups with different properties: PLCH (polymer-like a-C:H),
DLCH ( diamond-like a-C:H), GLCH (graphite-like a-C:H) and GLCHH (graphite-like a-C:H with
extra hydrogen subtype), as displayed in Table 1, adapted from [278].

Figure 21. Basic ternary phase diagram of amorphous carbons.
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Except PLCH, which only displays a photoluminescence background, Raman spectra of
amorphous carbons generally display two broad overlapped G and D bands, the D band being
less intense, or disappearing when the amount of sp3 carbons is higher. The D band position displays
the wavelength dispersion as in graphene but shifted depending on the kind of amorphous carbon,
as shown in Figure 7b. For the G band, it depends on the local degree of order, as already displayed
in Figure 7a. Figure 22 displays the Raman spectra of one a-C:H film (H being close to 30 at.%) but
recorded with five different laser wavelengths, ranging from 266 to 633 nm [72]. The dependence of the
shape with the laser wavelength [284] can be explained mainly by the fact that the sample is composed
of a distribution of aromatic domains which display local electronic structures. The wavelength used is
resonant with one kind of environment that appears stronger in the spectrum. Ferrari et al. proposed
a “three stage” model that can explain the ordering of the sp2 phase going from nanocrystalline
graphite (nc-G) to highly disordered amorphous carbon, explaining the changes in the spectroscopic
parameters [4]. The parameters followed are the ID/IG and σG parameters, and their changes with
the laser wavelength. For example, at 514 nm, the G band position is at 1582 cm−1 for graphite, it
upshifts to 1600 cm−1 for nanographite composed of only sp2 aromatic clusters, whereas it can shift
up to 1630 cm−1 for other forms of sp2 carbons (chains), where sp3 carbons are present. Then, when
starting amorphization, σG diminishes down to 1520 cm−1. In Figure 23, we illustrate that starting
from an amorphous carbon, we obtain a nanographite. We plot σG for an a-C:H (DLCH) film that
has been heated at a 15 K·min−1 rate, under a 1-bar Ar atmosphere, Raman spectra being recorded
in situ, with ramp 1 stopped at 900 ◦C. A typical evolution is drawn [225] that informs us that the
amorphous carbon is organizing when temperature is increased, by growth of the size of the carbon
aromatic clusters. A plateau is reached at 600 ◦C. Ramp 2 is made on the same sample after it has first
been cooled down to room temperature. One can see that the G band at room temperature is now
lying at 1592 cm−1. The second ramp informs us that now it behaves like graphite and no more like an
amorphous carbon, with an upshift of about 10 cm−1, which is typical for a nanocrystalline graphite.
The diminution of σG with T for graphite and graphene is reversible and can be used as a contact less
thermometer [172,173].

800 1000 1200 1400 1600

G band

266 nm
325 nm
407 nm
514 nm

Raman shift (cm-1)

633 nm

D band

Figure 22. Raman spectra of amorphous carbon (a-C:H with about 30 at.% H) obtained with different
laser wavelengths.

Next, we ask “what are the other spectroscopic parameters that can be used to characterize
amorphous carbons?” The 2D band cannot be used in general as it is very low in intensity and very
broad, as can be seen in Figure 6b, except when the amorphous carbon is heated. Another spectroscopic
parameter has been found useful to help in determining the amount of hydrogen bonded in a-C:H: the
so-called m/IG parameter, which is the ratio between the slope of the photoluminescence background,
m, in the range 800–1800 cm−1 divided by the G band intensity. This spectroscopic parameter gives
certain qualitative information, as presented in the work of Casiraghi et al. [6], and in the work of
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Buijnsters et al. [285], but is also sensitive to other defects meaning it cannot be used systematically (see
the analysis on a heated a-C:H performed by comparing Raman spectroscopy with thermal desorption
spectroscopy and ion beam analysis [7], and calculations at the end of the work of Rose et al. [282]).
It has been found that the G band width, ГG, is correlated to the sp3 content and the linear dispersion
of σG of as deposited samples correlates to the H content [286]. Then, a good way to represent the
data is to plot σG as a function of ГG, as was done for several wavelengths in [72,282]. Figure 24
displays such a plot for different kinds of heated amorphous carbons plus nanocrystalline graphite
(for nc-G, ta-C, and ta-C:H data, see [66]). If one uses ГG as an indicator of local disorder close to sp2

bonds in the material (which can be related to the size of the clusters [5,65] and/or to the sp3 content
close to sp2 bonds [286]), one can use this parameter in order to have an idea of where is the sample
situated in Ferrari’s “three stage model”. With this in mind, nc-G is more ordered than a-C:H/D
which are themselves more ordered than ta-C:H and ta-C. Each kind of carbon draws its own line
when heated, but all these lines tend to converge in a region close to 100 cm−1. a-C, a-C:H, and a-C:D
data were recorded in-situ, contrary to ta-C, ta-C:H, and nc-G, and thus appear down shifted due to
dilatation and multi-phonon processes [172,173]. The presence of hydrogen systematically diminishes
the position of the G band (for ta-C/ta-C:H and a-C/ta-C:H). The systematic frequency shift between
a-C:H and a-C:D that tends to diminish when decreasing ГG (i.e., ordering the material) is partially
due to an isotopical shift of C-H/C-D bonds, as the difference is in the same order as for C6H6 and
C6D6 molecules [287].

Figure 23. Temperature evolution of σG for a DLCH sample (H/H + C = 29%). In situ measurement is
done in an environmental cell, under argon atmosphere to avoid oxidation.
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Figure 24. Plots of σG vs. ГG for nc-G and different amorphous carbons. Data were recorded with
λL = 514 nm.
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In 2015, a phenomenological model based on dispersion was proposed by Zhang et al. [278]
in order to better characterize amorphous carbons by analyzing their Raman spectra recorded with
several wavelengths. This model starts with the statement that the G band intensity is the sum of three
kinds of sp2 clusters (see Equation (23)):

IG(ω, λL) = Ig(ω, λL) + Ir(ω, λL) + Ic(ω, λL) (23)

where ω is the Raman frequency, λL the laser wavelength, and Ig, Ir and Ic are the intensities of the
nc-G, fused aromatic rings and olefinic chain clusters, respectively. Without going into details here
(the model is detailed in Section 2 and in the appendixes of [278]), this shows that σG is a weighted
average of the resonant frequencies for the three types of sp2 carbons (see Equation (24)):

σG = ngωg + nrωr + ncωc (24)

where ng, nr, and nc are the amount of different kind of carbons that satisfy ng + nr + nc = 1. As ωg, ωr,
and ωc display a linear dispersion with λL [278], and as the parameters for these linear relations have
been tabulated, one can in principle deduce ng, nr, and nc from the G band dispersion.

4. Discussion

4.1. Role of Resonance

The resonance mechanisms at play in the Raman process of aromatic based carbons allow us to
have a better insight in the study of graphenic materials, making multiwavelength Raman spectroscopy
a relevant tool. So far, the well-known double resonance mechanism, based on scattering of an incoming
photon by a phonon followed by a second scattering by a defect or another phonon, is the best option to
explain most of the behaviors reported in the literature since the 1970s (such as the rising of bands like
D*, D**, D”, D, D’, and 2D and combinations thereof), as we mentioned in this review. This mechanism
can probe the phonon dispersion curve of graphene away from the gamma point of the Brillouin
zone. The dispersion and intensity behaviors of these bands (i.e., the dependency of the D/D’ relative
intensity ratio to the kind of defects, the relative D/G intensity ratio sensitivity to the amount of
defects), the Stokes/anti-Stokes anomalies, the zigzag/armchair dependency, the doping effects are all
explained in the framework of this double resonance mechanism. It must be noticed that mechanisms
alternative to double resonance are also under consideration [118] but still need to be confirmed. So far,
the double resonance mechanism remains considered as the most efficient model.

4.2. Role of Defects

Because of defects implied in this model, Raman spectroscopy can be used to characterize how a
graphenic material is far from its crystalline state. As an illustration, Figure 25a displays the width
of the D band (ГD) in function of the width of the G band (ГG), which is similar to focusing on the
ГD/ГG that was done in [288]. Data shown are obtained for many graphenic materials (Another way
that has already been used, is to display the ГD/ГG ratio as function of ГG. We then observe that
the ratio evolves from 2 at ГG = 25 cm−1 down to 1 at ГG = 75 cm−1, and following it increases up
to 2.3 at ГG = 93 cm−1, and finally stays constant till ГG = 150 cm−1. Mallet et al. observed such
a variation of ГD/ГG with La, reaching the lowest value at La = 8 nm (see Figure 13 in the work of
Zhao et al. [271]).) (carbon fibers [289], soots [122,290,291], pyrocarbons [123,252,260], nanocones [223],
a large variety of disordered carbons collected from the Tore Supra tokamak [66], nanographites from
Cançado et al. [65], geothermic carbons from [292], and ion implanted graphites taken from [231]).
Depending on the characteristic size of the aromatic domain, the data are grouped in three different
areas: the lowest rectangle with La higher than roughly 10 nm, the intermediate region with La in the
range of few to 10 nm, and the higher one with La close to 1 nm. Below ГG = 50 cm−1 the evolution
is linear, with a slope close to 1 that was found by Cançado et al. for nanographites [65]. When ГG
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is close to 75 cm−1, the slope changes drastically: D, with ГD = 50 cm−1, broadens extremely fast up
to ГD = 120–150 cm−1, whereas G only evolves from 50 to 75 cm−1. This behavior was previously
observed in [66,292] and is now also evidenced for pyrocarbons and nanocones. Note that some
materials do not display the drastic change in slope, such as the data of graphite implanted by ions
that are grouped around the line ГD = 2ГG − 35.

Figure 25. ГD versus ГG plot. (a) For a large variety of disordered aromatic carbons; (b) Zoom with
suggestion of both phonon confinement and curvature effects.

4.3. Other Effects: Our Propositions

The strategy adopted to deals with this apparent complexity, has been to study graphene with
controlled defects. Creating point defects [101] and/or linear defects [97,102] and controlling their
influence on the Raman spectrum of graphene have been the milestones of a bottom-up approach
aiming at understanding the Raman spectra of more complex aromatic carbons. It has been one of
the best progresses made over the last few years in order to overcome the old Tuinstra and Ferrari
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relations that were found to give more or less the order of magnitude/trends. Nowadays, other crucial
steps have to be made in order to be closer to real materials. Among other effects that must be taken
into account in the understanding of the Raman spectra, there are:

• curvature effects;
• phonon confinement effects (due to poor coupling between different aromatic planes,

porosities, etc.);
• and combinations thereof.

The influence of these effects on Raman spectra should be studied in detail in the future on
graphene samples containing point defects and/or linear defects with controlled amounts in order
to disentangle the origin of all the effects. Three good material systems for that hypothetical study
could be:

• heated C60;
• bombarded nanoribbons of different shapes and sizes deposited on deformable surfaces;
• in situ measurements of nanocones in high pressure/temperature cells.

For the second kind of materials, we believe that in situ multiwavelength Raman spectroscopy
analysis could be coupled to skeleton analysis of high resolution TEM images (like reported in Da Costa,
Pre, and Farbos et al. [229,251,293] respectively) in order to relate the skeleton and the kind of defects
produced under constraint and to check their influence on the Raman spectrum, via resonance effects.

Concerning what already exists in the literature about curvature and/or phonon confinement
fingerprints in the Raman spectra, the analysis of pyrocarbons, which can be composed of tortuous
planes of varying length, has revealed that the width of the D band is sensitive to curvature effects
of the graphene sheets [123,260]. Nanocones submitted to a pressure increase up to 8 GPa display
some morphological changes that are accompanied by a change in the Raman spectrum too [223].
The corresponding data are displayed in Figure 25b. Among other changes, the increase of the D
band width with the pressure increase is more pronounced than for the G band leading to a rapid
evolution of the D band width compared to the G band width. This rapid evolution is not seen for
implanted graphite samples on which two kinds of signatures (amorphous and nanocrystalline) have
been observed together [231]. An explanation may be that a synergetic effect hinders curvature of
graphene planes, preferring the formation of sp3 defects. This could be due to a characteristic of
phonon confinement as evidenced by Puech et al. (data extracted from Figures 6 and 7 of the work
of Puech et al. [146]). However, we know that both nanocones and pyrocarbons can be composed of
curved aromatic planes and the question remains open: How can curvature affect the spectrum too?
Part of the answer was obtained by observing a band shift of the G band [8], but none was obtained
for defective graphene concerning the D band widths. The arrow in Figure 25b starts from the line
of the confinement model and suggests that curvature produces an extra broadening of the G band.
Recently, an additional source of broadening for the G band was revealed by studying pressurized
graphene membranes and it was attributed to strain (if strain is higher than 1%) [294]. This should
be investigated in more detail, and the question of how curvature can lead to phonon confinement
answered too.

5. Conclusions

Based on the observation that many procedures are available to fit the complex Raman spectra
of very defective aromatic carbons (such as soots, pyrocarbons, coals, and amorphous carbons), we
decided to review the Raman spectroscopic characteristics of these materials. Basically, if someone
wants to perform a structural analysis of a carbon-based sample using only Raman spectroscopy
he/she has to focus on, at least:
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• the ratio intensity between the D and G bands;
• the presence of additional bands (e.g., 2D, D’, etc.);
• the width of all bands.

The combination of all these parameters will give a first basic idea of the structure, namely if the
sample is well-structured or strongly disordered. Nevertheless, with only a basic Raman measurement
(notably if a single excitation wavelength is used) it is clear that at the present moment a more
detailed analysis of the structural defects will require other complementary experimental tools, such as
high-resolution transmission electron microscopy, which is a pity as Raman spectroscopy is probably
the most simple, fast, and non-destructive analysis method. If possible, we therefore suggest the use of
multiwavelength Raman spectroscopy, since it allows for a better characterization of defects, looking
at band position, relative intensities, and width.

We can reasonably assume that each type of defect has a Raman spectral signature. The point up
to now is to identify each spectral signature, which is a real experimental challenge as in most samples
the different structural defects combine, thus giving rise to a complex Raman spectrum. As suggested
in Figure 25 where curvature effects are evidenced in carbon nanocones and pyrocarbons, the solution
is to work with well controlled samples with specific defects. This systematic approach will pave the
way towards a complete guide for a multiwavelength analysis of all aromatic carbon-based species.
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Abbreviations

σx (expressed in cm−1): Band position of the band labelled x (x could be G, D, 2D, D’, . . . ).
Γx (expressed in cm−1): Full width at half maximum of the band labelled x.
Ix (expressed in arbitrary units related to the number of counts on the detector): height of the band labelled x.
Ax (expressed in arbitrary units related to the number of counts on the detector): integrated area of the band
labelled x.
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Abstract: Artificial superhydrophobic copper surfaces play an important role in modern applications
such as self-cleaning and dropwise condensation; however, corrosion resistance and durability
often present as major concerns in such applications. In this study, the anti-corrosion properties
and mechanical durability of superhydrophobic copper surface have been investigated. The
superhydrophobic copper surfaces were achieved with wet chemical etching and an immersion
method to reduce the complexity of the fabrication process. The surface structures and materials
were characterized using scanning electron microscope (SEM), energy dispersive X-ray spectroscopy
(EDX), and Fourier transform infrared spectrometer (FTIR). The corrosion resistance and mechanical
properties of the superhydrophobic copper surface were characterized after immersing surfaces in a
3.5 wt % NaCl solution. The chemical stability of the superhydrophobic copper surface in the NaCl
solution for a short period of time was also evaluated. An abrasion test and an ultrasound oscillation
were conducted to confirm that the copper surface contained durable superhydrophobic properties.
In addition, an atomic force microscope was employed to study the surface mechanical property
in the corrosion conditions. The present study shows that the resulting superhydrophobic copper
surface exhibit enhanced corrosion resistance and durability.

Keywords: superhydrophobic copper surface; anti-corrosion; durability; AFM

1. Introduction

Every natural phenomenon bears special features and properties. For instance, a feature of the
lotus leaf is the behavior by virtue of which its surface repels water. The action in which a surface repels
water droplets is called hydrophobic behavior and has vast implication in engineering applications.
A hydrophobic surface requires a suitable type of morphology, specifically roughness, on the right
materials exhibiting low surface free energy [1–4]. Scientists currently employ various methods for the
fabrication and study of superhydrophobic surfaces, including chemical etching [5], chemical vapor
deposition [6], solution immersion method [7], sol-gel method [8], and laser fabrication [9].

Notably, superhydrophobic surfaces that possess apparent contact angles greater than 150◦ have
been investigated for applications in areas of self-cleaning [10], anti-icing [11], electronic cooling [12,13],
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and dropwise condensation [14]. In such applications, copper, which has excellent conductive
properties, is widely used as substrate material and turned into superhydrophobic surfaces. However,
previous literature has primarily focused on thermal performance, such as heat transfer rate, in
applications. To date, few methods have been presented for the fabrication of superhydrophobic copper
surfaces for corrosion protection [15–18]. Durability and corrosion resistance of a superhydrophobic
copper surface are still questions in implementation.

The main goal of the present study is to investigate the corrosion resistance and durability of
superhydrophobic copper surfaces. In this research, superhydrophobic copper surfaces were fabricated
by taking advantage of the nanostructures and the alteration of surface chemistry. The chemical stability
of the superhydrophobic copper surfaces in the corrosive NaCl aqueous solution (3.5 wt %) for a
short period of time were evaluated. The corrosion resistances were characterized by electrochemical
methods after immersing surfaces in the NaCl solution. To test the durability of the superhydrophobic
copper surfaces, mild abrasion testing and ultrasound oscillation were conducted. In addition, the
degradation of the mechanical property after immersing the superhydrophobic copper surfaces in
the NaCl solution was also investigated by using an atomic force microscope (AFM). The results of
the morphology, mechanical property and non-wetting performance of the superhydrophobic copper
surface exposed to corrosive medium highlighted the superior anti-corrosive properties of the surface.

2. Materials and Methods

C101 copper plates were used as test samples throughout the experiments performed.
Sodium chlorite (NaClO2) (Cole-Parmer, Vernon Hills, IL, USA), sodium hydroxide pellets (NaOH)
(Cole-Parmer, Vernon Hills, IL, USA), and sodium phosphate tribasic dodecahydrate (Na3PO4·12H2O)
(Sigma-Aldrich, St. Louis, MO, USA) were used along with deionized water to prepare an alkaline
solution. Trichloro(1H,1H,2H,2H-perfluorooctyl) silane (Sigma-Aldrich, St. Louis, MO, USA) was used
for the functionalization of the hierarchical copper oxide structure. Toluene (Sigma-Aldrich, St. Louis,
MO, USA) was used as a solvent to dilute the solution of Trichloro(1H,1H,2H,2H-perfluorooctyl) silane.
Experiments were conducted at room temperature of 23 ◦C.

The flat copper substrates, dimensions 5 cm by 5 cm by 0.5 mm, were initially cleaned using
ultrasonication in acetone followed by rinsing with isopropyl alcohol, ethanol, and deionized water to
clean off surface contaminants and grease. After the initial cleaning, the substrates were immersed
in 2 M HCl to etch away the native oxide film present on the surfaces and named as pristine copper
surface. The obtained pristine copper surfaces were then immersed in a hot alkaline solution composed
of NaClO2, NaOH, Na3PO4·12H2O and deionized water in a weight proportion of 3.5:5:10:100 [19–21]
maintained at 93 ◦C for a duration of 10 min. During this hot immersion, it was observed that the
color of copper substrates gradually darkened to form a greyish texture on the surfaces. The substrates
were then functionalized using Trichloro(1H,1H,2H,2H-perfluorooctyl) silane in Toluene solution with
1 mM concentration for a duration of 25 min [22]. After the functionalization process, the processed
substrates were oven dried at 70 ◦C for 1 h and designated as a superhydrophobic copper surface. For
preparing pristine copper substrates coated with Trichlorosilane, designated the reference surface, the
processes remained the same except for immersing the substrates in the alkaline solution.

The morphologies and chemical compositions of the superhydrophobic copper surfaces were
assessed using a scanning electron microscope (SEM, Hitachi S-3400N, Hitachi High Technologies,
Tokyo, Japan) equipped with energy-dispersive X-ray spectroscopy, an atomic force microscope (AFM,
Park NX10, Park System Co., Suwon, Korea), and a Fourier-transform infrared spectrometer (Nicolet
iS50 FT-IR Spectrometer, Thermo Fisher Scientific, Waltham, MA, USA). The water contact angles
were measured using a contact angle goniometer (ramé-hart instruments co., Succasunna, NJ, USA).
Water droplets (5 μL) were carefully dropped onto the copper surfaces under ambient temperature and
atmosphere. Electrochemical measurements were performed in a 3.5 wt % aqueous solution of NaCl at
room temperature using a potentiostat system (Autolab PGSTAT204, Metrohm, Riverview, FL, USA). A
stainless steel electrode, the superhydrophobic copper surface, and a silver/silver chloride (Ag/AgCl)
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reference electrode were used as the counter electrode, working electrode, and reference electrode,
respectively. The exposed area of the working electrode was 16.9 cm2 for the calculation of corrosion
rate. The current density was based primarily on the exposed geometrical area. The potentiodynamic
anodic polarization curves were recorded at a sweep rate of 1 mV/s from −250 to 250 mV versus the
open circuit potential.

3. Results and Discussion

3.1. Surface Morphologies and Chemical Compositions

Figure 1 shows the SEM image of the superhydrophobic copper surfaces and pristine copper
surfaces. Micro-scratches/grooves can be seen on the pristine copper surfaces. At nano-scale, the
superhydrophobic copper surfaces appear as leaf-like structures. These sharp and dense structures
contribute to the high roughness associated with the substrates after processing. The energy-dispersive
X-ray spectroscope (EDX) was used to verify the chemical composition of the surface, as Figure 2
shows. EDX data indicated that the surface includes Cu and O, suggesting CuO leaf-like nanostructures
on the surface. Figure 3 shows the three-dimensional AFM image of the superhydrophobic copper
surface. The average surface roughness of the surfaces was found to be 428 ± 12 nm, a relatively high
number in terms of meeting the roughness requirements for a highly water repellent nature. The FTIR
spectrum was recorded in the range from 400 to 4000 cm−1 with 320 scans and 2 cm−1 resolution
to characterize chemical nature of the superhydrophobic surface. The few micrometers-thick top
layer on the fabricated superhydrophobic surface was scraped off using a razor blade. The sample
in powdered form was mixed with KCl to form isotropic pellets with 1% loading in mid IR region.
Figure 4 shows the FTIR spectrum obtained for the superhydrophobic copper surface. A broad peak
around 3411 cm−1 along with the peak around 1606 cm−1 accounts for OH stretching vibration [23–26].
A sharp peak at 614 cm−1 is accounted by the presence of halogens such as chlorine and fluorine [23,26].
The Si-O-Si stretching is evident at 1091 cm−1 [23,25], whereas Si–O rocking is characterized around
419 cm−1 [27]. Overlapping of PO4

3− with SiO4
4− can be observed at 504 cm−1 [28]. The weak band

around 953 cm−1 is due to the presence of Si–O–Cu vibration [25] which suggests that the coating
film is covalently attached to the copper substrate. The bands at wavenumbers 419 cm−1, 504 cm−1,
953 cm−1 and 1091 cm−1 indicate the covalent bond between silicon and oxygen that may have formed
during the functionalization process. The small peak near 1317 cm−1 is assigned to the CF2 functional
group [29,30]. The peak around 1395 cm−1 is due to the presence of the aryl group. The presence of
the C–H bond accounts for the peak at 2921 cm−1 [24,31]. In terms of the water contact angle, the
measured average angle was 83◦ for pristine copper surface, 110◦ for the copper surface coated with
Trichlorosilane (reference surface), and 169◦ for the superhydrophobic copper surface.

Figure 1. Cont.
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Figure 1. SEM images: (a) the superhydrophobic copper surface; (b) the superhydrophobic copper
surface at higher magnification; (c) the pristine copper surface.

Figure 2. EDX spectrum analysis of the superhydrophobic copper surface.

Figure 3. 3-Dimensional AFM image of the superhydrophobic copper surface.
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Figure 4. FTIR spectrum of the superhydrophobic copper surface.

3.2. Chemical Stability and Corrosion Resistance

Figure 5 shows the variation in the water contact angles of the superhydrophobic copper surfaces
that were immersed in the 3.5 wt % NaCl aqueous solution. The static contact angles did not deviate
considerably with respect to an increase in immersion time. Even after 24 h of immersion time, the static
contact angle remained around 169◦, which indicates that the surfaces maintain superhydrophobicity.

 

Figure 5. Effect of immersion time on the static water contact angle of the superhydrophobic
copper surface.

Corrosion rate analysis was performed on the superhydrophobic copper surface using the
potentiodynamic polarization method. All samples were immersed in a 3.5 wt % NaCl solution
for one hour before each measurement was taken. The potentiodynamic polarization curve of the
superhydrophobic copper surface was compared to the curves of pristine copper surface and copper
surface coated with Trichlorosilane (reference surface), as shown in the Figure 6. Table 1 summarizes the
corrosion potential (Ecorr) and corrosion current density (jcorr). The corrosion potential for the pristine
copper surface was less than −219 mV; whereas, the corrosion potential for the superhydrophobic
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copper surface exceeded 105 mV. Moreover, the corrosion current density of the superhydrophobic
surface was less than 1% that of the pristine copper surface. The corrosion rate can be calculated from

R = EW × J × K/ρ (1)

where R is the corrosion rate (mm/year), EW is the equivalent weight of metal, J represents corrosion
current density, K is a constant equal to 3272 [mm/(A·cm·year)]. ρ represents the density of the
metal [32]. The exposed geometrical area of the surfaces was used to calculate the current density.
The superhydrophobic surface exhibited a very low corrosion rate, which is a reduction of two
orders of magnitude from that of the pristine copper surface or the copper surface coated with
Trichlorosilane (reference surface), as shown in Table 1. This high-degree reduction in corrosion
behavior can be accounted for by the interaction between the electrolyte solution and the surface,
due to its liquid-repelling behavior. According to the Cassie-Baxter model, since air can be trapped
within the leaf-like nanostructures, the liquid solution has difficulty penetrating the surface structures.
Therefore, the trapped air can also inhibit a corrosive solution’s ability to penetrate into surface
structures [33]. Based on all the results discussed above, it can be concluded that the effect of the
trapped air in the nanostructures is more significant than the effect of the silane layer in accounting for
the superior corrosion resistance. Therefore the superhydrophobic copper surface possesses favorable
corrosion resistance for the Cu substrate.

Figure 6. Potentiodynamic polarization curve obtained by using Ag/AgCl electrode as the reference
electrode and 3.5 wt % NaCl solution as the electrolyte for pristine copper surface, copper surface
coated with Trichlorosilane (reference surface), and superhydrophobic copper surface.

Table 1. Corrosion Potential (Ecorr), Corrosion Current Density (Jcorr), and Corrosion Rate of the pristine
copper surface, copper surface coated with Trichlorosilane (reference surface), and superhydrophobic
copper surface.

Sample Ecorr (V) Jcorr (A/cm2) Corrosion Rate (mm/year)

Pristine copper surface −2.20 × 10−1 ± 1.00 × 10−3 2.12 × 10−6 ± 4.02 × 10−7 4.89 × 10−2 ± 9.63 × 10−3

Copper surface coated with
Trichlorosilane −1.7 × 10−1 ± 8.91 × 10−3 6.6 × 10−7 ± 5.83 × 10−7 1.53 × 10−2 ± 1.35 × 10−2

Superhydrophobic copper 10.6 × 10−2 ± 3.61 × 10−2 4.62 × 10−9 ± 2.99 × 10−9 1.07 × 10−4 ± 6.95 × 10−5
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3.3. Mechanical Stability and Property

The mechanical stability and wear resistance of the superhydrophobic coating is significant in
view of its usage in long-term applications. This work first used a simple method to quantify the wear
resistance of the coating. The superhydrophobic surface was dragged against a 5000 grit sand paper
with a 7.75 kPa normal pressure. The specimen, with exerted pressure, was moved in 40 cm cycles,
rotating the specimen by 90◦ at the halfway point of each cycle to manifest even abrasions on the
surface. After a total abrasion length of 800 cm was reached, the contact angle was measured as 138◦,
which indicated that the contact angle of the surface decreased as the distances of abrasion increased
due to the disruption of the surface morphology. However, the surface maintained its hydrophobicity
fairly well in the given distance range, as shown in Figure 7, due to the persistent nanostructures with
covalently attached silane coating. The mechanical stability of the superhydrophobic surface was also
characterized through ultrasonication testing in water and in a 3.5 wt % NaCl solution for 5 min. After
ultrasonication in water or the 3.5 wt % NaCl solution, the surface retained its high contact angles
and its superhydrophobicity as Figure 8 shows. The reduction in contact angle in case of using the
NaCl solution is more than that in case of using water because of the effect of corrosive behavior of
saline medium during ultrasonication. Furthermore, the influence of the 3.5 wt % NaCl solution on
the mechanical property of superhydrophobic surfaces was characterized by AFM. Table 2 shows
AFM images for the superhydrophobic surface, the surface after corrosion testing (after immersion
in the 3.5 wt % NaCl solution for one hour), and the surface after immersion in the 3.5 wt % NaCl
solution for 24 h. From three-dimensional images and roughness values (Table 2), it can be observed
that the nanoscale structures on the surfaces fairly retained their sharp profile. The process of induced
corrosion did not affect surface stiffness values. In other words, the surface remained firm under
varying conditions. These results indicate that the superhydrophobic surface possesses favorable
mechanical stability and property.

Figure 7. Water contact angles as a result of the abrasion against a 5000 grit sand paper with 7.75 kPa
normal load. The inset SEM image (upper right) shows surface morphology after reaching 800 cm of
abrasion length.
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Figure 8. Static contact angle: (a) before ultrasonication and (b) after ultrasonication in water; Static
contact angle (c) before ultrasonication and (d) after ultrasonication in 3.5 wt % NaCl solution.

Table 2. AFM image, roughness, and stiffness of the superhydrophobic copper surfaces.

Property

Surface

Superhydrophobic
Copper Surface

Superhydrophoic Copper
Surface after Corrosion

Test

Superhydrophobic
Copper Surface after

Immersion in 3.5 wt %
NaCl for 24 h

3-Dimensional image

Roughness Rq (nm) 333.86 ± 5 322.54 ± 16 326.82 ± 5
Stiffness value (N/m) 4.25 ± 0.05 4.24 ± 0.26 4.23 ± 0.20

4. Conclusions

In this work, a stable and durable superhydrophobic copper surface was prepared and
investigated. The superhydrophobicity of the surface was the result of the unique nanostructures on
microstructures and the assembly of low surface energy components, generating a typical contact
angle was around 169◦. Short term immersion measurements and potentiodynamic polarization
measurements revealed that the superhydrophobic copper surface exhibited an excellent corrosion
resistance for the Cu substrate. Specifically, the surface retained its morphologies and surface stiffness
after immersion in the 3.5 wt % NaCl solution as revealed by AFM characterization; proven to be
a highly lasting treatment method. Due to its corrosion resistance and highly durable features, the
superhydrophobic surface demonstrated in the current study may be presented as an effective solution
for protecting copper substrates in various engineering applications.
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Abstract: Transparent liquid repellent coatings with exceptional wear and abrasion resistance are very
demanding to fabricate. The most important reason for this is the fact that majority of the transparent
liquid repellent coatings have so far been fabricated by nanoparticle assembly on surfaces in the
form of films. These films or coatings demonstrate relatively poor substrate adhesion and rubbing
induced wear resistance compared to polymer-based transparent hydrophobic coatings. However,
recent advances reported in the literature indicate that considerable progress has now been made
towards formulating and applying transparent, hydrophobic and even oleophobic coatings onto
various substrates which can withstand certain degree of mechanical abrasion. This is considered
to be very promising for anti-graffiti coatings or treatments since they require resistance to wear
abrasion. Therefore, this review intends to highlight the state-of-the-art on materials and techniques
that are used to fabricate wear resistant liquid repellent transparent coatings so that researchers can
assess various aptitudes and limitations related to translating some of these technologies to large
scale stain repellent outdoor applications.

Keywords: transparent superhydrophobic; oleophobic; wear abrasion; hydrophobic nanoparticles;
anti-graffiti coatings

1. Introduction

One of the most challenging aspects of preparing non-wettable coatings is to maintain a good
degree of transparency while retaining robust and scratch resistant self-cleaning and stain free
characteristics [1–3]. Transparency and surface roughness are generally contradictory properties.
Hydrophobicity of low surface energy coatings increases with surface roughness but coating
transparency often decreases because of Mie scattering from the rough surface. When the roughness
dimension is much smaller than the light wavelength, the film/coating becomes increasingly
transparent due to refractive index change between air and the coating, which effectively reduces the
intensity of refraction at the air (or water)/film interface and increases the optical quality. In other
words, it is necessary to control the roughness below 100 nm to effectively lower the intensity of Mie
scattering while maintaining non-wettable characteristics [4].

A forthright large-scale application of transparent non-wetting coatings is the prevention of
unwanted markings in public areas or on public transportation vehicles known as graffiti. Graffiti
prevention (anti-graffiti) treatments can be in the form of (a) transparent and self-adherent polymer
films that can be peeled off and replaced from time to time; (b) in the form of polymeric paints
(non-sacrificial) that are able to repel stains and graffiti tagging; or (c) they can be stain and dust
repellent coatings obtained from ceramic precursors particularly suitable for special applications
such as solar panels [5,6]. It is also important to take into account how the graffiti is applied. Most of
the commercially available anti-graffiti paints are siloxane/silicone-based formulations and they can
repel a majority of water-based paints and markers. However, if the graffiti is applied from a solvent or
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oil based paint, silicone chemistry may not protect against graffiti tagging due to solid surface energy
and liquid surface tension match between the siloxane polymers and oil-based paint vehicle [7,8].
In other words, the coating should practically be oleophobic or superomniphobic in order to repel
oil-based paints. Although beyond the scope of this review, another important aspect to consider is the
type of the surface on which permanent marks (unwanted staining) are induced. In other words, a
window like smooth transparent surface or highly porous concrete, brick, limestone, slate, wood and
masonry walls. For instance, due to the high porosity of such surfaces, the graffiti is absorbed into
the texture to a substantial degree, thereby making it difficult to remove or clean compared to smooth
non-porous surfaces.

Mechanical robustness of non-wettable coatings signifies their resistance to wear as a result of
rubbing induced abrasion [9,10]. In general, there are two approaches to creating a durable nonwetting
surface: (a) limiting material removal so as to retain superhydrophobicity under wear for as long
as possible and (b) developing a material that maintains superhydrophobicity as it wears away.
For the latter type, such performance for surfaces under a single wear condition is known as “wear
similarity”. A simple example of wear similarity is sanded Teflon (polytetrafluoroethylene, PTFE)
which can be rendered superhydrophobic by using fine grit sandpaper so that continued sanding
would retain superhydrophobicity until the Teflon material is completely worn away. In almost
all the cases reported in the literature, the most durable non-wettable surfaces or coatings that can
withstand the abovementioned approaches are polymer-based nanocomposites [11,12]. However,
recent progress indicates that transparent non-wettable coatings can also be produced with reasonable
robustness, which can eventually resist continuous harsh abrasion conditions by one of the two
abovementioned mechanisms.

In this review, article, we will distinctly analyze state-of-the-art on various transparent non-wetting
coatings and treatments except for the sacrificial transparent films. We will review fabrication aspects of
transparent nanoparticle films and coatings and ways to render them resilient against abrasion induced
wear. Next, we will present and discuss transparent, flexible and non-wettable materials obtained
by various mold transfer processes including nanoimprint lithography which utilize hydrophobic
transparent elastomer precursors or others with UV-induced polymerization. Finally, we will present
fabrication aspects and characteristics of ceramic precursor based transparent non-wettable coatings
that are deemed suitable for windows or solar energy conversion unit surfaces. In each category, we
will address inherent limitations, potentials for immediate outdoor applicability and future directions
in order to render such transparent non-wetting coatings more resilient against wear abrasion.

2. Wetting Theories, Surface Roughness and Robust Metastable Superhydrophobicity

The most customary superhydrophobic surface roughness model is that of lotus leaf. On its
surface both microscale and nanoscale protruding structures are found. It has been understood that in
fact many plant leaves do not possess low-energy surface compounds that are commonplace in the
fabrication of synthetic non-wettable materials. The most hydrophobic constituent is the epicuticular
wax, and the apparent contact angle of water on waxes is only slightly above 90◦, which is certainly not
sufficient to explain extreme non-wettablity on certain plant surfaces. Herminghaus [13] also showed
that it is possible to maintain non-wettability when instead of a protruding micro/nano texture, closed
pore-like micro/nano texture is present even though hydrophobic chemistry is associated with the
wetting of wax surface.

In its most simplistic form, wetting and surface roughness are correlated with two theories
known as Wenzel and Cassie-Baxter [14]. As described by Marmur [14], wetting on rough surfaces
may assume either of two regimes: homogeneous wetting (corresponding to Wenzel theory of
hydrophobicity), where the liquid completely penetrates the roughness grooves, or heterogeneous
wetting (corresponding to Cassie-Baxter theory of superhydrophobicity), where air (or another fluid)
is trapped underneath the liquid inside the roughness grooves. In a way, durability or “robustness” of
a superhydrophobic surface relies on how long it can resist the transition between these regimes [15].
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In other words, metastable states (minimum liquid-solid contact) in which minimum droplet-surface
contact points are maintained, have to be long lived. Evolution of non-wetting surfaces in nature also
followed this approach as shown by calculations [14]. This strategy avoids the need for high steepness
protrusions that may be more prone to erosion, wear and breakage. In addition, due also to the specific
shape of the Lotus leaf protrusions, this strategy lowers the sensitivity of the superhydrophobic state
to the protrusion distance.

As such, the complex relationship between surface roughness and durable superhydrophobicity
can be summarized as follows:

• Microscale roughness features should resist damage under abrasion induced wear [10];
• Deeply embedded nanoscale features (away from the exposed microscale protrusions) can ensure

longer superhydrophobic resistance against wear abrasion [16];
• A self-similar hierarchical texture throughout the non-wettable surface, film or coating bulk

should be constructed in order to resist material removal due to wear abrasion [9];
• From tribology standpoint, energy or stress dissipating ceramic nanoparticles or organics should

be built-in to the coatings such as rubbery domains [17].

Coating surface mechanical durability requires resistance to smoothing out in two roughness
scales [16]. Once transparency is also introduced into the equation, resistance to durability becomes
more problematic since transparent surface texture roughness should not enhance Mie and Rayleigh
scattering [18]. Mie scattering occurs when the diameter of the surface features are close to the
wavelength of the incident photon, and Rayleigh scattering occurs when the size of the surface features
are much smaller than the wavelength of the incident photon. Note that herein we define “contact
angle” as the apparent contact angle that is stable over time on a surface. In other words, the apparent
contact angle on a superhydrophobic surface can still be greater than 150◦ but the droplet would not
roll off or slide over the coating when tilted. On such surfaces, the real contact angle is established at
submicron scales along the contact line, known as sticky superhydrophobicity.

3. Wear Damage Resistance Characterization Methods

Since recent reviews have sufficiently covered measurement and characterization of wear durability of
non-wettable surfaces [10], it would be abundant to repeat them herein. However, some clarifications
are needed in order to discuss “robustness” of non-wettable surfaces properly. Mechanical durability
of non-wettable coatings is a broad terminology. It is used if the non-wettable surface is for instance
stretch or bending resistant but also for abrasion induced wear. Some non-wettable coatings that were
not properly tested against abrasion induced wear have been classified as durable if they showed
good substrate adhesion [19]. Therefore, it is imperative to explicitly indicate the type of “robustness”
the coating demonstrates or is tested against. For instance, there are many experimental tests that a
non-wettable surface should pass in order to be classified as “robust” or mechanically durable that
can be acceptable from an industrial application point of view. For instance, peel tests for substrate
adhesion (including water immersion related lift off), underwater ultrasonic processing, both sand and
rain (spray) based erosion damage, bending and flexibility, high pressure hydrostatic liquid build-up,
scratch resistance and abrasion induced wear.

Of course, at the end of all these tests, the ideal Cassie-Baxter non-wetting state should prevail.
In other words, droplets should freely roll off (not slide) the surfaces. In certain cases, due to
wear abrasion, the non-wettable surface can transform into a superhydrophobic state but with low
droplet mobility (high substrate tilt angles for droplet motion), generally referred to as rose petal
effect [20,21], even though the hierarchical surface texture is preserved. This can still be considered
as resistance to abrasion induced wear if the surface of the coating can be transformed back into a
non-stick superhydrophobic state by a simple post treatment such as thermal annealing or a thin silane
coating etc. [22].
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In this review, we will focus on coating resistance against abrasion induced wear on transparent
non-wettable coatings. It is believed that wear abrasion is the most relevant durability parameter that
can be convincing for potential industrial applications as well as for outdoor anti-graffiti installations.
Wear abrasion of transparent non-wettable coatings has not been adequetly addressed so far and more
R&D efforts are needed in order to allow commercialization.

4. Transparent Non-Wettable Coatings from Nanoparticle Assembly

Rahmawan et al. [23] reviewed and discussed different self-assembly methods, including sol–gel
processes, micro-phase separation, templating, and nanoparticle assembly, to create transparent,
superhydrophobic surfaces. The review of literature indicates that one of the most commonly used
nanoparticles in the fabrication of non-wettable coatings is SiO2 nanoparticles [24]. They are extensively
used in super-repellent polymer nanocomposite coatings but also in the fabrication of transparent
non-wettable coatings. Irzh et al. [25] described a novel one-step or two short-step method for the
production of superhydrophobic SiO2 layers using microwave plasma. The one-step reaction was
applied for the production of a transparent superhydrophobic layer that was not very UV-stable or
a superhydrophobic UV-stable layer that was not very transparent. The two-step method but short
process was applied for the production of a superhydrophobic transparent and UV-stable SiO2 layer.
Only a few seconds were required to produce these layers via a plasma polymerization mechanism.
The authors used TEOS (silane-SiO2 precursor) for roughness, decane (hydrocarbon precursor),
perfluorodecaline (C10F18) or perfluorononane (C9F20) (fluorocarbon precursors). The microwave
plasma reactor was loaded with the silica precursor and any one of the organic hydrophobic
precursors to form a rough SiO2 nanostructured surface functionalized with waxy or fluorinated
macromolecules. Although the authors used many different substrates for deposition they did not
report any performance related to mechanical abrasion resistance of the layers.

Bravo et al. [26] utilized the layer-by-layer assembly method to control the placement and level of
aggregation of differently sized SiO2 nanoparticles within the resultant multilayer thin film. They fully
exploited the advantages of layer-by-layer processing to optimize the level of roughness needed to
obtain superhydrophobicity and a low contact angle hysteresis and at the same time minimize light
scattering (Figure 1a). Besides high transmittance (Figure 1b) and superhydrophobicity, very low levels
of reflectivity was also achieved at specified visible wavelengths.

They created transparent superhydrophobic films by the sequential adsorption of silica nanoparticles
and poly(allylamine hydrochloride). The final assembly was rendered superhydrophobic with silane
treatment. Optical transmission levels above 90% throughout most of the visible region of the spectrum
were realized in optimized coatings. Advancing water droplet contact angles as high as 160◦ with low
contact angle hysteresis (<10◦) were obtained for the optimized multilayer thin films. Because of the low
refractive index of the resultant porous multilayer films, they also exhibited antireflection properties.

Wong and Yu [27] reported a simple protocol to prepare superhydrophobic and hydrophobic
glass by treating standard microscope slides with methyltrichlorosilane and octadecyltrichlorosilane,
respectively as shown in Figure 2a. Octadecyltrichlorosilane formed a closely packed, methyl-terminated,
self-assembled monolayer that changed the glass surface from hydrophilic to hydrophobic (Figure 2b).
Treatment with methyltrichlorosilane resulted in 3-dimensional polymethylsiloxane networked
nanostructures, which produced a superhydrophobic surface. In both cases, the glass slides maintained
optical transparency despite remarkable changes in the surface wettability (Figure 2a).

Tuvshindorj et al. [3] investigated the effect of different levels of surface topography on the
stability of the Cassie state of wetting (droplets freely roll off the surfaces) in large-area and
transparent superhydrophobic coatings. Three different organically modified silica (ormosil) coatings,
(i) nanoporous hydrophobic coating (NC); (ii) microporous superhydrophobic coating (MC); and (iii)
double-layer superhydrophobic coating with nanoporous bottom and microporous top layers (MNC),
were prepared on glass surfaces (Figure 3a). The stability of the Cassie state of coatings against the
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external pressure was examined by applying compression/relaxation cycles to water droplets sitting
on the surfaces (Figure 3b).

Figure 1. (a) Photograph of a glass slide coated with a transparent, superhydrophobic multilayer with
antireflection properties: [PAH (7.5)/(50 + 20 nm) SiO2 (9.0)] 20 + top-layers film. The right side of the
glass slide is coated with the multilayers; (b) Transmittance of multilayer films with 20 to 40 bilayers of
[PAH (7.5)/(50 + 20 nm) SiO2 (9.0)] × and top layers. The transmittance of a plain glass slide (substrate
for the films) is also plotted [26].

Figure 2. (a) UV-Vis spectra showing the transmittance of glass slides: untreated (black trace); hydrophobic
(red line); superhydrophobic prepared at room temperature (green line); superhydrophobic glass
prepared at 4 ◦C (blue line). The inset image shows a water droplet on a transparent superhydrophobic
slide; (b) Schematic representation of a normal hydrophilic glass surface after treatment with (A)
octadecyltrichlorosilane that results in the formation of a highly ordered self-assembled monolayer
(hydrophobic) and (B) methyltrichlorosilane that results in the formation of a 3D polymethylsiloxane
network (superhydrophobic). The inset shows a SEM image of the superhydrophobic surface [27].
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Figure 3. (a) Transmission spectra of ormosil coatings and an uncoated glass substrate. All of the
coatings are highly transparent at the visible wavelengths. The inset shows a photograph of transparent
coatings; (b) Droplet squeezing between two identical surfaces. Contact angles of surfaces before and
after compression. The inset shows the squeezed water droplet between two MNC surfaces. There is
only a slight decrease in the contact angle of the MNC after compression. The large decrease in the MC
shows loss of the superhydrophobic property [3].

The changes of the apparent contact angle, contact-angle hysteresis, and sliding-angle values
of the surfaces before and after compression cycles were studied to determine the Cassie/Wenzel
transition behavior of the surfaces. In addition, water droplets were allowed to evaporate from the
surfaces under ambient conditions, and the changes in the contact angles and contact-line diameters
with increasing Laplace pressure were analyzed. They showed that, upon combination of coatings
with different levels of topography it was possible to fabricate transparent superhydrophobic surfaces
with extremely stable Cassie-Baxter states of wetting on glass surfaces. The stability of the Cassie
state (droplets freely roll away) of the coatings against the external pressure was investigated. It was
observed that a droplet sitting on a single-layer coating can easily transform to a sticky Wenzel state
(hydrophobic but droplets can no longer roll away or slide over the surface) from a roll-off Cassie state
under external pressures as low as approximately 80 Pa. On the other hand, Cassie to Wenzel state
transition was observed at around 1600 Pa for a double-layer micro/nanoporous coating, which is
almost 4-fold higher than the transition pressure for a Lotus leaf (slightly above 400 Pa). The extreme
stability of the Cassie-Baxter state in a micro/nanoporous coating was attributed to its double-layer
porous structure. With increasing external pressure, the contact line of a droplet in the Cassie-Baxter
state gradually slipped down from the walls of a microporous top layer, and after a critical pressure,
the contact line touched the nanoporous bottom layer. After removal of the pressure, the contact line
partially recovered in the sense that dewetting of the nanoporous bottom layer took place. Although
not indicated by the authors explicitly, this recovery was possibly an intermediate wetting state [28].
The authors did not report on the resilience of such coatings against abrasion or other similar means of
wear effect.

Xu et al. [29] studied the non-wettable properties and transparency of coatings made from the
assembly of fluorosilane modified silica nanoparticles (F-SiO2 NPs) via one-step spin-coating and
dip-coating without any surface post-passivation steps as shown in Figure 4. When spin-coating
the hydrophobic NPs (100 nm in diameter) at a concentration ≥0.8 wt.% in a fluorinated solvent,
the surface exhibited superhydrophobicity with an advancing water contact angle greater than 150◦

and a water droplet (5 μL) roll-off angle less than 5◦. In comparison, superhydrophobicity was not
achieved by dip-coating the same hydrophobic NPs. Scanning electron microscopy (SEM) and atomic
force microscopy (AFM) images revealed that NPs formed a nearly close-packed assembly in the
superhydrophobic films, which effectively minimized the exposure of the underlying substrate while
offering sufficiently trapped air pockets (Figure 4c,d). In the dip-coated films, however, the surface
coverage was rather random and incomplete (Figure 4a,b).
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Figure 4. Top Panel: Photograph of the transparent F-SiO2 NP (fluorinated silica nanoparticle film)
on a glass slide. SEM images of spin-coated 100 nm F-SiO2 NPs with different concentrations on
TESPSA-functionalized Si wafers: (a) 0.1, (b) 0.4, (c) 0.8, and (d) 1.2 wt.%. The insets in c and d are
high-magnification images. Scale bars: 1 μm [29].

Therefore, the underlying substrate was exposed and water was able to impregnate between the
NPs, leading to smaller water contact angle and larger water contact angle hysteresis. The spin-coated
superhydrophobic film was also highly transparent with greater than 95% transmittance in the
visible region. They demonstrated that the one-step coating strategy could be extended to
different polymeric substrates, including poly(methyl methacrylate) and polyester fabrics, to achieve
superhydrophobicity [29].

Xu and He [30] described a simple and effective method to fabricate transparent superhydrophobic
coatings using 3-aminopropytriethoxysilane (APTS)-modified hollow silica nanoparticle sols. The sols
were dip-coated on slide glasses, followed by thermal annealing and chemical vapor deposition
with 1H,1H,2H,2H-perfluorooctyltrimethoxysilane (POTS). The largest water contact angle (WCA)
of coating reached as high as 156◦ with a sliding angle (SA) of ≤2◦ and a maximum transmittance
of 83.7%. The highest transmittance of coated slide glass reached as high as 92% with a WCA of
146◦ and an SA of ≤6◦. A coating simultaneously showing both good transparency (90.2%) and
superhydrophobicity (WCA: 150◦, SA: 4◦) was achieved through regulating the concentration of APTS
and the withdrawing speed of dip-coating. Scanning electron microscopy (SEM), transmission electron
microscopy (TEM), and atomic force microscopy (AFM) were used to observe the morphology and
structure of nanoparticles and coating surfaces. Optical properties were characterized by a UV-visible
spectrophotometer. Surface wettability was studied by a contact angle/interface system. The effects of
APTS concentration and the withdrawing speed of dip-coating were also discussed on the basis of
experimental observations. They did not perform any abrasion induced wear-resistance experiments
on the transparent non-wettable coatings.

Zhu et al. [31] produced a transparent superamphiphobic coating using carbon nanotubes (CNTs)
as a template as shown in Figure 5a–f. The optical transmittance of the resulting coating was greater
than 80% throughout a broad spectrum of ultraviolet and visible wavelengths. Meanwhile, water and
numbers of extremely low surface tension liquids, such as dodecane (25.3 mN/m), did not wet the
coatings and could roll off easily (Figure 5g). They did not report any abrasion induced wear-resistance
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properties of the coatings but the superamphiphobic property of the obtained transparent coating was
kept even after thermal treatment at 400 ◦C. Separate experiments demonstrated that CNTs-directed
surface texture enhanced the oleophobicity significantly by promoting high CA and low CAH with
liquids tested, when compared to the pure SiO2- and carbon black-directed surface texture.

Figure 5. (a) Schematic diagram illustrating the fabrication procedure of the transparent superamphiphobic
coating; (b) digital image of the CNTs–SiO2 coating sprayed onto glass slide; TEM images of the
sprayed CNTS–SiO2 coating before (c) and after (d) thermal treatment; FESEM images of the sprayed
CNTS–SiO2 coating before (e) and after (f) thermal treatment; (g) transparent state of the coating after
thermal treatment to burn away the CNTs. Various liquid droplets are also visible in their non-wetting
state [31].

Ling et al. [32] produced a superhydrophobic surface with a static water contact angle WCA > 150◦

using a simple dip-coating method of 60-nm SiO2 nanoparticles onto an amine-terminated (NH2)
self-assembled monolayer (SAM) glass/silicon oxide substrate, followed by chemical vapor deposition
of a fluorinated adsorbate (Figure 6). For comparison, they also fabricated a close-packed nanoparticle
film, formed by convective assembly, which gave WCA~120◦. The mechanical stability (adhesion
to substrate) of the superhydrophobic coating was enhanced by sintering of the nanoparticles in an
O2 environment at high temperature (1100 ◦C). A sliding angle of <5◦ indicated the self-cleaning
properties of the surface. The dip-coating method was applied to glass substrates to prepare
surfaces that are superhydrophobic and transparent. They indicated that for potential commercial
application of a self-cleaning superhydrophobic surface, the mechanical integrity of the nanoparticle
film must be sufficient to withstand wear. However, they tested their surfaces using a standard tape
peel test rather than a real wear abrasion test. Adhesive tape with a pressure-sensitive adhesive
(PSA) was applied on the surface and removed from the surface prior to gas phase deposition of
1H,1H,2H,2H-perfluorodecyltriethoxysilane (PFTS) because PFTS prevents the adhesion of scotch
tape on the surface. The nanoparticle films before and after the peel tests were examined by SEM
(Figure 6A,B).
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Figure 6. SEM images of the peel test on dip-coated nanoparticle films before (A) and after a sintering
process (B); white boxes indicate the areas after peel tests, while red-dot ellipsoids show the area
where scotch tape adhesives remained on the substrate after the test; (C) Titled SEM image of the
nanoparticles after sintering, and (D) averaged height profiles of the nanoparticles before and after
sintering (as measured by AFM) [32].

Figure 6A shows such nanoparticle film after the peel test. In the area highlighted by the white
square, where the peel test was applied, almost all the nanoparticles were removed from the surface,
indicating a rather poor adhesion of the nanoparticles on the NH2-SAM. In order to improve the
stability and to obtain a stable superhydrophobic surface, the substrates were subjected to a sintering
process at high temperature. Sintering was performed under O2 at 1100 ◦C for 2 h. Figure 6B shows the
SEM image of the as-sintered substrate after the peel test. The areas with and without peel test showed
an equally dense coverage of nanoparticles, indicating a good stability of the nanoparticle layer. This is
attributed to the chemical and thermal bonding of nanoparticle onto the SiO2 substrates. Some tape
adhesives were seen on top of the nanoparticles (red ellipsoids in Figure 6B), which refers to a partial
adhesive failure between the PSA and the sintered and hydrophilic surface. Lowering the sintering
time to 30 min and the sintering temperature to 900 or 1000 ◦C was possible without apparent loss of
adhesion improvement. After deposition of PFTS, the static water contact angle was 150◦, indicating
the formation of a stable superhydrophobic surface on the sintered substrate. After sintering at 1100 ◦C
for 30 min, the nanoparticles were only slightly melted onto the substrates (Figure 6C). No obvious
deformation was observed. The height profiles of 20 nanoparticles were averaged on samples before
and after sintering (Figure 6D), showing that the aspect ratios (height/fwhm) of the nanoparticles
before and after sintering were 1.1 and 0.9, respectively.

Ebert and Bhushan [33] performed a systematic study in which transparent superhydrophobic
surfaces were created on glass, polycarbonate, and poly(methyl methacrylate) (PMMA) substrates using
surface-functionalized SiO2, ZnO, and indium tin oxide (ITO) nanoparticles. The contact angle, contact
angle hysteresis, and optical transmittance were measured for samples using all particle-substrate
combinations. To examine wear resistance, multiscale wear experiments were performed using an
atomic force microscope (AFM) and a water jet apparatus. Dip coating was used as the means of
fabrication. They used commercial and silane-modified SiO2 nanoparticles as well as ZnO and ITO
particles which were not surface-modified and used as received. To hydrophobize them, they were
treated in solution by octadecylphosphonic acid (ODP) and the prepared samples did not require
post-treatment with low surface energy substances.
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Figure 7 shows the AFM induced wear results on coatings deposited on glass. Changes in roughness
due to wear are given as roughness profile above each AFM topography panel. The nanoparticles
showed different tendencies in the way they deposited onto substrates from dip coating, which was
attributed to differences in primary particle size. This caused variation in coating thickness and
morphology between particles, which was reflected as differences in wettability and transmittance
between samples. ITO samples had slightly lower WCA and slightly higher CAH than SiO2, ZnO,
which is likely the result of a comparatively lower liquid-air fractional area. Roughness and coating
thickness influenced transmittance more than inherent optical properties of particles, which were
attributed to the proximity of roughness and thickness values to the 100 nm threshold for visible
transparency. Samples on PMMA substrates performed modestly better than those on PC and glass in
terms of wettability and transmittance. However, all samples exhibited a superhydrophobic CA (>150◦),
low CAH (<10◦), and high transmittance of visible light (>90% in most cases). In addition, all surfaces
showed wear resistance for potential commercial use in AFM wear and water jet experiments indicating
strong bonding of the silicone resin and sufficient hardness of nanoparticles and resin. They concluded
that transparent superhydrophobic surfaces with wear resistance can be fabricated with a broad range
of materials to expand potential engineering applications. However, primary particle size, roughness,
and coating morphology appear to be at least as important a factor in transparency as inherent optical
properties of nanoparticles when coating thickness is on the order of 100 nm.

Figure 7. Surface height maps and sample surface profiles (locations indicated by arrows) before and
after AFM wear experiment using 15 μm radius borosilicate ball at load of 10 μN for glass samples
with silicone resin alone, SiO2 nanoparticles, ZnO nanoparticles, and ITO nanoparticles. rms roughness
and PV distance values for surface profiles are displayed within surface profile boxes. Results shown
are typical for all substrates [33].

Deng et al. [34] presented a simple method to fabricate a superhydrophobic coating based on
porous silica capsules (Figure 8). The superhydrophobic coating showed a static contact angle of 160◦

and sliding angle less than 5◦. Moreover, it was thermally stable up to 350 ◦C. On the other hand,
it also acted as anti-fouling layer for solar cells. The superhydrophobic coating did not diminish the
efficiency of organic solar cells, also due to its excellent transparency. Further, the coating retained its
superhydrophobicity under adhesion tape peeling and sand abrasion tests, which are demonstrated in
Figure 8a,b (tape peel) and Figure 8c (sand abrasion).
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Figure 8. SEM images of superhydrophobic surfaces that were partially exposed to double sided tape
(white boxes indicate the exposed areas). (a) If the particles stick to the surface by van der Waals
interaction only, they can easily be removed; (b) Particles cannot be removed by double sided tape after
binding them chemically to the surface by silica bridges; (c) Sketch of the setup used to determine the
stability of the surface against sand impact; (d) Static contact angle and sliding angle measured after
annealing the samples for 10 h at different temperatures. The surface remains superhydrophobic until
annealing at 350 ◦C [34].

To improve the mechanical stability of the nanoparticle films, chemical vapor deposition (CVD)
of tetraethoxysilane in the presence of ammonia was performed. To quantify the mechanical stability
of the surfaces two separate tests were performed. Firstly, double sided adhesive tape is pressed with
approximately 10 kPa to the surfaces, both, before and after performing CVD of tetraethoxysilane.
If the capsules are attached to the surface by van der Waals interactions only a sharp boundary would
be visible, separating areas that are and are not exposed to tape. After peeling the tape off, the area
underneath it is almost particle free, substantiating the poor adhesion of the particles to the substrate
(white box in Figure 8a). Contrary, if CVD of TES is performed beforehand peeling the tape off
does not change the particle coverage (Figure 8b). In a second test, sand gains are impacted on a
superhydrophobic surface and the minimal height is determined at which the porous silica particles
burst. Bursting led to an increase of the sliding angle and finally to loss of superhydrophobicity.
When 100 to 300 μm sized sand grains were impacted on a superhydrophobic surface the shells
remained intact for impact heights up to 30 cm. After the sand abrasion the surface remained
superhydrophobic, i.e., water droplets placed on the surface can bounce and slide off easily.

Inspired by mussels, Si et al. [35] designed a novel green superhydrophobic nanocoating with
good transparency and stability through a facile reaction at room temperature with trimethyl silyl
modified process. The nano-coating was coated from ethanol onto various substrates via a simple spray
process without requiring toxic substances. The application also rendered the coatings self-healing.
The nanocoating demonstrated rapid self-healing superhydrophobicity induced by exposure to organic
solvents which can be applied at industrial levels (see Figure 9). At first, silica sol was prepared via
a typical tetraethoxysilane (TEOS) hydrolysis reaction in an alkaline environment. After dopamine
(DOPA) was added into the silica sol system forming an opaque DOPA–silica gel due to the presence of
the –OH groups after ageing. The DOPA–silica gel was reacted with 1,1,1,3,3,3-hexamethyl disilazane
(HMDS) to convert the rest of the –OH groups on the surface of the gel to –OSi(CH3)3. In order to
obtain a transparent superhydrophobic nanocoating, the DOPA–silica gel was dried at 60 ◦C and
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ground to get an hydrophobic powder Using environmentally friendly nontoxic ethanol as a solvent,
a transparent superhydrophobic DSTM gel nanocoating with varying mass ratios was prepared which
was sprayed on various engineering material substrates without any pre-treatment regardless of the
composition and morphology. No abrasion related wear tests were conducted on the prepared coatings,
the self-healing properties were demonstrated against damage by solvent soaking only.

Figure 9. (a) Demonstration of self-healing superhydrophobicity of the coated cotton fabric induced by
acetone; (b) WCAs on the coated copper wire mesh in the eight cycles of 1 M HCl treatment [35].

Deng et al. [36] designed an easily fabricated, transparent, and oil-rebounding superamphiphobic
coating (Figure 10B) using porous deposit of candle soot that was coated with a 25-nanometer-thick
silica shell. The black soot-colored coating became transparent after calcination at 600 ◦C. After silanization,
the coating was superamphiphobic and remained so even after its top layer was damaged by sand
impingement (Figure 10C). The coating consisted of a fractal-like assembly of nanospheres (Figure 10D).
With increasing duration of CVD of TES or annealing above 1100 ◦C, the necks between particles
were filled with silica and more rod-like shapes evolved, which reduced the superamphiphobicity.
This was attributed to the notion that convex small-scale roughness can provide a sufficient energy
barrier against wetting thus rendering superamphiphobicity possible. The coating was sufficiently
oil-repellent to cause the rebound of impacting drops of hexadecane. Even low-surface-tension drops
of tetradecane rolled off easily when the surface was tilted by 5◦, taking impurities along with them.
The surface kept its superamphiphobicity after being annealed at 400 ◦C.

Figure 10. Mechanical resistance quantified by sand abrasion. (A) Schematic drawing of a sand
abrasion experiment; (B) Hexadecane drop deposited on the coating after 20 g of sand abrasion from
40 cm height. The 100- to 300-μm-sized grains had a velocity of 11 km/hour just before impingement.
After impingement, the drops rolled off after the substrate was tilted by 5◦; (C) SEM image of a
spherical crater (orange circle) after sand abrasion; (D) SEM image of the surface topography inside the
cavity [36].

Yokoi et al. [37] produced a superhydrophobic polyester mesh (Figure 11a) possessing both
mechanical stability and high transparency in the visible light range by coating 1H,1H,2H,2H-
perfluorodecyltrichlorosilane (PFDTS)-treated fibers, after chemical etching, with SiO2 nanoparticles
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functionalized with 1H,1H,2H,2H-perfluorooctyltriethoxysilane (PFOTS). It was found that the
fabricated mesh maintained its superhydrophobicity and low water sliding angle because of the
PFDTS surface treatment, although the SiO2 nanoparticles modified with PFOTS are removed by
the abrasion (Figure 11b). The vacant space between the mesh fibers allowed the penetration of
visible light and protected the nanoroughness provided by the SiO2 nanoparticles. They claimed
that it was unnecessary to control the refractive index of the materials for improving transparency
and to contain strong chemical or physical bonding between the particles or the particles and the
substrate for improving the abrasion resistance. Therefore, compared with the traditional technology,
the combination of the see-through mesh and the SiO2 nanoparticle hierarchical structure appears to
be an effective and simple method for improving the abrasion resistance and transparency of these
superhydrophobic films (Figure 11c,d).

Figure 11. (a) Schematic of the fabrication procedure for the superhydrophobic polyester mesh.
First, a polyester mesh undergoes an alkaline treatment with NaOH. Second, PFDTS is reacted on
the fiber surfaces using the chemical vapor deposition method. Third, the mesh is treated with SiO2

nanoparticles modified with PFOTS using a spray method; (b) FE-SEM images of the superhydrophobic
polyester meshes after 100 cycles of abrasion with a pressure of ~10 kPa. Dashed zone is shows loss of
nanoparticle from the fiber surface; (c) Photograph of blue-colored water on the coated polyester mesh
surface (left) and a photograph of an uncoated surface on white paper for comparison; (d) Contact
angle and sliding angle measurements of the superhydrophobic meshes using aqueous solutions with
a pH range of 2–14 [37].

5. Transparent Non-Wettable Coatings from Pattern Transfer to Polymers

Gong et al. [38] recently reported a convenient and efficient duplicating method, being capable to
form a transparent PDMS surface with superhydrophobicity in mass production. They claimed that
the fabrication process had extensive application potentials. They used a femtosecond laser processing
to fabricate mirror finished stainless steel templates (Figure 12a) with surface structures combining
microgrooves with microholes array. Then liquid PDMS was poured for the duplicating process to
introduce a particular structure composed of a microwalls array with a certain distance between each
other and a microprotrusion positioned at the center of a plate surrounded by microwalls (Figure 12b,c).
The parameters such as the side length of microwalls and the height of a microcone were optimized to
achieve required superhydrophobicity at the same time as high-transparency properties (Figure 12d,e).
The PDMS surfaces showed superhydrophobicity with a static contact angle of up to 154.5 ± 1.7◦ and
sliding angle lower to 6 ± 0.5◦, also with a transparency over 91%, a loss less than 1% compared with
flat PDMS by the measured light wavelength in the visible light scale (Figure 12f). They tested wear
resistance by sandpaper over 100 cycles of abrasion. The superhydrophobic PDMS surfaces were also
tested for thermal stability up to 325 ◦C.
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Figure 12. Surface microstructure of PDMS as a result of molding into a stainless steel substrate (a) laser
microscope and SEM (b) 500× and (c) 2000×. The SCA of this optimal surface is 154.5◦ ± 1.7◦ and
SA 6◦ ± 0.5◦; (d) Sample of optimally designed PDMS coated on the paper; and (e) it was held up to
keep a certain distance (10 cm) from the paper; (f) Transparency of the optimal designed surface is over
91% in the visible light wavelength [38].

Im et al. [39] demonstrated a robust superhydrophobic and superomniphobic surface based
on transparent polymer microstructuring (Figure 13). On a large-size template of the transparent
polydimethylsiloxane (PDMS) elastomer surface, perfectly ordered microstructures with an
inverse-trapezoidal cross section were fabricated with two consecutive PDMS replication processes and
a three-dimensional diffuser lithography technique. Figure 13 demonstrates a schematic representation
of these surface patterns. The hydrophobicity and transparency were improved by additional
coating of a fluoropolymer layer. The robustness of superhydrophobicity was confirmed by the
water droplet impinging test. Additionally, the fabricated superhydrophobic surface was also
superomniphobic, which shows a high contact angle with a low surface tension (γla) liquid, such as
methanol (γla = 22.7 mN·m−1).

Figure 13. Water meniscus and the net force on: (a) overhang structures (Wt > Wb); (b) structures
like truncated pyramids with inclined sidewalls (Wt < Wb); (c) Schematic illustration of the PDMS
trapezoids surface [39].
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The authors did not present any durability or mechanical wear or abrasion results but the intrinsic
properties of PDMS rubber should dictate a certain degree of resilience against rubbing induced wear
or abrasion.

Kim et al. [40] demonstrated highly transparent super-hydrophobic surface fabrication approach
using nanoimprint lithography with a flexible mold (see Figure 14). They also applied a PDMS-based
coating to achieve both a highly transparent super-hydrophobic surface and an anti-adhesion layer
coating for high-resolution nanoimprint lithography by intrinsic low surface energy and easy release
of PDMS. The PDMS-coated flexible mold was used repeatedly, more than 10 times, without losing the
anti-adhesion property of PDMS and endured severe chemical cleaning processes, such as sonication,
which were performed periodically to wash the mold after several consecutive imprinting.

Figure 14. The transmittance of the highly transparent super-hydrophobic surface and a photograph of
letters underneath the transparent superhydrophobic film [40].

They claimed that this process could be suitable for various applications that require both
super-hydrophobic and anti-reflective surface coatings. Further, they claimed that the process could
be easily extended to a large area patterning; therefore, this method could be suitable for mass
production of nanopatterned polymeric optical substrates, and could be applicable towards solar cell
surface contamination and plastic optics which require dust-free and self-cleaning surfaces with high
transmission. They did not report any performance data on abrasion induced wear resistance on
these materials.

Dufour et al. [41] conducted a systematic study on mushroom shaped (with sharper
microscale reentrant shapes compared to Figure 13) PDMS molds functionalized with 1H,1H,2H,2H-
perfluorodecyltrichlorosilane in vapor phase. They used low surface tension liquids (down to
28 mN/m) in their wetting analysis. In summary, on these mushroom-like PDMS surfaces, they
concluded that since the contact line was always pinned around the cap contour, variation of apparent
static contact angle with the liquid surface tension was negligible. Consequently, contact angle
hysteresis was relatively large even for water. These microstructures were able to sustain a composite
interface (an intermediate wetting state) with liquids having surface tension down to 27.9 mN/m,
but as soon as the state became unstable, the drop completely spread into the lattice. The transition
from Cassie-Baxter to Wenzel state was discontinuous, and there was no intermediate metastable
configuration (partial impalement). Thus, the superomniphobic property of PDMS microstructures
was attributed to their ability to prevent local Cassie Baxter-Wenzel transition since lateral spreading
occurred immediately after the composite interface disappeared.
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6. Transparent Non-Wettable Coatings from Ceramic-Based Nanostructures

The design and development of robust self-cleaning coatings for use in solar panels or solar cells
is especially important given that nearly half of the overall power conversion efficiency of solar panels
can be lost due to dust or dirt accumulation every year. In fact, some solar panels are known to be
protected well with certain transparent anti-graffiti coatings. In addition to water- and dust-repellent
property requirements, superhydrophobic coatings for photovoltaics must be highly transparent to
both visible and near-IR light as well as being UV-resistant and durable. One promising approach [42]
fabricated highly transparent porous silica coatings on glass substrates through layer-by-layer (LbL)
assembly of raspberry-like polystyrene@silica (PS@SiO2) microparticles followed by calcination at
high temperature. Initially the coatings were superhydrophilic but became superhydrophobic after
chemical vapor deposition of 1H,1H,2H,2H-perfluorodecyltriethoxysilane. Superhydrophobic porous
silica coating had a water contact angle greater than 160◦ with a sliding angle of 7◦ and a transmittance
of 85%. The authors claimed that transparency can be increased by lowering the LbL cycles but did
not demonstrate superhydrophobic coatings with higher transparency.

Gao et al. [43] fabricated highly transparent and UV-resistant superhydrophobic arrays of
SiO2-coated ZnO nanorods that were prepared in a sequence of low-temperature (<150 ◦C) steps
on both glass and thin sheets of polyester, PET (2 × 2 in.2), and the superhydrophobic nanocomposite
is shown to have minimal impact on solar cell device performance under AM1.5G illumination
(See Figure 15a). They argued that such flexible plastics can serve as front cell and backing materials in
the manufacture of flexible displays and solar cells. To demonstrate the minimal impact of the presence
of the superhydrophobic nanorod arrays on solar cell performance, they prepared bulk-heterojunction
(BHJ) devices with the polymer donor PBDTTPD and the fullerene acceptor PC71BM. The configuration
of the OPV device including the SiO2/ZnO nanocomposite is shown in Figure 15a; Figure 15b shows
perfectly spherical droplets positioned on the front of the superhydrophobic device (static angle,
157◦; sliding angle, 13◦). The superhydrophobic cell (red curve, circles) and bare reference cell
(blue curve, squares) under AM1.5G solar illumination (100 mW·cm−2) (Figure 15c) exhibit equivalent
current-voltage characteristics with comparable power conversion efficiencies (PCEs) of 6.9% and 6.8%,
respectively, values comparable within the limits of experimental accuracy. In parallel, their external
quantum efficiency (EQE) spectra (Figure 15d) show comparably broad and efficient EQE responses,
with values >60% in the 370–630 nm range, and peaking at ca. 70% at 550 nm, which confirms the
minimal impact of the presence of the superhydrophobic nanorod arrays on solar cell performance.
They did not present any results on the durability of these coatings against abrasion.

Although no abrasion induced wear resistance tests were conducted, bending resistance of
the transparent (Figure 14c,d) non-wettable coatings were demonstrated by the authors as seen in
Figure 14c. They claimed that such robustness is important for flexible solar energy converters.

Yadav et al. [44] reported the emergence of superhydrophobic wetting behavior and enhanced UV
stability of indium oxide (IO) nanorods due to their vertical alignment (Figure 16). Both randomly
distributed and vertically aligned IO nanorods were synthesized (Figure 16a,b) via chemical
vapor deposition (CVD) method. Their results showed that the static water contact angle (WCA)
demonstrated a significant dependence on the alignment of the nanorods. The randomly distributed
IO nanorods had 133.7◦ ± 6.8◦ wetting whereas for vertically aligned IO nanorods WCA was found to
be 159.3◦ ± 4.8◦. Continuous UV light illumination for 30 min exhibited the change in contact angle
(ΔWCA) of about 41◦ for vertically aligned IO nanorods whereas randomly distributed IO nanorods
become hydrophilic with a dramatic change in WCA value of 108◦. The superhydrophobicity of
vertically aligned IO nanorods and their enhanced UV stability were discussed by comparing the
effective solid fraction at solid-liquid interface and the reactivity of surface crystallographic planes.
They argued that the superhydrophobic surface of aligned vertically standing IO nanorods along with
its resistance against photoinduced wetting transition can make them suitable for electronic devices
with reduced surface discharge even at relatively high humidity levels. They did not test and measure
any results related to mechanical durability of their coatings.
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Figure 15. (a) Schematic of a BHJ polymer solar cell including the SiO2/ZnO nanocomposite; (b) Water
droplets positioned on the front of the superhydrophobic device remain perfectly spherical; (c) J–V
characteristic of a superhydrophobic (SH) cell (red circle) superimposed on that of a bare reference
(Ref.) cell (blue square); AM1.5G solar illumination (100 mW·cm−2); (d) EQE spectra of the SH cell
(red circle) and the Ref. cell (blue square); (e) Water droplets positioned on a bare transparent sheet of
PET (2 × 2 in.2); (f) Droplets positioned on superhydrophobic PET (static angle: 160◦); (g) PET retains
its superhydrophobicity upon repeated bending (×350) [43].

Figure 16. FESEM images of (a) randomly distributed and (b) vertically aligned IO nanorods. The insets
show the contact angle images of the respective samples. HRTEM images of (c) randomly distributed
and (d) vertically standing IO nanorods. The insets show the TEM and SAED pattern of respective
nanorods [44].
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Aytug et al. [45] reported the formation of low-refractive index antireflective glass films that
embody omni-directional optical properties over a wide range of wavelengths, while also possessing
specific wetting capabilities. The coatings were made up of an interconnected network of nanoscale
pores surrounded by a nanostructured silica framework. These structures came from a method that
exploited metastable spinodal phase separation in glass-based materials. Their approach not only
enabled design of surface microstructures with graded-index antireflection characteristics, where the
surface reflection was suppressed through optical impedance matching between interfaces, but also
enabled self-cleaning ability through modification of the surface chemistry. Based on near complete
elimination of Fresnel reflections (yielding >95% transmission through a single-side coated glass)
and corresponding increase in broadband transmission, the fabricated nanostructured surfaces were
found to promote a general and an invaluable ~3%–7% relative increase in current output of multiple
direct/indirect bandgap photovoltaic cells. Moreover, these antireflective surfaces also demonstrated
superior resistance against mechanical wear and abrasion. Their antireflective coatings were essentially
monolithic, enabling simultaneous realization of graded index anti-reflectivity, self-cleaning capability,
and mechanical stability within the same surface.

Figure 17a shows typical indenter generated scanning probe microscopy images of scratch
tracks for a sputter deposited film, a fully processed film (i.e., heat treated and etched), and the
underlying borosilicate substrate. The scratches, produced after the application of load ramped
up to the equipment peak of 10,000 μN, showed no evidence of cracking, brittle fragmentation or
tendency toward delamination. Moreover, for loads at one-half and at full equipment maximum the
average penetration depth (calculated from the lateral and vertical displacements) of the indenter
is nearly the same for both the reference substrate and the coated sample. This result suggests that
the scratch resistance behavior of the as-deposited films is similar to that of the underlying substrate
material. Accordingly, the coefficient of friction profiles for a representative template revealed similar
behavior, as displayed in Figure 17b. Such transparent (Figure 17c), robust and low friction coefficient
coatings do have potential as preventive treatments for anti-graffiti applications particularly for public
transportation vehicle windows.

Metal oxides, in general, are known to exhibit significant wettability towards water molecules
because of the high possibility of synergetic hydrogen-bonding interactions at the solid-water interface.
Very recently, Sankar et al. [46] showed that nano sized phosphates of rare earth materials (Rare Earth
Phosphates, REPs), LaPO4 in particular, exhibited without any chemical modification, unique
combination of intrinsic properties including notable hydrophobicity that could be retained even after
exposure to extreme temperatures and harsh hydrothermal conditions (Figure 18a). Nanostructured
film surface is depicted in Figure 18b. Transparent nanocoatings of LaPO4 as well as mixture of
other REPs on glass surfaces were shown to display hydrophobicity with water contact angle (WCA)
value of 120◦ (Figure 18c) while sintered and polished monoliths manifested WCA greater than
105◦. Significantly, these materials in the form of coatings and monoliths also exhibited complete
non-wettability and inertness towards molten metals like Ag, Zn, and Al well above their melting
points. They proposed that these properties, coupled with their excellent chemical and thermal stability,
ease of processing, machinability and their versatile photo-physical and emission properties, render
LaPO4 and other REP ceramics utility in diverse applications.

The crystalline structure of the films (LaPO4, GaPO4, NdPO4) is depicted in Figure 18d. They did
not conduct any kind of mechanical wear abrasion tests on these interestingly hydrophobic inorganic
coatings. However, due to their ceramic nature these films are expected to have satisfactory resistance
to abrasion induced wear or scratches. Nonetheless, such tribological experiments should also
be reported.

Fukada et al. [47] developed semi-transparent superomniphobic surfaces and applied as coating to
integrate antifouling properties in solar cell devices. The coatings featured mesh and stripe structures
(see Figure 19a,b). The stripe structure was more suitable for generating transparent and highly
oleophobic coatings (Figure 19c), thereby displaying excellent antifouling properties. The stripe-based
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coating also displayed good thermally stability. Total transmittance was a key factor influencing the
conversion efficiency. By applying an antifouling treatment, reduction in the performance of the solar
cell devices was inhibited. For instance, the stripe-coated solar cells maintained a high conversion
efficiency of 92% of the non-coated solar cell even in the presence of oil contaminant. In contrast, in the
absence of the stripe substrate, conversion efficiency decreased to 64%.

Figure 17. (a) Topographical images of the scratches made on an as-deposited and a nanotextured glass
thin film. Image for the underlying uncoated borosilicate substrate is also included for comparison.
No debris is observed on any sample, aside from several small and large sized surface-bound particles
on the sputtered film. Note that the as-sputtered borosilicate films are generally somewhat rougher
than the underlying substrates; (b) Comparison of the coefficient of friction profiles as a function of
scratch distance for fused silica substrates with and without a dense borosilicate film; (c) Photograph
of blue dyed water droplets on a borosilicate substrate coated with nanoporous antireflective glass film.
The film surface is modified by a covalently bonded organosilane chemistry. Inset shows the profile of
a 5 μL water droplet resting on a similarly processed film, displaying a static contact angle of 165◦ [45].
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Figure 18. Hydrophobicity achieved for LaPO4 coated thin film. (a) Water droplets sitting over LaPO4
coated glass plate and the high optical transparency recorded for the films; (b) SEM image showing
spike-like arrangement of LaPO4 nanorods over the glass surface; (c) Mixed REP sol coated glass slide
showing hydrophobic character; (d) Diffraction pattern obtained for mixed rare earth phosphates [46].

Figure 19. (a) Methylene blue-stained water and white ink stained rapeseed oil on a stripe substrate
and (b) enlarged stripe structure in the presence of water; (c) Sliding angle measurements; (d) The
droplet of water or rapeseed oil was placed on the mesh/stripe substrate. The substrate was then
tilted slowly and the angle was measured when the liquid moved. (e) Thermal stability of mesh and
stripe substrates, examined at 80 ◦C for 10 min. (1)Water (10 μL) on glass, the CA was 44◦; (2) Water
(10 μL) on L-type mesh, CA was changed from 151.6◦ to 146.0◦; (3) Rapeseed oil (10 μL) on glass,
CA was changed from <5.0◦ to <5.0◦; (4) Rapeseed oil (10 μL) on L-type mesh, CA was changed from
141.9◦ to 141.0◦ [47].
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7. Recommendations for Future Directions

Over the last decade and particularly in the last five years, many efficient methods of producing
transparent non-wettable surfaces have been demonstrated. Most of the methods reviewed above
are still not suitable for sustained mechanical durability against abrasion induced wear. As a future
direction, the most important aspect would be to focus on substrate adhesion improvements of
nanoparticle films. These could be done by applying transparent primers or adhesive layers or
by welding the nanoparticles into transparent polymeric substrates by thermal annealing methods.
The second important point would be to maintain “wear independent texture similarity” discussed
earlier. In other words, the surface of the coatings or the films may wear away but the newly
exposed layers can still have hierarchical texture with hydrophobic chemistry. In the case of dynamic
oleophobicity (non-stick oil droplets), more environmentally friendly chemicals should be used rather
than C-8 based fluorinated oils or silanes.

Furthermore, researchers should use established mechanical durability testing methods such as
ASTM standards of paint industry instead of homemade tests such as running sandpaper over the
non-wettable coating or film. Type of the abradant used as well as the downward pressure should
always be indicated otherwise cross-comparisons may not be possible. A standard wear abrasion test
should be the primary indicator to label non-wettable coatings as mechanically durable but secondary
tests such as substrate adhesion, scratch resistance; powder and/or rain/spray erosion tests should
also be conducted and reported. All in all, studies to date still lack these features and as such it is still
not possible to attract industrial attention to produce robust commercial transparent non-wettable
coatings for outdoor installations.

8. Conclusions and Outlook

In this review, we attempted to present the state-of-the-art in fabricating and testing transparent
hydrophobic, superhydrophobic and oleophobic coatings against mechanical durability in terms of
wear and abrasion resistance. Review of recent literature indicates that most of the published works
have not presented any performance results related to resilience against abrasion induced wear [48].
Reports on fluorinated oil infused transparent nanotextured surfaces also exist [49], which claim
excellent outdoor performance and substrate independent universal fabrication, but with no abrasion
induced wear resistance characterization. However, dynamically oleophobic surfaces deserve mention
here [50]. Dynamically oleophobic surfaces (mostly transparent) do not present hierarchical surface
textures, in general, but low surface tension hydrocarbon liquid droplets bead up instead of spreading
and can still slide away and clear such surfaces. This approach could be good against oil-based paint
stain resistance on outdoor installations. Moreover, some of these environmentally friendly coatings
have been designed to display excellent thermal stability, dynamic/thermoresponsive oleophobicity,
and hydrolytic stability [51]. Perhaps, solid-air interfaces with dynamic oleophobicity that are generally
grown from precursors can be similarly grown on wear abrasion resistant transparent coating textures
so that oil-based stains can also be prevented on wear resistant transparent coatings. We identified three
major fabrication methods namely, nanoparticle assembly and films, transparent elastomer surface
micro/nano structuring by molding and formation of nanostructured ceramic surfaces functionalized
with hydrophobic macromolecules, suitable for solar energy conversion devices. The relevance of this
review to anti-graffiti applications stems from the fact that transparency maintains see-thru properties
after the coatings are applied and in certain cases the oleophobicity results in not only water repellence
but also grease/dirt repellence.

As summarized above, combining transparency with mechanical abrasion resistance (important
for anti-graffiti applications) is very challenging and is not described frequently. However, latest reports
indicate considerable progress towards achieving both in one layer coating. It is also important to
note that most of these fabrication methods should eventually translate into and applied over large
areas commonly encountered for graffiti prevention; in other words, public transport vehicle windows,
walls, or building windows, to name a few. Although such an immediate transformation is premature
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currently, future approaches should also address this need so that more industrial interest can be
attracted towards joint development efforts.
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