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Preface

In the dynamic and ever-evolving landscape of neurological sciences, the intersection of

knowledge between neurology, neurodegeneration, neuroscience, and neurosurgery is both vast

and deep. Neural Frontiers is an ambitious endeavor that seeks to encapsulate the essence of these

interconnected disciplines through a tapestry of articles and research findings.

The primary aim of this yearbook is to provide a comprehensive overview of the latest

developments and breakthroughs in these fields. Our purpose is not only to showcase

groundbreaking research and innovative practices but also to foster a deeper understanding of the

complexities of the human brain and nervous system. This compilation serves as both a reflection of

the current state of knowledge and a beacon guiding future explorations.

The motivation for this work stems from a collective desire to bridge gaps between theory and

practice, between academics and clinicians, and between the diverse specialties within neurological

sciences.

By bringing together a wide array of perspectives, we hope to offer a holistic view of the subject

matter that is both informative and inspiring.

This yearbook is primarily intended for students, educators, practitioners, and researchers in the

fields of neurology, neuroscience, and neurosurgery. However, its comprehensive nature makes it a

valuable resource for anyone interested in the intricacies of brain science, from medical professionals

to curious lay readers.

The contributions within these pages are the result of the tireless efforts of a diverse group

of authors, including seasoned professors and practicing doctors. Each author brings a unique

perspective, shaped by their individual experiences and areas of expertise, which collectively enriches

the content of this yearbook.

We extend our deepest gratitude to all those who have played a role in bringing this project to

fruition. This includes not only our esteemed authors but also the mentors, colleagues, and peers

who have provided invaluable feedback, support, and inspiration. A special acknowledgment is due

to the core students that worked tirelessly on the production of the articles reunited in this book:

• Razvan-Adrian Covache-Busuioc;

• Bogdan-Gabriel Bratu;

• Horia Petre Costin;

• Antonio-Daniel Corlatescu;

• Luca-Andrei Glavan;

• David-Ioan Dumitrascu;

• Andrei Adrian Popa;

• Matei Serban.

In conclusion, Neural Frontiers stands as a testament to the collaborative spirit and intellectual

curiosity that drives progress in neurological sciences. We hope that this yearbook will enlighten,

inspire, and contribute significantly to the ongoing dialogue in these vital and fascinating fields.

Alexandru Vladimir Ciurea
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Abstract: Neurodegenerative diseases are, according to recent studies, one of the main causes of
disability and death worldwide. Interest in molecular genetics has started to experience exponential
growth thanks to numerous advancements in technology, shifts in the understanding of the disease as
a phenomenon, and the change in the perspective regarding gene editing and the advantages of this
action. The aim of this paper is to analyze the newest approaches in genetics and molecular sciences
regarding four of the most important neurodegenerative disorders: Alzheimer’s disease, Parkinson’s
disease, Huntington’s disease, and amyotrophic lateral sclerosis. We intend through this review to
focus on the newest treatment, diagnosis, and predictions regarding this large group of diseases, in
order to obtain a more accurate analysis and to identify the emerging signs that could lead to a better
outcome in order to increase both the quality and the life span of the patient. Moreover, this review
could provide evidence of future possible novel therapies that target the specific genes and that could
be useful to be taken into consideration when the classical approaches fail to shed light.

Keywords: molecular genetics; neurodegenerative disease; molecular pathology; epigenetics; gene
expression; therapeutic targets; biomarkers; Alzheimer’s disease; Parkinson’s disease; Huntington’s
disease; amyotrophic lateral sclerosis

1. Introduction

Neurodegenerative diseases are, according to recent studies, one of the main causes of
disability and death worldwide. Interest in molecular genetics has started to experience
exponential growth thanks to numerous advancements in technology, shifts in the under-
standing of the disease as a phenomenon, and the change in the perspective regarding gene
editing and the advantages of this action. However, the concept of genes is not, as one might
consider, a late 20th century notion. Aristotle predicted the existence of genes through
postulating that the mother had her characteristics encoded inside the menstrual blood,
while the father had his inside the semen, In addition, Hippocrates’ theory resembled
what Charles Darwin later described as “pangenesis” [1]. However, two breakthroughs
came a few centuries later. The first was when the Czech scientist Johann Gregor Mendel
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coined the terms “recessive, discrete and dominant factors” by observing his hybridization
experiments performed on peas [2]. Later that century, Wilhelm von Waldeyer familiar-
ized the scientific world with the term “Chromosomen”, derived from the work of Theodor
Boveri, who coined the notion of “Chromatinelemente” [3]. The Nobel prize for Physiology
or Medicine was awarded, in 1962, to Francis Crick and James D. Watson, for discovering the
key to understanding not only molecular genetics, but also the fundament of life itself—the
molecular structure of nucleic acids. This discovery was a huge milestone that led to under-
standing the base structure of life—DNA, RNA, and the creation of proteins; however, it
also led to the comprehension of how a small misplacement of some nucleotide subunit
can lead to a plethora of changes in the created proteins, further developing the disease.

Neurodegenerative diseases are represented by a group of disorders that are usu-
ally associated with protein deposits or misfoldings leading to chemical changes, loss
of function, and apoptosis inside the neurons of the brain and spinal cord [4]. They are
chronic and progressive, and, most importantly, there are many treatments that slow the
development of the diseases and help manage the symptoms but do not cure the actual
problem. Molecular genetics play a very important role in understanding the mechanics of
the neurodegenerative disorders as it leads to identifying certain genes that are associated
with this type of pathology and can also be a way of finding more efficient treatments [5].
In addition, molecular genetics has played an important role in identifying the specific
proteins implicated in forming aggregates inside the cells that lead to the apparition of
neurodegenerative disorders. The most common types of proteins that are implicated in
forming these aggregates are amyloid-β, tau protein, α-synuclein, and prion protein [4,6].
The neurodegenerative disorders have different types of mechanisms behind each one of
them, presenting a unique symptomatology. The most common neurodegenerative disor-
ders are Alzheimer’s disease, Parkinson’s disease, Huntington’s disease, and amyotrophic
lateral sclerosis, each one of which is associated with different genes, and where the com-
mon element is the formation of protein aggregates that lead to changing the physical and
chemical properties of the nervous cell [4,7].

2. Alzheimer’s Disease (AD)

Alzheimer’s disease is the most common neurodegenerative disease that occurs in
humans, representing 70% of the total dementia cases [7]. At first, Alois Alzheimer ob-
served, in 1901, the interesting behavior of a 51-year-old woman who suffered from sleep
disorders, memory loss, and progressive confusion. During the autopsy, Alois Alzheimer
discovered the presence of neurofibrillary tangles and neuritic plaques, concluding that
the disease was caused by the agglomeration of these structures. Neurofibrillary tangles—
hyperphosphorylated tau proteins and neuritic plaques—aggregate beta amyloids [8]. A
study conducted by Gatz et al. found that environmental factors can influence to some
degree the chance of developing AD in humans that have the predisposing genes [9]. The
perspective of Alzheimer’s disease was governed for more than 30 years by the amyloid
cascade formation, which finished with the formation of the beta amyloids. However,
newer studies tend to identify the AD amyloid cascade as a simplified view of the patho-
physiology involved in the disease, emphasizing the glymphatic system, as well as the
Lipoprotein receptor-related protein-1; RAGE [10].

2.1. Amyloid Precursor Protein

The genetic landscape of AD is dominated by mutations of, firstly, the amyloid pre-
cursor protein (APP); these mutations generate autosomal dominant alleles leading to
the development of early onset AD [11]. APP can follow either the amyloidogenic or
the non-amyloidogenic path, being cleaved by three different secretases: alpha, beta, or
gamma [12]. Physiologically, the APP is cleaved by the alpha or gamma secretases [13]
during the non-amyloidogenic path. During the amyloidogenic path, the APP is cleaved
by the beta and gamma secretases, resulting in Aβ38, Aβ40, and Aβ42 [14]. Subsequently,
Aβ plaques are formed in a process that starts from Aβ monomers and ends with the
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development of amyloid plaques. Of the three beta amyloids previously mentioned, Aβ42
is the least soluble [15].

Naturally, studies have shown that APP, which is coded on chromosome number 21, is
directly correlated with a higher risk of developing early-onset AD in trisomy 21 individuals [16].

The relevance of amyloid pathogenicity is explainable by taking into consideration a
study conducted in 2012 by Jonsson, T. et al. [17] on a population of 1795 Icelandic subjects.
This study proved that the A673T (rs63750847) (or A2T) substitution, also known as the
Icelandic mutation, decreases the risk of developing Alzheimer’s (and cognitive decline
associated with aging) by lowering the overall aggregation and production of Aβ40 and
Aβ42 by approximately 40% [17,18]. However, a study conducted in 2014 on a population
of 2641 Chinese subjects showed that this gene does not explain the longevity of the old
Chinese subjects who participated in this study because A2T was not included in all their
genomes [19]. Another study performed in 2015 on 3487 Danish subjects showed that
the A673T mutation is present in only one subject (0.014%) [20], in contrast with 0.43% in
the Nordic population [17]. On the other hand, the mutation A673V, a mutation which
manifests itself in a homozygous state, is a gene that is linked with early-onset AD [21].
However, this mutation leads to a distinctive manifestation of the disease in comparison
to dominant genes that determine AD: familial-inherited AD usually develops amyloid
deposits inside the striatum [22]. In comparison, this mutation tends to avoid the striatum
in the incipient phase, focusing the amyloid deposits inside the cerebellum [21].

There are genes that protect against AD, and conversely there are genes that lead to
early-onset AD (Osaka and Arctic mutations) or Cerebral Amyloid Angiopathy (Dutch
and Italian mutations). For example, there are four mutations that happen on the E693
position on the APP coding gene, exon 17: the Dutch mutation (E693Q), the Osaka mutation
(E693del), the Italian mutation (E693K), and the Arctic mutation (E693G), all resulting in
a change of the 22nd amino acid in Aβ, thus developing a peptide called E22. E693Q
(rs63750579) mutation leads to a peptide called E22Q, and E693Q mouse models identify
features shared with human Alzheimer’s brain pathology [23]. This mutation’s clinical
phenotype is called hereditary cerebral hemorrhage with amyloidosis (HCHWA-D), and
occurs in patients suffering from recurrent strokes and dementia. Aβ accumulates in the
cerebral vessel walls because its overall production increases with this mutation, resulting
in the formation of deposits in the meningo cortical vessels that lead to cerebral amyloid
angiopathy [24,25]. E693del (dbSNP ID: NA) creates a mutant peptide known as E22∆,
which has been shown in a study conducted by Uddin, M.S., Tewari, D., Sharma, G. et al. to
lead to increased endoplasmic reticulum stress by increasing the oligomerization of Aβ [26].
Further stress is created, as determined by an overexpressed chaperone GRP78 and by the
expression of the GFAP (glial fibrillary acidic protein), by E22∆, thus correlating AD with
the glymphatic system [27]. More properties of E22∆ were derived in a 2008 study that
discovered that this mutant peptide creates fewer overall amyloid deposits; these deposits,
however, are more resistant to proteolysis [28]. Recent studies performed by McKnelly et al.
show the destabilizing and cytotoxic effect E22 peptides have on in vitro cell membranes by
disturbing the phosphatidylcholine and phosphatidylserine constituting the cell membrane.
This analysis showcases that these peptides tend to have a disturbing effect on the cell
membrane proportional with the quantity of positive charges in the molecule. Thus, the
peptides are, in order from least charged to most charged: E22∆ (two positive charges),
E22G, E22Q (both have three positive charges), and E22K (four positive charges), meaning
that the Italian mutation generates the most cytotoxic Aβ [29] (Table 1).
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Table 1. Most prominent mutations in APP gene.

Mutation Pathogenicity Type of Mutation Biological Effect Citation

A673T (Icelandic) Alzheimer’s
Disease—Protective Substitution

This particular type is linked to limited build-up of
amyloid and is believed to guard against

amyloid-related issues. It results in a decrease of
approximately 40 percent in the production of
amyloidogenic Aβ peptides, and the Aβ that is

produced has a reduced tendency to form clumps.

[17–20]

A673V Not Classified Substitution

According to the CERAD criteria, a clear diagnosis of
AD was made, as evidenced by substantial Aβ and tau
pathology deposits (Braak stage VI) along with cerebral

amyloid angiopathy. The deposits found contained
elevated levels of Aβ40 and were notably larger, with
fewer preamyloid deposits. Perivascular localization

was frequently observed. In laboratory studies, it was
discovered that A673V caused a shift in β-secretase

processing of APP toward the amyloidogenic pathway
and amplified Aβ aggregation.

[21,22]

E693Q (Dutch)

Hereditary Cerebral
Hemorrhage with

Amyloidosis—
Pathogenic

Substitution

There is a substantial accumulation of amyloid in the
cerebral blood vessels, accompanied by hemorrhages

and some diffuse plaques in the brain tissue. In
laboratory experiments, it was observed that this

condition speeds up Aβ aggregation in vitro, leading to
greater fibril formation, and may also modify

APP processing.

[24,25]

E693del (Osaka,
E693∆, E693delta

Alzheimer’s
Disease—Pathogenic Deletion

This variant led to an increased oligomerization and
nucleation of Aβ aggregates in vitro. Furthermore, it

was found that there was no alteration in the
Aβ42/Aβ40 ratio, but there was a decrease in both

Aβ42 and Aβ40. This variant was also discovered to be
more resistant to degradation by neprilysin and

insulin-degrading enzyme. Additionally, this variant
had a greater inhibitory effect on long-term potentiation

(LTP) compared to wild-type Aβ, which suggests a
potential negative impact on synaptic plasticity.

[26–29]

E693K (Italian)

Hereditary Cerebral
Hemorrhage with

Amyloidosis—
Pathogenic

Substitution

The observed symptoms include small to large
hematomas, subarachnoid bleeding, scars with

hemosiderin deposits, small infarcts, and cortical
calcifications. Aβ immunoreactivity was observed in

vessel walls and neuropil, but there was an absence of
neurofibrillary changes and neuritic plaques. Despite a

reduction in the Aβ42/Aβ40 ratio and a decrease in
Aβ42 levels, the mutant peptide was found to be toxic

in cells and aggregates at a faster rate.

[23]

E693G (Arctic,
E22G)

Alzheimer’s
Disease—Pathogenic Substitution

Several carriers displayed neuropathology that was
indicative of AD. Plaques were observed to have a

“targetoid” shape, containing heterogeneous truncated
Aβ peptides in the center and surrounded by Aβ42.

Cell-based assays revealed a reduction in the
production of both Aβ40 and Aβ42. Additionally, there

was a decrease in proteolytic degradation of Aβ by
neprilysin, a type of enzyme that breaks down proteins.

[23,25]

c.-488C>A
(rs532314089) Alzheimer’s Disease Substitution

Predicted to disrupt binding of transcription factor
EGR1. PHRED-scaled CADD = 0.26.

Negative regulator in multiple cell types including
PC12 neuronal-like rat chromaffin cells, SK-N-SH

neuroblastoma cells, C6 glial cells and
U373 astroctyoma cells among others

[30–32]

c.24+38G>A
(rs373985746) Alzheimer’s Disease Substitution Predicted benign in silico (PHRED-scaled CADD = 10). [32]
c.24+288G>A
(rs192348494) Alzheimer’s Disease Substitution Predicted benign in silico (PHRED-scaled CADD = 12). [32]
c.-23-377A>G
(rs150375400) Alzheimer’s Disease Substitution Predicted benign in silico (PHRED-scaled CADD = 10). [32]

A18T
Alzheimer’s Disease,

Cardiovascular
Disease

Substitution Predicted to disrupt signal peptide cleavage and affect
APOE secretion. PHRED-scaled CADD = 22. [32,33]

CADD—Combined Annotation-Dependent Depletion.

2.2. Presenilin1

Presenilin1, part of the γ-secretase, is encoded by PSEN1, which is located on chro-
mosome 14q24.3 [34]. The change in the nucleotides of this gene is responsible for approx-
imately 70 to 80% of manifestations of autosomal dominant Alzheimer’s disease [35,36].
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Naturally, mutations to this gene will determine an unnatural development of Aβ and, in
general, PSEN1 mutations have a negative effect on the cleavage activity of the γ-secretase,
resulting in an increased production in Aβ42 rather than Aβ40 [37]. However, it is im-
portant to note that the overall amplification of amyloid production might not be the
right answer to explaining why a change in nucleotides in the presenilin gene determines
AD. Besides the amyloid cascade theory, there is another theory that derives from mouse
studies, which indicate that presenilin is truly important in the processes of memorizing,
learning, and nervous cell survivability [38]. Mutations that can happen on exon 4 of the
PSEN1 gene include A79V, M84V, and L85P. A79V is an autosomal dominant mutation
that determines an amplified proportion of Aβ42 in comparison to Aβ40, by decreasing the
latter’s production [39,40]. In a 2018 study, Koriath et al. discuss the fact that four alleles
have been identified with a frequency of 0.00014% in the gnomAD database, deducing
that this mutation has a low penetrance [41]. M84V is another autosomal dominant mu-
tation that determines multiple types of atrophies—temporal and frontal lobe and also
cerebellar and cortical atrophy [42]. It determines a greater Aβ42 to Aβ40 ratio, this time
by increasing the overall quantity of Aβ42 [43]. Moreover, mutation M84T has also been
linked to Alzheimer’s disease. The L85P mutant determines a greater ratio of Aβ42 to
Aβ40, but is also shown to increase the production of Aβ43 [44]. Autopsies of people who
suffered from this mutation showed an aggregation of amyloid inside the basal ganglia
and cortex, but there is not yet enough evidence to support theories regarding the patho-
physiology of this mutation [45]. Up to this moment, only one mutation on the intron 4 of
the PSEN1 gene has been identified, namely Int4del (also referred to as L113_l114insT),
regarding the deletion of a G nucleotide in the splice region of the PSEN1 gene, just after
the exon4, and therefore transcribing into three altered transcripts, one of which codes a
protein with an extra threonine in addition to the PSEN1 protein; as well as two smaller
transcripts due to the apparition of premature stop codons [46]. Studies have shown that
this mutant leads to an increase in the Aβ42 to Aβ40 ratio, by decreasing the quantity of
Aβ40 and Aβ38 [47,48]. The M139V mutation happens on exon 5 of the presenilin 1 gene.
Subjects with this mutation develop Alzheimer’s disease without many distinctive clinical
and morphological features [49]. Regarding amyloid formation, this mutant will lead to
increased Aβ42 and Aβ43, and an overall decrease in Aβ40, Aβ38, and Aβ37 [50]. Another
mutation of the presenilin 1 gene is seen on exon 7 and is called S212Y. Neuropathologically,
this mutation resembles the typical AD neurofibrillary tangles and neuritic plaques [51].
Liu et al. determined that in this mutation, production of Aβ42 is increased [47]. Another
mutation of the presenilin 1 gene associated with early-onset and late-onset AD is known
as A434C. This change in nucleotides leads to accumulation of plaques and amyloids inside
the neocortex, accompanied by neurofibrillary tangles, and hippocampal and amygdala
gliosis [52]. A 2022 study suggests that this mutant leads to a different conformation that
results in a particular mode of interaction with the γ-secretase, creating a larger quantity of
Aβ42 than normal [53].

2.3. Presenilin2

Presenilin2, part of the γ-secretase, is encoded by PSEN2. The PSEN2 gene is found on
chromosome lq42.13 and has a total of 12 exons [53]. Mutations in presenilin genes usually
lead, as stated before, to early-onset Alzheimer’s disease. However, not all changes in the
nucleotides that compose the PSEN2 gene determine AD. For example, a 2018 screening
discovered a mutation in a Belgian subject, now known as mutation K82fs (situated on
exon 5), who suffered from frontotemporal dementia. This mutation seems to determine
a drop in presenilin 2 production in the hippocampal region and in the frontal cortex;
further analysis of this pathology revealed Pick’s disease [54]. Two other studies performed
in 2020 and 2021 revealed a new mutation on this gene: c.*71C>A [55], which happens
on exon 13 3’UTR. The fact that this mutation is in the untranslated region is showcased
by the fact that it lies where miR-183-5p attaches to the gene, inhibiting the suppressing
activity of miR-183-5p [56]. Moreover, pathology associated with this mutation is relevant
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in the diagnosis of AD, for example, a greater ratio of Aβ42/Aβ40 and hippocampal
atrophy [55,56]. Furthermore, M239V is a mutation, discovered in an 1995 study, that lies
on exon 8, and linked with early-onset AD [57]. Autopsies performed on subjects carrying
this substitution showcased beta amyloid aggregations and tau NFTs, the golden standard
for diagnosing Alzheimer’s disease (Figure 1, Table 2).
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Figure 1. Amyloid precursor protein (APP) is a protein that spans the cell membrane. Its processing
can occur through two pathways: the non-amyloidogenic (A) and amyloidogenic (B) pathways. In
the non-amyloidogenic pathway, APP is cleaved in the middle of Aβ by α-secretase, resulting in the
production of soluble APPα (sAPPα) and C-terminal fragment α (CTFα), which is then hydrolyzed
by γ-secretase to generate the APP intracellular domain (AICD). In the amyloidogenic pathway,
APP is cleaved by β-secretase, resulting in the release of N-terminal soluble APPβ (sAPPβ) and
the C-terminal fragment β (CTFβ), which is then hydrolyzed by γ-secretase to produce Aβ and
AICD. γ-secretase is composed of several parts, including presenilin, nicastrin, anterior pharynx-
defective 1 (APH-1), and presenilin enhancer 2 (PEN-2). Mutations in the PSEN gene may increase the
activity of γ-secretase, leading to the formation of plaques. Moreover, the plaques lead to lysosomal
dysfunction (interacting with Caspaze 2/3), promoting cleavage of Tau and NFT (neurofibrillary
tangles) formation. Created with BioRender.com.
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Table 2. Recent prominent mutations in the PSEN2 gene.

Mutation Pathogenicity Type of Mutation Biological Effect Citation

A79V Alzheimer’s Disease
—Pathogenic Substitution

The observed neuropathology was in line with that of
AD. It was observed that this variant led to an

increase in the Aβ42/Aβ40 ratio and a decrease in
the Aβ37/Aβ42 ratios in cells.

[39–41]

M84V Alzheimer’s Disease
—Pathogenic Substitution

In two cases, the observed neuropathology was
consistent with AD. Additionally, MRI scans revealed
cortical and cerebellar atrophy in these two cases. In
the third case, frontal and temporal lobe atrophy was

observed. Cell studies revealed an increase in both
Aβ42 and the Aβ42/Aβ40 ratio.

[42,43]

L85P Alzheimer’s Disease
—Pathogenic Substitution

SPECT and PET scans showed bilateral
hypoperfusion and hypometabolism in the occipital
and temporal lobes. Cell studies revealed an increase

in the Aβ42/Aβ40 ratio as well as increased
Aβ42 levels in transfected cells. In vitro studies

indicated a decrease in Aβ42 production and the
complete absence of Aβ40 production.

[44,45]

L113_I114insT
(int4del)

Alzheimer’s Disease
—Pathogenic Substitution

The observed neuropathology was consistent with
AD, and included neuron loss in the hippocampus

and entorhinal cortex, the presence of neuritic
plaques and neurofibrillary tangles in the

hippocampus, and amyloid angiopathy, which was
particularly evident in the cerebellum. The identified

mutation involved a deletion of a G in the splice
donor site of intron 4, resulting in the production of

three aberrant transcripts. Further investigations
indicated an increase in both Aβ42 and the

Aβ42/Aβ40 ratio, as well as a reduction in Aβ40 and
Aβ38 production in patient brain membranes.

[46–48]

M139V Alzheimer’s Disease
—Pathogenic Substitution

Decrease in the levels of Aβ40, Aβ38, and Aβ37, and
an increase in the levels of Aβ42 and Aβ43. In

iPSC-derived neurons, the levels of mutant protein
were found to be variable, suggesting

protein instability.

[49–51]

Thus, correlating the anatomopathological features discovered during autopsies with
the familial information and heritage of these patients determined the classification of this
gene as a gene that is linked with early-onset Alzheimer’s disease [58].

2.4. Apolipoprotein E

However, early-onset Alzheimer’s disease accounts for approximately 1–2% of the
total cases of AD. The majority of reported genetic cases of AD are caused by mutations of
APOE (apolipoprotein E). Apolipoprotein E is a glycoprotein that consists of 299 amino
acids, and is created inside the central nervous system by a great number of glial cells,
including microglias, astrocytes, the cells of the choroid plexus, mural vascular cells,
and neurons that undergo stress. APOE is abundantly expressed both peripherally and
centrally; however, due to the BBB, it exists as separate pools. Therefore, it is crucial
to understand what roles each pool may play in AD pathogenesis as well as therapeutic
opportunities they present. Peripherally, APOE is produced primarily by the liver and plays
an essential role in redistribution and metabolism of lipids such as triglycerides, cholesterol,
cholesteryl esters, and phospholipids through lipoprotein particles [59]. APOE isoforms
are associated with different lipoprotein particles in peripheral circulation; for instance,
APOE4 tends to preferentially associate itself with triglyceride-rich particles, while APOE2
and APOE3 prefer high density lipoproteins (HDLs). APOE-mediated cholesterol and lipid
transport is critical for proper CNS formation and repair. APOE3 shows a greater effect
than APOE4 at stimulating neurite outgrowth after injury, hence its prevalence among
astrocytes. APOE4 alters structural reorganization of neurons, decreases expression of
key synaptic proteins, and inhibits glutamatergic signaling critical for neuronal plasticity
and network maintenance. APOE’s effects vary by cell type; for instance, it is expressed
by astrocytes, microglia, pericytes, and oligodendrocytes under various circumstances.
Therefore, in order to gain a comprehensive understanding of its role within the brain it
is crucial to examine its structure, lipidation status, and biochemical properties among
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different cell types that express it [60]. Research has demonstrated that APOE, a protein
found in the brain, plays an integral role in Alzheimer’s disease by its interaction with
amyloid-beta protein. APOE was discovered co-depositing with Aβ in amyloid plaques,
thus contributing directly to AD risk. Knocking out APOE in amyloid model mice alters
their Aβ plaque morphology significantly, indicating it plays a crucial role in fibrilization
and amyloid deposition processes.

Studies of APOE’s effects on amyloid pathology have demonstrated isoform-dependent
effects, with APOE4 having the greatest impact, followed by APOE3 and then APOE2. Stud-
ies indicate that those carrying an increased level Aβ compared to APOE3 carriers and
earlier deposition, with greater overall deposition, wider cortical distribution, and ear-
lier deposition onset than its APOE2 counterpart, while delaying deposition, less severe
pathology, and protecting cognitive function, were seen with these carriers [61].

Studies have also demonstrated that APOE4 stabilizes soluble, cytotoxic Aβ fragments
and enhances fibrillogenesis to accelerate early amyloid pathology seeding. Thus, their
interaction may serve as a potential target for therapeutic intervention at early stages of
amyloid disease progression [62,63].

APOE plays an essential role in clearing away antibodies via several mechanisms,
including receptor-mediated clearance and proteolytic degradation. Neurons utilize LRP1
receptors to absorb Aβ /APOE complexes from neurons via LRP1; this process is impaired
for carriers of APOE4 due to reduced complex stability between APOE4 and Aβ. Soluble
Aβ can also be removed by proteolytic enzymes; however APOE4 proves less effective at
this than APOE2 or APOE3, leading to reduced clearance overall [64].

2.5. APOE and Tau

One defining characteristic of Alzheimer’s disease (AD) pathology is the formation
of neurofibrillary tangles (NFTs). NFTs consist of hyperphosphorylated tau aggregates
as well as Aβ plaques. Studies have demonstrated that carrying the APOE4 allele in-
creases tau phosphorylation more than either APOE2 or APOE3, particularly when exposed
to Aβ oligomers. Furthermore, PET imaging studies on humans with this allele reveal
greater tau deposition regardless of plaque presence. Additionally, neuronal APOE4 was
found to promote tau phosphorylation and cell death more effectively than APOE3 in
induced pluripotent stem cell cultures; animal models indicate that this genotype was also
associated with higher total tau and phospho-tau levels, exacerbating tau-mediated neu-
rodegeneration through modulating microglial activation [65]. Recently published research
has demonstrated that deletion of Astrocytic APOE4 can significantly decrease tau-related
synaptic degeneration and disease-associated gene signatures, protecting against microglial
phagocytosis as well as providing protection from tau. One study using AAV-tau delivery
found that APOE2 may cause tau phosphorylation and aggregation to increase, poten-
tially due to formation of tau/APOE complexes primarily produced when non-lipidated
APOE2 was present. Recent genome-wide association study (GWAS) results indicate that
APOE2 may offer protection from AD risk by differentially regulating protein phosphatase
2A (PP2A), an important tau phosphatase in the human brain, unlike the detrimental
impact of APOE4 [66,67]. Taken together, these results show how the impact of APOE
on tauopathy pathogenesis and tau-mediated neurotoxicity depends on which isoform is
chosen. APOE’s role in tau pathology has drawn much interest both within AD research
and among researchers studying related tau-related diseases such as FTD (frontotemporal
dementia), CTE (chronic traumatic encephalopathy), and CBD (corticobasal degeneration).
For instance, FTD patients carrying the APOE4 genotype display earlier onset tau pathology,
more severe neurodegeneration, and greater cognitive decline than non-APOE4 carriers,
suggesting APOE may influence tau pathology independently of Aβ pathology. Therefore,
understanding its molecular mechanisms within tauopathy may provide an important
insight for developing strategies against AD and related neurodegenerative conditions
such as FTD or CTE/CBD [68].
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Studies conducted to date have demonstrated that APOE binds to regions of tau that
contribute to pathogenic NFT formation, and one potential mechanism is that APOE may
bind tau and block its phosphorylation sites. This interaction has been shown to be isoform-
specific, with APOE3 showing stronger binding affinity to tau’s microtubule-binding
region than APOE4. According to research, reduced binding affinity of APOE4 to tau may
increase GSK3-mediated tau hyperphosphorylation and subsequent formation of NFTs.
Alternately, some experts hypothesize that APOE4 inhibits the Wnt signaling pathway
through LRP5/6 receptors by increasing GSK3 activity and leading to tau phosphorylation.
Current research is further exploring these potential mechanisms so as to understand
APOE’s contributions in tau pathogenesis [69].

2.6. APOE and Neuroinflammation

The recent literature indicates that inflammation is an integral component of neu-
rodegeneration, with its modulation by APOE gaining increasing attention. APOE may
contribute to AD pathogenesis through various pathways; however, evidence is mount-
ing that suggests they converge into neuroinflammation. Microglia cells often surround
plaques found in postmortem brain tissue and play an active role in orchestrating an
inflammatory response and clearing out amyloid plaques from memory cells. Studies
conducted on mice lacking APOE have demonstrated decreased microglial response to
plaques, suggesting it may be necessary for proper microglial activation in response to
amyloid aggregation. Emerging research has also demonstrated that disease-associated
microglia (DAM) or microglial neurodegenerative (MGnD) phenotypes exhibit a consis-
tent transcriptional signature across Alzheimer’s mouse models, with APOE serving as
a central regulator. APOE’s effect on microglial function appears to vary depending on
its isoform, with recent research showing that APOE3 induces more effective microglial
responses to Aβ injection than its isoform APOE4. This observation could be explained by
Triggering Receptor Expressed on Myeloid Cells 2 (TREM2), which interacts with APOE
with high affinity to modulate microglial responses. Evidence indicates that binding of
APOE to TREM2 depends on both its isoform and lipidation status, potentially explaining
differences in microglial function between isoforms. APOE4 may impair homeostatic mi-
croglial functions due to reduced lipidation or affinity with TREM2, possibly accounting
for its less potent homeostatic microglial responses compared with other isoforms [70,71].
Studies have demonstrated that C-reactive protein (CRP), produced by hepatocytes and
released into plasma or serum, can be modulated by an individual’s APOE genotype in
their peripheral immune system. CRP is an inflammatory protein produced in response to
inflammation or injury and its levels vary accordingly. Proteomic analysis of cerebrospinal
fluid has demonstrated lower CRP levels among APOE4 carriers compared with individ-
uals carrying either APOE3 or APOE2. CSF samples also reveal reduced concentrations
of CRP and complement cascade proteins among these carriers, in comparison with in-
dividuals who carry either APOE2 or APOE3 [72]. However, in spite of this tendency in
the genotype, AD prevalence increases sharply with increasing serum CRP levels, with its
greatest impact seen among APOE4 carriers. However, in a longitudinal cohort, the APOE
haplotype, but not the CRP haplotype, was associated with life-long cognitive decline, thus
disproving any association between CRP and cognitive decline. Therefore, those carrying
the APOE4 allele may experience abnormal immune reactions, in response to pathological
development, that lead to injury responses and cognitive deficits [73]. Therefore, targeting
APOE-mediated inflammatory responses as part of therapeutic approaches for Alzheimer’s
disease or neurodegeneration could prove useful and should be explored further as a
potential solution.

2.7. Important APOE Mutations Involved in AD Onset
2.7.1. c.-488C>A

The biological impact of this variant found within the APOE promoter remains un-
known [30]. It falls within the functional domain of the HuD protein that spans nucleotides
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−651 to −366 [31] which has been shown to act as a negative regulator in multiple cell
types including PC12 neuronal-like rat chromaffin cells, SK-N-SH neuroblastoma cells,
C6 glial cells, and U373 astrocytoma cells. Furthermore, substitution of nucleotide 488C
will remove potential binding sites used by transcription factor EGR1, which would interact
directly with this transcription factor [32].

2.7.2. c.-24+38G>A

Yee et al. conducted a study that sequenced the APOE genes of 257 Southern Chinese
individuals spanning 69 AD patients, 83 subjects with mild cognitive impairment (MCI),
and 105 cognitively healthy controls in South China. Two AD patients (1.4%), one control
(0.5%), and no MCI patients (0%) carried this variant; it was detected globally at an
incidence frequency of 0.00033 in the gnomAD variant database, with most carriers having
East Asian heritage (0.0037 frequency; 43 heterozygotes) [32].

2.7.3. c.-24+288G>A

Yee et al. conducted a study where this variant was identified in 257 Southern Chinese
individuals spanning Alzheimer’s disease (AD), mild cognitive impairment (MCI), and
cognitively healthy controls from Southern China. One AD patient (0.7%), one MCI patient
(0.6%), and one control (0.5%) carried it [32]; gnomAD reported the variant c.-24+288G>A as
having a worldwide frequency of 0.00016 with only five heterozygote carriers of East Asian
origin worldwide. Conversely it was significantly more prevalent among East Asians with
an East Asian ancestry population, with an incidence rate of 0.015 according to gnomAD
v2.1.1 (Oct 2022); out of 22 carriers listed there, all were had an East Asian ancestry with at
least one homozygote from this region.

2.7.4. c.-23-377A>G

This variant was identified in a study which involved sequencing the APOE genes of
257 individuals of Southern Chinese origin, comprising 69 AD patients, 83 subjects with
MCI, and 105 cognitively healthy individuals—including six AD patients (4.3%), three MCI
patients (1.8%), and three controls (1.4%) [32].

In the gnomAD variant database, this variant was reported at an overall frequency
of 0.00073 and at A much higher frequency among individuals of East Asian ancestry;
22.2 carriers were identified from East Asia alone with one being homozygous for it.

2.7.5. A18T

Yee et al. conducted an in-depth analysis of 257 Southern Chinese individuals’ APOE
genes, comprising AD 69 patients, 83 subjects WITH mild cognitive impairment, and
105 healthy controls, and found one AD patient (0.7%), three MCI patients (18%), and
four controls (1.9%) [32].

Zhou et al. identified this variant as one of six APOE variants with potential clinical
relevance and functional consequences due to its high prevalence in at least one population
and predicted deleterious effects by in silico algorithms. They performed whole genome
and exome sequencing analyses from 138,632 individuals from different populations and
discovered that this variation alters the APOE signal peptide sequence at its cleavage site,
potentially hindering secretory efficiency by disrupting recognition at this spot [33] (Table 3).
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Table 3. Recently discovered new APOE gene mutations.

Mutation Pathogenicity Type of Mutation Biological Effect Citation

K82fs Tauopathy and Pick’s
Disease Deletion

The neuropathological findings were consistent
with Pick’s disease. A frameshift was identified

to start at K82, and the mutant protein was
found to be reduced in the frontal cortex

and hippocampus.

[54]

c.*71C>A Alzheimer’s Disease
—Pathogenic Substitution

In one case, an MRI scan revealed widening of
the sulcus, fissure, and temporal horn, along

with a decrease in hippocampal volume.
Additionally, FDG-PET showed

hypometabolism in the bilateral frontal,
parietal, and temporal lobes. Among the five
affected carriers, CSF analysis showed Aβ42,
total tau, and phospho-tau levels consistent

with AD. The study suggests a possible
reduction in the binding of PSEN2 expression
suppressor miR-183-5p, which may lead to an

increased Aβ42/Aβ40 ratio.

[55,56]

M239V Alzheimer’s Disease
—Pathogenic Substitution

The brain pathology showed diffuse cerebral
atrophy, senile plaques, neurofibrillary tangles
(Braak and Braak stage VI), ectopic neurons in

subcortical white matter, and extracellular
“ghost” neurofibrillary tangles. In cell-based

assays, there was an increase in the
Aβ42/Aβ40 ratio and an increase in

Aβ42 levels. However, there was no change in
the proteolytic products PSEN2-CTF and

PSEN2-NTF.

[57,58]

2.8. Microtubule-Associated Protein Tau

The discovery that microtubule-associated protein tau (MAPT) gene mutations caused
frontotemporal dementia with parkinsonism linked to chromosome 17 (FTLD-17) was a
historic moment, providing genetic evidence of dysfunction within tau alone as sufficient
cause of neurodegeneration independent of Aβ. Abnormal accumulation of tau is seen
across various central nervous system disorders such as AD, Pick’s disease (PiD), progres-
sive supranuclear palsy (PSP), corticobasal degeneration (CBD), and argyrophilic grain
disease; thus, targeting tau offers the possibility not only of treating AD itself but also of
treating many other tauopathies associated with Aβ. Human brains produce six distinct
isoforms of tau through alternative splicing of the MAPT gene located on chromosome
17q21. The different isoforms result from alternatively splicing exons 2 and 3, leading to
variants with zero (0N), one (1N), or two (2N) N-terminus inserts [74]. Exon 10 can also
affect protein production, leading to three (3R) or four (4R) microtubule-binding domains
residing on C-terminal tau proteins based on whether they contain three (3R) or four (4R).
3R tau binds less tightly than 4R tau, so that six tau isoforms could exist: 3R0N, 3R1N, 3R2N,
and 4R0N are all possible isoforms. An average brain contains equal levels of 3R and 4R tau.
However, in certain tauopathies—for instance, those linked to frontotemporal dementia
with parkinsonism linked to mutations near exon 10 on chromosome 17 (FTDP-17)—there
may be an increase in 4R tau, increasing interaction with microtubules [75,76]. Tau under-
goes various post-translational modifications during both normal physiological processes
and stress-induced responses, such as glycosylation, ubiquitination, glycation, nitration,
and oxidation processes, with phosphorylation being the most widely studied. When ex-
posed to healthy brain environments such as Alzheimer’s disease or other tauopathies such
as multiple myeloma or parkinsonism, the levels of tau phosphorylation vary; in healthy
brain tissue there are around two or three residues, while neurodegenerative conditions
such as Alzheimer’s or tauopathies involve much higher phosphorylation, with nine or
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ten phosphates per molecule being created by imbalanced activity between tau kinases
and phosphatases. This results in hyperphosphorylated tau being localized within its
environment, in turn resulting in multiple serine/threonine/tyrosine residues on differ-
ent places on its protein structure due to an imbalance between its kinase/phosphatase
activity [77]. Glycosylation, ubiquitination, glycation, nitration, and oxidation are among
the many post-translational modifications that play a role in controlling tau during both
normal and stress-induced responses. Of these modifications, phosphorylation has been
widely studied. Tau is typically phosphorylated on two to three residues in healthy brains.
However, in AD and other tauopathies, its hyperphosphorylation occurs at nine phos-
phates per molecule. This imbalance results from disruptions in the activity of tau kinases
and tau phosphatases, leading to decreased affinity of tau for microtubules as well as
resistance against degradation by both ubiquitin-proteasome pathway degradation and
calcium-activated neutral proteases. Hyperphosphorylated tau forms fibrils and aggregates
into NFTs over time. Major tau kinases include GSK-3b, CDK5, PKA, and MAPK CaMK II
MARK [78,79], while PP2A has been identified as the primary dephosphorylation enzyme
for abnormal tau. Changes in tau kinases and phosphatases have long been documented as
markers of AD and related conditions, with expression and activation rates of tau kinases
and phosphatases often increasing over time [80]. A variety of processes, including Aβ,
impaired brain glucose metabolism, inflammation, and infection all play a part in abnormal
tau hyperphosphorylation; therefore, identifying pathways governing post-translational
modifications of tau may prove extremely valuable when searching for therapeutic targets.

Research has demonstrated that an abnormal hyperphosphorylation of tau occurs
prior to its accumulation in Alzheimer’s disease-affected neurons. This hyperphospho-
rylated tau has been identified both within neurofibrillary tangles as well as within the
cytosols of AD brains. Utilizing mAβ Tau-1 for immunocytochemical studies has demon-
strated that abnormally phosphorylated tau (not normal tau) accumulates in neurons
without tangles (stage “0” tangles) in Alzheimer’s and aged hippocampi [81]. At present,
tau found in neurofibrillary tangles is known to be ubiquitinated while abnormally hy-
perphosphorylated tau isolated from AD brain cytosol does not display this property,
indicating abnormal hyperphosphorylation occurs prior to its accumulation into neurofib-
rillary tangles. Davies et al. [82] demonstrated that tau phosphorylation occurs prior to
PHF formation in the AD brain by employing monoclonal antibodies targeting mitotic
phosphor epitopes. One possible explanation for abnormal hyperphosphorylation of tau
is conformational changes occurring within diseased brains that make it an even more
favorable substrate for phosphorylation and/or dephosphorylation, respectively. More-
over, they have developed monoclonal antibodies to detect conformational changes in tau,
and have demonstrated that tau indeed undergoes conformational changes both in AD
patients and transgenic mice that overexpress human tau [82]. As in FTDP-17, which is
caused by certain missense mutations of tau, these mutations make tau more susceptible
to hyperphosphorylation by brain protein kinases and lead to its hyperphosphorylation.
However, in AD it is less likely that tau mutations alone are responsible for hyperphos-
phorylation; several neuronal proteins become over-phosphorylated due to an imbalance
between protein phosphorylation and dephosphorylation processes. Biochemical analyses
have demonstrated that Alzheimer’s brain tissue contains excessive levels of tubulin and
neurofilaments that have become hyperphosphorylated; immunocytochemical analysis
shows neurofilaments and MAP1B to also be affected. Furthermore, both PHF-abnormally
hyperphosphorylated tau and its cytosolic counterpart are readily dephosphorylated by
in vitro phosphatases [83].

2.9. Important MAPT Mutations Involved in AD Onset
2.9.1. MAPT IVS10+12 C>T

This mutation was identified as the causative mutation in the Kumamoto pedigree, a
Japanese kindred with frontotemporal dementia [84]. Primary clinical symptoms included
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parkinsonism and dementia manifesting during their fifth decade, with an average onset
age of 53 years and length of illness lasting seven years (n = 6).

Brain tissue from affected individuals was observed to contain elevated exon 10 tau
transcripts and 4R tau isoforms, with elevated exon 10 tau aggregates observed both in
neurons and glial cells; isolated tau filaments displayed twisted ribbon-like morphologies
made up of hyperphosphorylated 4R tau. Yasuda et al. reported neuropathological findings
for one member of this pedigree while Takamatsu et al. discussed neuropathological
findings for one individual within this pedigree [84,85].

2.9.2. MAPT A152T

In a large series of American and European people, the A152T variant was found
to be associated with an increased risk of DLB, but not PD [86]. The variant was found
in 10 out of 2456 controls (minor allele frequency 0.20 percent). Among PD patients,
18 out of 3229 carried the variant (MAF 0.28 percent), and among DLB patients, six out of
442 patients carried the variant (MAF 0.68 percent). In addition, two out of 181 patients
with multiple system atrophy carried the variant (MAF 0.55 percent), a non-significant
increase in frequency.

Consistent with the variable clinical presentations associated with this variant, neu-
ropathological reports are similarly diverse. Abnormal tau accumulation appears to be the
unifying feature in all cases for which postmortem findings are available. In some cases,
prominent Lewy body pathology is seen [87]. In other cases, the pathology is indicative
of PNLA, as indicated by the prominent neuronal loss and tau deposition in the globus
pallidus, subthalamic nucleus, and substantia nigra, with lower levels of pathology in the
motor cortex, striatum, pontine nuclei, and cerebellum.

This variant has been shown to impair tau’s ability to bind microtubules, resulting
in less efficient microtubule assembly and impaired microtubule stability. In addition,
although the mutant protein appears to aggregate with lower efficiency than wild-type
protein overall, it is more prone to oligomer formation [88]. Isogenic human iPSCs gen-
erated from fibroblasts of an A152T carrier showed that the mutant tau is predisposed to
proteolysis by caspases and other proteases and leads to greater tau pathology.

2.9.3. MAPT K257T

Autopsy analysis revealed Pick’s disease, a subtype of FTD characterized by severe
frontotemporal atrophy, particularly in the temporal lobes. The neocortex, hippocampus,
and some subcortical regions displayed numerous tau-positive Pick bodies while diffuse
hyperphosphorylated tau was detected in certain cell bodies [89]. Recombinant tau protein
with the K257T mutation displayed reduced capacity to facilitate microtubule assembly [89].

2.9.4. MAPT L266V

Kobayashi et al. reported one case who underwent autopsy that revealed severe
frontotemporal atrophy with Pick-like pathology, evident by prominent atrophy of both
frontal and temporal cortices as well as caudate nucleus and substantia nigra, prominent
neuronal threads, coiled bodies, and ballooned neurons throughout all layers of the cortex
and the brainstem; abundant tau-positive inclusions within neurons and astrocytes with a
high concentration of tau-positive inclusions were present throughout all cortical layers
and the brainstem; there were abundant tau-positive inclusions found among neurons
and astrocytes, with a high concentration found throughout all cortical layers as well as
a high concentration found within the caudate nucleus; and numerous neuronal threads,
coiled bodies, and ballooned neurons were observed. Additionally, neuronal threads and
ballooned neurons were observed—all were present and notable for its severity [90].

Hogg et al. reported another case characterized by severe frontotemporal atrophy with
Pick-like pathology, as well as significant atrophy of the hippocampus and parietal lobe.
Neuronal loss was extreme across the cortex and substantia nigra with severe atrophy in
these regions; there was also significant gliosis present, while tau-positive inclusions were
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widely distributed, including within the hippocampus, striatum, and substantia nigra. Pick
bodies were Gallyas silver positive and contained straight filaments distributed randomly
throughout layers of cortex [91].

In vitro, this mutation alters exon 10’s splicing, leading to higher levels of tau tran-
scripts, with four microtubule binding repeat domains (4R tau). This leads to decreased
rates of microtubule assembly induced by tau and lower tubulin polymerization levels;
more specifically, with 3R tau isoforms being more likely to assemble than their 4R counter-
parts (Table 4).

Table 4. Most relevant mutations in the MAPT gene leading to AD.

Mutation Pathogenicity Type of Mutation Biological Effect Citation

IVS10+12 C>T Familial Danish
Dementia—Pathogenic Substitution

The mutant protein leads to the formation of
tau aggregates in both neurons and glia, and

isolated tau filaments exhibit a twisted,
ribbon-like morphology and consist of
hyperphosphorylated 4-repeat (4R) tau
isoforms. The mutation also causes a

destabilization of a stem-loop structure that
regulates the alternative splicing of exon 10,

resulting in a higher frequency of inclusion of
exon 10 and an increased proportion of 4R

tau isoforms.

[84,85]

A152T Alzheimer’s
Disease—Risk Substitution

The presence of tau pathology is a common
feature, often accompanied by Lewy bodies,
amyloid plaques, or TDP-43 pathology. The
mutant tau has a decreased ability to bind to

microtubules, leading to less efficient
microtubule assembly and impaired

microtubule stability. Additionally, it has an
increased propensity to form tau oligomers and
is more susceptible to proteolysis by caspases.

[86–88]

K257T
Tauopathy and
Frontotemporal
—Pathogenic

Substitution

The patient exhibited frontotemporal atrophy
with significant temporal lobe involvement.
Tau-positive Pick bodies were found in the
neocortex, hippocampus, and subcortical

regions similar to those seen in sporadic Pick’s
disease. Some cell bodies showed diffuse

hyperphosphorylated tau. In vitro analysis
showed that recombinant tau protein with the

K257T mutation had a decreased ability to
promote microtubule assembly.

[89]

L266V Frontotemporal
—Pathogenic Substitution

The patient had severe atrophy of the frontal
and temporal lobes, with extensive neuronal

loss and gliosis. Tau-positive inclusions,
including Pick bodies, and tau-positive

argyrophilic astrocytes with stout filaments and
round or irregular argyrophilic inclusions were
also observed. In molecular studies, there were

increased levels of exon 10+ tau mRNA and
soluble four-repeat (4R) tau. The patient
showed a decreased rate and extent of

tau-induced microtubule assembly, as well as a
specific increase in tau self-assembly for the

3R isoform.

[90,91]
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2.10. The Evolving Landscape of Alzheimer’s Disease Donanemab Treatment: Exploring Current
and Future Perspectives

Donanemab, a humanized antibody that targets the N truncated pyroglutamate-
amyloid-b peptide (pGlu3Aβ, AβpE3), has shown potential to reduce cerebral amyloid
depositions in Alzheimer’s disease, constituting a promising treatment option for AD. This
therapy aims either to reduce pGlu3 Aβ formation at glutamyl cyclase, or to clear pGluAβ
after formation and/or block aggregation [92–94]. Donanemab was found to be highly
active against amyloid, especially cored plaques within the CNS. However, its efficacy as a
treatment of AD is still uncertain. The binding properties of antibodies targeting AβpE3 are
different against the soluble and aggregated forms of AβpE3-42 [95,96].

Lowe et. al. [97] proved that Donanemab shows good tolerance to dosages up
to 10 mg/kg, with a terminal half-life mean of four days following a single dose of
0.1–3 mg/kg. The half-life was increased to 10 days with a dosage of 10 mg/kg. A
40–50% decrease in amyloid levels was seen at 24 weeks with a Standardized Uptake
Ratio (SUVR), which decreased from 1.65 to 0.36, and a change in Centiloids (CLs), which
decreased from −44.4 (SD 14.2) from baseline. Moreover, 90% of the subjects developed
antidrug antibodies 3 months after a single dose.

In a separate report by Lowe et al. [97], it was shown that Donanemab caused rapid
amyloid decreases even after just one dose [98]. The mean reduction in PET amyloid was
−16.5 CL at 10 mg/kg, −40.0 CL at 20 mg/kg, and −50.6% at 40 mg/kg. The multiple-
dosage groups at week 24 showed a mean reduction in amyloid levels in the 10 mg/kg
Q4weekly arm, a 50.2 CL for the 10 mg/kg Q2weekly arm, and a 58.4 CL for the 20 mg/kg
Q4weekly arm. In both the single-dose and multi-dose cohorts, some patients had an
amyloid clearance level below 24.2. Donanemab was effective in treating all but one patient
(97.8%) [98].

In another cohort, nearly 40% of participants (46 of 115) receiving Donanemab reached
the full amyloid clearing threshold (24.1 CL), and their baseline amyloid levels were lower
than those of the group as a whole. In the first 24-week period, there was a moderately
negative correlation (r = −0.54) between the baseline amyloid level and that of the plaques
removed. The amyloid clearing was sustained, with a very low rate of re-accumulation
(0.02 mean rate over one year). Participants who had an amyloid concentration of =11 CL
by week 24 but discontinued treatment, would require about 3.9 to accumulate amyloid up
to 24.1 CL. The overall tau accumulation was reduced by 34% in the Donanemab groups
compared to placebos at week 76 [99].

In another study by Lowe et al., two patients experienced asymptomatic amyloid
imaging abnormalities as a result of cerebral microhemorrhages. One patient discontinued
treatment because of these reactions. In a second study by the same authors, seven serious
adverse effects were reported in six patients. Only one patient died from a non-drug-related
myocardial ischemia. In another study by the same authors [98], seven serious adverse
events were reported among six patients, with only one patient dying due to a non-drug-
related myocardial infarction. Two patients (4%) from the interventional arms stopped
taking Donanemab because of adverse reactions.

Another investigation relates that the rate of mortality from all causes was lower for
participants who received Donanemab (0.76%) compared to those who received placebo
(1.6%). The study also found that there were no differences between the groups in terms
of the rates of serious adverse reactions, which were respectively 19.85% and 20.0% in the
Donanemab group and the placebo group [99].

As a conclusion, Donanemab is now being tested as an alternative therapy for Alzheimer’s.
It has been a long time since the urgent need to slow the disease’s progression was met.
Alzheimer’s disease treatments have been approved by the FDA, but there has been
controversy over this approval. There is also a need for better and more effective treatments.
According to a systematic review of phase III trials for preclinical Alzheimer’s, the first anti-
amyloid therapies were performed. It is important to plan carefully, to perform longitudinal
assessments, and to store and manage data effectively as clinical trials and new therapeutics
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are developed. The research conducted will determine Donanemab’s effectiveness for a
diverse population, increasing the retention of the treatment and improving referrals to
clinical trials.

2.11. Brief Reflection Point

The section offers an engaging panorama of Alzheimer’s research progress and chal-
lenges, and advocates for an interdisciplinary global collaboration to overcome them. With
each step we take towards unravelling Alzheimer’s complex web, the promise of effec-
tive interventions—perhaps eventually leading to cures—becomes more tangible, bearing
immense significance for millions across the globe who suffer.

3. Parkinson’s Disease (PD)

Parkinson’s disease (PD) is a progressive neurodegenerative condition, most often
seen among elderly individuals worldwide. It is estimated to affect between 0.3% of the
general population and 1–3% of those over the age of 65. By 2030, its numbers are expected
to climb from 8.7 million to 9.3 million. James Parkinson first described PD symptoms
in 1817, and they typically include dysfunctions of the somatomotor system, including
rigidity, bradykinesia, postural instability, gait dysfunction, and tremors.

Disease progression leads to progressive degeneration of the nigrostriatal dopaminer-
gic pathway, leading to significant neuron loss in substantia nigra pars compacta (SNpc)
neurons and depletion of dopamine (DA). Non-motor dysfunctions such as dementia,
hyposmia, and gastrointestinal abnormalities often accompany disease progression.

Pathological hallmarks of Parkinson disease (PD) include accumulations of a-synuclein
aggregates known as Lewy bodies or neurites in certain areas of the central nervous system,
such as the basal ganglia, dorsal motor nucleus of vagus (DMV), olfactory bulb (OB), locus
coeruleus (LC), intermediolateral nucleus in spinal cord (IML), celiac ganglia, and enteric
nervous system (ENS) [100].

New research indicates that Parkinson’s disease (PD) neuropathology could be caused
by environmental stressors and the natural process of aging itself. Exposure to envi-
ronmental toxins, drugs of abuse, or the stress of aging may lead to chronic low-level
inflammation in the brain, leading to something known as “inflammageing,” and thus to
neuron cellular senescence.

Pathologically, Parkinson’s patients typically display damage in the substantia ni-
gra pars compacta and pontine locus coeruleus regions of their brains characterized by
depigmentation, neuronal loss, and gliosis. By the time symptoms manifest themselves,
approximately 60–70% of neurons from this region have already been lost [101].

Genetic factors have been estimated to account for roughly 25% of the risk associated
with Parkinson’s disease, and genetic variants associated with it vary both in terms of
frequency and risk. While rare mutations within individual genes (known as monogenic
causes) may contribute to its development (known as monogenic causes), these were
generally discovered through linkage analysis in affected families using linkage analysis;
some common genetic variants that only contribute a small amount to risk were also
discovered via genome-wide association studies (GWASs), including many common genetic
variants that contribute an intermediate risk, such as GBA or LRRK2 variants.

Genetic classification of Parkinson’s can lead to various treatment approaches and prog-
noses for each subgroup, often depending on age of onset, family history, and pathogenic
variant presence; age at onset, family history and presence of pathogenic variants are
frequently used as criteria for stratifying this form of PD. Monogenic forms may or may not
represent typical forms of idiopathic PD. Importantly, some genes involved in monogenic
PD have also been identified through GWAS studies as common variants. One such gene,
SNCA, which was discovered through these analyses to have common variants, is also im-
plicated in monogenic PD pathogenesis, supporting the role of a-synuclein. Other pathways
may also play a part in its pathogenesis, such as tau aggregation, which is linked with other
neurodegenerative conditions such as Alzheimer’s and frontotemporal dementia [102].
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Familial Parkinson’s, also referred to as Mendelian or monogenic PD, is character-
ized by rare yet high-penetrance genetic variants that increase risk. Autosomal dominant
(e.g., SNCAA53T and VPS35D620N) and recessive forms of familial Parkinson disease
have been identified using linkage analysis in families with the help of next-generation
sequencing technologies, though only 5–10% of cases fall under these single gene variants.
Conversely, low-penetrance genetic variants with more frequent associations with spo-
radic Parkinson’s disease have been identified through genome-wide association studies
(GWASs). At first glance, distinguishing familial from sporadic disease may help with
diagnosis, prognosis, and genetic counseling for at-risk family members; however, such
classification may obscure shared genetic or biological mechanisms that underlie them both.

An example is that both rare and common genetic variants associated with SNCA have
been shown to increase Parkinson’s risk, underscoring its role as an aSyn-mediated disease
mechanism. Missense variants in SNCA such as p.A53T, p.A30P and p.E46K cause autosomal
dominant familial Parkinson disease, while the common risk variant SNCArs356168 occurs
in approximately 40% of European-ancestry populations and has only modest effects on
disease risk [103].

SNCA, or synuclein complex A, is a 14.5 kDa protein consisting of 140 amino acids
encoded by 5 exons and having a transcript length of 3041bps. Located on 4q21.3-q22
of human chromosome 4, this synuclein protein family also includes SNCB (5q35) and
SNCG (10q23.2-q23.3). The structure of SNCA protein comprises an N-terminal region
with incomplete KXKEGV motifs, an extremely hydrophobic NAC domain, and an acidic
C-terminal domain. Under physiological conditions, it appears as either an intrinsically
disordered monomer or helically folded tetramer structure. Although it was previously
thought to be toxic in this form, recent observations have refuted this idea.

Over the last two decades, various hypotheses have been put forward regarding
the toxic structural form of SNCA; none has yet been unanimously agreed upon. What
is known is that its neurotoxic form accumulates within neurons before disseminating
throughout anatomically interconnected regions in the Parkinson’s disease brain through
interneural transmission using various mechanisms.

Although SNCA is most abundantly expressed in the brain, it also appears in heart,
skeletal, muscle, and pancreas cells. While its exact function remains undetermined,
several hypotheses have been proposed based on its structure, physical properties, and
interactions with interacting partners. SNCA may play an essential role in regulating
dopamine release and transport, inducing microtubule-associated protein tau fibrillization
and exerting a neuroprotective phenotype in non-dopaminergic neurons by modulating
both p53 expression and transactivation of proapoptotic genes leading to decreased caspase-
3 activation.

Given SNCA’s central role in neurodegenerative processes, its essentiality may suggest
that selective forces among sarcopterygians play a vital role in modulating its molecular
and cellular mechanisms. Fine-tuning of these mechanisms through minute changes to
protein activity could have contributed to evolutionary adaptations that meet different
environmental and ecological needs. Current evidence indicates that amino acids 32 to 58 of
SNCA’s N-terminal lipid binding domain are critical to its normal cellular functioning and
disease pathogenesis. Lineage-specific substitutions could have led to structural remodeling
and functional adaptation in SNCA over generations, and any mutation affecting its critical
regions is likely to be harmful. These discoveries provide the framework for investigating
their critical roles through various interaction studies as well as targeting them with drug
discovery efforts to treat FPD [104].

Mutations in LRRK2 account for 5–12% of familial parkinsonism cases and 1–5% of
sporadic cases. So far, seven missense LRRK2 mutations have been identified as pathogenic:
R1441G, R1441C, and R1441H were all found to be pathogenic; these variants can be found
within different functional domains of LRRK2, including R1441G located on R1441C, which
affects R1441H; Y1699C was also involved, as well G2019S, R1628P, G2385R, and I2020T
variants specific to certain populations. The G2019S mutation, which leads to constitutive
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activation of the kinase, is one of the most prevalent. It accounts for an estimated 36%
of familial and sporadic Parkinson’s cases among North African Arabs; approximately
30% among Ashkenazi Jewish populations; up to 6% among familial cases in Europe and
North America; and up to 3% among apparently sporadic cases; however, it does not occur
among Asian populations. Various other LRRK2 mutations such as G2385R, R1628P, S1647T,
R1398H, and N551K have also been associated with parkinsonism within certain Asian
populations. Studies conducted among Asian populations spanning Singapore, Taiwan,
and mainland China have established that LRRK2 variants G2385R or R1628P may increase
risk for Parkinson disease. Furthermore, the G2385R variant has been found to increase risk
for Parkinson’s disease among Japanese and Korean populations; these variants were not
seen among Indians and Caucasians. Although LRRK2 mutations exist in familial PD, no
differences exist in clinical features or neurochemical differentiation between idiopathic and
familial forms of parkinsonism. Both forms of Parkinson disease (PD) involve profound
dopaminergic neuronal degeneration and gliosis in the SNpc, decreased dopamine levels in
the caudate putamen, and Lewy body pathology in the brainstem; therefore, understanding
LRRK2 plays an essential role for all forms of PD [105].

Mutations in the PINK1 gene are an important cause of early-onset Parkinson’s disease
(EOPD), accounting for 1–9% of genetic cases and 15% of early-onset cases—second only to
Parkin mutations. First identified by Unoki and Nakamura in 2001, its 18 Kb span contains
8 exonic regions that encode for an essential serine/threonine protein kinase essential for
mitochondrial functioning and metabolism.

As reported by the MDSGene database, worldwide there have been 151 PINK1 mu-
tation carriers who carry 62 different disease-causing sequence variants involved with
both sporadic and familial Parkinson disease cases; 13 definitely pathogenic mutations
exist alongside 44 possibly pathogenic variants (13 definitely pathogenic mutations and
44 possibly pathogenic variants).

PINK1, an encoded protein from the PINK1 gene, primarily localizes to mitochondria
where it serves as a serine/threonine-type protein kinase that regulates mitochondrial
quality control (mitoQC). MitoQC involves maintaining respiring mitochondrial networks
while selectively eliminating damaged ones through mitophagy, an essential process critical
for cell homeostasis. Furthermore, in addition to mitoQC functions, PINK1 also plays an
anti-death, pro-survival role under various forms of stress conditions, preventing neuronal
cell death under various stress conditions. Additionally, its protein contains an N-terminal
mitochondrial targeting sequence (MTS or TMD), transmembrane sequence (TMS or TMD),
and C-terminal domain [106].

3.1. Perspectives of Treatment

The metal-based hypothesis of neurodegeneration is an attractive explanation for the
pathophysiology behind Parkinson’s disease. This hypothesis proposes that reactive oxygen
species are generated by redox-active metals, particularly iron. ROS (reactive oxygen
species) cause membrane phospholipids to be peroxidized, resulting in the production of
reactive aldehydes. Both ROS and reactive aldehydes modify α-synuclein, causing it to
aggregate. Aggregated α-synuclein causes mitochondrial dysfunction, resulting in a vicious
cycle of increased ROS production and decreased ATP synthesis. In order to provide a
more effective treatment of PD, a multi-task strategy targeting these events is needed [107].

Coenzyme Q10 is a vital antioxidant that is important in reducing oxidative stresses, a
factor implicated in Parkinson’s disease and other neurodegenerative diseases. In order to
establish their potential as a marker of disease, a number of studies have investigated the
levels of CoQ10 found in different tissues of people with PD or other parkinsonian disorders.
Several studies have also explored the therapeutic potential of CoQ10 for the treatment of
PD or PS. Several clinical studies have examined the ability of ubiquinol (the antioxidant
form of Coenzyme 10 or CoQ10) to reduce oxidative damages observed in PD. CoQ10 can
restore mitochondrial function by bypassing Complex I dysfunction, which is a feature of
sporadic PD. A meta-analysis consisting of 8 controlled trials involving 899 patients found
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that CoQ10 is well-tolerated, safe, and does not improve motor symptoms compared to
placebo. The study authors do not recommend CoQ10 as a routine treatment for PD except
in cases where levodopa is wearing off [108].

Recent clinical trials have shown that iron chelation therapy is a promising approach
to treating Parkinson’s disease. Due to the multifactorial nature of PD, targeting a specific
factor, such as iron, may not be enough for complete neuroprotection. It may be necessary
to develop and test multifunctional drugs that combine the iron chelation process with
other protective properties.

A growing global population is aging, and central nervous system disorders such
as Parkinson’s and Alzheimer’s diseases are becoming more prevalent. These disorders
are linked to iron accumulation in certain areas of the mind. Finding effective treatments
for these conditions is therefore crucial to improving the longevity and quality of life of
elderly people [109]. DFO (deferrioxamine) was administered intramuscularly in early
studies of Alzheimer’s patients. DFP (deferiprone) was the first oral chelator used to treat
Friedreich’s Ataxia [110]. This condition is characterized by frataxin deficiency, which
is the mitochondrial chaperone for iron. Animal studies have shown that DFO or DFP
can reduce iron in different brain regions, and also provide neuroprotection for an animal
model of Parkinson’s disease. In two clinical trials, oral DFP was administered to PD
patients in cohorts. MRI measurements showed that the iron content of the substantia
nigra, as measured by DFP, decreased. UPDRS scores also improved. Iron chelation was
not effective in patients who had high levels of inflammatory marker IL-6. DFP has a major
problem with agranulocytosis, and neutropenia. This requires testing of white blood counts
every week and complicates logistics. DFP is currently being tested in phase II clinical trials
on early-stage PD [107,111].

α-Synuclein is another point of interest regarding the treatment of PD. Although clinical
trials using monoclonal antibodies to treat α-synuclein aggregates have failed to show any
improvement in Parkinson’s symptoms, other studies in progress or recruiting participants
may prove that targeting α-synucleinopathies as a therapeutic option is possible.

3.2. Brief Reflection Point

This section leaves us with a clear message: while we have made significant strides
toward understanding Parkinson’s disease, much remains unsaid. To truly make progress
against it possible for millions worldwide living with Parkinson’s, interdisciplinary research
must continue as we unravel its complexities. Continuing the search for knowledge is not
simply essential scientifically; it also enhances quality of life for millions affected by this
condition worldwide.

4. Huntington’s Disease (HD)

Huntington’s disease represents a neurodegenerative disorder that bears the name of
the American physiologist George Huntington (1850–1916). He was the first one to observe
the main manifestation of this disease, characterized by uncontrolled motor activities that
tend to be compared to dance-like movements of the body, named chorea, as well as
abnormalities regarding both the personality and patient’s way of thinking. The motor
disturbance can be split into two different stages: the incipient stage, characterized by a
hyperkinetic syndrome, due to the loss of the medium spiny neurons (MSNs) of the indirect
pathway, followed in the later stages of the disease by the loss of the MSNs of the direct
pathway, which lead to a hypokinetic syndrome [112]. Moreover, Huntington was the one
to observe that this pathology has both a hereditary nature as well as a progressive onset,
saying “Once it begins it clings to the bitter end” [113]

However, Huntington’s disease represents a rare pathology, with an incidence of
10.6 to 13.7 out of 100,000 individuals. The statistics vary across ethnic groups due to the
differences in the HTT gene. According to a study conducted by Bates et al. in 2015 [114],
the average length of repeated CAG trinucleotide sequences varies from 18.4–18.7 in the
European population and 17.5–17.7 in the East Asian population.
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As it was increasingly studied, it was shown that Huntington’s disease represents an
autosomal dominant progressive neurodegenerative disorder, consisting of a repetitive set
of (CAG)n trinucleotide sequences in a gene found on the chromosome 4p16.3, between
D4S10 and D4S98 [115] (Gusella et al., 1983), called huntingtin (HTT), leading to a polyg-
lutamine expansion. This repetitive sequence of trinucleotides leads to a mutation of the
huntingtin gene (mHTT).

However, the number of CAG units repeated in an allele has a strong significance
when it comes to predicting whether the allele is a disease generating one or not. The
normal range for the healthy population is between 6 and 35 units. Between 36 and 39 units,
the disease is not guaranteed to occur, but there are also chances of developing it. Over
40 units, the mutation is regarded as highly penetrant and it will generate a phenotype
along the adult population [116].

Conversely, the length of the CAG repeated sequence is not only correlated with
the chances of developing the Huntington’s disease, but also with the onset age of this
pathology. The study conducted by Persichetti et al. (1994) showed that the bigger the
sequence of trinucleotides, the earlier the beginning of the neurological symptoms [117].

Additionally, other variations have been identified in the HTT gene beyond its poly-
morphic/expanded CAG repeat. These include modifications in both its coding sequence
(such as an expanded CCG repeat after CAG repeat and deletion polymorphism at codon
2642), as well as untranslated sequences, intron sequences, and those flanking its cen-
tromeric and telomeric ends. These variations have been used to define HTT haplotypes,
which represent groups of sequence variants on specific chromosomes that tend to remain
relatively unchanged between generations due to limited recombination events in this
relatively small segment of genome [118].

These haplotypes, carrying expanded alleles in HD patients, have revealed that approx-
imately 50% of Europeans with HD have one common ancestor, while multiple independent
mutations on different chromosomal backbones account for the rest. However, none of
the most frequent haplotypes found either on HD chromosomes or among HD heterozy-
gotes appear to significantly alter motor diagnosis age. Therefore, while natural sequence
variation at HTT might occasionally serve as a source of disease modification in HD, its
contribution is not significant enough [119].

The mHTT gene leads to the formation of an abnormal huntingtin protein with an
extended polyglutamine tail at the NH2-terminal end.

The toxicity of the mHTT gene is generated through the formation of two kinds of
mRNA. The first is represented by the HTT mRNA, while the second is a HTT mRNA exon
1, which encodes only the first exon due to the CAG repeated sequence [120]. Therefore,
from the first type of mRNA will result a full-length huntingtin protein made of huntingtin
fragments, which are loops that are used for proteolytic cleavage and will later represent the
site for complex post-translational modifications that will lead to the HTT exon 1 fragment,
as well as some individual boxes. The HTT mRNA exon 1 on the other side translates itself
with the help of the ribosome just in a huntingtin fragment, which is arranged in three
parts. The first is described as a mixed sequence of 17 amino acids, the second part is the
polyglutamine sequence, also called polyQ, while the last part of the exon 1 fragment is
characterized by a proline-rich domain (PRD) (Figure 2).

Upon translation, either the full-length huntingtin protein or the HTT exon1 protein is
generated. The HTT exon1 fragment comprises the HTTNT sequence, the polyglutamine
sequence encoded by the CAG repeat, and a proline-rich domain. On the other hand, the
full-length huntingtin protein includes the HTT exon1 sequence, as well as ordered and
disordered protein segments represented by boxes and loops, respectively.

Proteolytic cleavage, which occurs at recognition sequences located in the disordered
segments, leads to the formation of various products, including HTT exon1-like fragments.
Fragments with expanded polyQ segments play an important role in the development of
Huntington’s disease through molecular mechanisms that have yet to be fully understood.
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Huntington’s disease begins early, before any symptoms have emerged, with tran-
scriptional dysregulation taking place due to mutations of HTT that disrupt transcriptional
machinery via interactions with transcription factors and molecular mediators such as CBP
(cAMP response element-binding protein).
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Figure 2. The huntingtin protein can take on various forms and undergo changes depending on the
expression of the HTT gene. Normally, the expression of HTT results in the production of an RNA
transcript that codes for the complete huntingtin protein. However, if the gene has an expanded CAG
repeat, the RNA transcript can be processed abnormally, producing an mRNA that encodes only the
HTT exon1 protein. 1 & 2—Transcription and Processing; 3 & 4—Translation; 5—Proteolysis. Created
with BioRender.com.

Recent research has demonstrated changes to chromatin remodeling through im-
paired histone activity, and reductions in mitogen-activated and stress-activated protein
kinase 1 (MSK-1) activity among striatal neurons of Huntington’s disease patients and
animal models. Overexpression of MSK-1 resulted in increased expression of peroxisome
proliferator-activated receptor gamma coactivator alpha (PGC-1a), a transcriptional co-
activator involved in mitochondrial biogenesis that may also protect against neuronal
death [121].

Histone deacetylase (HDAC) inhibitors have shown promising results in animal
models of Huntington’s disease, and may represent a viable therapeutic target. Class III
HDACs (sirtuins) have demonstrated promise as neuroprotective targets, with one study
revealing an improvement in motor function and reduced brain atrophy in a Huntington’s
disease mouse model by overexpressing Sirt1, an NAD-dependent protein deacetylase.
Notably, Sirt1 also restored brain-derived neurotrophic factor (BDNF) [122].

The following actions that happen after the translation are represented by a conden-
sation and oligomerization of the protein fragments in cytoplasm, which will lead to a
dysfunctional proteostasis of the cell. Moreover, these fragments will go through an aggre-
gation process inside the nucleus of the cell, binding to the DNA as inclusions and therefore
altering the entire process of transcription. All of these pathological processes will alter
both the axonal transport and inter-synaptic transmission, as well as the mitochondria of
the cell, causing a decreased energy output [121].
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According to a study conducted by G. Vonsatellel et al. in 1998 [123], the mutated
huntingtin protein can be found in both the dystrophic neurites and in nuclear inclusions
of the neuron, with a higher prevalence in the cortex and neostriatum in comparison with
the globus pallidus and cerebellum, where this type of mutated protein cannot be found.
Moreover, this study attested that mHTT protein was found in 38% to 52% of the neurons of
the patients with juvenile HD (with an age under 20 years) and in 3% to 6% of the neurons
regarding the adult onset of the HD.

A study conducted by the GWAS (Genome-Wide Association Study) in 2017 discov-
ered the existence of a correlation between the HD onset and a gene called MSH3, that
together with the MSH2 gene, will lead to a heterodimer called MutSβ, whose main goal is
to repair the possible mismatches of the DNA after replication. However, a variant of MSH3
seems to be involved in the somatic expansion of the CAG repetitive sequence, leading to
an increased risk of developing HD, affecting mostly the brain striatum, which is the most
affected by HD. This test was conducted using the post hoc analysis [124].

However, even if today we understand the pathogeny of HD better than at any
previous time, the therapeutic directions are quite limited, and it is difficult to achieve a
conclusive result. According to a study conducted by Travessa et al. [125], of 99 trials that
proposed to study 41 compounds to treat HD, only 2 trials made it to phase 4 (2%), with a
success rate of only 3.5%.

4.1. Treatment

Tetrabenazine is the only drug approved to treat Huntington’s chorea in North Amer-
ica and some European countries; however, this could increase depression as a potential
side effect. Post hoc analysis showed that advanced Huntington’s disease patients who
already took antidepressant drugs did not experience worsening depression after starting
treatment with tetrabenazine. Antipsychotic drugs are most often employed for chorea
treatment in Europe, while both tetrabenazine and antipsychotics are applied at an equal
level in North America and Australia.

Amantadine’s efficacy for chorea treatment remains inconclusive, while pridopidine,
a dopaminergic stabilizer, has been assessed as a symptomatic therapy in Huntington’s
disease; trials showed mild stimulatory and inhibitory effects depending on dopaminergic
tone levels.

However, a recent phase III trial involving 437 patients failed to demonstrate significant
improvements in modified motor score after six months of treatment with doses up to
90 mg/day; further analysis suggested potential benefits in UHDRS total motor score as an
endpoint. Huntington’s disease offers few treatment options for cognitive dysfunction and
behavioral abnormalities, and trials of cholinesterase inhibitors have proven unsuccessful
in improving cognitive dysfunction. Moreover, addressing the behavioral abnormalities
remains challenging.

Therapies designed to lower levels of mutant huntingtin (mHTT) represent one of the
most promising approaches for disease modification. These emerging therapies target either
DNA or RNA of the mHTT gene; targeting can take the form of antisense oligonucleotides
(ASOs), RNA interference (RNAi), or small molecule splicing inhibitors. Currently, ASOs
are being investigated in a human phase 1b/2a study delivered intrathecally that catalyze
degradation of HTT mRNA via RNAse H; in animal models, this approach resulted in a
decrease of up to 80% in HTT mRNA levels over time [126].

Attaining lower levels of mHTT may prove particularly effective for Huntington’s
disease modification. One approach aimed at this goal involves targeting either DNA or
RNA of the mHTT gene; targeting its expression using ASOs, RNAi, or small molecule
splicing inhibitors are possible solutions.

RNAi-based approaches use RNA molecules that bind to mRNA in the cytoplasm and
prompt its removal by Argonaute 2, an RNAse enzyme found within an RNA-induced
silencing complex. While therapeutic strategies using this approach are still in their pre-
clinical stage, one treatment could potentially provide permanent HTT reduction through
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intracranial injection into the striatum of a small molecule splicing modifier that has shown
promising results in animal models with muscular atrophy; screening is underway to
identify small molecule modulators of mHTT.

Targeting the DNA of mHTT can be done using two approaches: zinc finger proteins
and the CRISPR/Cas9 system. Zinc finger proteins are structural motifs that bind directly to
DNA; synthetic zinc finger transcription factors targeting CAG have been used successfully
to lower levels of mHTT protein in animal models. However, as they create non-native
proteins, they could potentially trigger immune reactions, and further research is required
before conclusively targeting them.

CRISPR/Cas9 is a groundbreaking gene editing technology, allowing scientists to
make precise changes to an organism’s DNA. CRISPR stands for Clustered Regularly
Interspaced Short Palindromic Repeats found in bacteria and archaea genomes; the repeats
are connected by “Cas” genes which encode for proteins such as the Cas9 enzyme.

CRISPR/Cas9 works by employing a small RNA molecule called a guide RNA (gRNA),
designed to target specific DNA sequences with high specificity. Engineered specifically to
bind to its target sequence, gRNA allows for highly targeted binding between the DNA
molecule and itself—with Cas9 enzyme acting like “molecular scissors” at this location,
cutting its DNA at target locations. More recently it has also become a genome editing
tool with various applications in human disease treatment. Huntington’s disease patients
were treated using this technology to excise promoter regions, the transcription start site,
and CAG mutation expansion of the mHTT gene found in their fibroblasts, leading to
permanent allele-specific inactivation of this gene. This approach has also been successfully
tested in an HD rodent model, providing proof of concept. Further preclinical work needs
to be completed before CRISPR/Cas9 gene editing technology can reach clinical application.
Recently raised concerns over unexpected off-target mutations have necessitated more
study [127].

No treatment has yet been shown to stop or slow Huntington’s disease from progress-
ing, although various clinical trials have investigated its potential effectiveness, including
of minocycline, riluzole, and remacemide. However, none has shown significant effects.

Coenzyme Q10 (CoQ10) at 600 mg/day was observed to slow functional decline,
although this did not reach statistical significance. Additional research is evaluating
effects of doses up to 2400 mg/day as well as testing on preHD gene carriers. Safety and
tolerability data showed that doses of up to 3600 mg/day were well-tolerated by most
study participants without experiencing serious adverse events [128].

Creatine is widely acknowledged for its antioxidant properties and potential to im-
prove mitochondrial function and cell bioenergetics. Unfortunately, an earlier study con-
ducted using 10 g/day did not demonstrate significant improvements in total motor score,
functional capacity, or neuropsychological testing scores compared with controls. There-
fore, phase III studies are now taking place with higher dosages up to 40 g/day as part of
CREST-E (Creatine Safety Tolerability Efficacy in Huntington’s disease) [129].

4.2. Brief Reflection Point

In essence, this section reaffirms the significance of continued and interdisciplinary
research in unraveling Huntington’s disease. As our understanding deepens, so does the
potential to enhance diagnosis, develop effective treatments, and ultimately improve the
lives of those affected by this disease. Our journey in decoding Huntington’s is far from
over; each step forward holds promise and hope for millions globally.

5. Amyotrophic Lateral Sclerosis (ALS)

Amyotrophic lateral sclerosis is a neurodegenerative disease usually manifesting
with an onset of focal muscular weakness and fatigue, having the tendency to spread
selectively among upper and lower motor neurons; in some cases dysarthria, dysphonia,
and dysphagia can also occur [130]. It affects the health state of the patient as it spreads
typically from distal muscles to more proximal ones. The survival rate is about 2 to 5 years
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from the date of diagnosis, with the cause of death usually being respiratory failure. ALS
can be classified as being familial (10% of the cases) and sporadic (90% of the cases),
both of which show similarities between symptomatology. This shows how important
epigenetic studies are in discovering new treatments for ND and how both epigenetics
and environmental factors can determine the apparition of ALS and neurodegenerative
disorders in general [131]. Various studies have shown that ALS has a slightly higher
incidence in the female population. Furthermore, great geographical discrepancies show
that there is a prevalence in the European region, while in Asia and the Middle East,
far fewer ALS cases have been reported [132–134]. In addition, it has been proven that
environmental exposure to different agents such as infectious agents or heavy metals can
lead to genetic alterations and can also facilitate the development of degenerative diseases.
The most common genetic genes that cause ALS are C9orf72, SOD1, TARDBP, FUS, and
TBK1 [130,131] (Figure 3).
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Figure 3. Advances in large-scale genomic analysis have uncovered a variety of causative genes and
risk factors for amyotrophic lateral sclerosis (ALS). These gene variants map onto key pathogenic
mechanisms relevant to all motor neuron cellular compartments as well as neighboring cells such as
glia and interneurons. In this way, these mechanisms are genetically validated, enabling a greater
confidence in their targeting for therapeutic benefit. Some of these mechanisms have emerged only
in recent years due to new genetic information, including gene changes highlighting dysregulation
of RNA processing and metabolism. There is significant overlap of some genes with those found in
closely related disorders such as frontotemporal dementia (for example, C9orf72, CHCHD10, SQSTM1,
TBK1, CCNF, FUS, TARDBP, OPTN, UBQLN2, TUBA4A, ATAXN2, VCP, and CHMP2B). This suggests
a closer relationship with broader neurodegenerative disorders, and indeed many of the pathways
depicted are relevant in, for example, Alzheimer’s disease. ER, endoplasmic reticulum. Created
with BioRender.com.

Numerous studies have confirmed to date that C9orf72 mutations are the most common
in familial ALS disease, which only represents 10% of the ALS cases ([135]), compared to
other gene mutations that lead to the apparition of this pathology. C9orf72 is a gene that is
formed out of 11 exons and it is implicated in splicing mechanisms that produce transcripts
and 2 isoforms. The mutation that is widely spread throughout ALS cases especially in
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Europe and North America is the GGGGCC hexanucleotide expansion, located in the
first intron of variants 1 and 3 and in the promoter region of variant 2 [132,134]. More
than 22 repeats were found in neurodegenerative disorders and it has been stated that the
patients that present the GGGGCC hexanucleotide repeat might share the Finnish founder
risk haplotype; this statement that can be supported by the fact that numerous studies have
shown that the expansion is most common in the Finnish population compared to other
regions [136,137]. The mechanisms behind this expansion can be explained by its capacity
to be transcribed into repetitive RNA, which then forms both sense and antisense RNA
foci and five dipeptide repeat proteins (DPRs). This can explain possible mechanisms of
pathology represented by dysfunction of C9orf72 protein or toxic accumulations of either
RNA foci, which can sequester RNA binding proteins, creating inclusions or DPRs inside
the nucleus of the nervous cells [135,138].

Mutations of the SOD1 gene represent one of the most common factors of apparition
for familial ALS and represent about 10–20% of FALS (familial ALS) cases, being far less
common in sporadic ALS cases. At the moment, there are over 155 gene mutations of
the SOD1 that can have implications in ND diseases, including ALS. These can result in
different modifications to the SOD1 protein regarding its level, structure, or enzymatic
activity, which can eventually lead to toxic protein accumulations due to misfolding of
the SOD1 proteins [139]. It was first stated that the SOD1 mutations are implicated in the
apparition of ALS by a mechanism based on the loss of function of this protein, but this
hypothesis was soon abandoned after some experimental studies [139–141]. The SOD1
protein, also known as superoxide dismutase 1, is a very well-conserved gene located
inside the nucleus, cytoplasm, and mitochondria’s membrane. It is formed by 5 exons that
encode 153 amino acid metalloenzyme, binding Cu and Zn ions, forming a dismutase that
removes radicals from the cells and metabolizes them into oxygen and hydrogen peroxide
([139]). The most common mutations of SOD1 associated with ALS are usually based on
changes in the structure of the protein, specifically, the amino acid positions, and might
include A4V [142], G93A [143], and L84F [144,145].

A4V mutation changes the alanine from codon 4 to valine in exon 1 and it is associated
with aggressive forms of ALS representing 50% of the SOD1 mutation cases reported in
North America [139,146]. G93A is a heavily studied gene mutation of the SOD1 protein that
represents a substitution of glycine with alanine from the codon 93 of the SOD1 protein,
changing its conformation, and is also responsible for approximately 20% of the familial
ALS cases. According to a study conducted by the Chinese Pharmaceutical Association in
2023 [147], oxidative stress has a major impact on ALS pathology; patients showed different
oxidative markers, such as glutamate excitotoxicity, and dysfunctions at several levels, such
as mitochondria, due to calcium influx, and axon as well as protein oxidation. These modifi-
cations observed were at SOD1-G93A in mice. This mutation is relatively rare in the general
population but it is very common in familial ALS, and multiple studies on animal models
have also shown that having the SOD1-G93A mutation is enough to cause motor-neuron
degeneration [147–149]. Understanding the mechanisms as well as the specific effects of
SOD1 mutations on protein structure and functions is an important area of research for
developing effective treatments for ALS and neurodegenerative diseases in general.

The L84F mutation changes the amino acid at position 84 from leucine to phenylalanine,
and is associated with a slightly mild form of ALS compared to other mutations such as
G93A, resulting in both protein instability and misfolding that can lead to forming protein
accumulations [144]. According to a study on the population of central Italy [145], the
L84F mutation is a rare mutation that has been identified in several families as a result
of a common ancestor who carried the mutation. In addition, the article reported several
pathological characteristics of the patients with ALS who had this mutation, including
young age of onset, a relatively slow progression of the disease, and the predominance
of upper limbs’ motor neuron involvement, suggesting that the clinical features might be
caused by the specific mutation (Table 5).
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Table 5. Important SOD1 mutations associated with ALS onset.

Mutation Pathogenicity Type of Mutation Biological Effect Citation

A4V ALS Pathogenic Substitution

This mutation is responsible for a rapidly
progressive dominant form of amyotrophic

lateral sclerosis (ALS) that exclusively affects
lower motor neurons, and it accounts for 50%
of SOD1 mutations associated with familial
ALS in North America. However, it is a rare

mutation in Europe.

[142,146]

G93A ALS Pathogenic Substitution

Patients showing different oxidative markers,
such as glutamate excitotoxicity, and

dysfunctions at several levels, such as
mitochondria, due to calcium influx, and axon
as well as protein oxidation; modifications were
observed at SOD1-G93A in mice. This mutation
is relatively rare in the general population but it
is very common in familial ALS, and multiple

studies on animal models have also shown that
having the SOD1-G93A mutation is enough to

cause motor-neuron degeneration.

[147–149]

L84F ALS Pathogenic Substitution Protein instability and misfolding that can lead
to forming protein accumulations. [144,145]

Mutations of the TARDBP gene are associated with neurodegenerative diseases, espe-
cially with amyotrophic lateral sclerosis; this gene encodes the TDP-43 protein, which is
implicated in the apparition of this ND. The exact mechanisms of how this mutation leads to
motor neuron degeneration are not fully understood, but one of the reasons might be that it
affects the structure of the function of TDP-43, thus leading to the formation of toxic protein ag-
gregates [150,151]. According to an article published in Nature Genetics [152] that investigated
the frequency of TARDBP mutations by sampling 93 familial ALS cases and 109 sporadic ALS
cases, the mutations that were identified were mostly missense mutations, with A382T being
the most common one found. In addition, regarding the clinical symptoms, the patients found
with TARDBP mutations had an early onset age and usually bulbar onset, as well as a shorter
survival rate compared to that of other ALS cases. The TARDBP gene was present in 5% of
the familial ALS cases and 1.9% of the sporadic cases. TARDBP mutations interfere with the
normal function of TDP-43, leading to abnormal protein clumps in motor neurons, which
contribute to death and degeneration of these motor neurons. While its exact mechanisms for
inducing ALS development remain enigmatic, speculation points toward changes in RNA
splicing, protein translation, or degradation processes being involved. TARDBP mutations
are an important genetic risk factor for ALS and studying them can provide insights into its
mechanisms of development, potentially providing potential therapies targeted specifically
towards these mutations [153]. TARDBP gene mutations have long been linked with amy-
otrophic lateral sclerosis. One of the more often-seen TARDBP mutations linked to ALS is
M337V; this mutation can be found in both familial and sporadic cases of the condition. Other
TARDBP variants that have also been frequently connected with this form of neurological
disease include A315T, G348C, and A382T mutations [150,154,155].

The TDP-43 M337V mutation has been associated with familial amyotrophic lateral
sclerosis (ALS) in Japan. A study conducted on 41 families living with familial ALS revealed
that 11 of those families contained TDP-43 M337V mutations. The TDP-43 M337V mutation
results in the production of an abnormal TDP-43 protein that aggregates abnormally and
accumulates in motor neurons, ultimately leading to their degeneration and death, and
thus contributing to ALS development. It is thought that this accumulation may play a key
role in its manifestation [154,155].

The TDP-43 A315T mutation has been linked with familial motor neuron disease.
This genetic alteration occurs within the TARDBP gene, which contains instructions for
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producing the TDP-43 protein; mutations disrupting this production can lead to abnormal
protein accumulation within motor neurons and eventually death. According to [155],
attaining abnormal levels of TDP-43 through mutations such as A315T has been linked with
degeneration and death of motor neurons, eventually leading to motor neuron diseases such
as ALS. Although this mutation only appears in a small percentage of familial motor neuron
disease cases, it is a pathogenic one responsible for inducing symptoms in those who carry
it. Undertaking research into the TDP-43 A315T mutation and its impact on motor neuron
disease could provide key insights into its underlying mechanisms and possible therapeutic
targets, and genetic testing may play a pivotal role in identifying individuals carrying this
mutation who could be at an increased risk of familial motor neuron disease. Another
study shows that the TDP-43 (A315T) transgenic mouse model provides an opportunity to
investigate how mutations of the TDP-43 gene A315T affect amyotrophic lateral sclerosis
and other motor neuron diseases, leading to abnormal accumulations of protein aggregates,
which eventually cause degeneration and death of motor neurons. It reveals that transgenic
mice carrying the A315T mutation of TDP-43 may succumb to early death due to digestive
complications before fully manifesting neurological signs associated with ALS, suggesting it
also influences their digestive systems and may contribute to their early demise. Although
the exact mechanisms underlying gastrointestinal complications remain poorly understood,
experts speculate that abnormal TDP-43 protein build-up in intestinal cells may lead to
dysfunction and damage. The early death of these transgenic mice highlights the necessity
of conducting further studies into the effects of A315T mutation on non-neuronal systems
within the body, and possible therapeutic approaches for managing them. The TDP-43
(A315T) transgenic mouse model provides an essential way of studying its underlying
mechanisms as well as devising potential treatments against it [156].

The TARDBP gene mutation, A382T, has been associated with an increased susceptibility
for motor neuron diseases such as amyotrophic lateral sclerosis. Studies have demonstrated
that this mutation results in the production of an abnormal TDP-43 protein that accumulates
and damages motor neurons, ultimately leading to their decline and eventual demise. The
A382T mutation is considered an uncommon pathogenic mutation found only in a small
proportion of familial ALS cases. Further research is necessary to fully understand how this
mutation leads to disease development and potential therapeutic approaches that target it.
Genetic testing could prove invaluable in identifying individuals carrying this variant who
may be at greater risk of ALS and related motor neuron diseases [157,158] (Table 6).

Table 6. Important TARDBP mutations associated with ALS onset.

Mutation Pathogenicity Type of Mutation Biological Effect Citation

M337V ALS Pathogenic Substitution

Production of an abnormal TDP-43 protein that
aggregates abnormally and accumulates in
motor neurons, ultimately leading to their

degeneration and death, and thus contributing
to ALS development.

[150,154,155]

A315T ALS Pathogenic Substitution

Transgenic mice carrying the A315T mutation
of TDP-43 may succumb to early death due to

digestive complications before fully
manifesting neurological signs associated with

ALS, suggesting it also influences their
digestive systems and may contribute to their
early demise. Although the exact mechanisms

underlying gastrointestinal complications
remain poorly understood, experts speculate

that abnormal TDP-43 protein build-up in
intestinal cells may lead to dysfunction

and damage.

[156]

A382T Possible ALS
Pathogenic Substitution Unknown mechanism. [157,158]
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The Fused in Sarcoma (FUS) gene represents another common gene that can cause ALS
apparition and encodes a protein involved in controlling RNA processing and transport
within cells. Mutations of this gene have been linked with neurodegenerative diseases.
Mutations that alter FUS protein accumulation in neurons may result in their dysfunction
and apoptosis. Both missense and truncating mutations of FUS may alter protein function
and disease development. Some mutations are inherited in an autosomal dominant manner,
while others may occur spontaneously. Further research must be conducted in order to
understand how FUS mutations work and to develop therapeutic approaches; genetic
testing could help identify individuals at increased risk of FUS-related diseases [159,160].

Regarding amyotrophic lateral sclerosis (ALS), researchers have discovered several
mutations of the FUS gene that may contribute to its progression. R521C, R521H, and P525L
mutations are among the most frequently encountered, occurring in approximately 5–10%
of familial cases and a smaller proportion of sporadic cases of ALS.

Mutations result in the production of a mutated FUS protein that accumulates in
motor neuron cytoplasm, eventually leading to their degeneration and death. While the
exact mechanisms underlying ALS development due to such mutations remain enigmatic,
experts speculate that they disrupt RNA metabolism and transport processes that are vitally
important in maintaining proper motor nerve functionality [159].

A previous study investigated the prevalence and clinical features of FUS mutations
among Italian patients with familial ALS. From 54 cases studied, 2 individuals (3.7%) carried
FUS R521C mutations that showed early disease onset, as well as more severe disease
progression, than patients without this mutation, suggesting FUS mutations may play an
integral role in familial ALS prevalence among Italian populations. This suggests FUS
mutations may play a vital part in creating familial ALS within Italy’s population [161,162].

The TBK1 gene is also implicated in ALS apparition and plays an essential role in reg-
ulating various cellular processes, such as autophagy, inflammation, and immune response.
Mutations have been identified as one cause of ALS and FTD; such mutations result in
abnormal protein aggregate accumulations within motor neurons, causing degeneration
and death. Interference with regular cellular processes may play a part in contributing
to this condition and to its progression. Mutations in TBK1 have been identified as an
uncommon cause of ALS and FTD. These mutations cause abnormal protein aggregates to
build up in motor neurons, eventually leading to their degeneration and death, possibly
interfering with normal cellular processes that contribute to disease development in this
way, contributing further to ALS or FTD development [163,164]. Mutations in the TBK1
gene have been identified in patients suffering from amyotrophic lateral sclerosis (ALS),
including missense, frameshift, and truncating mutations. Some of the more prevalent
mutations include the frameshift mutation TBK1 p.Ile383Thr, which results in truncated
protein expression [164]. Missense mutations such as p.Arg357Ser and p.Gly290Val have also
been found; these latter two also appear in familial cases as these affect highly conserved
amino acids found within its protein. Additionally, missense mutations impair its ability to
bind its target proteins, allowing greater protein expression from within.

These mutations are thought to disrupt TBK1’s role in regulating various cellular
processes, such as autophagy and immune responses, potentially contributing to motor
neuron degeneration in ALS patients [164,165].

According to [164], various studies have demonstrated TBK1 gene mutations among
familial and sporadic cases of ALS, suggesting TBK1 dysfunction may play an integral
part in its progression. Furthermore, this piece delves into potential pathways through
which these mutations could contribute to ALS progression, such as disrupted autophagy,
neuroinflammation, and mitochondrial malfunction.

This article highlights the various functions of TBK1 in terms of its involvement
with innate immunity, autophagy, protein aggregate clearance, and neuroinflammation;
these processes have been implicated as being causal in ALS. Studies have identified
mutations of the TBK1 gene among ALS patients, indicating its involvement. Furthermore,
dysfunction caused by mutations may contribute to neuroinflammation, which results in
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protein aggregate accumulation as well as motor neuron death, resulting in the progression
of the condition.

This article suggests that TBK1 could be an effective therapeutic target for treating
ALS, specifically by increasing autophagy and decreasing neuroinflammation. Further-
more, further research needs to be conducted in order to fully comprehend how this gene
contributes to ALS, as well as to create effective treatments that target it [164–166].

In recent years, epigenetic studies have led to major discoveries regarding neurodegen-
erative diseases and appear to be the key element in finding a treatment that can cure the
condition rather than just alleviate it. The term epigenetic refers to any genetic alteration
that occurs at any molecular level, associated with several factors such as environmental
agents or stress, that does not implicate the modification of the DNA directly [167]. The
most common mechanisms regarding epigenetics are DNA methylation, miRNAs, and
PTM (post-translational modification) of histones [168].

ALS is a disease characterized by the loss of neuromuscular junctions, and is also
associated with apoptosis of UMN (upper motor neuron) and LMN (lower motor neuron)
cells, as well as the surrounding astrocytes and microglial cells. It is also associated
with inclusions in which the main protein involved is TDP-43, which can cause protein
aggregation by its mislocalization between the nucleus and the cytoplasm [169]. In addition,
there are multiple pathological causes of ALS; the most relevant are the failure of protein
degradation, changes in RNA metabolism, and axonal transport.

The failure of protein degradation can be the leading cause implicated in the formation
of protein aggregates that can disturb the homeostasis of the cells, and it is also one of the
similarities between neurodegenerative diseases. Protein chaperones can aid the cells to
the point of saturation by refolding the misfolded protein. This can explain the formation
of protein aggregates; however, if the chaperones are overloaded, ubiquitin inclusions
are formed inside the nucleus. The genes that lead to protein accumulation relating to
ALS pathologies are UBQLN2 which is associated with the formation of the inclusions,
SQSTM1, TBK1, VCP, and C9orf72 protein, which interacts with the inclusions previously
formed [131,170–172].

Another mechanism that contributes to the pathogenesis of ALS is abnormal RNA
metabolism, which includes abnormalities in RNA processing and miRNA expression
that lead to misfolding proteins and formation of aggregates. RNA processing includes
many mechanisms, such as transcription, splicing, editing, transport, and degradation. The
key elements implicated in the deviations are RNA-binding proteins such as TDP-43 and
FUS, but there are additional targeted proteins that can present mutations, such as ANG,
STX, ATXN2, MATR3, hnRNPA1, and hnRNPA2B1. This demonstrates that any mutations
occurring at this level have an important role in ALS, although we cannot state that these
mutations lead to the apparition of ALS [173].

Specific gene mutations that may contribute to ALS are PFN1, SOD1, and TUBA4A.
The mutations of the C-terminus of kinesin-1 may also contribute, with the implicated
mechanism affecting the integrity of the cytoarchitecture and the transport throughout the
axon by destabilizing the tubulin networks, which may also affect the molecules carried
inside the axon. The binding of the molecules transported inside are stabilized by DCTN1.
It is mentioned that mutations at this level are not very common and do not play an
important role in familial ALS apparition, but they rather contribute to diagnosing several
ND diseases, especially in late-onset Parkinson’s, ALS, and FTD [131,174,175].

The different motor phenotypes of ALS can be classified based on whether upper
or lower motor neurons are affected, and which regions they impact. Each subtype may
present with differing life expectancies; some may even present with cognitive and be-
havioral deficits. Classic ALS is the most prevalent subtype, marked by signs of both
upper and lower motor neuron loss in various body areas. By contrast, primary lateral
sclerosis (PLS) typically presents as progressive spasticity with slowing movements, as
well as isolated upper motor neuron signs. PLS patients exhibit no muscle atrophy, visible
fasciculations, or denervation on EMG four years post-symptom onset. Their median
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survival is over 20 years, while PLS can transition into ALS three to four years after disease
onset. A subtype called UMN-predominant ALS shows some LMN involvement, but less
prominently than classic ALS. Patients in this subtype progress more slowly but live shorter
lives than PLS patients [176,177].

There are multiple motor phenotypes of ALS, defined by their degree of involvement
with upper versus lower motor neurons and regional distribution of symptoms. Under-
standing each subtype’s life expectancy and degree of cognitive and behavioral impairment
is imperative.

One form of ALS, called LMN predominant ALS, involves limited UMN involvement
with variable rates of progression. PMA (progressive muscular atrophy), on the other hand,
involves progressive isolated LMN signs without evidence of UMN dysfunction. Up to
30% of PMA patients may develop these signs during follow-up.

Bulbar ALS is a devastating form of the disease characterized by rapid decline and an
average lifespan of only two years from disease onset. It manifests as spastic dysarthria
due to bulbar UMN dysfunction and tongue wasting and fasciculation due to bulbar LMN
dysfunction. While only 30% initially exhibit bulbar symptoms, most ultimately experience
difficulty speaking or swallowing due to this form of the condition.

Pseudobulbar Palsy (PBP) is another subtype, distinguished by absent facial expres-
sions, spastic dysarthria, difficulty chewing, dysphagia, and tongue protrusion due to
spasticity, but no fasciculation or wasting. This disorder originates in the upper motor
neurons (UMNs), distinguishing it from progressive bulbar Palsy, which only affects LMNs
but may not be universally recognized [178,179].

5.1. Perspectives for Treatment

The complexity of ALS has been demonstrated by its failure in over 40 randomized
controlled trials that attempted to find effective disease-modifying medications. Riluzole is
currently approved in most European countries as the sole disease-modifying medication;
administered twice daily at 50 mg dose, its antiglutamatergic properties increase mean
patient survival by approximately six months. The most frequently experienced side effects
include nausea, diarrhea, fatigue dizziness, and liver issues.

More recently, edaravone (a free radical scavenger) has been studied in ALS patients.
A phase III, double-blind study administering 60 mg/day of edaravone intravenously
over 2 weeks per month resulted in significantly less decline in scores on the revised
ALS Functional Rating Scale (ALSFRS-R). After six months, significantly fewer scores had
decreased [180–182].

Masitinib, an oral tyrosine kinase inhibitor, is currently under study as a possible
treatment for ALS. A randomized controlled trial administered masitinib as an add-on
therapy with riluzole at 4.5 mg/kg/day, and showed positive effects in decreasing ALSFRS-
R scores, especially among those experiencing typical disease progression. Its effectiveness
will be further examined in a confirmatory study [183].

Honokiol was found to provide neuroprotective benefits by mitigating oxidative stress
and improving mitochondrial function in affected neurons. Researchers also observed in-
creased expression of key antioxidant enzymes and reduced expression of pro-inflammatory
cytokines in those neurons treated with honokiol.

Overall, studies suggest that honokiol could serve as an effective therapy to treat ALS
by decreasing oxidative stress and improving mitochondrial function in affected neurons.
More research should be conducted in order to confirm these results, as well as to determine
optimal dosing and treatment regimens for honokiol in ALS patients [147].

5.2. Brief Reflection Point

This section highlights the fact that ALS is a multifactorial disorder affected by genetic,
environmental, and lifestyle influences; thus, integrating genetic/molecular knowledge
with larger biopsychosocial models is vital in order to gain an overall understanding of
this illness. At its core, ALS research is about helping those living with this devastating
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condition improve their quality of life, and eventually finding a cure. While great strides
have been taken in understanding it thus far, much more work remains. Ongoing mul-
tidisciplinary research efforts must continue; each step forward in research contributes
toward making patients’ lives better while ultimately finding an endpoint cure for this
devastating illness.

6. Conclusions and Future Directions

Over the last five years, tremendous advances have been made in understanding both
the pathophysiology and genetic basis of AD. Revamp of the amyloid-β cascade hypothesis
and greater insight into AD preclinical phases has enabled improved comprehension.
Genetic investigations have progressed from identifying three causal and one risk gene, to
discovering multiple genetic markers that can be used to create a polygenic risk score for
AD. Biomarker diagnosis has fundamentally transformed how AD is classified, making
it possible to enroll patients earlier in studies when blood biomarkers become accessible.
Molecular imaging will enhance diagnostic categorization and pathophysiology of any
disease by providing visual evidence of co-pathology or regional protein aggregated
deposits. At this rate, insights into risk reduction, primary and secondary prevention,
and non-pharmacological and pharmacological treatments could become available and
in parallel earlier than ever before. The early identification and multimodal treatment of
patients could soon become a reality [184].

PD has been recognized for over 200 years and presents serious healthcare challenges
worldwide. However, Parkinson’s is treatable when interventions are tailored specifically
for each patient by trained healthcare providers. Here we highlight several promising
advancements in Parkinson’s research and treatments which offer hope that services will
continue to evolve to make a meaningful difference to those living with the disorder
worldwide [185].

Understanding of Huntington’s disease (HD) has advanced substantially due to ad-
vances in genetic technology and large cohorts of individuals living with HD. Thus, new
genetic modifiers of the disease have been identified. Somatic instability of CAG repeats is
most prevalent in tissues most susceptible to HD pathology, and its degree is negatively
correlated with age at disease onset. DNA repair components involved with mismatch
repair may act to control somatic instability and the disease course. MutSb’s attempts at
repair may induce loop-outs within CAG tracts targeted by MutSb, leading to potentially
significant expansion. Reducing MSH3, PMS2, and LIG1 pro-instability factors or hindering
their function is thought to reduce somatic instability while being well-tolerated. FAN1
expression decreases somatic instability while postponing disease onset; its upregulation
could serve as protection from HD. Modulating these DNA repair components may also
reduce instability in other pathogenic repeat sequences, suggesting these potential thera-
peutic options could also prove effective against repeat expansion diseases. Additionally,
mHTT sequesters components of the NPC in aggregates, disrupting nucleocytoplasmic
transport. Modulating nuclear transport pathways has proven protective in cell models of
HD, opening new avenues for therapeutic intervention. Cerebrospinal fluid (CSF) offers an
ideal source of CNS proteins for clinical trials due to its accessibility throughout. Notably,
neurofilament light chain (NfL) is one of the proteins released into CSF and plasma after
neuronal damage to be used as a biomarker or surrogate endpoint for clinical trials. Its
levels seem to correlate strongly with disease progression; thus, its levels could serve
both functions simultaneously. Furthermore, mHTT could also be released by damaged
neurons, with CSF concentration changes representing early changes to be found prior to
manifestation of HD [112,186].

In recent years we have witnessed an increased focus on developing precision medicine
approaches for ALS subtypes with known genetic causes. One promising therapeutic av-
enue involves antisense oligonucleotides (ASOs), which are short sequences of nucleotides
that can modulate gene expression and splicing. ASOs have proven effective against pre-
clinical models of ALS characterized by SOD1 mutations and C9orf72 repeat expansions;
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clinical studies utilizing intrathecal administration of ASOs targeting these genes are cur-
rently ongoing. Stem cell therapies such as granulocyte-colony stimulating factor (G-CSF)
are being explored as possible therapies for ALS. Peripheral blood stem cells, bone marrow
mesenchymal stem cells, and non-neural progenitor cells induced by granulocyte-colony
stimulating factor have all shown safety and tolerability when administered to ALS patients.
However, their efficacy against disease progression remains undetermined. Current phase
II and III clinical trials offer hope that more precise classification of ALS cases based on
pathogenic mechanisms will lead to targeted therapies with favorable results in particular
ALS subgroups, eventually making ALS disease manageable [187,188].
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Abbreviations

ND Neurodegenerative disease
AD Alzheimer’s disease
APP Amyloid precursor protein
Aβ Amyloid beta peptide
HCHWA-D Hereditary cerebral hemorrhage with amyloidosis
PiD Pick’s disease
GFAP Glial fibrillary acidic protein
SPECT Single-photon emission computed tomography
PET Positron emission tomography
APOE Apolipoprotein E
BBB Brain Blood Barrier
HDL High density lipoprotein
CNS Central Nervous System
NFTs Neurofibrillary Tangles
GWAS Genome-wide association study
PP2A Protein phosphatase 2A
FTD Frontotemporal Dementia
CTD Chronic traumatic encephalopathy
CBD Corticobasal degeneration
DAM Disease-associated microglia
MGnD Microglial neurodegenerative
TREM2 Triggering receptor expressed on myeloid cells 2
CRP C-reactive protein
MCI Mild cognitive impairment
MAPT Microtubule-associated protein tau
PSP Progressive supranuclear palsy
PHF Abnormally hyperphosphorylated taus
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CL Centiloids
SUVR Standardized Uptake Ration
PD Parkinson’s disease
SNpc Substantia nigra pars compacta
DA Dopamine
DMV Dorsal motor nucleus of vagus
OB Olfactory bulb
LC Locus coeruleus
IML Intermediolateral nucleus in spinal cord
ENS Enteric nervous system
EOPD Early-onset Parkinson’s disease
mitoQC Mitochondrial quality control
DFO Deferrioxamine
DFP Deferiprone
HD Huntington’s disease
MSNs Medium spiny neurons
mHTT Mutation of the huntingtin gene
HTT Huntingtin gene
CBP cAMP response element-binding protein
MSK1 Mitogen-activated and stress-activated protein kinase 1
PGC-1a Proliferator-activated receptor gamma coactivator alpha
HDAC Histone deacetylase
BDNF Brain-derived neurotrophic factor
ASOs Antisense oligonucleotides
RNAi RNA interference
CoQ10 Coenzyme Q10
CREST-E Creatine safety tolerability efficacy in Huntington’s disease
ALS Amyotrophic lateral sclerosis
FALS Familial amyotrophic lateral sclerosis
DPR Dipeptide repeat proteins
FUS Fused in Sarcoma
miRNA Micro RNA
PTM Post-translational modification
UMN Upper motor neuron
LMN Lower motor neuron
PMA Progressive muscular atrophy
PBP Pseudobulbar Palsy
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Abstract: Neurodegenerative disorders often acquire due to genetic predispositions and genomic
alterations after exposure to multiple risk factors. The most commonly found pathologies are vari-
ations of dementia, such as frontotemporal dementia and Lewy body dementia, as well as rare
subtypes of cerebral and cerebellar atrophy-based syndromes. In an emerging era of biomedical
advances, molecular–cellular studies offer an essential avenue for a thorough recognition of the
underlying mechanisms and their possible implications in the patient’s symptomatology. This
comprehensive review is focused on deciphering molecular mechanisms and the implications re-
garding those pathologies’ clinical advancement and provides an analytical overview of genetic
mutations in the case of neurodegenerative disorders. With the help of well-developed modern
genetic investigations, these clinically complex disturbances are highly understood nowadays, being
an important step in establishing molecularly targeted therapies and implementing those approaches
in the physician’s practice.

Keywords: neurodegenerative disorders; molecular mechanisms; genetic mutations; frontotemporal
dementia; tauopathies; protein-encoding gene

1. Frontotemporal Demetia (FTD)

Frontotemporal lobar degeneration (FTLD) syndromes exhibit a complex neuropathol-
ogy characterized by heterogeneity. Two key forms are seen, known as FTLD-tau and
TDP, distinguished by the presence of tau or TDP-43-positive inclusions, respectively [1].
Recently, FUS-positive inclusions have also been detected in some FTLD cases. Two rare
neuropathological subtypes of FTLD exist. FTLD-UPS is characterized by inclusions posi-
tive for ubiquitin but negative for tau, TDP-43, and FUS. CHMP2B mutation cases tend to
display this form, while FTLD-ni lacks discernable inclusions [2]. CHMP2B gene mutations
were first identified in Danish kindred who suffered from frontotemporal dementia linked
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to chromosome 3 (FTD-3) [3]. This mutation alters the splice acceptor site for CHMP2B’s fi-
nal exon, leading to the production of two novel transcripts known as CHMP2BIntron5 and
CHMP2BDelta10. Furthermore, an autosomal dominant Belgian FTLD pedigree revealed
another mutation known as CHMP2BQ165X, which causes premature stop codons, result-
ing in the protein lacking its final 49 amino acids, leading to its premature degradation [4].

Limited available data indicate that FTD occurs in approximately 11 cases per 100,000 in-
dividuals, with an incidence rate of 1.6 cases per 100,000 individuals. However, these
figures appear to significantly increase from the fifth to seventh decades of life and likely
underestimate actual prevalence due to misdiagnosis among older individuals. FTD ac-
counts for 40% of dementia cases with early onset that have been confirmed through
postmortem examination, although its onset typically begins between middle age and the
ninth decade [5].

As serotonergic function is reduced in FTD, the use of serotonergic modulators is
more apposite a priori, and modest behavioral benefit has been shown for trazodone and
citalopram, though not for paroxetine [6]. Due to decreased serotonergic activity observed
in FTD, serotonergic modulators appear more suitable as treatment options. Trazodone
and citalopram have both demonstrated modest behavioral improvement; paroxetine
did not achieve such benefits. If psychosis, aggression, or intrusive compulsions require
management, then neuroleptic medications may be required, though care must be taken as
individuals living with FTD can experience significant extrapyramidal side effects from
even newer-generation antipsychotics. Therefore, in such instances, we suggest low-dose
risperidone or quetiapine, with a strict clinical monitoring to avoid extrapyramidal side
effects from antipsychotics [7].

Numerous potential strategies for treating FTD have been proposed. These include an-
titau antibodies and agents that stabilize microtubules, methods to increase the expression
and release of progranulin, modulating autoimmunity and neuroinflammation (particularly
applicable for GRN mutations), as well as using antisense oligonucleotides to silence toxic
C9orf72 messenger RNA messengers—strategies which hold promise in targeting the root
mechanisms while making advancements in FTD treatment [8].

GRN belongs to a family of growth factors with cysteine-rich polypeptides and can
be found throughout various tissues. The GRN gene can be found 1.7 Mb upstream
from MAPT’s microtubule-associated protein tau-encoding gene MAPT. GRN comprises
12 exons that code for its precursor glycoprotein of 68.5 kDa, divided into seven distinct
granulins of 6 kDa each for secretion purposes by cells. GRN plays its role through cell
signaling and signal transduction pathways [9].

Recent studies have demonstrated that mutations of the GRN gene are responsible
for frontotemporal lobar degeneration, known as FTLD-U. This form is characterized by
neuronal inclusions positive for ubiquitin but negative for tau. Mutations affecting GRN
may lead to functional loss via an NMD process based on analysis of its cDNA both in
brain cells and lymphoblastoid cells [10].

Frontotemporal dementia was initially clinically described by Arnold Pick in 1892.
Later, Alois Alzheimer identified neuropathological lesions characteristic of Pick’s disease
in 1911 [11]; these lesions, now known as Pick bodies, were later found in the 1960s to
contain abnormal filaments made up of hyperphosphorylated microtubule-associated
protein tau, and these neurofibrillary lesions closely resemble those described by Alzheimer
in 1907, hence its naming after him [12].

In 1994, an autosomal dominant familial form of frontotemporal dementia with Parkin-
sonism was identified that was linked with chromosome 17q21.2. Missense mutations
found in this form were thought to negatively impact how effectively tau protein interacts
with microtubules; reduced interactions can be seen as partial loss of function, leading
to destabilized microtubules that disrupt crucial cellular processes, such as rapid axonal
transport [13].

Variants of FTD forms in other neurodegenerative disorders are as follows:
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- PiD (Pick’s disease) typically presents as behavioral variant frontotemporal dementia
(bvFTD) or nonfluent variant primary progressive aphasia (nfvPPA), with motor
deficits being rare. Histological characteristics of PiD include neuronal loss and
swelling known as Pick cells; distinct large spherical neuronal cytoplasmic inclusions
called Pick bodies may also be observed in some individuals with the disorder [14].

- Progressive supranuclear palsy (PSP) typically presents as a movement disturbance
characterized by early postural instability, axial rigidity, bradykinesia, and ophthalmo-
plegia. Cognitive impairment may be mild; however, some cases with PSP pathology
show dementia similar to bvFTD or nfvPPA. PSP pathology also involves degeneration
in multiple subcortical regions, including the striatum, globus pallidus, subthalamic
nucleus, midbrain, tectum/tegmentum, substantia nigra, basis, pontis, cerebellar
dentate nucleus, and cerebellar peduncles [15].

- Patients diagnosed with corticobasal degeneration (CBD) often display corticobasal
syndrome (CBS), characterized by bradykinesia, rigidity, dystonia, apraxia, cortical
sensory signs, alien limb phenomenon, and bradykinesia [16].

- They may also show features of FTD (bvFTD or nfvPPA), displaying depigmentation
in the substantia nigra, atrophy of globus pallidus, as well as focal and asymmetric
cerebral cortical atrophy—histopathological features that overlap between PSP and
CBD such as tau-immunoreactive glial cells as well as NCI histopathological features
of both syndromes [17].

- FTD caused by mutations of the MAPT gene is an autosomal dominant form linked
to chromosome 17 (FTDP-17T) that accounts for roughly 10% of familial FTD cases.
MAPT pathogenic mutations include missense or deletions in exons 1 and 9–13 or
mutations after exon 10 that mainly manifest themselves through behavior changes,
personality shifts, cognitive dysfunction, and atypical Parkinsonism, typically seen
through behavior and personality alterations, cognitive deficits, and Parkinsonian-like
symptoms as well as neuropathology featuring hyperphosphorylated tau deposits
within gray and white matter structures [18].

- Mutations to the VCP gene (valosin-containing protein) cause a rare familial syndrome
known as inclusion body myopathy, Paget’s disease of bone, and FTD with variable
penetrance (IBMFD). VCP belongs to the AAA-ATPase gene superfamily and serves
as a molecular chaperone involved in various cellular activities that are either directly
or indirectly controlled by UPS (ubiquitin–proteasome system) [19].

This histological pattern has been observed frequently among cases associated with
tau mutations in various exons, including exons 9 (K257T, L266V, and G272V), 10 and 11
(L315R and S320F), 12 (E342V K369I), and 13 (G389R). Notably, in cases of FTDP-17 linked
to I260V mutation in exon 9, brain scans did not reveal typical pathological tau species
such as Pick-like bodies and neurofibrillary tangles, whereas S352L mutation also did not
lead to the deposition of insoluble tau adopting pathological forms [20].

Patients who carry mutations in exon 10 or intron 10 typically display neuronal and
glial tau pathology with ribbon-like filaments primarily composed of 4R tau. On the other
hand, missense mutations outside exon 10 tend to present selective neuronal pathology
that includes all six isoforms deposited as either paired helical filaments (PHFs) or straight
filaments (SFs) [21].

Studies of FTD linked to chromosome 17 have been complicated by genetic hetero-
geneity. Some families that clearly link with 17q21 have been found not positive for MAPT
mutations despite extensive analysis of their coding regions. Those families without tau
pathology might suggest the presence of another defective gene at 17q21; however, MAPT
mutations or complex forms, such as chromosomal rearrangements, cannot be entirely
excluded as causes. Investigating the disease mechanism in these tau-negative FTD families
is of vital importance, given that most FTD patients do not exhibit tau pathology according
to immunohistochemistry tests. Investigating both tau-positive and tau-negative families
should contribute to our knowledge about tau and related tauopathies, leading to more
effective therapeutic approaches for this devastating disorder.
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Targeting TDP-43 aggregates: One therapeutic strategy involves decreasing TDP-43
clearance or inhibiting their formation to help remove accumulations of toxic aggregates
that accumulate soluble TDP-43 or toxic aggregates [22].

Targeting specific mutants: For specific mutations such as C9orf72, methods designed
to decrease its transcript have shown promising results. Antisense oligonucleotides (ASOs)
have been extensively researched and have proven successful at decreasing this mutated
transcript.

FTD-FUS (FTD fused in sarcoma) and therapeutic strategies: Studies have demon-
strated that treating cell cultures with methylation inhibitors may help decrease cytoplasmic
mislocalization and aggregates associated with FUS mutants in FTD cases.

Mutations associated with FTD-UPS (ubiquitin–proteasome system): For therapeutic
intervention, silencing the pathologically involved genes such as mutant CHMP2B by
administering siRNA treatments has been observed to reverse cellular pathology in patient
fibroblasts. FTD has several pathological conditions associated with it, yet no definitive
mapping exists between these conditions and particular clinical presentations. One underly-
ing condition often associated with FTD is “frontal lobe degeneration of the non-Alzheimer
type”, or dementia lacking distinctive histopathology (DLDH), which helps distinguish its
clinical presentation from any potential associated pathologies [23].

Human-induced pluripotent stem cells (iPSCs) are extensively employed in studies
related to neurological and neurodegenerative conditions (Table 1). These iPSCs originate
from specialized somatic cells, commonly from fibroblasts or peripheral blood mononuclear
cells, through the heightened expression of the reprogramming agents Oct4, Klf4, Sox2,
and c-Myc [24].

Table 1. Overview of targeted molecular therapies in frontotemporal dementia.

Study Focus Key Findings and Techniques Citation

Origin and employment of iPSCs
Derived from somatic cells like

fibroblasts. Uses agents Oct4, Klf4, Sox2,
and c-Myc.

[22]

iPSC models for FTLD-tau Focuses on fibroblasts from MAPT
alterations. [25]

Patient-sourced iPSCs with 10 + 16
mutation

Noted surge in 4R tau expression, leading
to increased 4R:3R tau isoform ratio. [26]

Tau pathology in N279K
iPSC-derived neurons

Observed shifts in 4R:3R tau isoform
balance, with increased 4R tau levels. [27]

iPSCs from patients with N279K
mutation

Differentiated into NPCs. Used
CRISPR/Cas9 for isogenic controls.

Differentiated into astrocytes using Sox10
and growth factors.

[27]

A distinct study noted marked tau pathology in N279K iPSC-derived neurons. Here,
the neurons displayed shifts in the 4R:3R tau isoform balance, showcasing increased 4R tau
levels and augmented tau fragmentation as early as 28 days after the maturation process of
iPSC-derived neural progenitor cells (NPCs) [25].

In an initial analysis of patient-sourced iPSCs possessing the 10 + 16 mutation, a
significant surge in 4R tau expression was documented during neuronal development. This
led to a heightened 4R:3R tau isoform proportion in these cells [26].

iPSCs from patients with the N279K mutation were differentiated into NPCs. Subse-
quently, CRISPR/Cas9 genome editing was utilized to produce isogenic control cells. These
patient-derived and isogenic control cells underwent differentiation into astrocytes by am-
plifying the expression of Sox10 and introducing pro-astrocytic growth and neurotrophic
factors, including ciliary neurotrophic factor [27].
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2. Spinocerebellar Ataxias (SCA)

Autosomal dominant spinocerebellar ataxias (SCAs, or ADCAs) comprise an expan-
sive group of inherited ataxias with symptoms usually appearing between 30 and 50 years
of age, although specific subtypes of SCA can appear earlier or even after 60 years [28].

Recent epidemiological evidence indicates that SCAs may be more prevalent than
previously estimated. Prevalence rates exceeding 5–7 in 100,000 have been documented
across various geographical regions; Japan, in particular, has reported 18.5 cases per 100,000
when considering dominant, recessive, and sporadic SCAs plus familial spastic paraple-
gia [29]. These numbers are comparable with other less frequent motor neurodegenerative
conditions like Huntington’s disease or motor neuron diseases [30].

At present, over 30 SCA genes or loci have been identified, each one contributing
differently to spinocerebellar neurodegeneration. Polyglutamine expansions in specific
genes (SCAs 1, 2, 3, 6, 7, 17, and DRPLA) cause abnormally long polyQ tracts in encoded
proteins. Noncoding expansions contribute to SCA 10 and 12 cases. Conventional mutations
affect genes encoding cytoskeletal proteins (bIII spectrin in SCA5), voltage-gated potassium
channel Kv3.3 in SCA13), protein kinases (tau Tubulin Kinase 2, SCA11; protein Kinase
C Gamma 14), intracellular calcium channels (Inositol 1,4,5-triphosphate receptor 1), and
fibroblast growth factors (FGF14 and ATPases AFG3L2 in SCA27 and 28) [31] (Table 2).

Table 2. Molecular pathways useful in spinocerebellar ataxias treatment.

Molecular Target Pathway SCA Subtype Possible Medication

PP2 PP2 1, 12 PP2-mediated
regulators

PRKC PRCK 1, 14 PRKC-mediated
regulators

Gene transcriptors Multiple 1–3, 6, 7 HDACis

Aggregation Autophagy
Transglutaminase 1–3, 6, 7, 17, DRLPA Rapamycin

Cystamine

Chaperons HSR, UPR 1–3, 6, 7, 17, DRLPA Arimoclomol

Ubiquitin UPS 1–3, 6, 7, 17, DRLPA UPS derivates

Mitochondrial
approach Multiple Any Coenzyme Q10

Calcium activity Calcium mechanisms 1, 6 Ca2+ blockers

Dopamine pathway Dopamine 1–3, 6, 17, 27

Levodopa,
anticholinergic, and

dopaminergic
pharmaceutical

therapies

Neurotransmitters GABA Any Glutamate inhibitors

Ataxins RNAi Any RNAi

Caspases Caspases Any Cystamine
PP2—serine/threonine protein phosphatase 2; PRKC—protein kinase C; HDACis—histone deacetylase inhibitors;
DRPLA—dentatorubral pallidoluysian atrophy; HSR—heat shock response; UPR—unfolded protein response;
UPS—ubiquitin/proteasome system; GABA—gamma aminobutyric acid; RNAi—RNA interference.

Dysregulation of transcription and gene expression is seen in SCA1, where ataxin
1 interacts with various transcription factors involved in transcriptional regulation, such as
Lanp/Anp32a, PQBP-1, Silencing Mediator of Retinoid and Thyroid Hormone Receptors
(SMRT), Boat, Gfi-1/senseless, Capicua, and Tip60. Mutant forms of ataxin 1 disrupt these
transcriptional regulators’ activity by disrupting gene expression levels, leading to changes
in Wnt-receptor signaling and Retinoic Acid/Thyroid Hormone signaling, as well as nucleic
acid binding [32].
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Other SCAs such as SCA2, SCA3, SCA7, SCA17, and DRPLA, as well as atrophin 1 gene
product, directly participate in transcription as components of transcriptional regulatory
complexes. For example, ataxins 2, 3, and 7 interact with basal transcription factor TATA-
binding protein while atrophin 1 interacts with various transcriptional regulators—such
interactions interfere with CREB-dependent transcription, which has an effect on gene
expression [33].

The balance between protein acetylation and deacetylation, essential to optimal cell
functioning, can be disturbed when mutant proteins contain expanded polyglutamine
repeats that cause pathogenesis of neurodegenerative diseases. Restoring this equilibrium
through a genetic or pharmacological adjustment in histone deacetylases (HDACs) poten-
tially offers therapeutic strategies using HDAC inhibitors against neurodegeneration [34].

Alterations of synaptic neurotransmission play an important part in the neurodegen-
erative mechanisms underlying SCAs. Motor dysfunction precedes neuronal death in
SCA1 transgenic mice, leading to Purkinje cell dysfunction that compromises Purkinje cell
functions as well as changes to synaptic plasticity [35].

SCA8 mice share similar symptoms to human patients of this disease, specifically a
loss of GABAergic inhibition in the cerebellum and intranuclear inclusions with expanded
polyglutamine content in Purkinje cells and other neurons [36]. This finding could provide
one explanation for SCA8’s lack of disease penetrance; it has been associated with large
CTG repeat expansion in an antisense RNA for KLHL1 gene antisense RNA, as well as
neuropathological analysis showing degeneration of Purkinje cells, inferior olivary neurons,
and nigral neurons [37].

Alterations of calcium homeostasis play an integral part in SCAs. For instance, SCA6
is caused by polyglutamine expansions in the CACNA1A gene that encodes the alpha (2.1)
subunit of CaV2.1 voltage-dependent P/Q-type calcium channel [38], while mutations
of the protein kinase C gamma (PKC gamma) gene affect the C1 domain, essential for
translocation and regulation of PKC gamma kinase activity [39]. Mutations in the PRKCG
gene, which codes PKC gamma, result in the dysfunction of calcium homeostasis [40].
Finally, SCA15 causes deletions or missense mutations within the ITPR1 gene that are
involved with intracellular calcium release from the endoplasmic reticulum (Table 2).

These changes in neurotransmission and calcium homeostasis play a key role in the
pathogenesis of SCAs, providing therapeutic targets for intervention.

Mitochondrial Stress and Apoptosis: Polyglutamine-expanded cellular death of cere-
bellar neurons by polyglutamine-expanded containing proteins is preceded by the recruit-
ment of caspases into polyQ aggregates. This is followed by the activation of caspases 3
and 9 and of mitochondrial apoptotic pathways mediated by members of the Bcl-2 family,
such as Bax and Bcl-x(L). Both factors are known key components of neuronal apoptosis by
regulating the mitochondrial release of cytochrome-c and Smac/DIABLO [41].

A method that has proven effective in diminishing the expression of mutant ATXN1
in vivo involves introducing AAV vectors that carry an shRNA targeting ATXN1 to the
cerebellum [42].

This results in a significant reduction in mutant ATXN1 expression, leading to consid-
erable enhancement in motor function and normalization of the structure of Purkinje cells
in the transformed cells. Even though this SCA1 research utilized an shRNA targeting both
the wild-type and mutant ATXN1, strategies focusing specifically on the mutant allele are
being devised for numerous polyQ disorders, SCA3 included [43] (Table 3).

In a sequence of research projects using a transgenic mouse model for SCA17, Xioa-
Jiang Li and his team discovered indications suggesting that the polyQ expansion in TBP
modifies its DNA-binding capacity and interaction with transcription regulators. This
could potentially lead to the decreased expression of certain genes, such as HSPB1 and
TrkA. Hence, for SCA7 and SCA17, the evidence suggests that polyQ expansion particularly
affects these transcription regulators’ competency to manage the expression of certain key
genes crucial for neuronal function, while not altering their regulation of the majority of
other genes [44] (Table 3).

47



Int. J. Mol. Sci. 2023, 24, 13006

Table 3. Overview of targeted molecular therapies in spinocerebellar ataxias.

Treatment/Research Focus Research Focus Citation

AAV vector method targeting
ATXN1

Introducing AAV vectors with shRNA targeting
ATXN1 led to reduced mutant ATXN1

expression. This improved motor function and
normalized Purkinje cells. Research now focuses
on specifically targeting mutant alleles in polyQ

disorders, including SCA3.

[42,43]

Research on polyQ expansion
in SCA17

PolyQ expansion in TBP affects its DNA binding
and interactions with transcription regulators.
This might reduce the expression of specific

genes, impacting neuronal function. However,
the majority of genes remain unaffected.

[44]

3. Lewy Body Dementia (DLB)

Amyloid-beta protein has been implicated as an inducer of Lewy-type pathology,
while mutations of alpha-synuclein can often result in cortical Lewy bodies as well as
brainstem Lewy bodies; patients carrying these mutations frequently exhibit dementia
symptoms. Other contributing factors of Lewy-type pathology include male gender, having
late-onset Parkinson’s disease (PD), and carrying the CYP2D6*4 allele and specific alpha-
synuclein haplotypes such as L478 and Rep1, among others. Mutations in the Parkin gene
cause an early-onset autosomal recessive form of Parkinson’s disease characterized by
changes to the substantia nigra without Lewy pathology development, suggesting that
related metabolic pathways may influence vulnerable cell populations without leading to
Lewy pathology development [45].

There may be an association between alpha-synuclein aggregation and Parkin muta-
tions and proteasomal dysfunction and cell death pathways [46]; additionally, dementia
found among DLB patients may be due to Alzheimer-type pathologies. Alpha-synuclein
interacts with amyloid-beta protein through beta-amyloid’s ability to increase fibrilliza-
tion and aggregation, leading to DLB pathology characterized by both Alzheimer-type
pathology as well as alpha-synuclein pathology. Notably, alpha-synuclein aggregates
may contribute to Parkinsonian features while amyloid-beta protein aggregates have been
associated with Alzheimer’s disease (AD); hyperphosphorylated tau abnormalities may
contribute to frontotemporal lobar degeneration [47].

Synucleinopathies are neurodegenerative conditions characterized by an accumu-
lation of aggregated forms of the protein a-synuclein (a-syn) within various brain cells.
Synucleinopathies, often associated with aging, are becoming increasingly prevalent due to
extended life expectancy. Of all neurodegenerative conditions resulting in dementia, synu-
cleinopathies rank second only to AD [48]. Most synucleinopathies fall under the category
of Lewy body diseases (LBD), as they involve the build-up of aggregated a-syn in Lewy
bodies within vulnerable neurons and Lewy neurites on neuronal processes. Parkinson’s
disease, Parkinson’s disease dementia (PDD), and DLB are three of the more recognizable
forms of Lewy body dementia; there may also be fewer common conditions [49].

Discovering a-syn as an essential component of LBD was made possible through
findings of mutations of the SNCA gene (which encodes for a-syn) in familial forms of
Parkinson’s disease and subsequent identification as one of the major components of Lewy
bodies. Studies have demonstrated a strong link between mutations of SNCA and DLB
occurrence sporadically. This association can be anticipated given that Lewy bodies contain
a-syn, which has been implicated as playing an essential part in the pathophysiology of
DLB, PD, and PDD. Unsurprisingly, research indicates a correlation between certain regions
of the SNCA gene and different phenotypes of Parkinson’s disease and DLB; specifically,
the 3′ region was linked with Parkinsonism while the 5′ region was linked with DLB
pathology [50].
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This may have an impact on the gene expression as well as brain distribution of Lewy
body pathology. DLB has been linked with several genes, including SNCA, LRRK2, PSEN1,
PSEN2, APP, SNCB MAPT SCARB2 GBA, and APOE. Noteworthy is the possibility that
rare variants in AD-related genes (PSEN1, PSEN2, and APP) found in dementia cases could
be misdiagnosed due to inadequate neuropathological assessment. Lewy body pathology
is a relatively common feature of AD and may contribute to disease phenotype, leading
to DLB. Recent genome-wide association studies have confirmed previously reported
associations (APOE, SNCA, and GBA), and identified CNTN1 as an additional likely locus,
providing an unbiased investigation of the genetics behind DLB [51].

APOE e4 allele and glucocerebrosidase (GBA) have emerged as two of the strongest
genetic risk factors for DLB. APOE e4 allele is associated with an increased risk of DLB
and is frequently found among individuals who exhibit mixed DLB-AD pathology, but is
also overrepresented among cases of pure DLB and Parkinson’s disease dementia. Studies
have established a correlation between APOE e4 and more severe Lewy body pathology,
particularly among individuals with lower AD pathology [52].

GBA mutations are significantly more frequent among DLB patients compared to
individuals without this condition. GBA mutations have been associated with early age
of onset, higher disease severity, and faster disease progression in DLB cases. Similar to
APOE, GBA may play an integral role in the formation and spread of Lewy body pathology,
although its precise mechanisms have yet to be identified. Furthermore, an association was
recently observed between DLB and SCARB2, a gene linked with Parkinson’s disease; this
highlights lysosomal pathways as possible mediators of DLB development [53].

Studies conducted on DLB cases confirmed pathologically have revealed an associ-
ation between GBA1 mutations and the condition. Initial investigations identified GBA1
mutations in an impressive percentage of DLB cases ranging from 3.5% to 28% depending
on the specific research study conducted [54]. Subsequent multisite studies demonstrated
GBA1 mutations in approximately 7.6% of DLB patients and 3.6% of individuals with both
Lewy body disease and Alzheimer’s neuropathology [55]. These findings demonstrate
that GBA1 mutations may be an influential risk factor for DLB and may impact disease
development and progression. Furthermore, in a separate clinical study focused on Parkin-
son’s disease, GBA1 mutations had an enormous effect on its phenotype; specifically, the
development of dementia symptoms in patients [56].

GBA1 mutations have been associated with earlier disease onset and death ages in
DLB compared to noncarriers. DLB patients carrying GBA1 mutations generally experience
disease onset approximately five years earlier compared to noncarriers, their median ages
of disease onset being 63.5 and 68.9, respectively. The duration between diagnosis and
death in cases carrying GBA1 mutations remains similar to noncarriers. Furthermore, they
may demonstrate higher scores on the Hoehn Yahr scale and Unified Parkinson’s Disease
Rating Scale than noncarriers, while E326K variant but not T369M has been associated with
DLB and Parkinson’s disease dementia [57].

GBA1-associated Parkinsonism remains incompletely understood. Emerging evidence
reveals that impaired lysosomal function, caused by deficient or mutant glucocerebrosidase
enzyme, may impede alpha-synuclein degradation, an integral protein involved in DLB
pathology [58].

Studies conducted using murine models and human neuronal cells demonstrate
that dysfunctional glucocerebrosidase leads to accumulation and aggregation of alpha-
synuclein, which, in turn, impairs trafficking and lysosomal activity of glucocerebrosidase
activity, further worsening disease progression. Furthermore, autophagy disruption may
contribute to its pathological mechanisms as part of DLB progression [59].

Recent biochemical studies have demonstrated similar levels of Ab40 and Ab42 in
plaques between classic DLB and DLB with rapid progression (rpDLB), as well as abnormal
solubility/aggregation of a-synuclein aggregates and increased binding to membranes of
b-amyloid proteins in frontal cortex areas of both DLB and rpDLB cases [60].
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Protein expression levels have been found to decrease significantly in DLB, with
levels of NDUFA7, NDUFA10, NDUFB8, SDHB, UQCRC2, MTCO1, ATP5A, and ATP50
all showing significant reduction. No significant variations exist between rpDLB and DLB
with respect to protein expression, with the exception of NDUFA7, which exhibits reduced
expression even when normalized against VDAC expression levels, suggesting that rapid
progression may have less of an impact on mitochondria compared to DLB [59].

Even though gene and protein expression vary significantly between DLB and rpDLB
patients, the mitochondrial enzymatic activity of complexes I, II, III, and IV was significantly
reduced in frontal cortex area 8 in both conditions, suggesting altered mitochondrial
function as one major contributor to DLB and rpDLB pathogenesis in the frontal cortex [59].

Compared to DLB, three genes associated with purine metabolism (ENTPD2, NME3,
and PRUNE) are significantly upregulated in rpDLB [59].

Additionally, reduced expression of NPM1 in the frontal cortex of DLB may indi-
cate nucleolar stress linked to altered ribosomal biogenesis and protein expression of
several transcription initiation factors at the ribosome, more so for rpDLB than DLB [61],
while expression levels for elongation factors eEF1A and eEF2 were preserved across both
types [62].

Notably, no significant variations were observed between DLB and controls in terms
of gene expression for various cytokines and inflammatory mediators [63].

Genetic studies have identified variations in genes linked to other neurodegenerative
disorders, including Parkinson’s disease (SNCA) and AD (APP, PSEN1, and PSEN2) among
unrelated and sporadic DLB patients [64].

DLB was only recently recognized as a distinct disease entity, and research in molecular
genetics of DLB lags behind that of Alzheimer’s and Parkinson’s diseases.

Rivastigmine, administered orally up to 12 mg/day, was the first to undergo a compre-
hensive evaluation in a large-scale (n = 120) randomized, double-blind, placebo-controlled
international trial [65].

Remarkably, 63% of those treated with rivastigmine exhibited a 30% or greater en-
hancement on a digital cognitive assessment, contrasting with the placebo group, where
only 30% exhibited improvement after 23 weeks. Rivastigmine-treated patients were ob-
served to be less anxious and experienced fewer hallucinations. A comparable trend was
detected with galantamine, given orally up to 24 mg/day, in a smaller (n = 50) open-label
multi-center investigation on DLB patients. Here, a notable improvement from the starting
point was seen on the Clinician’s Global Impression of Change (CGIC) scale (an increase
of +0.5 out of 7 points; p = 0.01) after 24 weeks [66] Table 4.

Research using animal models for Parkinsonism and other neurodegenerative condi-
tions has pointed towards excessive glutaminergic activity at cortical synapses. Memantine,
an N-methyl d-aspartate (NMDA) receptor antagonist, benefits dementia patients by miti-
gating the harmful impacts of glutamate in their brains [67].

During the mild to intermediate stages of DLB, cholinesterase inhibitors such as
rivastigmine, galantamine, and donepezil typically succeed in diminishing the frequency
and intensity of hallucinations and delusions. Parkinsonian symptoms in DLB tend to
be alleviated by the dopamine precursor levodopa, but its dosage must be moderated
to prevent exacerbating visual hallucinations or the onset of unrest or excessive daytime
drowsiness [68] Table 4.

Zonisamide, an anticonvulsant medication, obstructs sodium and T-type calcium
channels and curtails the release of glutamate and carbonic anhydrase activity. It has
secured approval in Japan for PD treatment. Its prevalent side effects involve weight
reduction and diminished appetite, although these adverse reactions are infrequent [69].
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Table 4. Overview of targeted molecular therapies in Lewy body dementia.

Treatment/Drug Key Details and Outcomes Citation

Rivastigmine

- Administered orally up to 12 mg/day.
- 63% of treated individuals showed a 30% or greater cognitive

improvement vs. 30% in the placebo group after 23 weeks.
- Reduced anxiety and hallucinations

[65,66]

Galantamine - Administered orally up to 24 mg/day.
- Notable improvement on the CGIC scale after 24 weeks.

[66,68]

Memantine
- NMDA-receptor antagonist.
- Benefits dementia patients by reducing harmful impacts of

glutamate.
[67]

Levodopa
- Alleviates Parkinsonian symptoms in DLB.
- Dosage moderation is vital to prevent increased

hallucinations or unrest.
[68]

Zonisamide

- Anticonvulsant.
- Approved in Japan for PD treatment.
- Side effects include weight loss and reduced appetite, though

infrequent.

[69]

4. Friedreich’s Ataxia (FA)

Friedreich’s ataxia is an autosomal recessive trait. At first, only one locus on chro-
mosome 9ql3 had been identified and mapped; however, more recently, FRDA2 has been
proposed for certain families unrelated to chromosome 9 [70].

Friedreich’s ataxia affects approximately 2 to 4 cases per 100,000 individuals among
Caucasians [71].

Nicolaus Friedreich, a German doctor, first described this condition between 1863 and
1877 in various reports. Two females and seven males from three sibships showed symp-
toms such as ataxia, dysarthria, sensory loss, muscle weakness, scoliosis, foot deformity,
and cardiac symptoms. Onset typically occurred around puberty.

Friedreich’s ataxia patients most commonly exhibit an expansion of a GAA trinu-
cleotide repeat within an Alu element within the first intron of the frataxin gene. Roughly
96% are homozygous for this GAA expansion while 4% possess both expanded allele and
point mutation in their genetic coding sequence. Many missense mutations of frataxin
occur in its carboxy-terminal half, an important functional region. Such missense mutations
include L106S, D122Y, G130V, R165P/C, and L182F, which have been linked with milder
clinical presentations among individuals heterozygous for such mutations [72].

The FRDA gene spans 80 kb of genomic DNA and comprises seven exons. Exons
1–5a encode a major transcript, 1.3 kb mRNA, which translates to frataxin protein with a
210-amino-acid sequence. Frataxin mRNA expression has been detected most prominently
in the spinal cord and heart tissue as well as liver, skeletal muscle, and pancreas tissues; its
distribution correlates with pathological features observed among those suffering from this
condition [73].

Friedreich’s ataxia is an autosomal recessive disorder with variable symptoms, unlike
many other recessive traits. Deviant variants have been mapped back to one locus on
chromosome 9, including late-onset Friedreich’s ataxia (LOFA), with symptoms beginning
25 years after diagnosis; Friedreich’s ataxia with retained reflexes (FARR); and the Acadian
form of Friedreich ataxia, which progresses more slowly without cardiomyopathy or
diabetes mellitus [74].

Friedreich’s ataxia can be diagnosed through analysis of its GAA repeat. Molecular
testing has uncovered unexpected presentations of Friedreich’s ataxia, such as pure sensory
ataxia, spastic paraparesis, and chorea [75]. Although Geoffrey et al. proposed highly
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specific criteria for diagnosis, molecular testing may help avoid underdiagnosis in cases
with very late-onset symptoms [76].

There have been various medications developed to alleviate oxidative stress caused
by intracellular iron imbalance, which is either the result of frataxin deficiency directly
or secondary effects thereof. Iron chelators such as desferoxamine and antioxidants like
ascorbic acid or coenzyme Q10 analogs may be effective at decreasing iron overload in
mitochondria; however, desferrioxamine only chelates iron from extracellular fluid and
cytosol sources, not necessarily those in mitochondria. Therefore, its use should be limited
strictly to controlled therapeutic trials only [77].

Studies have revealed an increase in urinary 8-hydroxy-2′-deoxyguanosine (80H2′dG),
an indicator of DNA damage, in those suffering from Friedreich’s ataxia. This finding
indicates that reactive oxygen species production could play a part in its pathogenesis.
Treatment with antioxidant idebenone produced a significant drop in normalized urinary
concentrations of 80H2′dG after just one dose in one small group of patients; further longi-
tudinal research is needed to establish its efficacy as a biological marker and therapeutic
benefits of other antioxidants or similar agents against this form of neurodegeneration [78].

Friedreich’s ataxia most often strikes young individuals of both genders. A sys-
tematic study with 115 patients from 90 families determined the mean age of onset as
10.52 ± 7.4 years, and death occurred 37.54 ± 14.35 years after initial symptoms appeared.
Harding et al. reported these findings in their clinical and genetic investigation of 90 fami-
lies; additionally, they investigated early diagnostic criteria as well as intrafamilial cluster-
ing of clinical features [79].

Not all patients of Friedreich’s ataxia possess homozygous GAA expansions in their
frataxin gene. Two to four percent are compound heterozygotes containing one GAA
expansion with either a point mutation or deletion on another allele; these individuals may
exhibit some unusual symptoms, including less dysarthria than with homozygotes but a
greater tendency toward optic pallor. Cossee et al. provided these data when investigating
point mutations and clinical presentation among Friedreich’s ataxia patients [80].

Frataxin is a highly conserved protein essential for maintaining iron homeostasis and
mitigating intracellular oxidative stress by modulating levels of reactive oxygen species
(ROS). Cells lacking frataxin experience mitochondrial iron accumulation, an excess of
reactive oxygen species, impaired antioxidant enzyme activity, and an increase in their sus-
ceptibility to oxidative stress. Marmolino et al. conducted research that demonstrated how
an azelaoyl PAF PPAR-g agonist, known as APAF (azelaoyl PAF), could increase expression
of frataxin mRNA and protein in primary fibroblasts from both healthy individuals and
Friedreich’s ataxia patients; similar effects were also observed with neuroblastoma cell line
called SKNBE, suggesting that APAF might regulate the expression of the FXN gene in
tissues relevant to disease [81].

Past studies have investigated the efficacy and safety of BML-210 as a histone deacety-
lase inhibitor compound to treat Friedreich’s ataxia in mice carrying GAA230 repeats, using
human lymphoblastoid cells and 3-nitropropionic acid as examples of such compounds
with potential. Their results suggested promise as potential therapies; however, some have
demonstrated mitochondrial toxicity, so further investigation should take place to evaluate
their safety and effectiveness for humans [82].

Based on previous observations, fibroblasts of patients with Friedreich’s ataxia (FRDA)
exhibited decreased cytoskeletal organization and elevated levels of glutathione bound
to cytoskeletal proteins. Furthermore, abnormal immunoreactivity for glutathionylated
proteins such as GS-Pro (glutathione bound to proteins) was seen both in gray matter
neurons as well as white matter cells and axons of patients, suggesting abnormal protein
glutathionylation attributed to FRDA. These results suggest the presence of oxidative stress
due to reduced frataxin expression; glutathionylated proteins serve as biomarkers of such
effects of stress [83].

Studies involving mitochondria isolated from adipocyte-like cells that overexpress
frataxin demonstrated an association between frataxin and mitochondrial calcium (Ca2+).
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Frataxin expression led to activation of the respiratory chain, increased membrane potential
and production, elevated ATP production, as well as the uptake of mitochondrial Ca2+.
This increase may have stimulated tricarboxylic acid cycle activity, indicating frataxin’s
connection with energy conversion through mitochondria [84].

Frataxin-deficient dorsal root ganglia sensory neurons produced an increase in intracel-
lular free Ca2+ following its reduction, leading to caspase activation, increased nitrosation,
and activation of pro-apoptotic gene Bax activation—events observed in FRDA patients
as fragmentation of alpha-fodrin, axonal degeneration, and eventual apoptosis of these
neurons, as seen through altered calcium homeostasis and cell death. Furthermore, it was
determined that depletion could be prevented via its BH4 domain of Bcl-xL protein, which
plays an active role in both cell death as well as altered calcium homeostasis regulation [85].

Alterations of mitochondrial bioenergetics and Ca2+ homeostasis of FRDA neurons
could have profound ramifications on axonal transport and distribution along axons and
synapses, which is particularly noteworthy given the extensive axonal network. Studies
on Drosophila larvae focusing on mitochondrial transport showed that decreased frataxin
expression led to early decreases in membrane potential, defects in retrograde transport (pri-
marily affecting retrograde direction), abnormal accumulation of mitochondria at synapses,
and dying-back neuropathy. These findings suggest that mitochondria may contribute
significantly to the impairment of axonal transport in FRDA patients [86].

5. Progressive Supranuclear Palsy (PSP)

PSP is an uncommon neurodegenerative disease with an estimated prevalence of about
7–10 individuals per 100,000, considered one of the more frequent atypical Parkinsonian
syndromes and marked by motor, behavioral, and language abnormalities [87].

PSP displays clinical heterogeneity and has many different phenotypes, with Richard-
son’s syndrome (PSP-RS), also known as Steele–Richardson–Olszewski syndrome, being
the classic example, first described in 1964 and first identified by its symptoms of vertical
gaze palsy, pseudobulbar palsy, nuchal dystonia, and dementia [88].

Pathologically, PSP can be described by the presence of 4-repeat (4R) tau inclusions
such as neurofibrillary tangles, neuropil threads, tufted astrocytes, and oligodendroglial
coiled bodies, predominantly found in basal ganglia, diencephalon, and brainstem, with
prominent involvement of globus pallidus subthalamic nucleus and substantia nigra. PSP
is the most prevalent primary 4R-tauopathy, with abnormal accumulation beginning prior
to the presymptomatic phase. Although most commonly seen sporadically, there have been
familial forms as well as a few pedigrees showing characteristics similar to PSP, which
suggest an autosomal dominant inheritance pattern [89].

Mutations in the microtubule-associated protein tau (MAPT) gene have been im-
plicated in PSP, with approximately 0.6% to 14.3% of cases carrying MAPT mutations.
Individuals diagnosed with PSP often carry multiple mutations that contribute to its devel-
opment and worsen its disease phenotype [90].

One mutation, known as the S305S mutation of the tau gene, has been linked with
mild cortical atrophy and extensive subcortical neurofibrillary tangles, consistent with
the neuropathological diagnosis of PSP. Moreover, neuropathology is distinguished by
a prevalence of subcortical neurofibrillary and glial tangles, neuropil threads composed
mainly of hyperphosphorylated tau filaments, and thread-like neuropils that often appear.
Pathological changes occur predominantly in the basal ganglia, brainstem, and cerebellum
without significant amyloid deposition. Neuronal loss has been noted in both output nuclei
of the basal ganglia as well as the focal frontal and temporal cortical regions; frontotemporal
atrophy remains minimal while specific pathological features, including ballooned neurons
and tufted astrocytes, can be observed within affected brain regions [91].

PSP neuropathology serves as an authoritative benchmark, offering insight into its
underlying mechanisms and providing a definitive diagnosis.

Transactivation-responsive DNA-binding protein of Mr 43 kDa (TDP-43) is a nuclear
protein that plays an integral part in transcriptional repression and alternative splicing. It
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was initially identified as one of the major contributors to abnormal protein accumulations
found in the frontotemporal cortex and motor neurons of people diagnosed with frontotem-
poral lobar degeneration-U (FTLD-U) or amyotrophic lateral sclerosis (ALS), marked by
both ubiquitin-positive and tau-negative inclusions [92].

TDP-43 accumulation was initially believed to be limited to FTLD-U and ALS, but
subsequent studies have demonstrated abnormal accumulation in certain cases of other
neurodegenerative diseases, including AD, Parkinson’s disease with and without dementia,
DLB, etc.

Recent research demonstrated that a significant proportion (26% to be exact) of patients
with PSP, typically classified as tauopathy, had abnormal accumulations of TDP-43 in the
limbic system, suggesting that pathological TDP-43 accumulation can also occur within
this form of tauopathy and could contribute to hippocampal sclerosis within this form of
PSP cases [92].

Early studies involving TDP-43 immunohistochemistry and immunoblot analysis with
nonspecific antibodies suggested that PSP cases do not exhibit abnormal accumulation
of TDP-43 protein. However, more specific antibodies and biochemical analysis revealed
alterations in TDP-43 pathways similar to those seen in FTLD-TDP and ALS patients [93].

However, previous studies of AD suggest that the presence of TDP-43 pathology is
associated with later age of onset and death as well as diminished cognitive function [94].

Some cases of early-onset autosomal dominant PSP have been linked to mutations
(G303V) in the tau gene that result in the overexpression of 4R isoform tau and its hyper-
phosphorylation, producing specific protein bands on analysis. Mutations in this gene
are relatively uncommon but certain polymorphisms and haplotypes have been found
associated with PSP, while individuals carrying mutations may exhibit atypical features of
PSP [95].

Levodopa, combined with a peripheral decarboxylase inhibitor like carbidopa or
benserazide, stands as the primary drug used for dopaminergic replacement therapy in
PSP. Typically, the PSP–Parkinsonism (PSP-P) subtype shows a more pronounced response.
Symptoms like bradykinesia, rigidity, and tremor in any PSP phenotype might respond
comparably to those in PSP-P, but improvements in postural stability are less likely. Ret-
rospective research suggests that 20–30% of pathologically confirmed PSP patients and
20–40% of clinically diagnosed PSP patients have observed positive effects from levodopa,
either as a standalone or in tandem with another dopaminergic drug like amantadine [96]
Table 5.

Table 5. Overview of targeted molecular therapies in Progressive Supranuclear Palsy.

Treatment/Drug Key Details and Outcomes Citation

Levodopa with
carbidopa or
benserazide

- Primary drug for dopaminergic replacement in PSP.
- PSP-P subtype shows a better response.
- 20–30% of pathologically confirmed and 20–40% of

clinically diagnosed PSP patients have positive effects
when combined with another dopaminergic drug like
amantadine.

[96]

Donepezil - Can exacerbate motor symptoms while improving
cognitive abilities in PSP patients.

[97]

Amitriptyline - Anecdotal claims of improvement in motor functions,
but limited data on its effects on gait issues in PSP.

[98]

Amantadine - NMDA-receptor antagonist with inconsistent results
in PSP.

[98]

Carbidopa-levodopa
- Indicated as the most effective agent in a study of 147

patients, improving Parkinsonism in 20% of the
treated group.

[98]
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Despite anecdotal claims of marked improvement in motor functions on low doses
of amitriptyline, data on pharmacological treatments for gait issues in PSP remain scanty.
The ineffectiveness or lack of response of gait problems or freezing to levodopa and other
dopaminergic drugs is a common observation. Amantadine, an NMDA-receptor antagonist,
has shown inconsistent results [97] Table 5.

A retrospective analysis involving 147 clinically diagnosed patients indicated that
carbidopa–levodopa was the most potent agent, enhancing Parkinsonism in 20% of the
treated group. Dopamine agonists, amantadine, and selegiline did not yield favorable
outcomes [98].

Fluctuations related to dosage in dopaminergic response have not been distinctly
reported for PSP/CBS. Thus, there is no requirement for controlled-release or extended-
release versions or for monoamine oxidase B inhibitors or catecholamine O-methyltransferase
inhibitors in such contexts [99].

6. Corticobasal Degeneration (CBD)

Rebeiz, Kolodny, and Richardson first introduced CBD as an entity between 1967
and 1968. Three patients displayed symptoms including slow and awkward voluntary
limb movement, tremor, dystonic posturing, stiffness, lack of dexterity, and the sensation
of “numbness or deadness” in one or both affected limbs. Over time, these symptoms
intensified and included gait disorder, limb rigidity, impaired position sense, and other
sensory deficits. Pathological examination revealed an asymmetric frontoparietal cortical
atrophy and neuronal loss with associated gliosis. Nissl substance was absent in affected
neurons, thus giving rise to the term “achromatic.” Swollen eosinophilic and hyaline
appearing pyramidal neurons were observed in the third and fifth cortical layers; there was
significant loss of pigmented neurons from substantia nigra, variable involvement among
subcortical neurons, as well as secondary degeneration of corticospinal tract [100].

CBD usually presents itself in middle to late adulthood, with the average age of onset
being 63 years old [101]; however, cases have been reported as early as 40 years old and
confirmed through pathology at 45 years. Both males and females can be affected, although
some studies have noted a greater number of women [102].

Studies show that tau protein in CBD comes from transcripts of exon 10 on chromo-
some 17. Pathological tau displays abnormal phosphorylation and solubility properties
as well as abnormal filamentous structures. Ballooned neurons, neurofibrillary tangles,
neuropil threads, grains, glia, and neuronal inclusions all display tau immunoreactivity;
neurofibrillary lesions showing tau immunoreactivity can often be found in locations like
locus ceruleus, raphe nuclei, tegmental gray matter, or even the substantia nigra [103].

CBD, with its characteristic tau-immunoreactive astrocytic lesion that resembles AD,
shares several traits with Alzheimer’s. These tau-positive astrocytic plaques are argy-
rophilic structures often observed in CBD, although they have also been identified in PSP.
Unlike AD, however, these plaques in CBD originate from glial cells rather than being
amyloidogenic in origin [103]. CBD is associated with specific tau-immunoreactive lesions
in neurons and glial cell processes. Minimal pathological features for diagnosing CBD may
include cortical and striatal tau-positive neuronal and glial lesions, particularly astrocytic
plaques and thread-like structures in white matter; neuronal loss in specific cortical regions
and the substantia nigra may also indicate its presence [104].

CBD and PSP share characteristics, as evidenced by identical H1 and H1/H1 tau hap-
lotype statuses seen across both disorders. This shared genetic predisposition suggests that
both disorders share a common genetic factor contributing to their development; however,
these may still represent separate nosological entities caused by different etiological factors
occurring simultaneously or extreme forms of the same disorder arising due to variations
in genetic background or specific trigger agents [105].

Studies have uncovered decreased complex III activity and an increase in markers of
lipid oxidative damage among PSP cybrid cell lines containing mitochondrial DNA from
PSP patients [106], but contradictory reports regarding aconitase activity across both types
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of cell lines suggest that they do not always accurately reflect changes occurring in human
brain tissue postmortem [107].

Patients presenting initially with primary progressive aphasia (PPA) or frontotemporal
dementia may later develop movement disorders or symptoms characteristic of CBD,
typically two to seven years after the initial manifestation occurred.

The treatment of Parkinsonism in CBD/CBS often involves levodopa, though it gen-
erally yields minimal effects. Some reports suggest a brief mild to moderate improve-
ment [101] Table 6.

Table 6. Overview of targeted molecular therapies in corticobasal dementia.

Treatment/Drug Application/Condition Key Outcomes Citation

Dopaminergic treatments,
benzodiazepines, anticholinergics Parkinsonism Typically ineffective and might lead to

side effects such as cognitive decline. [98]

Levodopa Parkinsonism in CBD/CBS
Minimal effects, with some reports
indicating brief mild to moderate

improvement.
[101]

Botulinum toxin injections Dystonia in CBS

Effective for pain relief, enhancing
hygiene, countering secondary

contractures, and occasionally improving
limb functionality in early disease stages.

[108]

Benzodiazepines (e.g.,
Clonazepam), anticholinergic

drugs, muscle relaxants
Dystonia Oral medications like these are often

tried but seldom prove effective. [109]

Clonazepam Myoclonus Shows a favorable response, especially
effective. [109]

Levetiracetam, gabapentin,
valproic acid Myoclonus Can be beneficial, with some accounts of

use. [109]

Other therapeutic approaches for Parkinsonism, encompassing other dopaminergic
treatments, benzodiazepines, and anticholinergics, typically do not offer much assistance
and can sometimes lead to side effects, like cognitive decline [98] Table 6.

Dystonia tends to respond best to precise botulinum toxin injections. In the context of
CBS, botulinum toxin shots can be administered to alleviate pain, enhance hygiene, coun-
teract secondary contractures, and occasionally bolster limb functionality during the early
disease stages. Although some practitioners might experiment with oral medications like
benzodiazepines, anticholinergic drugs, or muscle relaxants, they seldom prove effective.
The principal line of treatment remains botulinum toxin injections [108] Table 6.

7. Wilson’s Disease

Wilson’s disease, also referred to as hepatolenticular degeneration, is an autosomal
recessive genetic condition caused by mutations in the ATP7B gene. Reports of individuals
suffering from symptoms including liver cirrhosis and neuronal degeneration date back as
far as 1850; however, Kinnear Wilson first formalized this clinical entity in 1912 by iden-
tifying seven familial patients suffering from progressive degeneration of their lenticular
nuclei and liver cirrhosis upon autopsy. Wilson speculated that there may have been toxic
chemicals affecting liver cirrhosis, but copper’s role in Wilson’s disease pathogenesis was
only recognized 35 years after his initial observations [110].

Scheinberg and Gitlin first described Wilson’s disease in 1952 after noting a deficiency
of ceruloplasmin in affected individuals’ serum, a diagnostic test that remains important
today. Wilson’s disease can occur anywhere worldwide and affects individuals aged 3 to
80; children and adolescents seem more prone than adults, due to differences in estrogen
levels and iron metabolism [111].
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Wilson’s disease affects approximately 1 out of every 30,000 individuals globally, with
an approximate carrier rate of approximately 0.011 and a gene frequency of 0.56. Recent
clinical studies have reassessed its prevalence [112].

Hepatocytes, the primary target for copper uptake and accumulation in the liver,
possess a remarkable ability to assess intracellular copper status and control its excretion
through bile [113]. This regulation is enabled by an ATPase encoded at Wilson’s disease
locus that transports copper out of cells into trans-Golgi networks [114]. Hepatocytes
express this enzyme widely. As copper levels in hepatocytes increase, ATPase moves from
its original location within the trans-Golgi network to a vesicular compartment near the
canalicular membrane. Copper accumulates within this vesicular compartment, leading to
decreased cytoplasmic copper levels and prompting ATPase redistribution back towards
the trans-Golgi network [115]. Ultimately, copper excretes into bile for excretion from cells,
effectively maintaining intracellular copper homeostasis while simultaneously rapidly
eliminating excess cytosolic copper levels [116] Figure 1.
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Figure 1. The proposed model depicts various potential molecular mechanisms responsible for the
disturbed copper homeostasis observed in hepatocytes expressing Wilson’s disease ATPase mutations.
Under normal circumstances, this ATPase normally resides in the trans-Golgi network, but when
exposed to high copper levels, it relocates into a vesicular compartment of its cell’s cytoplasm, where
it accumulates copper before returning to its trans-Golgi network and eventually excreting copper
into its bile.

Copper has no direct effect on the production or secretion rate of ceruloplasmin, an
essential protein responsible for copper transport in blood plasma, yet failure to incorporate
copper results in secreting non-functional forms that quickly degrade in plasma. Wilson
ATPase plays an essential role in transporting copper to secretory pathways of hepatocytes;
impaired movement into these compartments results in the disruption of ceruloplasmin
production, leading to significant drops in serum ceruloplasmin levels due to Wilson’s
disease [117].
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Genetic studies conducted with yeast have provided insight into the role of atox1
protein as a copper chaperone for delivery to the secretory pathway. Atox1 interacts with
Wilson ATPase in an atox1-dependent fashion, and mutations that conserve copper-binding
domains (an amino terminus of Wilson ATPase) lead to decreased atox1 binding; these
observations suggest that impaired delivery could be the source of Wilson’s disease in
patients carrying such mutations, thus making atox1 an essential copper chaperone that
plays critical roles in copper homeostasis regulation and homeostasis regulation [113].

Wilson’s disease (WD) patients do not all carry causative mutations. One such gene,
located on 13q14.3, spans 80 kb of genomic space and contains 21 exons encoding ATP7B
or Wilson ATPase, which transport copper via P-type ATPase transporters. This ATPase
contains 1465 amino acids and is synthesized in the endoplasmic reticulum before localizing
to the trans-Golgi network (TGN) of hepatocytes. However, its expression has also been
detected in various other tissues including the brain, kidney, lung, and placenta. Over
500 mutations of the ATP7B gene have been identified, most being extremely rare [118]. Mu-
tations include missense or nonsense single-nucleotide variants (60%), insertions/deletions
(26%), and splice site mutations (9%). Compound heterozygotes are often observed among
WD patients where multiple different mutations exist on both gene copies [119].

ATP7B gene mutations vary significantly across geographical regions. Some mutations,
like H1069Q and R778L, are particularly prevalent among European and Asian populations,
while most other reported mutations have an incidence rate below 10%. Hotspots for WD
gene mutations in Europe can be found between exons 8 and 18. In India, however,
mutations within exons 2–5 have been linked with severe phenotypes [119].

H1069Q mutation in exon 14 is the most frequently occurring type, occurring in 30–70%
of WD patients. This mutation involves replacing histidine from the SEHPL motif in the N
domain with glutamic acid, leading to misfolding and abnormal phosphorylation of the P
domain, resulting in reduced ATP binding affinity of half the normal level; additionally, it
shows decreased thermal stability as endoplasmic reticulum abnormally migrates toward
TGN localization [120].

Modifier genes are known to exacerbate or alleviate phenotypes caused by other
disease-causing genes. One such modifier, apolipoprotein E (ApoE), found on 19q13.2, has
been strongly linked with Western dry eye disease. ApoE exists as three alleles: e2, e3, and
e4. Of these alleles and genotypes, ApoEe3 and e3/3 are most often found together and
play an essential role in lipid metabolism, while ApoEe4 is linked with neurodegenerative
disorders like AD as well. Evidence shows that patients with the e3/3 genotype may delay
their onset age due to the neuroprotective and antioxidative properties of ApoE3, while
ApoEe4 has been associated with earlier-onset symptoms of WD [121].

Penicillamine was one of the first successful oral drugs designed to treat Wilson’s
disease, providing many patients with lifesaving therapy. It has become widely prescribed,
but nowadays, this can become an issue when physicians prescribe it while being unaware
of safer pharmacological options. Penicillamine works by chelating copper from liver cells.
Unfortunately, due to its toxicity, it also acts as a known teratogen, which may lead to
neurological symptoms in unborn babies if administered as initial treatment in pregnant
patients with neurological symptoms [122].

Among patients treated with penicillamine, 50–75% experience further neurological
deterioration and 25–35% do not return to pre-penicillamine levels of functioning; one out
of every four treated may suffer permanent additional disturbances and severe disability
as a result of taking penicillamine due to copper mobilization from their livers leading to
further elevation in brain copper levels. This worsening of symptoms could be attributed
to its mobilization, leading to increases in brain copper levels as a result.

Trientine was first introduced as an alternative to penicillamine in 1982 as an option
for patients who are sensitive to it, specifically those intolerant of it. Like penicillamine,
trientine also acts as a chelator, inducing urinary excretion of copper; however, trientine is
generally considered safer as its dose and administration method remain similar. Another
advantage is that trientine does not trigger hypersensitivity reactions associated with
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penicillamine. Moreover, trientine has been extensively studied as an initial therapy
instead of penicillamine. Nevertheless, trientine is generally seen as a possible alternative
when administered instead of penicillamine for those intolerant of penicillamine treatment
plans [123].

Tetrathiomolybdate (TM) is an experimental treatment for Wilson’s disease. When
taken with food, TM works by binding copper and protein together and producing an
imbalance that prevents food absorption as well as endogenously secreted copper from
reaching your system, leading to reduced overall copper levels in your body. When taken
between meals, TM absorbs into the bloodstream, where it forms complexes with blood
copper and albumin, which makes this complexed copper non-available for uptake by cells,
making this non-toxic [124].

Dysarthria is one of the primary neurologic manifestations of Wilson’s disease, affect-
ing approximately 89% to 97% of patients who exhibit neurological involvement. Dysarthria
typically takes on a mixed form characterized by spastic, ataxic, hypokinetic, dystonic,
and spastic components, often congruent with dystonia as it displays dystonic qualities
with strained or harsh voice qualities; conversely, those suffering from Parkinsonism may
exhibit hypokinetic properties when speaking [125].

Dystonia is a characteristic of Wilson’s disease that is found in approximately 11–65%
of patients, often manifesting itself through focal, segmental, multifocal, or generalized
dystonia ranging in severity from mild to severe. One notable manifestation is “risus
sardonicus”, an exaggerated and forced smile caused by dystonic facial muscles [126].

Wilsonian tremor can be observed in 22–25% to 55% of individuals diagnosed with
neurologic Wilson’s disease. This tremor may occur at rest, when taking certain postures,
or while performing actions. Parkinsonism, marked by bradykinesia, cogwheel rigidity, or
imbalance, affects 19–62% of patients living with Wilson’s disease [125].

Wilson’s disease patients experience seizures at a rate that is ten times higher than
in the general population; however, seizures rarely present themselves initially and have
often been associated with initiating chelating therapy [127].

Kayser–Fleischer rings, copper deposits in the limbic region of the cornea, can be
found in nearly 100% of those suffering from neurologic Wilson’s disease and 50% with
presymptomatic and hepatic forms of it. Sunflower cataracts do not impair vision but must
be detected with an ophthalmoscope; their visibility cannot be observed through naked-eye
viewing alone [128].

Distinguishing Wilson’s disease from other common and rare neurologic conditions
is crucial, given that Wilson’s is treatable. Young individuals experiencing movement
issues should consider it as a possible diagnosis. Wilson’s disease can often be confused
with essential tremor, young-onset Parkinson’s disease, and generalized dystonia, all
common neurologic conditions that often present themselves similarly. Rare juvenile
genetic extrapyramidal disorders, including Huntington’s disease, Hallervorden–Spatz’s
disease, idiopathic torsion dystonia, chorea-acanthocytosis, and benign familial chorea can
all present with symptoms similar to Wilson’s disease. Wilson’s disease should certainly be
considered in any attempt at differential diagnosis; however, other potential causes must
first be explored. Psychological abnormalities associated with Wilson’s disease could easily
be misinterpreted as affective disorders, early schizophrenia, or drug abuse, requiring
careful differential diagnosis to ensure appropriate diagnosis [128].

Dimercaptosuccinic acid (DMSA) is an alternative maintenance therapy for Wilson’s
disease, with lower urinary copper excretion and more severe adverse effects than dimer-
captopropanol. Na-DMPS (sodium dimercaptosuccinate) has low toxicity but may not
be appropriate for advanced Wilson’s disease or critically ill patients; calcium disodium
edetate (CaNa2-EDTA) also chelates copper less effectively compared with zinc or iron.
Therefore, DMSA/NaDMPS is recommended as alternative maintenance therapy when
D-penicillamine cannot be tolerated [129].

Zinc has long been recognized as an effective adjuvant therapy to decrease copper
absorption in Wilson’s disease patients. Studies have demonstrated that oral zinc sulfate
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or zinc gluconate significantly increased urinary copper excretion, and clinical symptoms
improved dramatically for those using zinc sulfate as part of maintenance therapy during
follow-up. Zinc also has shown great efficacy with both preclinical patients as well as those
using copper chelators; they even show promising clinical efficacy among asymptomatic
and preclinical patients and those in maintenance after starting with copper chelators
treatment [130].

Studies on Wilson’s disease using magnetic resonance imaging (MRI) have extensively
explored its structural changes, which correspond with abnormal postsynaptic dopamin-
ergic function as measured by [11C] raclopride PET/IBZM-SPECT scans [131]. Wilson’s
disease patients typically do not respond well to levodopa treatment due to abnormal
dopaminergic function, possibly explaining their subpar response to it. PET and SPECT
studies have also indicated the presence of presynaptic dopaminergic damage comparable
to that seen in Parkinson’s patients; this damage may contribute to occasional levodopa re-
sponsiveness. Such presynaptic damage could have an impactful influence on neurological
symptoms in particular patients [132].

Wilson’s disease causes presynaptic damage that varies widely among its patients,
leading to inconsistent reports of levodopa responsiveness and no correlation between
extrapyramidal symptoms and MRI findings [133]. There is a notable relationship between
extrapyramidal symptoms and olfactory dysfunction. Those suffering from marked deficits
could potentially benefit from dopaminergic medications; however, clinical experience with
dopamine-antagonistic medication has not proven very fruitful, further disproving any
essential role played by this pathway in neurological-type Wilson’s disease patients [134].

An intriguing possibility is that therapy-induced increases in dopamine D2-receptor
binding could signal functional recovery of the striatal dopaminergic system, possibly
linked to olfactory function. Therefore, metabolically induced damage of nigrostriatal struc-
tures could contribute to Wilson’s disease as olfactory dysfunction is caused by metabolic
damage to specific structures within basal ganglia that process odorous stimuli; further
research is necessary in this area of dopaminergic function, structural changes, and deficits
within Wilson’s disease [135].

Wilson’s disease stands out from its counterparts in that its usual progression pattern
does not apply; rather, there appears to be an apparent incongruence [136]. Pathological
studies have revealed no damage in the substantia nigra region commonly affected by
Parkinson’s disease [137]; instead, research shows nigrostriatal dopaminergic damage
occurs more commonly at nerve terminals rather than cell bodies, which corresponds to
the functional nature of lesions found in Wilson’s disease [137].

Wilson’s disease usually results in lower total serum copper levels due to reduced
ceruloplasmin levels; however, under certain circumstances, such as severe liver injury or
acute hepatic failure due to Wilson’s disease, these may rise significantly due to copper
released from damaged liver tissue stores and stored reserves [134].

Copper can be detoxified when it binds covalently to high-affinity copper-binding
proteins that act as chaperones or endogenous chelators within cells, acting as chaperones
or endogenous chelators within cells. Copper bound to ceruloplasmin in the bloodstream
is non-toxic, while remaining serum copper, known as free copper, may become toxic
through less-tight binding to proteins and being mobilized more readily, potentially lead-
ing to copper toxicity and contributing to reactive oxygen species formation. Additional
research implicates acid sphingomyelinase and ceramide in liver cell death due to mito-
chondria being the prime target in liver cell death; more recent research has indicated acid
sphingomyelinase and ceramide in liver cell death [138].

Wilson’s disease does not typically involve changes to either the olfactory bulb or
piriform cortex; instead, their symptoms could be related to direct, metabolically damaged
dopaminergic nerve terminals projecting to olfactory areas in the brain that project these
scents [139].

Although chelator-induced neurologic worsening and free copper toxicity appear to
have an apparent relationship in Wilson’s disease, further clinical and experimental data
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must be collected to fully establish this concept. Reacting to biochemical readings before
clinical worsening could potentially benefit patients; however, certain limitations must also
be considered [140].

Calculating non-ceruloplasmin-bound copper involves precise measurements of both
copper and ceruloplasmin levels; however, inflammation or immunologic assays that detect
nonfunctional protein precursors (e.g., apo-ceruloplasmin) can lead to overestimation of
ceruloplasmin levels, leading to inaccurate values for non-ceruloplasmin-bound copper
and making their calculations useless [141].

To address this challenge, direct measurement of the lower-affinity or non-covalently
bound copper pool has been proposed as an approach to assess copper toxicity in Wilson’s
disease more easily and reliably. Ultrafiltration or other techniques could be employed for
this purpose. Measuring serum-free copper may offer a simpler and more reliable means
of doing so [141].

Exchangeable copper (CuEXC) and its relative exchangeable copper (REC), both
promising approaches that could offer valuable insights into copper dynamics and disease
progression, are also promising approaches. But for these strategies to become truly useful
clinical tools, further research and evidence must be collected and utilized effectively in
clinical practice [142].

A model incorporating the R778L mutation was effectively differentiated into hepatocyte-
like cells (HLCs), suggesting the successful creation of a Wilson’s disease model from hESCs
without needing a patient sample. Notably, HLCs with the R778L mutation displayed
a heightened susceptibility to excessive copper, making them more sensitive to copper-
induced cytotoxicity than the standard HLCs. This newly developed model, which does
not require a patient sample, offers a fresh avenue for testing the efficacy of drugs before
their clinical use [143] Table 7.

Table 7. Overview of targeted molecular therapies in Wilson’s disease.

Model/Component Description/Effect Citation

R778L mutation model Differentiated into hepatocyte-like cells (HLCs) [143]

HLCs with R778L mutation
Showed heightened susceptibility to excessive

copper, more sensitive to copper-induced
cytotoxicity

[143]

8. Niemann–Pick Disease

Since the early 1980s, Niemann–Pick disease has been divided into two distinct entities.
Acid sphingomyelinase deficiencies encompass types A and B, and Niemann–Pick disease
type C includes types C and D. This illness results from deficiencies in either NPC1 or
NPC2 transport proteins, leading to lipid storage diseases [144].

Acid sphingomyelinase-deficient Niemann–Pick disease, more commonly referred to
as ASM-deficient NPD or ASM deficiency, is an autosomal recessive disorder caused by
mutations of the SMPD1 gene. A deficiency of ASM lysosomal enzyme leads to progressive
accumulation of sphingomyelin throughout body organs in all forms and neuronopathic
forms, with secondary accumulations of other lipids as well [145].

History shows us that ASM deficiencies can generally be divided into two broad
types, known as types A and B. Although intermediate forms have also been observed,
ASM deficiency represents an entire continuum that ranges from severe neuronopathic
forms such as type A, more prevalent among Ashkenazi Jews than other populations, to
non-neuronopathic forms like type B, with estimated incidence rates estimated at one out
of every 200,000 births in France and intermediate forms more frequent throughout central
Europe [144].

Classical Niemann–Pick Disease Type A: Neonatal life usually begins normally, with
symptoms like vomiting or diarrhea typically manifesting within months of life. Poor
weight gain and an enlarged liver and spleen (hepatosplenomegaly) may also signal
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classical Niemann–Pick disease type A. Nearly 70% of cases may exhibit mild physical
abnormalities and brownish pigmentation of their skin, with neurological signs typically
appearing between 5 and 10 months of age, beginning with decreased muscle tone (hypoto-
nia) before eventually progressing to progressive loss of acquired motor skills and interest
in their surroundings. Nerve conduction typically slows, and macular cherry-red spots
may develop at an advanced stage of the disease. Hypotonia then progresses to bilateral
pyramidal signs, spasticity increases over time, deep tendon reflexes become absent, and
seizures may occur but usually do not pose major threats. Death typically occurs between
1.5 and 3 years, although in some instances, symptoms may develop over an extended
period of time [146].

Niemann–Pick Disease Type B: Niemann–Pick disease type B is a non-neuronopathic
form, with variable degrees of systemic involvement and diagnosis typically in late infancy
or childhood; it can sometimes also appear later in adulthood. Most patients living with
type B will reach late adulthood, while some children may develop severe systemic disease,
leading to their premature demise [147].

Niemann–Pick Disease Type C (NP-C) is an autosomal recessive atypical lysosomal
lipid storage disorder caused by mutations of either of two genes: NPC1 (95% of cases)
or NPC2. Both genetic variants lead to similar metabolic impairment in terms of process-
ing and using endocytosed cholesterol, leading to excess storage in extraneural tissues.
Diseased cells tend to rely on cholesterol trafficking pathways, while neurons mainly ac-
cumulate GM2 and GM3 gangliosides instead of cholesterol. Unfortunately, NPC1 and
NPC2 proteins remain poorly understood. Neuropathological features may include neu-
ronal storage, significant loss (especially of Purkinje cells), ectopic dendrites, neuroaxonal
dystrophy, and similar changes that mirror AD. Clinical and biochemical features do not
distinguish between those carrying NPC1 mutations (the dominant group) and those carry-
ing rarer NPC2 mutations (rare group), though both groups can be present. Furthermore,
this disease affects people of all ethnicities, with an estimated incidence rate estimated at 1
in 100,000 live births [148].

Changed cholesterol efflux from lysosomes disrupts neuronal firing patterns. The
mechanism involves the upregulation of ABCA1 transporter, which decreases plasma
membrane PtdIns(4,5)P2 content via PtdIns(4,5)P2-floppase activity, leading to decreased
PtdIns(4,5)P2-floppase activity and therefore decreasing voltage-gated KCNQ2/3 potas-
sium channel activity that regulates neuronal excitability when neurons affected by NPC1
disease are present, resulting in hyperexcitability. Lysosomal cholesterol efflux plays
an essential role in shaping electrical and functional characteristics of neuronal plasma
membranes under healthy as well as disease conditions [145] Figure 2.

NPC1 disease cases typically result from mutations of the NPC1 gene, coding for an
integral membrane protein called NPC1. NPC1 protein resides in late endosomal vesicles
within cells and plays an essential role in maintaining cholesterol and sphingolipid balance
within them. Unlike enzyme deficiencies found in traditional lysosomal storage diseases
(LSDs), however, NPC1 protein does not secrete itself from cells, making cross-correction
unlikely through transduced cells alone; therefore, to achieve clinical benefits over CNS
storage diseases with enzyme deficiencies alone, technical challenges would need to be
met in order to achieve clinical benefits in comparison to CNS storage diseases caused by
enzyme deficiencies alone [149].

Cells containing NPC2 mutations may be cross-corrected using an NPC2-enriched
medium, making these patients suitable candidates for gene therapy or gene product
transduction. Unfortunately, this approach does not address cholesterol accumulation
caused by cells carrying NPC1 mutations [150].
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Figure 2. NPC1 disease is a neurodegenerative disorder caused by genetic mutations of the lysosomal
cholesterol transporter NPC1. Cholesterol accumulates in these organelles and begins its pathological
process, ultimately resulting in greater excitability of neurons affected.

An investigation of the role of GM2 ganglioside in NPC disease was undertaken
by crossbreeding NPC mice with those lacking the ability to synthesize GM2 and GD2
gangliosides. Ganglioside-deficient mice demonstrated no neuronal GM2 ganglioside,
supporting its role in NPC pathogenesis [149].

N-butyldeoxynojirimycin (NB-DNJ), an inhibitor of GSL biosynthesis, provided an-
other approach to studying their roles in NPC mouse models by decreasing levels of
all GlcCer-derived GSLs; substrate reduction therapy has proven useful against other
glycosphingolipid storage diseases resulting from lysosomal enzyme deficiencies [151].

Erratic expression and distribution of TDP-43 were observed in an NPC mouse model
as well as an in vitro human NPC neuronal model system. Cytoplasmic TDP43 sequestered
in stress granules could indicate mutations, disease processes, or environmental stress,
leading to neurodegeneration. Furthermore, an NPC neuronal model displayed abnormal
gene expression under TDP-43 control at the RNA processing level, which suggests possible
connections with the observed neuropathology of NPC [152].

NPCD, like other lysosomal storage disorders, is characterized by an accumulation
of various lipids such as di- and triacylglycerols, phosphoinositides, sphingosine, sphin-
gomyelin, GlcCer, and gangliosides. This accumulation may be affected by factors like
increased pH causing decreased acid lipase activity, favorable physical/chemical interac-
tions between stored lipids, and reduced enzyme activity due to stored lipids [153].

Surprisingly, although NPCD cells accumulate sphingomyelin, mice with the lyso-
somal hydrolase of this lipid knocked out (mimicking Niemann–Pick disease type A) do
not accumulate cholesterol at the whole cell level. This observation points out the need
for subcellular lipidomics to accurately quantify lipid accumulation due to anisotropic
distribution and the potential significance of minor populations of lipids. Furthermore,
suborganellar lipidomics may help shed more insight into this disease; specifically, by
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identifying whether cholesterol accumulates within intralysosomal membranes or on its
limits, or both [153].

Despite the disease’s association with cholesterol trafficking anomalies, drugs aiming
to lower cholesterol have not demonstrated effectiveness in altering the disease trajec-
tory [154].

Arimoclomol, a derivative of bimoclomol, is known to bolster heat shock protein (HSP)
gene expression. It aids in triggering HSPs, thus enhancing the inherent cellular protective
mechanisms during cellular distress situations [155].

Treatment strategies for NPC have concentrated on several areas [156] (Table 8):

- Lessening the volume of intra-lysosomal free cholesterol;
- Curbing the production of glucosylceramide by inhibiting its synthase;
- Regulating inflammatory reactions and immune responses;
- Augmenting the transfer of free cholesterol from the lysosomal section into the cytosol;
- Modulating the expression of genes vital for initiating cell differentiation by hindering

histone deacetylases (HDAC);
- Employing pharmacological chaperones to promote cellular protein repair pathways

via the activation of molecular chaperones, like heat shock proteins;
- Exploring the potential of gene therapy.

Table 8. Overview of targeted molecular therapies in Niemann–Pick disease.

Treatment/Therapeutical Approaches Description/Effect Citations

Cholesterol-lowering drugs Not effective in altering disease
trajectory [154]

Regulating inflammatory reactions [154]

Curbing glucosylceramide production By inhibiting its synthase [155]

Augmenting free cholesterol transfer Stimulating the transfer from
lysosomal section into the cytosol [155]

Modulating gene expression By hindering histone deacetylases
(HDAC) [155]

Pharmacological chaperones
Promote cellular protein repair

pathways via activation of molecular
chaperones like heat shock proteins

[155]

HP-β-CD
Cyclic oligosaccharide; limited by
inability to penetrate blood–brain

barrier
[154]

Arimoclomol
Enhances heat shock protein gene

expression, aiding cellular protective
mechanisms

[155]

Miglustat
Sole officially approved treatment in
EU for neurological symptoms; may
slow or mitigate disease progression

[157]

9. Tay–Sachs Disease

Tay–Sachs disease is an autosomal recessive condition caused by an enzyme deficiency
called beta-hexosaminidase A, an important lysosomal enzyme responsible for breaking
down GM2 ganglioside. Without enough of it being broken down by nerve cell lysosomes,
an accumulation of this GM2 ganglioside occurs, which leads to nerve cell dysfunction.
This condition falls under GM2 gangliosides, a group of lysosomal storage disorders where
various defective peptides (alpha and beta subunits of beta-hexosaminidase A and the GM2
activator protein) contribute to the degradation of GM2 ganglioside. Infantile Tay–Sachs
disease, also known as type 1 GM2 gangliosidosis or infantile Tay–Sachs disease, is typically
characterized by almost-zero beta-hexosaminidase A activity; however, juvenile and late-
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onset forms exist with residual enzyme activity contributing to milder presentations of
disease [158].

Dr. Warren Tay, a British ophthalmologist and physician, presented the case of an
infant suffering from progressive weakness and changes to her eye’s yellow spot at one year
of age before reporting similar cases within her family. Meanwhile, an American physician
named Bernard Sachs independently described clinical manifestations and pathological
features associated with infantile Tay–Sachs disease despite Dr. Tay’s reports. Since Sachs
first identified autosomal recessive inheritance and increased Ashkenazic Jewish child
occurrence in his initial observations of Tay–Sachs disease, further research confirmed this
pattern and increased incidence. Robinson and Stirling identified two hexosaminidase
isoenzymes A and B in the human spleen, which allowed Okada and O’Brien in California
as well as Sandhoff in Germany to observe an absence of hexosaminidase-A activity among
frozen tissue samples from patients suffering from Tay–Sachs disease [159].

Tay–Sachs disease is an autosomal recessive genetic condition caused by an insuffi-
cient supply of beta-hexosaminidase A (Hex A). This enzyme has two polypeptide chains
encoded on chromosomes 15 and 5, known as alpha and beta subunits, respectively. These
subunits combine to form an active enzyme responsible for breaking down specific sub-
strates found within lysosomes, such as GM2 ganglioside. Hydrolysis of this substrate
requires activator protein activation within its specific environment in the lysosome. Ad-
ditionally, beta subunits can dimerize to form beta-hexosaminidase B (Hex B), an active
enzyme that acts on water-soluble neutral substrates. Mutations in this beta subunit lead to
Sandhoff’s disease, with deficient amounts of both Hex A and Hex B being present in its
composition [160].

Mutations in the alpha-chain gene disrupt its catalytic function and consequently lead
to the accumulation of GM2 gangliosides in neuronal tissue, leading to neurodegeneration
and mental and motor retardation. Tay–Sachs disease’s clinical course depends on how
much residual Hex A activity remains due to mutation severity. Mutations that completely
disrupt Hex A activity cause the severe infantile form of Tay–Sachs disease, which presents
early and rapidly, leading to death by early childhood. By contrast, the late infantile form
presents later and has a later age of demise than its infantile form counterpart, with certain
mutations associated with this variant of Tay–Sachs disease [160].

Adult Tay–Sachs disease is distinguished by its clinical variability, typically appearing
during the second or third decade of life. Usually, there is less motor and neurological
deterioration compared to other variants; psychosis often appears first. Missense mutations
are usually responsible for this form of Tay–Sachs disease in adult individuals; Gly269Ser
and 805G->A mutations found frequently within exon 7 are typically linked with it [161].

Tay–Sachs disease (TSD) was initially linked to Jewish families of Eastern European
ancestry who resided within Sachs’ initial study area in New York City. TSD has now come
to be recognized as not being limited to any one ethnic group but is widespread, impacting
Blacks and Asians alike [162]. DNA sequencing technology has shown that TSD is caused
by numerous mutations, disproving the myth that its causes were sole. French Canadians
and Ashkenazi Jews, for instance, have shown evidence of genetic heterogeneity when
it comes to TSD within these populations [163]. Furthermore, Ashkenazi Jews can have
multiple mutations leading to TSD while Moroccan Jews with TSD can display distinct
mutations as causes [164].

TSD and other severe forms of GM2 gangliosidosis, including its variants, are associ-
ated with an almost total deficiency in Hex A activity; however, total Hex activity remains
within normal levels due to active Hex B production. On the other hand, in Sandhoff
disease (SD), another form of GM2 gangliosidosis, only a minimal amount (2–4% of normal)
of Hex activity can be detected despite normal levels of a-subunit mRNA. This is likely at-
tributable to the low affinity between a-subunits, leading to detectable but limited amounts
of Hex S. The less severe juvenile and adult-onset forms of TSD can often be traced back to
mutations that allow some preservation of Hex A function (approximately 1–5% of normal)
due to improper folding or dimerization of enzymes. Most missense mutations result
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in misfolded proteins, which are detected by the endoplasmic reticulum quality control
system and degraded through its endoplasmic reticulum-associated degradation pathway
(ERAD) before finally being processed through proteasome degradation [165].

Enzyme-Enhancing Therapy: When treating LSDs such as GM2 gangliosidosis or other
lysosomal storage diseases, missense mutations often destabilize native folded proteins
before reaching the lysosome for degradation. To address this, researchers have explored
using pharmacological chaperones, or molecules that bind and stabilize enzymes and
prevent their degradation; commonly employed are enzyme-specific competitive inhibitors.
Another approach involves manipulating the endoplasmic Reticulum-Associated Degrada-
tion (ERAD) system to block the recognition of defective proteins or improve endogenous
chaperone functions [166].

Gene Therapy: Neuropathic LSDs are an ideal candidate for gene therapy as their
root causes lie within single genes with naturally secreted products that require corrective
enzyme to restore deficient tissues; transducing just a small number of cells can deliver
sufficient corrective enzyme to make up for deficiencies across an extensive region. Studies
have demonstrated that even modest levels (around 10% of normal activity) in healthy
individuals with pseudo-deficiencies are sufficient to avoid disease progression [167].

Enzyme Replacement Therapy and Cell Transplantation: This strategy has proven
successful for some LSDs with systemic manifestations, including MPS I, Fabry disease,
Pompe disease, MPS VI, and MPS II. Although enzyme therapy is currently being investi-
gated in clinical trials for certain neuropathic LSDs, it may not provide an effective solution
for GM2 gangliosidosis. B-hexosaminidase has a lower abundance in cultured microglia
when compared with other lysosomal glycosidases, making it less amenable to enzyme
replacement therapy [166]. Bone marrow transplantation has shown some promise for
treating certain LSDs, such as human a-mannosidosis, but its effectiveness varies between
diseases; for instance, in MPS IIIA (Sanfilippo type A), this therapy can extend life without
providing neurological improvements [168].

Substrate Reduction Therapy: Miglustat, an iminosugar known as N-butyldeoxynojirimycin,
belongs to a class of molecules known as glucosylceramide synthase inhibitors, which block
glycolipid biosynthesis. While Miglustat showed promising results when tested on SD
mice by improving lifespan and clinical features, its efficacy endpoint target in late-onset
TSD patients was not satisfactory. Regardless, research into inhibitors to reduce substrate
accumulation remains an active area [167,168].

One such success in this field is Cerdelga eliglustat, approved as Cerdelga, which
has become a first-line therapy for type 1 Gaucher disease. Substrate reduction therapy
using orally active small molecules such as Eliglustat has demonstrated therapeutic advan-
tages and efficacy comparable to enzyme therapy for non-neuronopathic Gaucher disease
patients. In an initial clinical trial involving patients with late-onset GM2 gangliosidosis,
oral administration of pyrimethamine (PYR) at a lower dosage than typically used to treat
parasitic diseases showed significant enhancement of Hex A activity in peripheral blood
leukocytes; the degree of this enhancement correlated to plasma PYR concentration. The
results also confirmed this improvement across Sandhoff and Tay–Sachs variants of GM2
gangliosidosis patients alike. Notably, PYR treatment’s increase of Hex A activity was
limited to mutant forms of Hex A and not due to any non-specific lysosomotropic effect, as
indicated by levels of Glcr and ss-galactosidase activity in plasma and leukocytes, which
remained unchanged following PYR administration [169].

For Tay–Sachs disease, current data support a cellular pathology model whereby the
alpha subunit (a) of an enzyme is translocated to the endoplasmic reticulum (ER), where
it undergoes cotranslational glycosylation and folding via the calreticulin/calnexin cycle.
When properly folded, this dimer forms with beta subunits (b). From there it travels to the
Golgi apparatus, where mannose-6-phosphate signals direct it back toward lysosomes for
its intended function [170] Figure 3.
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undergoes glycosylation into the ER and structural stabilization from calreticulin/calnexin cycle, it
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However, in cases where ER folding of the alpha subunit becomes impaired due
to mutations like G269S and E482K, its glycan trimming process—often in conjunction
with OS-9 association—can initiate a disposal pathway. When this occurs, retrotranslocon
protein channels allow access to the cytosol. PNGase removes any remaining glycans before
degradation occurs at 26S proteasome and ultimately results in the removal of improperly
folded enzyme molecules, helping explain the pathology of Tay–Sachs disease [171].

10. Fahr’s Syndrome

Basal ganglia calcification, also referred to as Fahr’s syndrome or Fahr’s disease, is an
extremely rare neurological condition with an incidence rate of less than 1 out of 1 million
individuals, usually affecting those in their third and fourth decades of life [170]. First
described by German neurologist Karl Theodor Fahr in 1930, Fahr’s disease manifests itself
by abnormal calcium deposition within certain brain regions responsible for controlling
movements, such as basal ganglia, thalamus, dentate nucleus, cerebral cortex, cerebellum,
and hippocampus [172].

Patients often present with extrapyramidal symptoms. Furthermore, they may also
exhibit cerebellar dysfunction, speech difficulties, dementia, and neuropsychiatric signs
and symptoms. Genetic studies have implicated various loci in Fahr’s disease development.
One commonly implicated locus (IBGC1) lies at 14q, while two other loci have been
discovered on chromosome 8 and two more on 2. Additionally, loss-of-function mutations
found within SLC20A2 on chromosome 8 have been suggested as contributing to its
pathophysiology [173].

As part of an appropriate diagnostic approach for Fahr’s syndrome, it is advisable to
conduct sequencing of the SLC20A2 gene first. If no mutations or deletions are identified
within SLC20A2, deletion/duplication analysis could then be explored further. In the
absence of either identifiable mutations or deletions within SLC20A2, sequence analysis on
PDGFRB would then be necessary; should no disease-causing mutations or deletions be
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identified through molecular genetic tests, then other genetic disorders linked with brain
calcifications should be explored further [173].

Fahr’s syndrome may arise due to various underlying conditions, including endocrine
disorders (such as idiopathic hypoparathyroidism, secondary hypoparathyroidism, and
hyperparathyroidism), adult-onset neurodegenerative conditions (e.g., neurodegeneration
with brain iron accumulation disease), infectious diseases such as intrauterine or perinatal
infections, as well as inherited syndromes like Aicardi–Goutieres syndrome or tuberous
sclerosis complex [174].

Seizures and movement disorders related to Fahr’s syndrome may be improved by
correcting phosphate and calcium levels. Treatment with alpha hydroxy vitamin D3 and
corticosteroids has also been shown to reverse neurological deficits in some instances [174].
Clonazepam and atypical antipsychotics may also help with managing symptoms for those
living with Fahr’s syndrome, though lithium use should be used with caution as it may
increase seizure risk. Furthermore, carbamazepine, benzodiazepines, and barbiturates
may worsen underlying gait disorders; therefore, these strategies should also be employed
carefully when treating patients living with Fahr’s syndrome [175].

Genes for Basal Ganglia Calcification:
Mutations of the SLC20A2 gene found on 8p11.21 can be passed down autosomally

dominantly. Proper inorganic phosphate transport is essential in keeping the calcium
and phosphate balance within cells intact, with impaired PiT2 function leading to the
accumulation of calcium phosphate deposits in extracellular matrix tissues of vessels.
Research using Slc20a2-knockout mice (KOs) has shed light on pathophysiology associated
with SLC20A2, showing increased cerebrospinal fluid, suggesting potential therapeutic
implications as a therapeutic option.

Located on 1q25.3, the XPR1 gene is tightly associated with PiT2. It encodes for the
xenotropic and polytropic retrovirus receptor that plays an essential role in exporting
phosphate from cells, contributing directly to intracellular phosphate homeostasis as well
as calcium deposition in some instances. In families, mutations of this gene may be passed
down as autosomal dominant traits [176].

PDGFRB is a gene linked to familial primary brain calcification (PFBC). It encodes one
of two receptors for platelet-derived growth factor (PDGF), with subunit ss being its main
ligand and playing an essential role in maintaining the integrity of the blood–brain barrier.
Loss-of-function mutations could disrupt pericyte permeability surrounding brain blood
vessels, resulting in the deposition of calcium deposits within brain tissues. Mutations in
both PDGFB and PDGFRB genes exhibit autosomal dominant inheritance patterns. PDGFB
plays an essential role in pericyte recruitment, blood–brain barrier regulation, angiogenesis,
and calcium regulation through BBB disruption, leading to progressive calcinosis and
disruption. Furthermore, PDGF proteins may regulate phosphate transporters such as
XPR1 and PiT in the brain [177].

PTH resistance disorders may play a part in some cases of brain calcification. When
that is the case, loss of function of GNAS on the maternal allele can cause basal ganglia
calcification—although not considered primary familial brain calcification (PFBC). GNAS
is a complex imprinted locus responsible for producing multiple transcripts via alternative
splicing and promoters [178].

Keller et al. conducted genetic analysis on six families to discover that mutations in
the gene encoding PDGF-B (located at 22q13.1) could be responsible for familial IBGC in
patients who previously tested negative for SLC20A2 and PDGFRB mutations. Furthermore,
these experiments also showed that mice that expressed 50% less endothelial PDGF-B
developed significant brain calcification within one year [179].

However, it should be remembered that mutations of PDGF-B and SLC20A2 each have
different pathophysiological mechanisms. Loss of endothelial PDGF-B has been associated
with pericyte deficiency as well as blood–brain barrier deficiency; on the other hand, loss
of SLC20A2, as a member of the type III sodium-dependent phosphate transporters family,
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has been linked with accumulations of inorganic phosphate in the brain, leading to calcium
phosphate deposition [180].

To date, multiple treatment modalities have been explored in Fahr’s patients, striving
for remission or stabilization. These treatments span a range of biological hypotheses and
derive from limited clinical observations. Medications are primarily prescribed to manage
symptoms like anxiety, depression, obsessive–compulsive disorder, and dystonia. For
urinary incontinence, oxybutynin is preferred, while antiepileptics are chosen for seizures.
Interestingly, seizures and movement disorders associated with Fahr’s syndrome, especially
those linked to parathyroid imbalances, can be addressed by regulating phosphate and
calcium levels. As an illustration, employing alpha-hydroxy vitamin D3 combined with
corticosteroids has reversed some neurological deficits [181] Table 9.

Table 9. Overview of targeted molecular therapies in Fahr’s syndrome.

General Medications Manage Symptoms: Anxiety,
Depression, OCD, Dystonia Citations

Oxybutynin Treat urinary incontinence

[181]

Antiepileptics Address seizures

Phosphate and calcium level
regulation

Address seizures and movement
disorders, especially those linked to

parathyroid imbalances
Alpha hydroxy vitamin D3 +

corticosteroids Reversed some neurological deficits

Clonazepam and atypical
antipsychotics Provide therapeutic benefits

Lithium Prescribed with caution due to increased
seizure risk

Carbamazepine, benzipenes,
barbiturates Might intensify gait disturbances

Antidepressants and anxiolytics
Prescribed with caution due to potential
side effects at lower thresholds in Fahr’s

syndrome patients

iPSC models (SLC20A2 mutations)
Research tool for studying Fahr’s disease

mechanisms, potential for drug- and
gene-based intervention studies

[182]

Research has pointed toward various SLC20A2 mutations as potential culprits behind
Fahr’s disease, which is a subset of primary familial brain calcification (PFBC). Yet, there
have been only a handful of patient-derived induced pluripotent stem cell (iPSC) models
to study this condition. Notably, Zhang and colleagues discovered a novel SLC20A2
mutation in a Fahr’s disease-affected family and managed to secure dermal fibroblasts
from a member of this family. They successfully reprogrammed these fibroblasts into
iPSCs using episomal plasmids carrying genes like OCT3/4, SOX2, KLF4, LIN28, and
L-MYC. Such efforts present valuable resources and platforms, paving the way for more
detailed investigations into Fahr’s disease mechanisms. This could potentially enhance the
development and assessment of both drug and gene-based interventions [182] Table 9.

11. Conclusions and Future Perspectives

Neurodegenerative ailments have grave implications, and conventional medications
often fall short. Presently, stem cell therapy is gaining traction as a potentially transfor-
mative solution, but much of the current research is rooted in animal studies, creating
a knowledge void regarding its long-term impacts and results in humans. Positive out-
comes in animals demand more rigorous investigation before being translated into human
therapies. Among the various neurodegenerative conditions, Parkinson’s disease and amy-
otrophic lateral sclerosis have received more attention compared to Huntington’s disease
and Alzheimer’s disease. Before stem cell therapies can become a mainstream treatment for
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these conditions, numerous hurdles, such as cost, safety concerns, the expertise involved,
and post-procedure monitoring, need to be addressed [183].

Traditional treatments for neurodegenerative diseases, such as small-molecule medica-
tions and immunotherapy aimed at harmful proteins, largely alleviate symptoms without
actually stopping or reversing the disease’s advance. New therapeutic techniques like
autophagy therapy, miRNA therapy, and stem cell therapy have been introduced. However,
they face challenges such as difficulty in crossing the blood–brain barrier, unexpected side
effects, and challenges in addressing intracellular proteins. The emergence of protein-
targeted degradation technologies brings hope by potentially targeting proteins previously
considered unreachable for drug interventions. These novel degradation methods each
have their distinctive mechanisms and objectives, accompanied by their advantages and
drawbacks. This examination explores their present roles in neurodegenerative diseases,
weighs their strengths and weaknesses, and foresees their future trajectory in the do-
main [184].

Gene therapy offers a hopeful avenue for addressing neurodegenerative diseases.
Transitioning these therapies from theoretical frameworks to practical clinical applications
has, however, been difficult. Preliminary studies indicate that delivering gene therapies
to the central nervous system is safe and typically well-tolerated. To improve delivery,
new vectors, such as AAV9, are being researched. AAV9 stands out for its ability to
cross the blood–brain barrier and target neurons predominantly. Yet, its efficiency might
fluctuate based on factors like the recipient’s age at the time of treatment. Also, the
high production costs of AAV9 for human testing make its broad application challenging.
Another exciting advancement in this domain is the tricistronic lentiviral vector, highlighted
in the Prosavin trial. Efforts are also ongoing to refine gene therapy delivery methods to
the CNS, including intracerebroventricular, intrathecal, and direct brain and spinal cord
injections. However, these delivery advancements would be moot if the genes delivered
are not efficacious. Therefore, a key priority is the discovery and assessment of new
therapeutic genes, underpinned by a richer understanding of the origins and evolution
of neurodegenerative conditions. As our knowledge deepens, we expect improved early
diagnosis, facilitating interventions before significant cellular damage [185].
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Abstract: With the inexorable aging of the global populace, neurodegenerative diseases (NDs) like
Alzheimer’s disease (AD), Parkinson’s disease (PD), and amyotrophic lateral sclerosis (ALS) pose
escalating challenges, which are underscored by their socioeconomic repercussions. A pivotal aspect
in addressing these challenges lies in the elucidation and application of biomarkers for timely diagno-
sis, vigilant monitoring, and effective treatment modalities. This review delineates the quintessence
of biomarkers in the realm of NDs, elucidating various classifications and their indispensable roles.
Particularly, the quest for novel biomarkers in AD, transcending traditional markers in PD, and the
frontier of biomarker research in ALS are scrutinized. Emergent susceptibility and trait markers her-
ald a new era of personalized medicine, promising enhanced treatment initiation especially in cases
of SOD1-ALS. The discourse extends to diagnostic and state markers, revolutionizing early detection
and monitoring, alongside progression markers that unveil the trajectory of NDs, propelling forward
the potential for tailored interventions. The synergy between burgeoning technologies and innovative
techniques like -omics, histologic assessments, and imaging is spotlighted, underscoring their pivotal
roles in biomarker discovery. Reflecting on the progress hitherto, the review underscores the exigent
need for multidisciplinary collaborations to surmount the challenges ahead, accelerate biomarker
discovery, and herald a new epoch of understanding and managing NDs. Through a panoramic lens,
this article endeavors to provide a comprehensive insight into the burgeoning field of biomarkers in
NDs, spotlighting the promise they hold in transforming the diagnostic landscape, enhancing disease
management, and illuminating the pathway toward efficacious therapeutic interventions.

Keywords: neurodegenerative diseases; aging population; socio-economic implications; Alzheimer’s
disease; Parkinson’s disease; amyotrophic lateral sclerosis; biomarker identification; wet and dry
markers; early diagnosis; disease monitoring; therapeutic efficacy; susceptibility markers; trait
markers; personalized medicine; diagnostic accuracy; disease progression; innovative techniques;
-omics technologies; histologic assessments; imaging technology
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1. Introduction
1.1. The Growing Challenge of Neurodegenerative Diseases Due to the Aging Population

Given the recent shifts in global demography, there has been a significant rise in the
older adult cohort, specifically those above 65 years. Contemporary demographic studies
indicate that this age group is expanding more rapidly than its counterparts. Data from
2019 show that 703 million individuals globally were aged 65 or older, which is a figure that
is projected to surge to 1.5 billion by 2050 [1]. In a 2018 study by the American Academy of
Neurology, it was inferred that between 15 and 20% of those aged 65 and above exhibited
symptoms of mild cognitive impairment (MCI), which is a syndrome characterized by
subtle cognitive decline with negligible impact on daily functional activities [2]. The esca-
lating aging trend worldwide is concomitant with the rise of age-related health challenges.
Notably, recent analyses have emphasized that neurological disorders stand as the primary
contributors to DALYs (disability-adjusted life-years), accounting for 276 million cases,
and are the second predominant cause of mortality, with 90 million cases [3]. Corrobo-
rating this, there is compelling epidemiological data suggesting a potential link between
physical frailty and cognitive setbacks in older age, including the onset of Alzheimer’s
disease (AD), MCI, vascular dementia (VaD), non-AD dementias, and the presence of AD
pathology even in older individuals not diagnosed with dementia [4]. However, the current
epidemiological landscape presents a scarcity of comprehensive data on cognitive frailty,
particularly its prevalence and implications [5]. The trajectory from cognitive frailty to
full-blown dementia remains ambiguous at present.

1.2. Understanding the Socioeconomic Implications of Increasing Prevalence of Conditions like AD,
PD, and ALS

Addressing the economic repercussions due to the upsurge in Alzheimer’s disease is
paramount. A proactive approach involving early detection and intervention is vital not
only to mitigate the prevalence of AD but also to elevate the life quality of both the affected
individuals and their caregivers. The institution of robust social support mechanisms is
integral to this strategy. Non-pharmacological measures emerge as the most preferred
modalities in both the prevention and management of AD [6]. There is a prevailing hy-
pothesis linking socioeconomic standing to AD, although the underlying cause for this
association has not been unequivocally elucidated by prior research. A study by Wang et al.
employed Mendelian randomization to delve into the potential influence of socioeconomic
strata on AD and probed if elevated income exerted a protective effect against the disease’s
onset [7]. From a health economics perspective, evaluations bifurcate into comparative
analyses, assessing the cost–benefit ratio of varied therapeutic avenues, and cost-of-illness
(COI) evaluations, which ascertain the economic strain of an ailment from a defined stand-
point. Parkinson’s disease has been the subject of numerous COI studies across diverse
global regions [8]. The protracted nature of PD, characterized by escalating disability and
increasing dependence in activities of daily living (ADLs), imposes a substantial socioeco-
nomic load. Advanced stages necessitate specialized institutional care, entailing significant
resources and expenditures. Moreover, the familial impact of PD is profound with most
ADL-dependent patients relying on home-based care provided by family members [9]. A
subsequent exploration hypothesizes that there is a potential correlation between ALS risk
and dietary habits, specifically the frequent intake of expensive, high-trophic level fish
species known for elevated mercury content. This led to a detailed examination of the
interplay between ALS, socioeconomic status, and mercury exposure via fish consump-
tion [10]. Furthermore, the CDC’s NIOSH National Occupational Mortality Surveillance
(NOMS) research discerned that professions linked to a superior socioeconomic tier, such as
computer-related fields, engineering, legal practices, and business operations, manifested
augmented ALS mortality rates after adjusting for demographic variables like age, gender,
and ethnicity [11].

79



Int. J. Mol. Sci. 2023, 24, 16119

1.3. The Critical Need for New Biomarkers in the Context of Disease Diagnosis, Monitoring,
and Treatment

The discernment of consistent biomarkers holds promise in advancing the early detec-
tion of neurodegenerative diseases, paving the way for the initiation of tailored therapeutic
regimens. At present, the realm of epigenetics lacks robust and dependable biomark-
ers conducive to the diagnosis, categorization, or tracking of neurodegenerative disease
progression [12]. In the context of available diagnostic modalities for neurodegenerative
ailments, while pathological evaluations are held in high esteem across diverse afflictions,
their applicability is limited in discerning neurodegenerative diseases during a patient’s
lifetime. Alternatives like positron emission tomography (PET) scans or emergent biomark-
ers (encompassing genomics and proteomics) present potential breakthroughs and are
being integrated into refined diagnostic parameters [13]. However, it is noteworthy that
parameters such as DNA methylation levels, SIRT activity, and BDNF expression witness
a marked decline in individuals diagnosed with dementia or Parkinson’s disease. Hence,
the concurrent assessment of these epibiomarkers might enhance the diagnostic accuracy
for neurodegenerative diseases. Given the reversibility of epigenetic alterations, gauging
parameters like DNA methylation levels, SIRT activity, and BDNF expression could equip
medical practitioners with insights to evaluate the efficacy of therapeutic interventions [14].

2. The Significance of Biomarkers in Neurodegenerative Diseases
2.1. What Are Biomarkers and Why Are They Important?

The concept of a “biomarker”, derived from the amalgamation of “biological” and
“marker”, encompasses a broad range of medical signs. These signs provide objective
evidence of a patient’s health condition and can be consistently and accurately quantified.
This is distinct from medical symptoms, which are subjective sensations or complaints
reported by the patient [15]. Biomarkers serve as pivotal tools in the methodical evolution
of pharmaceuticals and medical apparatuses [16]. Yet, despite their immense significance,
there exists a pronounced ambiguity surrounding their foundational definitions and the
intricacies of their application in both research and clinical settings [17]. The spectrum
of biomarkers ranges from elementary metrics like pulse and blood pressure to intricate
laboratory assessments of blood and other biological specimens. Historically, medical signs
have always been integral to clinical practice, with biomarkers representing the pinnacle
of objective and quantifiable indicators that contemporary lab sciences can consistently
measure. In the realm of drug innovation and broader biomedical investigations, biomark-
ers hold a transformative role. Deciphering the interplay between quantifiable biological
mechanisms and clinical results is paramount for bolstering our repertoire of disease inter-
ventions and for a profound comprehension of standard physiological processes [18]. For
biomarkers to be genuinely efficacious as replacements for clinically relevant endpoints,
there is a prerequisite to thoroughly grasp the standard biological mechanisms, the alter-
ations in disease conditions, and the impacts of varied interventions, be they drug-induced,
device-based, or other [15]. The imperative for the prompt and precise identification
of neurodegenerative conditions in clinical environments cannot be overstated. Beyond
furnishing diagnostic and future insights, this need also encompasses the fine tuning of
therapeutic approaches, ensuring apt care and support, and offering patients avenues to
participate in clinical therapeutic studies [19].

2.2. Differentiating between Risk, Prodromal, Clinical, Wet, Dry Markers and Surrogate Endpoints

The methodology of risk assessment finds its application across diverse clinical spheres
and for a variety of clinical outcomes. Regardless of the specific clinical domain or outcome
in question, the foundational principles and techniques for evaluating risk markers and
risk assessment remain consistent. Risk is typically gauged by counting the number of
outcome incidents over a specified time span. This is traditionally encapsulated either
via a survival curve or by denoting the fraction of incidents within a designated time
frame, such as 30 days or a year [20]. As a result, there is often a strong interrelation
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among multiple biomarkers, complicating the process of pinpointing a singular prominent
marker. Within the field of periodontology, the quest for risk biomarkers that can predict
potential disease onset in individuals devoid of clinical symptoms is ongoing [21]. For
Parkinson’s disease in its prodromal phase, while markers can facilitate diagnosis, it is
imperative to understand four central characteristics of these markers, especially if they
are to guide the selection of neuroprotective treatments. Among these, understanding the
specificity or predictive accuracy of the marker is crucial, given the notable variances in
specificity and positive predictive value (PPV) among different prodromal markers [22].
In this context, a “wet biomarker” is delineated as a prospective biomarker that can be
objectively ascertained within a body fluid [23]. Biomarkers have been categorized into two
main types: “dry” markers, which encompass imaging parameters, and “wet” markers,
which refer to genetic and biochemical elements detectable in fluids such as blood, serum,
urine, and tissue samples [24]. There are also surrogate markers (or surrogate endpoint),
which are markers that are used as a distant relationship between an action and a clinical
endpoint. An example of this would be the easy-to-understand relationship between
smoking and lung cancer [25]. A surrogate endpoint of smoking would be death. Therefore,
smoking is a surrogate marker of death via lung cancer. The utility of these endpoints
would be of great value because it would clarify more easily the barrier between the general
population and disease. It is a challenging task to pick surrogate endpoints and demonstrate
their efficacy, because this action requires an extraordinary understanding of the disease’s
pathophysiology. Several studies in the current literature have clarified the important yet
difficult task to create these surrogate endpoints, and they have demonstrate the failure of
this viewpoint in numerous studies, including neurodegenerative disease [26–30].

2.3. Overview of Their Roles in Early Diagnosis, Monitoring Disease Progression, and Evaluating
Therapeutic Efficacy

At present, the categorization of most biomarkers hinges on the pathogenic processes
they signify. For conditions like Alzheimer’s disease and frontotemporal lobar degeneration
(FTLD) spectrum, the primary focus is on biomarkers indicative of pathology, such as those
for amyloid-β (Aβ) and tau pathologies. These biomarkers are predominantly evaluated
through CSF examinations, blood tests, and positron emission tomography scans [31]. In
the preclinical stages of AD, while there are detectable biomarkers signaling brain alter-
ations, clinical manifestations remain absent [32]. Conversely, in Parkinson’s disease (PD),
the onset of classic motor symptoms is observed only after a significant proportion, over
half, of neurons in the substantia nigra (SN) have already degenerated [33]. Consequently,
pinpointing these conditions early is imperative for implementing strategies geared toward
preventing neuronal loss. Over recent years, there has been a concerted effort by researchers
to bolster the advancement of reliable biomarkers for neurodegenerative ailments. Despite
these endeavors, results have often been inconsistent and not always meeting optimal stan-
dards. The trajectory of medical practice is increasingly leaning toward precision medicine,
underscoring the pressing need to seamlessly incorporate disease-specific biomarkers in
clinical routines and to engineer potent disease-altering treatments [31]. A double approach
regarding neurodegenerative disease could be, firstly, neuroinflammation, which is a key
factor that is both result and cause of neurodegeneration [34]. Secondly, in the last decade,
research has pinpointed another key factor of neurodegeneration: cIMT (carotid intima me-
dia thickness). cIMT has been long debated as a surrogate endpoint of neurodegenerative
disease; however, nowadays, it is a relevant influence in neurodegenerative disease [35–37].

2.4. Overview of Biomarkers in Huntington’s Disease, Multiple Sclerosis, Frontotemporal
Dementia and Essential Tremor
2.4.1. Huntington’s Disease

Increasing emphasis has been placed on the significance of white matter in the de-
generative process [38], as widespread alterations can be detected over a decade prior to
anticipated disease onset [39]. A comprehensive study amalgamated clinical and morpho-
metric imaging data from 1082 participants, sourced from the IMAGE-HD, TRACK-HD,
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and PREDICT-HD studies, with longitudinal observations spanning 1–10 years. The find-
ings from this research indicate that imaging might be a viable endpoint in clinical trials
due to its potential heightened sensitivity [40].

Regarding the wet biomarkers, a study indicates that mutant HTT levels exhibit
correlations with clinical scores both cross-sectionally and in relation to CSF tau and
neurofilament light chain (NfL) [41], both being indicators of neuronal damage [42]. This
suggests that mHTT is likely released from compromised or deteriorating neurons. Given
the pivotal role of mHTT in HD pathogenesis, it emerges as a salient potential biomarker.
Not only is it the pathogenic agent in itself, but in the context of Huntington-lowering, it
stands as a crucial gauge of pharmacodynamics, signifying whether the therapeutic agent
has effectively engaged its target and manifested the anticipated immediate biological
effect [43] (See Table 1).

One study indicated that the accumulated data suggest a discernible segment of
mHTT in the CSF is derived from striatal cells. These results advocate for the application of
CSF mHTT as a PD biomarker in evaluating the engagement of therapeutic interventions
tailored to decrease mHTT levels in the striatum [44].

A subsequent study explored the feasibility of utilizing noninvasive positron emission
tomography (PET) for direct assessment of therapeutic efficacy and monitoring disease
evolution in relation to mHTT. In this context, the novel radioligand [11C]CHDI-626 was
characterized and examined longitudinally for mHTT PET imaging within the zQ175DN
mouse model of HD. Notwithstanding its rapid metabolism and kinetics, the radioligand
proved efficacious for mHTT PET imaging [45].

Table 1. Biomarkers used for Huntington’s Disease.

References Biomarker(s) Type/Tool Key Findings Implication/Significance

[38,39] White Matter (Imaging)
Emphasis on its significance; alterations
seen over a decade before anticipated
disease onset.

Crucial for understanding disease
progression.

[40] Imaging Data
Data amalgamated from 1082
participants over 1–10 years from various
studies.

Indicates imaging as a viable endpoint
in clinical trials due to heightened
sensitivity.

[41,42] mHTT (Wet Biomarker) Correlates with clinical scores, CSF tau,
and NfL.

mHTT potentially released from
compromised neurons; possible
biomarker for HD.

[43] mHTT (Wet Biomarker) Significant in HD pathogenesis. Crucial gauge of pharmacodynamics
for huntingtin-lowering therapies.

[44] CSF mHTT (Wet Biomarker) Derived from striatal cells. Suggested as PD biomarker for
therapeutic engagement evaluations.

[45] [11C]CHDI-626 (PET) Examined for mHTT PET imaging in
zQ175DN mouse model.

Proves effective for mHTT PET
imaging despite rapid metabolism.

[46] mHTT and CBVa

Early HTT-lowering treatment defers
onset and decelerates progression in
mHTT mouse model; CBVa alteration
influenced by mHTT on neural activity.

Indicates potential therapeutic
interventions and understanding
neuronal dysfunction mechanisms.

Liu et al.’s study furnishes initial evidence indicating that the early introduction
of HTT-lowering treatment, prior to the manifestation of motor symptoms and striatal
atrophy, can defer the onset and decelerate the progression of pathology and phenotype
in a mouse model expressing full-length mHTT [46]. Concurrently, the research findings
posit that the observed alteration in CBVa in premanifest zQ175 mice is a subsequent effect
stemming from the influence of mHTT on neural activity/metabolism. Furthermore, the
study suggests that a diminished rate of oxygen/nutrient delivery, attributed to a reduced
cerebral blood volume and a decline in glucose transporter GLUT1 across a jeopardized
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neurovascular network during the manifest stage, may eventually instigate neuronal
dysfunction and degeneration [46] (See Table 1).

2.4.2. Multiple Sclerosis

In multiple sclerosis (MS), magnetic resonance imaging (MRI) elucidates the dimen-
sions, quantity, chronology, and evolution of lesions within the central nervous system
(CNS). Consequently, MRI is integral to the diagnostic process and therapeutic surveil-
lance [47–49]. A study by Huang et al. demonstrates an up-regulation of MIP-1a and
CXCL10 in the cerebrospinal fluid (CSF) of patients diagnosed with multiple sclerosis.
Collectively, these cytokine biomarkers serve as a significant indicator of T cell activ-
ity, offering a measure that is both independent and complementary to the previously
documented CXCL13, which is a chemokine targeting B lymphocytes [50]. To date, the
singular cerebrospinal fluid (CSF) biomarker of clinical significance for MS is the presence
of immunoglobulin G (IgG) oligoclonal bands (OCBs). These OCBs signify the intrathecal
production of IgG, acting as a broader indicator of adaptive immunity activation within the
CNS. It is pertinent to note that OCBs are not exclusive to MS; they have been identified
in various inflammatory neurological disorders. Additionally, approximately 5% of MS
instances do not exhibit CSF OCBs based on conventional assays [51–55] (See Table 2).

Blood-based serum neurofilament light chain (sNfL) is a potential and easily accessible
prognostic and treatment response biomarker for patients diagnosed with multiple sclerosis.
It is important to note that without the inclusion of supplementary clinical context, sNfL
on its own does not suffice for diagnosing multiple sclerosis or distinguishing it from
other neuroinflammatory conditions characterized by neuroaxonal damage and elevated
sNfL levels, such as neuromyelitis optica spectrum disorders or myelin oligodendrocyte
glycoprotein (MOG) encephalomyelitis [56–59].

Table 2. Biomarkers used for Multiple Sclerosis.

References Biomarker(s) Description/Function Sample Origin

[47–49] MRI Used to elucidate the dimensions, quantity,
chronology, and evolution of lesions in the CNS Central Nervous System (CNS)

[50] MIP-1a Cytokine biomarker indicative of T cell activity Cerebrospinal Fluid (CSF)

[50] CXCL10 Cytokine biomarker indicative of T cell activity Cerebrospinal Fluid (CSF)

[50] CXCL13 Chemokine targeting B lymphocytes Not Specified

[51–55] IgG Oligoclonal Bands
(OCBs)

Indicator of adaptive immunity activation in the
CNS Cerebrospinal Fluid (CSF)

[56–59] sNfL (serum
neurofilament light chain)

Potential prognostic and treatment response
biomarker Blood Serum

2.4.3. Frontotemporal Dementia

Over the past decade, neurofilament light chain (NfL) has garnered attention as a
potential biomarker for FTLD due to its sensitivity in detecting neurodegeneration. More-
over, its levels demonstrate a correlation with the pace of clinical progression, providing
prognostic insights. Recent scholarly investigations underscore the utility of NfL as a
discriminative biomarker between bvFTD and primary psychiatric disorders, exhibiting
areas under the curve ranging from 0.84 to 0.94 [60–64].

Progranulin (GRN) can be quantified in both blood and CSF, although the prepon-
derance of research has been conducted on blood samples. Preliminary investigations
reported remarkable sensitivity and specificity (both exceeding 95%) with a threshold of
61.5 ng/mL (ascertained in plasma using the Adipogen assay). However, subsequent
research has proposed an elevated threshold of 71.0 ng/mL, boasting a sensitivity of 98.1%
and specificity of 98.5%. It is posited that these levels are diminished from birth, as they
appear to be low even when first assessed during late adolescence. Furthermore, these

83



Int. J. Mol. Sci. 2023, 24, 16119

levels manifest consistent stability over extended periods, remaining relatively unaltered
for up to four years as evidenced in one study [65–67] (See Table 3).

Table 3. Biomarkers used for Frontotemporal Dementia.

References Biomarker(s) Sample Type Key Findings Clinical Implications

[60–64] Neurofilament
light chain (NfL) Not specified

Correlation with the pace of clinical
progression. Discriminative potential
between bvFTD and primary psychiatric
disorders; areas under the curve: 0.84 to 0.94

Prognostic insights and
discriminative utility
between bvFTD and
psychiatric disorders

[65–67] Progranulin
(GRN) Blood, CSF

Remarkable sensitivity and specificity
exceeding 95% at a threshold of 61.5 ng/mL
(using AdipoGen assay). Elevated threshold
proposed: 71.0 ng/mL, with a sensitivity of
98.1% and specificity of 98.5%. Levels show
stability over extended periods

Potentially discriminative
and diagnostic for FTLD.
Stability over time suggests
reliable biomarker potential

2.4.4. Essential Tremor

In a forward-looking study that distinguished between sporadic-ET and hereditary-ET
cases, the levels of uric acid were juxtaposed with those of controls. The results did not
indicate significant deviations, thereby not affirming a neuroprotective function of uric acid
in ET. Nonetheless, it is noteworthy that a correlation emerged between reduced uric acid
levels and a later age of onset in sporadic cases, suggesting its potential significance as an
indicator of neurodegeneration in such patients [68].

A study by Wang et al. introduced a methodologically sound consensus-based ap-
proach to scrutinize cerebellar involvement in ET, leveraging an augmented cohort for
enhanced statistical power and taking into account the implications of MRI processing
pipelines and statistical frameworks. This examination did not identify cerebellar involve-
ment for advanced ET when synthesizing findings from three MRI biomarkers: voxel-based
morphometry, cerebellar gray matter and white matter volumetry, and cerebellar lobular
volumetry. The hypothesis was further assessed using ten prevalent statistical models based
on biomarkers from Freesurfer, SUIT, and MAGeT. Notably, no cerebellar ROI derived from
these three pipelines exhibited a consistent significant discrepancy [69] (See Table 4).

Another study performed by Yu et al. revealed that erythrocytic total and aggregated
α-syn concentrations were significantly elevated in PD and ET patients in comparison to
HCs. Notably, erythrocytic total α-syn levels were observed to be markedly higher in the
ET cohort than in the PD group. Additionally, the ratios of erythrocytic aggregated to total
α-syn levels in the ET group were discernibly reduced relative to those in the PD and HC
groups. A significant correlation was also identified between erythrocytic aggregated α-syn
levels and the disease duration in ET patients [70].

Table 4. Biomarkers used for Frontotemporal Dementia.

References Biomarker(s) Sample Type Key Findings Clinical Implications

[68] Uric acid Not specified

No significant deviations between
sporadic ET, hereditary ET, and
controls. A correlation between
reduced uric acid levels and later
age of onset in sporadic ET.

Uric acid levels may
have significance as an
indicator of
neurodegeneration in
sporadic ET patients.

[69]

Cerebellar MRI biomarkers
(voxel-based morphometry,
cerebellar gray and white
matter volumetry, cerebellar
lobular volumetry)

MRI

No cerebellar involvement
identified for advanced ET across
multiple MRI biomarkers and
statistical models.

No significant
cerebellar alterations in
advanced ET.
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Table 4. Cont.

References Biomarker(s) Sample Type Key Findings Clinical Implications

[70] Erythrocytic total and
aggregated α-syn Blood (erythrocyte)

Erythrocytic total and aggregated
α-syn levels significantly elevated
in PD and ET vs. HCs.
Erythrocytic total α-syn levels
higher in ET than PD. Reduced
ratios of erythrocytic aggregated
to total α-syn in ET vs. PD and
HCs. Correlation between
erythrocytic aggregated α-syn
levels and disease duration in ET.

Erythrocytic α-syn
concentrations might
have diagnostic
potential for
distinguishing ET, PD,
and HCs. The
biomarker also
correlates with ET
progression.

3. Alzheimer’s Disease (AD): The Quest for Novel Biomarkers
3.1. Current State of AD Biomarker Identification

Lecanemab (BAN2401), an IgG1 monoclonal antibody, is designed to target soluble
aggregated forms of amyloid beta (Aβ), spanning oligomers, protofibrils, and insoluble
fibrils. The BAN2401-G000-201 clinical trial, structured as a randomized double-blind study
with a Bayesian design, evaluated three doses of lecanemab against a placebo in the early
stages of Alzheimer’s disease, covering both mild cognitive impairment due to AD and
mild AD dementia [31]. The primary evaluation criterion was the change from the outset
at 12 months based on ADCOMS [71]. Essential secondary criteria encompassed changes
in brain amyloid through PET Standard Uptake Value ratio (SUVr), ADCOMS, Clinical
Dementia Rating-Sum-of-Boxes (CDR-SB), Alzheimer Disease Assessment Scale-Cognitive
Subscale (ADAS-Cog14), CSF biomarkers, and total hippocampal volume as discerned
by volumetric magnetic resonance imaging (vMRI). An additional focal point was the
assessment of lecanemab’s efficacy in comparison to a placebo at 18 months based on
ADCOMS, CDR-SB, and ADAS-Cog14 within specific clinical subgroups [72].

Given the lack of therapeutic solutions for AD, physical activity has emerged as a
pivotal lifestyle determinant that might mitigate or delay the disease’s onset [73]. Delving
into the impacts of exercise on systemic biomarkers linked to AD risk and correlating
them with pivotal metabolomic shifts can propel preventive, monitoring, and therapeutic
endeavors. A study evaluated systemic biomarkers, namely CTSB, BDNF, and klotho, and
conducted a metabolomics analysis after a 26-week aerobic regimen [74]. In terms of CSF
biomarkers, specific dietary patterns manifested varying effects on Aβ40 and Aβ42/40
ratios among different participant groups [75]. Another investigative endeavor probed
into plasma biomarkers tied to neuroinflammation in relation to AD among a preclinical
AD cohort. Only GFAP was found to be significantly elevated in the preclinical AD group
compared to the healthy elderly [76]. See Figure 1.

Another study incorporated both subjective and objective cognitive performance met-
rics, in addition to parameters like sleep, stress, mood, and quality of life, facilitating a
comprehensive evaluation of cognitive function and psychosocial well-being in relation
to AD biomarker shifts [77]. An exploration into the relationship between certain plasma
biomarkers and clinical efficacy endpoints underscored the predictive capacity of these
markers in gauging cognitive decline [78]. The study also highlighted the potential utility
of plasma biomarkers in monitoring lecanemab’s therapeutic effects and possibly indi-
vidual patient responses. These insights are formative and will be delved into further in
upcoming phase 3 lecanemab clinical trials [78]. Additionally, gantenerumab treatment
showcased a dose-dependent impact on CSF biomarkers indicative of AD’s core pathologi-
cal processes [79], including synaptic dysfunction [80]. An exploratory analysis from the
TRAILBLAZER-ALZ study indicated that donanemab treatment modulates plasma levels
of specific biomarkers relative to a placebo with these changes correlating with amyloid
plaque shifts as identified by amyloid PET imaging [81].
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Figure 1. In examining the underpinnings and evolution of Alzheimer’s disease (AD), one observes
substantial influence from lifestyle and risk-associated genes. A notable precursor event to AD
is calcium dyshomeostasis, which plays a crucial role in the synthesis of amyloid beta (Aβ) and
phosphorylated Tau (pTau). The formation of toxic oligomers from Aβ can subsequently amalgamate
into amyloid plaques. Similarly, pTau oligomers can lead to the establishment of neurofibrillary
tangles. Such occurrences are widely regarded as pivotal to the process of neurodegeneration.
Concurrently, these and other associated phenomena generate reactive oxygen species (ROS), which
not only underscore neuroinflammation, a hallmark of neurodegeneration, but also potentially
exacerbate or catalyze further pathological events pertinent to AD.

3.2. Novel “Wet” and “Dry” Markers in the Horizon

The current understanding of biomarkers hinges on their capability to provide in-
sights into the underlying mechanisms of AD pathology. Established CSF analytes have
shown varying degrees of accuracy across different studies, emphasizing the urgency for
innovative biomarkers that can enhance diagnostic precision. There is a growing demand
for biomarkers that can elucidate additional aspects of AD pathogenesis, highlighting areas
like neuroinflammation and early neuronal dysfunction preceding overt cell death [82]. An
extended study, named ALFA+, seeks to conduct the in-depth phenotyping of a subset of
participants from the ALFA parent cohort. The research will incorporate both wet (CSF,
blood, urine) and imaging (MRI and PET) biomarkers for a holistic evaluation [83].

The REST protein has emerged as a potential novel biomarker for AD, albeit its
exclusive detection in the central nervous system and in vitro models limits its application
in translational research [84]. A trend in REST levels has been observed with declining levels
corresponding to increasing clinical severity of the disease. Preliminary findings suggest
certain biomarkers, such as NPTXR, might be indicative of AD progression [85]. The
APOE ε4 allele stands out as a significant genetic determinant for AD susceptibility with
carriers exhibiting distinct pathological traits, including a higher prevalence of amyloid
plaques [86]. A comprehensive analysis of 30 brain-centric proteins as potential CSF
biomarkers for AD progression revealed NPTXR as a promising candidate with levels
decreasing commensurately as AD advances [87].
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CSF samples, pivotal in these evaluations, were diligently processed and analyzed at
the Leonard Wolfson Biomarker Laboratory, University College London. Standardized pro-
tocols were employed for the assessment of Aβ42, T-tau, and P-tau [88]. The VIVIAD trial,
a phase 2b study, is evaluating varoglutamstat’s potential as a disease-altering treatment
for AD with an emphasis on its correlation with both novel and traditional biomarkers [89].
Biomarker alterations serve as crucial outcome metrics in phase 2b AD trials. For instance,
the SAPHIR trial observed a decline in YKL-40, a marker for AD-related neuroinflamma-
tion, following varoglutamstat administration [90]. As the field of biomarkers evolves,
developing advanced nanotechnologies to monitor neuronal activity within networks,
especially focusing on [Ca2+] changes in living organisms, will be a pivotal challenge [91].

3.3. How Emerging Technologies Are Aiding in the Identification of New Markers for AD

Neuroinflammatory markers, pivotal in understanding neurodegenerative processes,
have been evaluated using the Luminex xMAP technology in significant cohort studies.
However, these investigations have produced inconsistent results, which poses challenges,
especially for academic entities and small biotechnology companies striving to develop
treatments targeting neuroinflammation [92]. Although there have been substantial ad-
vancements in technology and methodologies for target identification and evaluation, the
journey from recognizing promising targets to early drug discovery remains intricate and
uncertain [93].

Metabolomics, with its diverse analytical platforms, offers powerful diagnostic tools
and insights into disease mechanisms. These technologies have been employed in both
animal and human studies, encompassing plasma and CSF evaluations. They have identi-
fied metabolic pathways that are disrupted in conditions like AD and MCI [94]. A notable
discovery is the reduced plasma levels of desmosterol, a cholesterol precursor, in AD
patients. This decrease correlates with cognitive changes, suggesting its potential as an
AD diagnostic biomarker. Merging metabolomic signatures with other biomarkers could
further enhance diagnostic specificity [95] (See Table 5).

DNA microarray techniques have also been employed to delve into neurobiology and
neurodegeneration. Recent publications have emphasized the significance and appropriate
utilization of this technology while exploring neurodegenerative mechanisms [96]. Inno-
vative imaging technologies, such as PET, hold promise for enhancing early diagnostic
precision in AD’s prodromal states, especially in patients with MCI, potentially fast tracking
the evolution of disease-altering treatments [97]. The emergence of high-throughput DNA
genotyping and sequencing has facilitated numerous genome-wide association studies
(GWASs) in AD [98].

The arena of stem cell technology is witnessing rapid advancements. Many patients
are opting to have their stem cells collected and reprogrammed. One advantage is the
creation of cellular models representing “aged” cells, but there is caution to exercise, as
reprogrammed cells may not perfectly replicate native neurons [91].

Table 5. Emerging Biomarkers for Alzheimer’s Disease.

References Biomarker(s) Sample Type/Method Key Findings/Notes

[71] ADCOMS Not specified Primary evaluation criterion for
lecanemab trial

[72]
Amyloid through PET SUVr, ADCOMS,
CDR-SB, ADAS-Cog14, CSF biomarkers,
Hippocampal volume (vMRI)

PET, CSF, vMRI Secondary criteria for lecanemab trial

[74] CTSB, BDNF, klotho Blood (systemic) Evaluated after a 26-week aerobic
regimen
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Table 5. Cont.

References Biomarker(s) Sample Type/Method Key Findings/Notes

[75] Aβ40, Aβ42/40 CSF Dietary patterns influenced these
biomarkers

[76] GFAP Plasma Elevated in preclinical AD vs. healthy
elderly

[84] REST protein CNS and in vitro Potential novel biomarker for AD

[85] NPTXR Not specified Indicative of AD progression

[86] APOE ε4 allele Genetic Major determinant for AD
susceptibility

[87] NPTXR and 29 other brain-centric proteins CSF NPTXR levels decrease as AD
progresses

[88] Aβ42, T-tau, P-tau CSF Standard protocols used for assessment

[90] YKL-40 Not specified Marker for AD-related
neuroinflammation

[95] Desmosterol Plasma Reduced levels in AD patients;
potential diagnostic biomarker

4. Parkinson’s Disease: Beyond Traditional Markers
4.1. Challenges in Early Diagnosis and Monitoring of PD

A family history showcasing a similar tremor pattern may point toward essential
tremors, particularly given that this condition often exhibits an autosomal dominant in-
heritance pattern. Conversely, indicators such as a classic rest tremor, primarily unilateral
tremor presentation, leg tremor, associated rigidity, and a response to levodopa are sug-
gestive of Parkinson’s disease [99]. The diagnosis of idiopathic Parkinson’s disease is still
largely clinical despite technological advancements in radiological assessments. Distinct
clinical signs required for diagnosis include a distal resting tremor ranging between 3
and 6 Hz, rigidity, bradykinesia, and an asymmetrical onset [100]. Other hallmark signs
encompass late-onset postural instability, olfactory deficits, and micrographia.

Machine learning (ML) has been harnessed by researchers aiming for early Parkinson’s
disease diagnosis, utilizing motion data gathered from individuals’ upper limbs [101].
Experiments had participants, both those diagnosed with PD and healthy individuals,
wear a device on their upper limbs while performing specific tasks [102]. To determine
the optimal model for PD diagnosis, numerous experiments were conducted. The selected
network topology comprised a single hidden layer with eight neurons. Tanh, Relu, and
sigmoid functions were designated as activation functions for input, hidden, and output
layers, respectively [102].

Early clinical diagnosis of PD is intricate, as overt differences in motor and cognitive
features are elusive. Comprehensive understanding of clinical symptoms, pathological
alterations, and neural dysfunction is imperative for a definitive disease diagnosis [103].
While many ML-based models have been proposed for ESPD diagnosis [104], the BNA
neuromarker, derived from easily obtainable EEG data, stands out for its clinical utility and
repeatability [105]. Alongside therapeutic interventions like gene therapy, neuroprotection,
and pharmacology, the search for PD’s biological markers is relentless, aiming at early
diagnosis [103].

Balance training, in particular, suffers from the lack of standardized approaches in
monitoring training programs, making incomplete descriptions problematic [106]. During
the trial, the influence of both study treatments, CBT and clinical monitoring, on depression
in Parkinson’s patients remained uncertain. However, factors such as the chronic depression
experienced by the sample, the progressive nature of PD, and the durable gains from CBT
over 14 weeks suggest that the benefits of CBT might surpass mere placebo effects [107].
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Digital biomarkers have shown potential in passive monitoring, indicating decreased
mobility in PD participants relative to controls. These biomarkers could detect significant
irregularities even when traditional exams did not, hinting at their heightened sensitivity,
making them suitable for long-term clinical trials and treatment monitoring [108]. In
scenarios where therapy response is subpar and alternative explanations are absent, more
advanced methods like electronic compliance monitoring may prove beneficial [109].

4.2. Innovative “Wet” and “Dry” Biomarkers for PD

NTK stands as a previously identified biomarker panel, which was validated through
a comprehensive, longitudinal study involving 2743 early AD patients. During this study,
multiple CSF biomarkers exhibited notable alterations [110]. In relation to Parkinson’s
disease, there has been a documented decline of 10–15% in CSF αSyn in comparison to
healthy controls (HCs) [111]. This discovery was further confirmed using an independent
methodology. However, this research stands as the inaugural longitudinal CSF study that
focused on PD and HC using this specific biomarker panel. Notably, apart from αSyn, the
study found no significant variations in other evaluated biomarkers [112] (See Table 6).

The T1w/T2w ratio within the midbrain is considered to embody a culmination
of multiple PD-associated changes. These include modifications in neurons, dendrites,
microglia, and iron content. Such data might produce a pronounced contrast that could
be more effective than alternative MRI sequences in detecting PD-associated pathology.
This ratio could potentially serve as an early detection biomarker for PD. To further this
hypothesis, a subsequent MRI–pathology correlation study is recommended [113].

There have been indications that platelet CoQ10 redox ratios are considerably reduced
in PD patients [114]. However, this test has not transitioned into clinical applications yet.
The identification of a peripheral biomarker that can recognize decreased coenzyme Q10
activity may expedite research and improve clinical outcomes concerning PD [115].

Sargramostim, when administered in low doses, has shown the potential to modify
immune functions, influence T cell phenotypes, and amplify treatment-induced biomarker
levels. These changes have been associated with improved MDS–UPDRS Part III scores. The
treatment also amplified Treg-mediated immunosuppressive functions, which remained
consistent throughout the study. It is noteworthy that Tregs from PD patients previously
exhibited a hindered ability to suppress Teff proliferation, which was linked to heightened
disease severity [116].

Additional biomarkers like α-synuclein, neurofilament light chain, tau, phospho-tau,
and beta-amyloid were assessed as potential exploratory endpoints over a 4-week treatment
period. However, this duration might have been insufficient to detect significant clinical
changes in these parameters. It is important to mention that there are not any validated
biomarkers for PD presently. Future research endeavors might investigate the influence
of venglustat on biomarkers and the progression of the disease over extended treatment
periods [117] (See Table 6).

The effects of nilotinib on CSF biomarkers suggest that reducing oligomericα-synuclein
and p-tau could enhance dopamine metabolism in PD patients [118]. The data from both
clinical and biomarker perspectives indicate that pioglitazone may not be a promising
neuroprotective agent for PD. An intriguing point is that even though an epidemiological
study pinpointed a reduced PD risk among individuals exposed to glitazone drugs, this
association was not validated in a subanalysis that was specific to pioglitazone [119]. In
this study, DaT-SPECT was employed as a PD enrichment biomarker, unveiling a SWEDD
incident rate (3.8%). This rate was considerably lower than what is typically observed in
multiple large multicenter studies with analogous PD populations [120,121].
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Table 6. The wide variety of biomarkers used in Parkinson Disease and their clinical association.

References Biomarker(s) or Indicator Association/Significance

[99] Classic rest tremor, Unilateral tremor presentation, Leg
tremor, Associated rigidity, Response to levodopa Indicators suggestive of Parkinson’s disease

[100]
Distal resting tremor (3 to 6 Hz), Bradykinesia,
Asymmetrical onset, Late-onset postural instability,
Olfactory deficits, Micrographia

Clinical signs required for Parkinson’s disease diagnosis

[105] BNA neuromarker (from EEG data) Stands out for its clinical utility and repeatability in
ESPD diagnosis

[108] Digital biomarkers (mobility) Potential in passive monitoring indicative of decreased
mobility in PD participants

[111] CSF αSyn decline Documented decline in Parkinson’s patients compared
to healthy controls

[113] T1w/T2w ratio within the midbrain Could serve as an early detection biomarker for PD due
to various PD-associated changes

[114] Platelet CoQ10 redox ratios Indicative of reduced platelet CoQ10 redox in PD
patients

[116] Treatment-induced biomarker levels (Sargramostim) Association with improved MDS-UPDRS Part III scores
and modified immune functions

[117] α-Synuclein, neurofilament light chain, tau, etc.
Assessed as potential exploratory endpoints, but
duration was potentially insufficient for significant
changes

[118] Oligomeric α-synuclein and p-tau (effects of nilotinib) Suggest that reducing these could enhance dopamine
metabolism in PD patients

[119] DaT-SPECT Employed as a PD enrichment biomarker

4.3. Potential for Tailored Therapies and Improved Diagnostic Accuracy

Currently, Alzheimer’s disease treatment employs only three AChE inhibitors: donepezil,
rivastigmine, and galantamine. These medications serve primarily to offer symptomatic
relief and are predominantly prescribed for mild to moderate dementia cases [122]. Art
therapy has demonstrated notable benefits for patients, such as enhanced visual exploration
patterns that begin to align with those of a control group. This suggests that art-centric
visual training can foster the adoption of efficient visual exploration techniques [123]. To
elaborate, art therapy has been shown to yield significant enhancements in visuospatial
abilities, visual exploration strategies, and motor functions in PD patients with mild to
moderate impairment. These improvements coincide with functional connectivity (FC)
changes, pointing to a functional reorganization within primary and associative visual
networks. This indicates that art therapy may serve as a valuable supplementary treatment
to existing pharmacological interventions [123].

The core objective of a specific study was to ascertain if a customized tai chi program
could bolster postural stability in Parkinson’s disease patients [124]. The results revealed
that practicing tai chi twice weekly for 24 weeks, in comparison to resistance training or
stretching programs, effectively enhanced postural stability and other functional aspects
in patients with mild-to-moderate Parkinson’s disease. Moreover, tai chi training led to
a marked reduction in fall incidents compared to the stretching routine. These positive
outcomes persisted three months post-intervention, aligning with prior studies focused on
individuals aged 70 and above [124]. Given the chronic and progressive nature of PD, it is
recommended that the visual feedback VR technique be adopted as a long-term treatment
strategy, complementing physical therapy, to sustain gait and postural performance in PD
patients [125].
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A study used a classification method which was validated using LOOCV and achieved
an impressive classification accuracy of 93.62%. Most of the altered functional connections
that exhibited high discriminative power were predominantly found within or across
specific networks and the cerebellum [126]. Some studies managed to obtain a high
classification accuracy of 94.4%, but the employed imaging method was invasive, making
it unsuitable for routine diagnostics [127]. In contrast, certain noninvasive techniques
have attained commendable classification accuracy using multi-type feature combinations.
However, none have reached the high accuracy levels of this classification results [128].
The classification model, incorporating the basic SVM model and FG III, surpassed other
ensemble classification models in performance. The final ensemble model was assessed
using independent test data, achieving a 75.8% accuracy in distinguishing between early-
stage PD and ET [129]. While the early-stage PD and ET classification model showcased
good feasibility and potential, it was not exceptional [129].

The reliability of assessments using wearable sensors is influenced by factors such
as sensor positioning, sensor-to-segment alignment, and frequently, the total number of
sensors. This often results in increased costs and obtrusiveness [130]. In contrast, devices
like the Wii Balance Board (WBB) and the Kinect for Windows v2 provide potential solutions
for human motion tracking, circumventing the challenges posed by wearable sensors [131].

5. Amyotrophic Lateral Sclerosis (ALS): The Frontier of Biomarker Research
5.1. Overview of the Unique Challenges Posed by ALS

While the fundamental definition of ALS appears clear-cut, emerging insights suggest
that ALS is not a singular disease but encompasses a diverse array of conditions with shared
clinical characteristics [132]. People diagnosed with ALS face unique challenges compared
to other patient groups where expressive disclosure has been employed as a therapeutic
strategy, such as those with cancer, rheumatoid arthritis, or asthma. This uniqueness stems
from the rapid progression of ALS, leading to paralysis, loss of independence, communica-
tion barriers, and the inevitable fatal prognosis. Given the swift and dynamic nature of ALS,
the physical and emotional hurdles faced by patients may evolve significantly within a
span of six months post-intervention. As such, emotional expression interventions tailored
for ALS and similar rapidly progressing diseases might benefit from periodic ‘booster’
sessions. These sessions can address the evolving challenges and emotional shifts that
patients encounter as the disease progresses [133]. See Figure 2.
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Caregivers attending to ALS or progressive muscular atrophy (PMA) patients navigate
numerous challenges as they witness the relentless progression and fatal trajectory of the
disease. They grapple with the physical decline of the patient and potential cognitive and
behavioral changes, escalating the caregiver’s responsibilities and emotional strain [134].
Prolonged clinical research has identified systemic metabolic irregularities in ALS patients.
While some discrepancies remain, a significant portion of studies highlight disturbances in
functional metrics, like diminished glucose tolerance, insulin resistance, and abnormal fatty
acid utilization [135]. However, the evident shortcomings of existing models in replicating
ALS-specific conditions and associated pathologies cast doubt on their applicability for ALS
research. The absence of accurate TDP-43 and FUS disease models represents a significant
hurdle in ALS research. There is an urgent need for alternative models that can faithfully
capture all dimensions of the disease [136].

5.2. Newly Identified Biomarkers and Their Potential Implications

The strategy of focusing on easily obtainable biofluids and evaluating markers di-
rectly linked to ALS pathogenesis stands as a cornerstone for the effective development
of biomarkers. The occurrence of ferroptosis in motor neurons is increasingly acknowl-
edged as a vital aspect of ALS with markers like lipid and iron accumulation signaling
this specific type of programmed cell death [137,138]. Neurofilament light chain (NfL)
and phosphorylated heavy chain (pNfH) are renowned indicators of neural integrity spe-
cific to ALS [139]. Within the Mitotarget/TRO19622 study, a cohort comprising 512 ALS
patients from 15 European centers engaged in a phase III trial of olesoxime, and these
biomarkers were assessed [140]. Notably, higher baseline levels of NfL, 4-HNE, 8-oxo-dG,
and FT were linked with a steeper decline in ALSFRS-r during an 18-month monitoring
period. Intriguingly, alterations in these markers outpaced functional deterioration with dis-
cernible differences between rapid and slow disease progressors observable at the 6-month
mark [141].

Analyzing both the MCP-1 and FOXP3 mRNA, distinct effects were observed within
the PP population. Among other findings, a significant change over time was solely
detected in the PP population for actin-NT with no other notable effects identified for other
biomarkers in the studied populations. To detect a 44% decrease in the progression rate
of PPIA with 80% power, a total of 142 patients was deemed necessary. Likewise, the
study aimed to discern a 43% reduction in ALSFRS-R progression over 24 weeks and a 25%
absolute decrease in patients becoming non-self-sufficient at the 24-week mark [142].

Incepted in 2007, the Pre-Symptomatic Familial ALS (Pre-fALS) study is a longitudinal
examination of unaffected individuals with a heightened genetic susceptibility to ALS.
Its objectives encompass characterizing the pre-symptomatic disease phase, pinpointing
biomarkers indicative of the imminent clinical manifestation, and collating essential data
to pave the way for early intervention or preventive trials [143]. The ATLAS initiative
holds promise in unearthing early markers of disease activity that extend beyond NfL. The
periodic collection of CSF and urine/blood samples will facilitate the discovery of other
potential fluid markers indicative of disease activity. Additionally, thorough electromyog-
raphy (EMG) could provide insights into the temporal relationship between NfL elevation
and the appearance of EMG anomalies, shedding light on the comparative sensitivity of
these biomarkers [144]. Previous research by Keizman et al. pinpointed a notable correla-
tion between clinical disability in ALS patients and inflammatory biomarkers, including
CRP. This emphasizes the critical role of inflammation in ALS, underscoring CRP as a
readily obtainable biomarker from blood samples irrespective of the patient’s clinical status.
Elevated CRP levels have also been detected in the cerebrospinal fluid of ALS patients,
accentuating the importance of neuroinflammation in the disease progression [145].

5.3. Technological and Methodological Advancements in ALS Biomarker Discovery

The Mitotarget/TRO19622 study was a phase III trial focused on olesoxime, which
was carried out as a negative, randomized, double-blinded, and placebo-controlled trial.
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This trial incorporated 512 ALS patients drawn from 15 European centers [140]. This
research strictly adhered to the guidelines and regulations set by both French and European
authorities. The objective of this study was to evaluate the influence of RNS60 treatment
on potential markers indicative of inflammation and neurodegeneration in the peripheral
blood of ALS patients. The markers under scrutiny included MCP-1, PPIA, actin-NT,
3-NT, IL-17, NfL, and Tregs, which were identified through FOXP3 and CD25 mRNA [142]
(See Table 7).

Part A of the study served as the natural history run-in phase. Throughout this period,
participants underwent monthly monitoring to identify changes in their plasma NfL levels
or the onset of clinically evident ALS. The design of Part A, which prioritized feedback
from the ALS community, aimed to ensure minimal inconvenience for the participants.
As such, most assessments, such as monthly blood draws for NfL monitoring, could be
conducted within the confines of participants’ homes. Part B of the study was a randomized
phase, which was double-blind and placebo-controlled. Here, pre-symptomatic participants
exhibiting elevated NfL levels were randomized to either receive tofersen or a placebo.
This randomization process was dynamic, factoring in aspects like SOD1 variant type, the
last recorded plasma NfL level before randomization, and age [144].

To delve into the prognostic potential of CRP, serum levels were gauged at the incep-
tion of the study. These levels were then correlated with various clinical demographics of
ALS patients, such as age at the time of diagnosis, gender, disease duration by the time of
evaluation, onset site, ALSFRS-R total score, body mass index, smoking habits, and overall
survival [145]. Following intrathecal infusions, participants’ cells were chased using CSF
drawn prior to the transplantation process. After this process, participants were advised to
maintain a specific position, the Trendelenburg position, for a duration of up to two hours.
Throughout the study, participants, trial investigators, and personnel from the sponsor
remained blind to treatment allocations. These allocations were assigned at the cell culture
manufacturing facility once the clinical site informed them of participant eligibility [146].

In another study, patients were given either a placebo or increasing doses of NP001.
The main endpoints for monitoring were safety, shifts in clinical status, and the reactions of
blood monocyte immune activation markers CD16 and HLA-DR to NP001. These values
were sourced from an independent flow cytometry laboratory at UCSF, which employed
validated procedures for determinations. The statistical analysis for these values was
conducted independently for CD16, while Neuraltus scientists managed the analysis for
HLA-DR values [147] (See Table 7).

Table 7. New avenues in biomarker development of Amyotrophic Lateral Sclerosis.

References Biomarker(s) or Indicator Association/Significance

[94,95] Ferroptosis markers (lipid and iron accumulation) Linked to ALS-associated programmed cell death

[139] Neurofilament light chain (NfL) Indicator of neural integrity specific to ALS

[139] Phosphorylated heavy chain (pNfH) Indicator of neural integrity specific to ALS

[141] NfL Higher baseline levels linked with steeper decline in
ALSFRS-r

[141] 4-HNE Linked with steeper decline in ALSFRS-r

[141] 8-oxo-dG Linked with steeper decline in ALSFRS-r

[141] FT Linked with steeper decline in ALSFRS-r

[142] MCP-1 Observed distinct effects in PP population

[142] FOXP3 mRNA Observed distinct effects in PP population

[142] Actin-NT Significant change over time detected in the PP population

[142] PPIA Associated with progression rate
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Table 7. Cont.

References Biomarker(s) or Indicator Association/Significance

[145] CRP (inflammation marker) Correlated with clinical disability; role in inflammation

[142] MCP-1 Indicator of inflammation and neurodegeneration

[142] PPIA Indicator of inflammation and neurodegeneration

[142] Actin-NT Indicator of inflammation and neurodegeneration

[142] 3-NT Indicator of inflammation and neurodegeneration

[142] IL-17 Indicator of inflammation and neurodegeneration

[142] NfL Indicator of inflammation and neurodegeneration

[142] Tregs (identified through FOXP3 and CD25
mRNA) Indicator of inflammation and neurodegeneration

[144] Plasma NfL levels Used for monitoring onset of clinically evident ALS

[147] Blood monocyte immune activation markers CD16 Monitored for reactions to NP001

[147] HLA-DR Monitored for reactions to NP001

6. Emerging Susceptibility and Trait Markers for Neurodegenerative Diseases
6.1. Introducing the Importance of Susceptibility and Trait Markers

The influence of cumulative lead exposure on cognitive functions may be mediated by
the APOE genotype. Specifically, the E4 allele of the APOE gene is a recognized risk factor
for Alzheimer’s disease. Research has shown that individuals carrying at least one E4 allele,
as opposed to those without the E4 allele, experience a more pronounced negative effect of
bone lead on their neurobehavioral test scores, especially if they have been occupationally
exposed to lead [148].

Certain studies indicate that the susceptibility to Parkinson’s disease from pesticide ex-
posure might be influenced by alterations in genes responsible for detoxifying enzymes. For
instance, a recent investigation revealed that changes in neuronal aldehyde dehydrogenase
enzymes correlate with an elevated risk of developing PD [149].

Genetic susceptibility testing, which is currently witnessing rapid advancements,
presents risk information that can be described as a “moving target.” The field of genetic
testing is evolving quickly both in the variety of tests available and our growing compre-
hension of the intricate relationships between genes, environment, and behavior [150].

Quantitative Susceptibility Mapping (QSM) studies generally indicate heightened sus-
ceptibility, hinting at increased iron content, in brain regions linked to the pathophysiology
of several neurodegenerative diseases. For instance, the substantia nigra in PD, the basal
ganglia in Huntington’s disease (HD), the amygdala and caudate nucleus (CN) in AD, the
motor cortex in amyotrophic lateral sclerosis, and the cerebellar dentate nucleus (DN) in
Friedreich’s ataxia (FRDA) all show these changes [151].

Several studies have documented persistent sleep changes, such as shortened Rapid
Eye Movement (REM) latencies, even during periods of remission from depression. Longi-
tudinal research has consistently observed stable REM latencies, which suggests potential
trait markers for some of these sleep alterations. This notion of a trait marker is further
bolstered by the discovery of similar REM sleep changes in individuals with a pronounced
family history of depression even if they were asymptomatic at the study’s time [152,153].

The parkin gene is expansive, spanning over 1.5 Mb with approximately 12 exons.
It is located on chromosome 6q25.2-27. A specific mutation in this gene, specifically a
homozygous exon depletion, was initially identified as a trait responsible for early-onset
autosomal recessive Parkinson’s in a Japanese family [154].
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6.2. Exploration of New Markers Identified through Genetic, Epidemiologic, and Epigenetic Studies

Biomarker data from the present research offer valuable insights into the disease’s
mechanism of action, targeting several pathways, including neuroprotection, neuroin-
flammation, and neurodegeneration. Notably, all participants treated with MSC-NTF
exhibited significant, consistent, and lasting changes in numerous neuroinflammatory and
neurodegenerative biomarkers such as MCP-1 and NfL. These findings align with prior
trials [146] and underscore the potential of a treatment associated with slowing disease
progression [155].

In initial experiments with two cell lines, the accumulation of TDP43 fragments was
diminished, and TDP-43 nuclear localization was reinstated when mTOR was inhibited
by Rapamycin [156]. Furthermore, in both mouse and human stem cell-derived neurons
and astrocytes containing mutant TDP43, enhancing autophagy led to improved TDP43
clearance and localization, emphasizing that autophagy induction counteracts neurodegen-
eration via TDP43 clearance [157].

The single nucleotide polymorphism (SNP) rs75932628-T has been associated with
genetically higher sTREM2 levels in CSF and an increased risk of Alzheimer’s disease onset.
Comparable results were observed for sTREM2 in CSF with a notable relative change from
the baseline in the high exercise group versus the control group [158].

Evidence suggests a causal relationship between the LC and disease-modifying pro-
cesses. Both genetic and neurotoxin-induced LC lesions exacerbate neuropathology and
cognitive impairments in mouse models of AD, highlighting the LC’s pivotal role in regu-
lating neuroinflammation [159]. Moreover, advanced techniques like DREADD chemoge-
netics and traditional pharmacological enhancement of NE neurotransmission can reverse
AD’s pathophysiological features, boost microglial phagocytosis, and improve cognitive
functions [160].

The detected levels correspond with those documented in extensive metabolizers.
Anticipations for such outcomes were based on a pre-screening process designed to exclude
potential carriers of CYP2D6 genetic variants, which are present in approximately 10% of
the general population and are known to decelerate atomoxetine metabolism [118]. Never-
theless, it is essential to consider that CSF levels may be influenced by the permeability of
the blood–brain barrier, factors correlated with aging, AD [119], and LC degeneration [120].

In the adopted reference-free methodology, all quantitative data post-assembly are
disregarded. Under optimal circumstances, sequences deriving from identical genetic
sources should culminate in a unique contig per sample. Within the framework of the
BusyBee methodology, such a contig would emerge as a singular point, minimally impact-
ing the comprehensive density distribution. The conspicuous signal emanating from the
high-density cluster within the PD + RS group suggests the presence of multiple contigs.
These contigs are sufficiently distinct to resist merging during assembly, yet they exhibit
qualitative properties suggesting an association with Rhodococcus [121].

6.3. The Future Potential of These Markers in Personalized Medicine

Recent research has unveiled potential biomarkers that could prove instrumental in
monitoring the progression of Parkinson’s disease. These findings also open up novel
avenues for deeper investigation into the underlying mechanisms of PD. A study set out to
validate these preliminary findings with additional sample sets. Furthermore, the study
aimed to explore if the identified compounds that seem to predict the progression of PD
can also distinguish between PD patients, healthy individuals, and those diagnosed with
other neurodegenerative diseases [161]. Despite the consistent epidemiological associ-
ations between elevated urate levels and a decreased risk and progression rate of PD,
the trial’s outcomes do not advocate for a protective role of urate [162]. Adding to the
complexity, recent Mendelian randomization research challenges the protective nature of
high urate levels against PD [163], while another study indicates its potential protective
effect in slowing the progression of established PD [164]. The focus of the ATLAS study
(NCT04856982) is to ascertain the effects of early administration of tofersen in individuals
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who are pre-symptomatic carriers of certain SOD1 mutations, which are known for their
association with aggressive disease progression and increased plasma NfL levels. Given
the potential benefits of early intervention in ALS, insights from ATLAS, combined with
data from the VALOR study and its subsequent open-label extension, aim to provide clarity
on the ideal timeframe for initiating treatment in cases of SOD1-ALS [144].

7. Diagnostic and State Markers: Revolutionizing Early Detection and Monitoring
7.1. Delving into Novel Diagnostic Markers for AD, PD, and ALS

There is growing emphasis on discovering new biomarkers that can bridge the gap be-
tween psychological risk factors and Alzheimer’s disease to foster a deeper understanding
of the illness. Recent studies have highlighted the dysregulation of REST in depression,
which is a psychological disorder linked with stress that elevates the risk for AD [165].
Given REST’s role in stress responses, it might serve as a pivotal biological link between
psychological risks and AD. In exploration of the relationship between REST and previ-
ously pinpointed plasma protein markers associated with mild cognitive impairment (MCI)
transitioning to AD and cortical atrophy [166], significant correlations were identified with
BDNF, RANTES, PAI-1, and NSE. These correlations were independently validated in the
Intervention cohort. BDNF, akin to REST, is believed to play a neuroprotective role under
pathological conditions [167]. A cutting-edge PET method employing 11C-labeled AA was
implemented, granting the first-ever visualization of in vivo dopaminergic neurotransmis-
sion in a resting state. Echoing findings from animal research [168], we observed significant
increases in the incorporation coefficient K* for AA when exposed to apomorphine across
several brain regions. This is believed to reflect neuronal signaling events associated with
activated D2 receptors connected to cPLA2 [169]. NP001 is a specialized, pH-balanced
stabilized sodium chlorite variant and presents a groundbreaking effector molecule that in-
troduces a fresh drug category targeting inflammatory macrophages and modulating their
function in vitro and in vivo [170]. Chlorite’s anti-inflammatory influence in macrophages
is attributed to the elevated intracellular presence of taurine chloramine, which is known
to suppress NF-κB triggered inflammatory pathways [171]. Prior clinical investigations
with an alternate chlorite form have showcased its ability to counter inflammation and
reset systemic macrophages to their natural wound-healing phagocytic state [172]. Contem-
porary studies indicate a direct correlation between the progression of the G93A strain of
ALS mice and the infiltration of inflammatory monocytes into the spinal cord [147]. In this
research, 30 brain-centric proteins were assessed as potential CSF biomarkers indicative
of AD severity using multiplex mass spectrometry-based quantification. NPTXR emerged
as a prime candidate for tracking disease progression. Intriguingly, two prior studies also
flagged NPTXR as a promising progression biomarker for AD. As AD intensifies, CSF
NPTXR levels proportionally decrease. This observation requires further validation in an
expanded cohort observed longitudinally. It is hypothesized that NPTXR could be a pivotal
CSF biomarker for gauging the effectiveness of emerging AD therapies [87].

7.2. Implications for Improved Diagnostic Accuracy

Studies of this domain unveil an intriguing observation: among older adults at a
heightened risk of dementia, an 8-week stress reduction regimen led to a notable surge in
REST levels, positioning REST as a potential adjustable target. The intricate role of REST
in managing cortisol levels, primarily through the modulation of the CYP11B1 gene, [173]
offers insight into the possibility that the intervention may have influenced cortisol con-
centrations, subsequently impacting REST levels. In our study, the selection criteria for
the participant inclusion across the two cohorts either strictly involved individuals devoid
of psychiatric ailments (like depression, anxiety, ANM) or those diagnosed with one (in-
tervention cohort). Given this setup, the research could not draw a direct comparison of
REST levels between mentally healthy seniors and those grappling with depression or
anxiety. Consequently, a direct exploration between cognitive debt and this newfound
biological indicator remains pending [84]. The innovative use of [1-11C]arachidonate PET
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in assessing healthy human participants showcased tangible impacts on the regional brain
AA integration and rCBF following a pharmacological nudge with apomorphine, which
is a D1/D2 receptor stimulant. The findings underscore the potential of this approach in
capturing real-time signal transduction events tied to dopaminergic neurotransmission
in a living brain. This paves the way for subsequent explorations into the efficacy of this
technique in evaluating disruptions in cerebral dopaminergic functionality in disorders
such as Parkinson’s disease and schizophrenia [174].

7.3. The Promise of These Markers in Disease Monitoring and Evaluating Drug Efficacy

Spatially normalized images were used to conduct the T1w/T2w ratio comparisons
both for VBA and ROI-centric studies. A potential concern might be that these results
could have been influenced by volumetric or morphometric data. However, this seems
improbable, considering that the atlas-based segmentation approach (essentially the in-
verse of normalization) did not reveal any significant volume discrepancies between the PD
patient group and the control group [113]. Building upon these insights, future endeavors
might consider a phase II study that utilizes a seemingly immune-regulatory dosage of
NP001 chlorite (2 mg/kg). This could be juxtaposed against a minimal effective dose
(1 mg/kg) and a placebo, with the study span extended to discern if modulating inflamma-
tion influences the pace of ALS disease progression. Thus, research has laid the groundwork
for deploying specific NP001 dosages targeting inflammation markers in ALS patients. This
aims to explore the hypothesis that inflammation might play a pivotal role in the onset and
development of ALS [147].

8. Progression Markers: Tracking Disease Evolution
8.1. Importance of Progression Markers in Neurodegenerative Diseases

Findings indicate that the diversity observed in Parkinson’s disease, especially con-
cerning different ages of onset, might manifest through distinct deviations in both imaging
and non-imaging biomarkers. When planning future clinical trials aiming to assess neu-
roprotective medications, it is crucial to factor in this biomarker variability associated
with different PD onset ages. Opting for participants with a consistent age of onset could
mitigate this variability, enhancing statistical power even with fewer participants. Con-
tinuous monitoring of the PPMI cohort will further elucidate the influence of onset age
on the progression of PD and its potential interaction with these biomarkers [175]. The
Parkinson Progression Markers Initiative (PPMI) operates as a global, multicenter cohort
study, spanning 21 US and 12 international locations. This study focuses on patients newly
diagnosed with PD who have not received any treatment at the point of enrollment, and
it also includes healthy controls [176]. When it comes to understanding UPSIT scores,
especially among individuals prone to or diagnosed with neurological conditions like PD, it
is pivotal to rely on refreshed normative data. These data should ideally stem from a sizable
sample that mirrors the demographic profile of PD patients. The UPSIT, given its adaptabil-
ity for mail distribution and at-home self-administration, is perfectly aligned for large-scale
investigations. It is worth noting that UPSIT has been employed in comprehensive studies
such as Parkinson Associated Risk Syndrome (PARS) and the aforementioned PPMI. Our
current research was tailored to offer normative data for UPSIT, segmented by age and
gender, drawing insights from percentiles derived from the extensive, forward-looking
cohorts of both PARS and PPMI [177].

8.2. Newly Identified Markers and Their Potential Role in Understanding Disease Trajectory

The observed lack of a significant statistical variation between the individuals un-
dergoing DRT and those not undergoing DRT in terms of incident ICD symptoms may
be attributed to multiple factors. The sample size being a limited one, the ability of dis-
tinguishment between the impact of dopamine agonists and other DRTs was diminished.
Additionally, the potential variances in DRT and DAT availability among the four primary
ICDs and behaviors such as punding, hobbyism, and walkabout were not thoroughly
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evaluated. The QUIP, which was primarily developed as a high-sensitivity (94%) screening
tool but with a reduced specificity (72%) [178], might have resulted in certain participants
displaying ICD symptoms that were either false positives or clinically non-pertinent [179].
Moreover, the study analyzed the expression levels of established apoptotic markers. These
markers encompass pro-caspase 3, the p17 subunit of active caspase 3, cleaved PARP, and
the anti-apoptotic protein BCL2. Notably, pro-caspase 3 is activated to form caspase 3 at
the onset of the apoptotic process, leading to the proteolytic cleavage of the DNA repair
enzyme, PARP, producing an 89 kDa apoptosis-specific PARP fragment [180]. In phase 2A
of the study, the plasma concentrations of wr-CRP as potential biomarkers were quantified,
and for phase 2B, hs-CRP plasma values were incorporated as a part of the enrollment
criteria. To amalgamate CRP data from phase 2A and 2B for comprehensive analysis, a
calibration equation derived from Ziv-Baran et al. [181] was employed to calibrate the
phase 2A wr-CRP values. Baseline clinical and demographic data were analyzed according
to their respective treatment groups [182]. The concluding evaluation of NP001 efficacy
revealed a notably elevated percentage of non-progressors in the NP001 treatment group
over a 6-month duration, in comparison to the placebo group. In patients displaying
clinically relevant plasma CRP concentrations exceeding 3 mg/L, a 10:1 response favora-
bility was observed for NP001-treated individuals versus placebo controls. Aligning with
NP001′s anti-inflammatory properties, individuals displaying higher inflammation levels,
as demarcated by blood CRP concentrations, exhibited a greater likelihood of benefiting
from the treatment.

8.3. The Promise for Better Disease Management and Tailored Interventions

A reduction in DAT availability, especially a continuous decline over a period, might
serve as an indicator for the likelihood of forthcoming ICD manifestations in early-stage PD
patients post-initiation of DRT. Both neurobiological determinants and clinical attributes act
as predisposing elements for the emergence of ICD symptoms in the context of DRT admin-
istration. Such understanding will aid in mitigating patient risks and devising innovative
treatment strategies [179]. The potential influence of non-response bias merits attention. In
the PARS study, 53% of qualifying participants submitted a completed UPSIT. Compared
to non-participants, those who responded tended to be younger, female, Caucasian, have a
familial history of PD, and did not indicate a diminished olfaction [183]. In the PPMI study,
around 60% of the eligible cohort returned an UPSIT, but direct comparisons between
participants and non-participants were not feasible. Regarding this specific study, interpre-
tations concerning the prevalence of smoking in this amalgamated group are constrained
as the data are exclusive to PARS participants. Such a limitation impedes the capacity
to examine if smoking, linked with elevated olfactory dysfunction risk but reduced PD
risk [184], might be a significant factor influencing the findings. An intriguing avenue for
subsequent research would be an in-depth exploration of the interrelationships among
smoking habits, olfactory function, and PD susceptibility [177]. Riluzole’s administration
was largely well-received, with side effects being comparable to placebo. Riluzole has
been a staple in ALS treatment for numerous years. Yet, to achieve a holistic assessment
of riluzole’s safety and effectiveness within the Alzheimer’s demographic, extensive and
prolonged studies are imperative before its administration to Alzheimer’s patients outside
controlled clinical environments [185]. To sum up recent findings, riluzole-administered
Alzheimer’s patients exhibited a more gradual decline in cerebral glucose metabolism com-
pared to their placebo counterparts across various Alzheimer’s-relevant brain sectors. This
decline was in correlation with their cognitive functionality. Such observations bolster the
necessity for subsequent extensive clinical studies to further appraise riluzole’s potential as
a prospective medicinal treatment for Alzheimer’s [186].
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9. Innovative Techniques and Technologies in Biomarker Discovery
9.1. Highlighting the Role of -Omics, Histologic Assessments, and Imaging in Biomarker Identification

While numerous clinico-pathological and molecular biomarkers have been assessed
for their potential benefits to FTD/TPI, their translation to clinical practice remains elu-
sive [187]. Studies indicate that the KRAS mutational assessment, a globally recognized
standard-of-care test, can discern patients with KRASG12 mutant mCRC who are less likely
to derive benefits from FTD/TPI treatment. This identification aids in circumventing unnec-
essary patient side effects and optimizing healthcare resources. Consequently, this study
presents the inaugural evidence of a genomics-driven precision approach for chemotherapy
in mCRC, holding significant promise to enhance patient selection criteria for FTD/TPI
therapeutic interventions [188].

9.2. The Synergy between Technology and Biomarker Discovery

Resveratrol appears to play a potential role in preserving the blood–brain barrier
integrity primarily through the mitigation of MMP9 levels. Furthermore, resveratrol may
stimulate adaptive immune mechanisms, potentially bolstering the brain’s resilience against
amyloid accumulation. The compound’s potential to decelerate cognitive regression in
Alzheimer’s disease may be attributed to a synchronized immune response, both peripheral
and central, that could potentially halt neuronal apoptosis. Summarizing, the preliminary
observations from the investigation underscore the need for a more extensive study to
validate the supposition that resveratrol can fortify a compromised BBB, subsequently
leading to cognitive and functional enhancements in a broader AD patient cohort [189].

10. Conclusions and Future Outlook
10.1. A Reflection on the Advancements Made and the Challenges Ahead

Exenatide, a therapeutic agent classified as a glucagon-like peptide 1 agonist and
traditionally employed for type 2 diabetes, has recently demonstrated potential positive
impacts on motor functionalities in a controlled trial involving Parkinson’s disease patients.
Prevailing research posits that dysfunctional brain insulin and protein kinase B (Akt) signal-
ing might be implicated in PD development. Nonetheless, comprehensively assessing the
degree of drug interaction with these potential mechanisms in a live setting presents con-
siderable difficulties [190]. Neurodegeneration, an intrinsic aging phenomenon, manifests
in all aging populations. Given the rise in longevity, confronting neurodegeneration has
emerged as a significant concern for healthcare frameworks, predominantly in developed
nations. The rate of neuronal death progression serves as a pivotal metric for neurodegener-
ation. Predominant theories suggest the existence of multiple external and internal factors
that can either accelerate or retard this process. Such determinants could be inherent, like
an individual’s unique metabolic processes, or they might be external and associated with
environmental conditions [191].

10.2. Potential Challenges and Areas of Unmet Need

The intricate endeavor of extrapolating specific therapeutic interventions in human-
centric randomized controlled trials (RCTs) can be exemplified by neurofibromatosis type 1
(NF1). NF1 is a genetically inherited condition linked with cognitive anomalies impacting
a vast majority, approximately 80%, of pediatric patients [192]. Preliminary trials have
pinpointed multiple therapeutic prospects. Lovastatin rectifies synaptic functionality and
ameliorates learning anomalies in Nf1+/− mice by targeting RAS activity. In contrast,
compounds like methylphenidate and L-dopa bolster attention by restoring dopamine
equilibrium in specific Nf1+/− variants with bi-allelic deactivation in neuroglial progenitor
cells [193]. Recent reports indicate that atrophy of the basal forebrain cholinergic system
(BFCS) often precedes both entorhinal cortex degeneration and memory dysfunctions in
Alzheimer’s disease (AD). This revelation challenges established paradigms concerning the
chronological progression of AD-associated topographical pathology [194]. Over the past
decade, BACE1 has been a focal point for the development of potential AD treatments. How-
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ever, formulating such compounds has proven arduous, with challenges like cellular pene-
tration, oral absorption/metabolism, and brain accessibility. Utilizing a fragment-based
chemical approach, LY2811376 ((S)-4-(2,4-difluoro-5-pyrimidin-5-yl-phenyl)-4-methyl-5,6-
dihydro-4H-[1,3]thiazin-2-ylamine), the inaugural non-peptidic BACE1 inhibitor with oral
bioavailability, was synthesized. This compound has demonstrated significant reductions
in Aβ levels in experimental models [195].

10.3. Multidisciplinary Collaboration for Accelerated Biomarker Discovery

To encapsulate, a holistic methodology has been showcased, a methodology that
embodies the seamless amalgamation of foundational, translational, and clinical research
factions within a unified, adaptive structure centered around the NBGB. This framework
consolidates clinical data, biomarkers, and post-mortem samples, coupled with compre-
hensive information from well-documented subjects. This integration facilitates various
research teams to efficiently collate expansive and enriched data repositories, furthering
investigations across multiple neurodegenerative diseases [196]. Advancing our compre-
hension of the intricate interplay between oxidation, antioxidants, and neurodegenerative
maladies will necessitate a multidisciplinary approach [197]. Among the array of neu-
roimaging modalities, three techniques stand out in specialized clinical contexts due to
their advanced validation stages relative to other biomarkers. These are structural MRI
for atrophy detection, FDG-PET for hypometabolism assessment, and amyloid-PET for
amyloid deposition quantification. In addition to these three types of MRI, neuromelanin-
sensitive MRI can offer valuable information in patients with Parkinson’s disease [198,199].
The sequential application of these tools, as recommended by a consortium of multidis-
ciplinary experts [200], draws upon their individual merits and limitations, as succinctly
delineated in subsequent literature [201].
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Abstract: This paper delves into the intricate structure and functionality of the brain’s glymphatic
system, bringing forth new dimensions in its neuroscientific understanding. This paper commences
by exploring the cerebrospinal fluid (CSF)—its localization, production, and pivotal role within
the central nervous system, acting as a cushion and vehicle for nutrient distribution and waste
elimination. We then transition into an in-depth study of the morphophysiological aspects of
the glymphatic system, a recent discovery revolutionizing the perception of waste clearance from
the brain, highlighting its lymphatic-like characteristics and remarkable operations. This paper
subsequently emphasizes the glymphatic system’s potential implications in Alzheimer’s disease (AD),
discussing the connection between inefficient glymphatic clearance and AD pathogenesis. This review
also elucidates the intriguing interplay between the glymphatic system and the circadian rhythm,
illustrating the optimal functioning of glymphatic clearance during sleep. Lastly, we underscore the
hitherto underappreciated involvement of the glymphatic system in the tumoral microenvironment,
potentially impacting tumor growth and progression. This comprehensive paper accentuates the
glymphatic system’s pivotal role in multiple domains, fostering an understanding of the brain’s waste
clearance mechanisms and offering avenues for further research into neuropathological conditions.

Keywords: glymphatic system; brain physiology; astrocytes; AQP4; Alzheimer’s disease; circadian
rhythm; migraine aura

1. Introduction

The lymphatic system encompasses an intricate assembly of cells, tissues, and organs,
which collectively operate in a highly organized manner to meticulously regulate the
internal fluid environment of the body. This system consists of an extensive network
of endothelial vessels, which function to collect the extracellular fluid and prevent its
accumulation that would otherwise result in lymphedema. The lymph is funneled through
the thoracic duct before draining into the subclavian vein.

In contrast to lymphatic capillaries, lymphatic vessels, through the presence of a
smooth muscular layer and valves, facilitate a unidirectional flow of lymph through the
lymph nodes [1]. Within the lymph nodes, the ultrafiltrate of blood plasma gathered from
the extracellular matrix undergoes constant filtration and monitoring by aggregations of T
and B cells, which are vital components of the immune system.

Lymphocytes, along with ancillary cells such as monocytes, macrophages, and gran-
ulocytes, comprise the central cellular components of the lymphatic system. These cells
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are categorized into primary lymphoid organs (bone marrow and thymus) and secondary
lymphoid organs (spleen and lymph nodes) [2].

Furthermore, the lymphatic system plays an indispensable role in the immune re-
sponse owing to the extensive network of lymphatic vessels which serve to detoxify tissues
by draining extracellular fluids.

Conversely, the central nervous system (CNS) is characterized by an intricate structure
comprising white and gray matter. Both structures incorporate glial cells, which primarily
serve a supportive function, particularly abundant in white matter. Microglia, specialized
macrophages in the CNS, are instrumental in the immune response within the brain, as
they facilitate the elimination of antigens and certain metabolites. Additionally, astrocytes,
star-shaped cells that are the most abundant in the human brain, play critical roles in the
blood–brain barrier, nutrient transport from capillaries to neurons, and reparative processes
following brain injury [3].

It is noteworthy that the CNS, despite being among the most metabolically active
systems in the body, accounting for approximately 20% of the body’s energy expenditure,
lacks a traditional lymphatic system for waste removal [4].

2. CSF—Localization, Production, Role

The CNS presents in its structure four cavities named ventricles filled with an ultra-
filtered blood plasma called cerebrospinal fluid (CSF). Inside each of the four ventricles,
a structure called the choroid plexus, consisting of modified ependymal cells, takes part
into the secretion of the CSF that travels through the subarachnoid space, in order to end
up in the sagittal sinus, by means of the arachnoid granulations [5]. Since the CSF is then
secreted in the ventricular system, mostly by the 2 lateral ventricles, clear surveillance of
the components of this liquid is important, and this is where the action of the macrophages,
the astrocytes and the tight junctions between the choroid ependymal cells, which creates a
barrier between the fenestrated capillary and the CSF system, factors in [6].

The difference between the CSF and blood plasma is that the concentration of sodium,
chloride and magnesium is higher in the CSF while the concentration of potassium and
calcium is higher in the blood plasma. Moreover, the CSF only contains a considerably small
quantity of proteins and cells [7]. The first role of the CSF is shock absorption, preventing
the brain from hitting the skull, therefore reducing the probability of an injury [8]. Secondly,
the CSF can be regarded as buoyant, since it is capable of reducing the weight of the brain
from 1400 to 50 g [9]. Thus, the possibility of an injury is diminished for both the CNS and
the vasculature, which could be constricted by the weight. However, in recent years, a role
of the CSF which is not so clear yet was discovered. It was shown that the CSF plays a role
in maintaining the homeostasis of the brain’s interstitial space, in order to maintain the
proper functioning of the neurons [10].

Since this role is attributed in the body to the ultrafiltered plasma, representing waste
removal fluid, via the lymph and later via the venous system, the brain does not allow this
production due to the blood–brain barrier (BBB). For this reason, it becomes more and more
clear that the CSF replaces the lymph. As a comparison between the lymphatic system and
the glymphatic one, both the ultrafiltrate of plasma and the CSF can occur at the arterial
bed of the microvasculature. However, the former will drain in the lymphatic system after
clearing the interstitial space, while the other will end up in the paravenous space [11].
However, even if both the CSF and the lymphatic fluid drain through the lymphatic system
and ganglia after that, the former can take two different paths. Firstly, it can drain in the
venous system indirectly through the lymphatic network, through either the spinal nerve
roots or the cribriform plate. Secondly, the CSF can end up directly in the venous sinuses
using the arachnoid villi (arachnoid granulations), which help the efflux of the CSF from
the subarachnoidian space [12].
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3. The Morphophysiological Aspects of the Glymphatic System

It appears that the glymphatic system of the CNS plays a crucial role in maintaining
the homeostasis of the brain parenchyma. Nonetheless, one important factor for the entire
CNS is regarded as the perivascular space (PVS), which represents the space between
the astrocytes end-foot and the smooth muscle and vascular endothelium of the brain
vasculature. Further on, the CSF from the PVS will drain through the dural lymphatic
vessels to the cervical lymphatic nodes [13].

Both the arteriole and the astrocytes play a key role in determining the influxes of
the CSF through the brain parenchyma, since the vasodilatation or vasoconstriction of the
arterial end, as well as the swelling of the astrocyte end-foot, can alter the bulk flow of the
CSF to the paravenous space.

According to a study conducted by Mestre et al., (2020) [14] that reviewed the post-
ischemic edema showed that due to the spreading depolarization that leads to a vasocon-
striction of the arterioles in the focal cerebral infarct, the PVS will get enlarged. This action
is responsible for an increased volume of CSF, which will contribute to the swelling of the
tissue, due to the gradient change, therefore doubling the speed of the CSF inflow into
the tissues.

However, we should also take into account the aquaporin-4 channel (Aqp-4) found
with a higher prevalence in the astrocyte end-foot that makes the link between the para-
arterial space and paravenous space. Thus, the CSF can pass freely through the BBB, making
its way into the interstitial place [15]. Studies showed that the inactivation of the Aqp-4
channel in the brain of the mouse, leads to an altered water balance. This abnormality has
consequences such as brain edema, hydrocephalus and stroke [16]. Moreover, studies have
shown that the impairment of the glymphatic system may have much more repercussions
than expected.

A study conducted by Aaron J. Schain et al. [17], showed that the CSD (cortical
spreading depression), which is a slowly propagating wave due to an altered brain activity
regarded as responsible for inducing the migraine aura, creating a severe disruption of
the ionic homeostasis. It increases the concentrations of K+, neurotransmitters such as
Glutamate, as well as the synthesis of inflammatory factors such as NO synthetase and
COX-2 in the brain parenchyma. All of these changes in the homeostasis lead to a sudden
vasodilation, decreasing the PVS and therefore reducing the glymphatic flow, as well as
contributing to the pathophysiological aspects of the migraine aura.

This discovery leads us to another very important role of the glymphatic system: the
protection of the brain against the β-amyloid, the underlying protein of
Alzheimer’s disease.

The existence of the Aqp-4 in the structure of astroglial end-feet plays an important
role in linking the para-arterial space, the interstitial space and the paravenous space.
Therefore, besides maintaining a firm homeostasis of the brain parenchyma, it also takes
part in clearance of the metabolic wastes produced by the brain (Figure 1) [18].
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Figure 1. The pathway for fluid transport can be separated into five distinct sections: (1) the production
of cerebrospinal fluid (CSF) by the choroid plexus, potentially supplemented by extrachoroidal sources
such as capillary influx and metabolic water production; (2) the pulsation of arterial walls which drives
CSF deep into the brain along perivascular spaces; (3) the CSF is carried into the brain parenchyma
through AQP4 water channels and then dispersed throughout the neuropil; (4) interstitial fluid (ISF)
and CSF mix, accumulating in the peri-venous space and subsequently draining from the brain through
(5) meningeal and cervical lymphatic vessels, as well as cranial and spinal nerves.

4. The Glymphatic System in AD

Alzheimer’s disease (AD), the most prevalent neurodegenerative dementia, affects
over 50 million individuals globally, making it a serious public health challenge [19,20].
AD is irreversible disease marked by neurodegeneration caused by harmful buildups
of extracellular amyloid plaques and intracellular neurofibrillary tangles composed of
hyperphosphorylated tau protein that results in neuronal damage which eventually leads
to cognitive deterioration as well as personality and behavioral changes [21].

The traditional amyloid cascade hypothesis postulates that amyloid-b accumulation
is among the initial factors leading to Alzheimer’s disease (AD) and that its further pro-
gression, including neurofibrillary tangle formation containing tau protein, results from
an imbalance between Aβ production and clearance [22,23]. Other neurodegenerative
disorders have similar proteins accumulating both inside and outside cells such as Lewy
Bodies or neurites found in Parkinson’s Disease; such accumulations contribute to neu-
rodegeneration while being implicated in both pathogenesis of both AD and PD, but their
exact biological linkage with their biological relationship within their respective glymphatic
system remains unknown [24].

The glymphatic system may play an integral role in removing a-synuclein and thus
impacting PD progression. A negative correlation has been observed between deposition
of a-synuclein and expression of water channel protein AQP4 in brains of patients suf-
fering PD, suggesting glymphatic dysfunction may contribute to protein accumulation
(Figure 2) [25]. Clearance of Aβ and tau proteins into cerebrospinal fluid (CSF) serves as
the basis for measurement purposes as clinical biomarkers of AD [26,27].
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Figure 2. AQP4 aids in the elimination of waste via the glymphatic system. Under normal conditions,
AQP4 is primarily located on the end-feet of astrocytes, which is referred to as polarized AQP4 expression.
The cerebrospinal fluid (CSF) flows into the brain tissue through the para-arterial system, or para-arterial
influx, and then exits into the veins, a process known as para-arterial efflux. However, as we age, and
particularly in pathological conditions, the polarization of AQP4 diminishes, leading to an increased
presence of AQP4 on parenchymal processes. This phenomenon, known as AQP4 depolarization,
hampers the glymphatic system’s ability to effectively clear waste, such as beta-amyloid.

Though Aβ is widely believed to travel through the blood–brain barrier (BBB), recent
evidence from Nauen and Troncoso’s study [28] indicates otherwise; their discovery of Aβ

in human lymph nodes suggests alternative exit routes from central nervous system for Aβ

and similar proteins, suggesting that it may also use the lymphatic system as part of its
clearance from brain.

Aging, with its altered circadian rhythms and associated sleep deprivation, has long
been recognized as a risk factor for neurodegenerative disorders such as Alzheimer’s
disease and Parkinson’s disease. Aging also causes efficiency loss between subarachnoidal
CSF exchange and brain parenchyma exchange, thus decreasing efficiency between CSF
exchange and brain parenchyma exchange [29]. Evidence supporting the decline of glym-
phatic system function with age comes both from experimental models and patients with
neurological conditions [30].

Recent work conducted by McKee and colleagues [31] has examined the relationship
between circadian clock function and neurodegeneration. Their studies examined how
astrocyte activation caused by deletion of core clock gene Bmal1 affects gene expression,
Aβ plaque activation and deposition. Deletion disrupts clock function while inducing
cell-autonomous activation in astrocytes.

Studies indicate that any impairment to the glymphatic system’s ability to clear ex-
tracellular tau, a protein, may contribute to tau aggregation and neurodegeneration [32].
Furthermore, deficiency of water channel protein AQP4 could exacerbate tau accumulation
further and create a vicious cycle between compromised clearance of extracellular tau
and accumulation on other cells [32]. Although exact mechanisms by which impaired
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extracellular tau clearance exacerbates tau-related pathology remain unknown, impaired
clearance among PS19 mice deficient for AQP4 could facilitate spread of pathological tau
species over other cells, suggesting impaired extracellular tau clearance could promote
spread over other cells resulting in pathologically spread of pathological tau species to
other cells and organs [33].

Overall, both deletion of AQP4 or its pharmacological inhibition amplifies pathogenic
accumulations of Aβ and tau in AD transgenic mouse models. Furthermore, recent genetic
research has demonstrated that various SNPs within the AQP4 gene can influence cognitive
decline following an AD diagnosis; two are linked with slower decline whereas others such
as rs9951307 and rs3875089 may lead to faster cognitive deterioration post diagnosis while
two others (rs3763040 and rs3763043) could promote rapid decline [34,35].

Variations in the AQP4 gene have been linked with Aβ accumulation, disease stage
progression and cognitive decline, suggesting that it could serve as a biomarker to ac-
curately predict disease burden in those within the AD spectrum. Furthermore, certain
SNPs of this gene have been linked with reduced perivascular localization of AQP4 protein
among AD patients [34,35].

According to a study conducted by Iliff et al. [36], the soluble β-amyloid clear-
ance is reduced by almost 55% in case of an Aqp-4 null mouse compared to a normal
wild-type mouse.

Consequently, both the perturbance of the astrocyte’s vascular end foot that presents
the Aqp-4 as well as a decreased glymphatic flow (which can be caused due to the CSD
that produces the vasodilation, underlying the physiopathology of the migraine aura) lead
to an increased risk of Alzheimer’s disease development [37].

5. The Glymphatic System and the Circadian Rhythm

Recent studies demonstrate a clear correlation between sleep disruption, brain glym-
phatic system dysfunction and Alzheimer’s disease (AD) [38–40]. Similar to lymphatic
systems found elsewhere, glymphatic systems consist of para-vascular channels within the
brain’s blood vessels that carry cerebrospinal fluid (CSF) to capillary beds before penetrat-
ing parenchyma tissue where it mixes with interstitial fluid, collects metabolic waste and
eventually returns back through paravenous space and then cervical lymphatic vessels for
removal [41].

The glymphatic system plays an essential role in clearing away neurotoxic substances
such as Aβ from central nervous system parenchyma [42,43]. Studies have demonstrated
that over half of Aβ can be eliminated through this mechanism. Sleep can have an inter-
esting influence on the functioning of the glymphatic system. When sleeping naturally,
brain interstitial space vastly expands compared to wakefulness—possibly as a result of
astroglial cell shrinkage [38,44]. An expansion of extracellular space accelerates clearance
processes; for instance, mice demonstrated that Aβ clearance during sleep was twice as
fast compared to wakefulness [45]. Another study demonstrated that clearance through
the glymphatic system also depends on body posture—with lateral positions commonly
adopted during sleeping being most efficient for clearing [46].

As Aβ clearance is impaired in both early and late stages of AD [47], it is plausible
to propose that there may be a connection between impaired glymphatic system func-
tion and AD. Studies in animals and humans have documented diurnal oscillation of
Aβ level in brain interstitial fluid; endogenous neuronal activity influences regional Aβ

concentration [48]; decreased neuronal activity during certain sleep stages may cause this
fluctuation, potentially contributing to both impaired clearance as well as disturbances
in Aβ production caused by disturbed slow wave sleep patterns [49]. Thus, altered sleep
quality may contribute to both its onset and progression through impaired clearance as
well as disruptions of Aβ production caused by reduced endogenous neuronal activity
influencing regional concentration of Aβ [49,50].

Sleep stages, specifically slow wave sleep, has been found to influence Aβ 42 levels in
the cerebrospinal fluid (CSF). A study involving 36 cognitively normal and elderly subjects
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discovered an inverse relationship between CSF Aβ 42 levels and slow wave sleep duration,
percentage of total sleep time spent sleeping on slow waves, frontal EEG leads activity
while sleeping, local Aβ accumulation during low-frequency-range sleep time and reduced
slow wave activity during these hours [51], suggesting there may be an association between
decreased Aβ clearance or production and deficiency and slow wave sleep deficiency and
reduced clearance/production/clearer production/clearance/production and slow wave
sleep deficiency and slow wave sleep deficiency [52].

Nonetheless, the glymphatic system seems to operate in accordance with the circadian
rhythm. The role of this rhythm is to create different neural activity peaks, in order to
maintain a good balance between sleep and active phase [45].

The role of the glymphatic system is to synchronize the entire rhythmicity, since the
suprachiasmatic nucleus of the hypothalamus which represents the main pacemaker is
connected to the CSF. Moreover, other neurotransmitters such as VIP (Vasoactive Intestinal
Peptide) and AVP (Arginine Vasopressin) are transported through the CSF. Therefore, the
entire glymphatic system could be responsible for through its bulk flow to coordinate the
neurons, the physiological mechanisms of the brain and in the end the entire behavior of
the human [29].

6. Glymphatic System Involvement in the Tumoral Microenvironment

Studies on rodents have provided invaluable insights into the changes to glymphatic
function that correlate with the development of gliomas. These animal studies observed
a decreased rate of cerebrospinal fluid (CSF) efflux and restructuring of the glymphatic
pathway, both indicators that could contribute to brain edema around gliomas [53,54].
Animal studies have considerably broadened our knowledge, yet it is essential that their
findings can be directly applied to human glymphatic systems. A variety of noninvasive
techniques have been suggested for studying this function in human bodies; structural
and diffusion MRI have both been proposed as noninvasive approaches for investigating
it [50,55,56].

The ALPS (Analysis Along the Perivascular Space) index, derived from diffusion
tensor imaging (DTI) [50], may provide insight into diffusivity within medullary veins at
the level of lateral ventricle bodies at medullary vein level and may provide an estimation
of human glymphatic function. Variations in ALPS index show correlation with scores on
Mini-Mental State Examination tests administered to Alzheimer’s disease patients which
could indicate dysfunction, while lower values have also been seen among normal pressure
hydrocephalus patients which may suggest impaired functioning system due to delayed
clearance of intrathecically administered gadobutrol [54,57]. Given its noninvasive nature
and potential as a tool for exploring human glymphatic systems, we decided to utilize
the ALPS index for exploring glymphatic function among patients with gliomas. Our
research seeks to comprehend any correlations between this aspect of patient care and
variables such as tumor and peritumoral brain edema volumes, tumor grades and IDH1
mutation status.

Traditional theories regarding peritumoral brain edema in gliomas suggest it occurs
due to net fluid transport from intravascular compartments into brain interstitial spaces as
a result of microvessel proliferation with defective inter-endothelial tight junctions [58], but
this does not account for its occurrence with low grade gliomas with intact tight junctions.
Research demonstrated an inverse relationship between ALPS index and peritumoral brain
edema volume, suggesting brain edema associated with intra-axial tumors may also be
affected by malfunction in the glymphatic system [59,60].

Recent research suggests that changes to the supporting structures of the blood–brain
barrier, including astrocytes, pericytes, and microglial cells, could contribute to fluid
entering the interstitium of the brain. Astrocyte coverage of brain microvessels appears
to be an impediment to water movement, and AQP4 channels located on astrocytic foot
processes could play an essential part in creating peritumoral brain edema. Evidence
showing a correlation between peritumoral brain edema and elevated AQP4 expression
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levels in human gliomas astrocytes indicates that increased expression could play a key
role in its pathogenesis [61,62]. As AQP4 water channels form part of the glymphatic
system, we hypothesize that there may be a correlation between ALPS index values and
expression of AQP4 water channels and expression levels in gliomas. Further research
needs to confirm its use as an imaging marker of AQP4 expression in these tumors.

Changes in glymphatic function due to glioma growth have only been explored
through limited animal studies. An investigation using an orthotopic xenograft glioma
model demonstrated how tumor growth led to reduced CSF flow into extracranial spaces,
leading to dysfunction and lower glymphatic flow overall. It was found that IDH1 wild-
type gliomas, as measured by ALPS index scores, demonstrated significantly lower glym-
phatic performance than their IDH1 mutant counterparts; no human studies have reported
any correlation between changes in glymphatic function and IDH1 mutation status or gene
status for any human studies either way [53,63].

7. Conclusions

In conclusion, the glymphatic system of the brain is similar to the lymphatic systems
of the entire body, whereas the role and mechanism of it represents critical discoveries
regarding the deeper understanding of the human brain. It seems that its role is not so easy
to comprehend, since it has implications in both physiological and pathological aspects of
the brain, regarded as complex pathways that must be discovered.

Given AQP4’s crucial role in the glymphatic system and potential implications for
Alzheimer’s disease, future research should include this water channel. It has been sug-
gested as a promising therapeutic target for AD due to its effects on Aβ and tau clearance
as well as neuronal function improvement, making it highly relevant in relation to both
aging and neurodegeneration. AQP4, naturally upregulated with age but mislocalized in
AD brains, could offer therapeutic potential by being modulated [64,65].

The blood–brain barrier (BBB) is highly selective [64], restricting drug passage from
the bloodstream into extracellular fluids in the brain. Some conditions are associated with
compromised BBBs that allow drug delivery; this is not the case in early-stage AD, where
anti-amyloid agents such as bapineuzumab have failed clinical trials due to being unable
to access amyloid plaques directly [66]; any drug designed to effectively target AQP4 and
be relevant in treating AD must therefore be capable of crossing an intact BBB in order to
be effective against its progression.

Even though the brain’s CSF drainage function is an integrated system involving
various compartments, the glymphatic system and AQP4 could serve as intervention
targets in neurodegenerative diseases. Enhancing its function and efficiency could help
delay or prevent protein accumulation in the brain; additionally, this mechanism could
play a critical role in clearing away tau from circulation; special attention should be paid
to Aβ-independent regulators of tau, such as the glymphatic system, when investigating
neurodegenerative tauopathies [67].

Due to the importance of decreased molecular clearance from CSF to blood, which
contributes to neurological diseases, direct measurement of CSF to blood clearance on an
individual basis has become a method for personalized intrathecal drug administration in
the central nervous system [68].

Moreover, we delve deeper into the intriguing relationship between the glymphatic
system and migraine aura, offering new insight into its pathophysiology. This discovery
might open up possibilities for research and treatments of this debilitating condition.

Furthermore, the interaction between the glymphatic system and circadian rhythms
has been explored, drawing attention to their potential impact on brain health and function
as well as sleep cycles and biological rhythms. Such findings could have significant
ramifications for understanding and treating various neurological disorders.

Finally, it is vital to identify neuroimaging markers to detect changes in the glymphatic
system, and noninvasive techniques could serve as effective tools to detect dysfunction in
this area and become new potential biomarkers in AD.
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Abstract: Aquaporins (AQPs), integral membrane proteins facilitating selective water and solute
transport across cell membranes, have been the focus of extensive research over the past few decades.
Particularly noteworthy is their role in maintaining cellular homeostasis and fluid balance in neural
compartments, as dysregulated AQP expression is implicated in various degenerative and acute
brain pathologies. This article provides an exhaustive review on the evolutionary history, molecular
classification, and physiological relevance of aquaporins, emphasizing their significance in the central
nervous system (CNS). The paper journeys through the early studies of water transport to the
groundbreaking discovery of Aquaporin 1, charting the molecular intricacies that make AQPs unique.
It delves into AQP distribution in mammalian systems, detailing their selective permeability through
permeability assays. The article provides an in-depth exploration of AQP4 and AQP1 in the brain,
examining their contribution to fluid homeostasis. Furthermore, it elucidates the interplay between
AQPs and the glymphatic system, a critical framework for waste clearance and fluid balance in the
brain. The dysregulation of AQP-mediated processes in this system hints at a strong association with
neurodegenerative disorders such as Parkinson’s Disease, idiopathic normal pressure hydrocephalus,
and Alzheimer’s Disease. This relationship is further explored in the context of acute cerebral events
such as stroke and autoimmune conditions such as neuromyelitis optica (NMO). Moreover, the article
scrutinizes AQPs at the intersection of oncology and neurology, exploring their role in tumorigenesis,
cell migration, invasiveness, and angiogenesis. Lastly, the article outlines emerging aquaporin-
targeted therapies, offering a glimpse into future directions in combatting CNS malignancies and
neurodegenerative diseases.

Keywords: aquaporins; central nervous system; fluid homeostasis; glymphatic system; neurodegenerative
diseases; brain tumorigenesis; permeability assays; AQP4; AQP1; stroke; Parkinson’s disease; Alzheimer’s
disease; neuromyelitis optica; cellular physiology; therapeutic interventions
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1. Introduction
1.1. Definition and General Characteristics of Aquaporins

Aquaporins represent a ubiquitous family of integral membrane proteins that are
disseminated extensively across both animal and plant kingdoms. Structurally, these pro-
teins are characterized by a core architecture comprising six alpha-helical transmembrane
domains and two additional, shorter helical elements. These components delineate cyto-
plasmic and extracellular vestibules, which are connected via a constricted aqueous pore
(Figure 1). Notably, conserved sequence motifs, such as the asparagine-proline-alanine
(NPA) motifs, are frequently observed within these shorter helical regions. Functionally,
aquaporin monomers autonomously integrate into the lipid bilayer, subsequently aggre-
gating as tetrameric complexes. Certain variants, exemplified by mammalian Aquaporin
4 (AQP4), have the capability to further organize into higher-order structures, known as
orthogonal arrays of particles, within the cell membrane [1,2].
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Figure 1. Aquaporin monomer membrane topography (upper panel) and crystal structure (AQP1,
PDB 1j4n) showcase helices H1–H8 and water molecules (blue spheres) in the aqueous pore.

The predominant role of most aquaporins is to facilitate the translocation of water
molecules across cellular membranes in reaction to osmotic gradients, which are typically
established via active solute transport mechanisms. Owing to the relatively low individual
throughput of water by aquaporin monomers, membranes are often saturated with a high
density of these proteins—up to 10,000 per square micron—to substantially augment the
membrane’s overall water permeability [3]. Computational studies, particularly molecular
dynamics simulations, posit that the specificity of aquaporins for water is mediated by
steric constraints and electrostatic interactions within the channel’s aqueous pore [4].

Additionally, a specialized subgroup of aquaporins, termed aquaglyceroporins, ex-
hibits the capacity to transport glycerol molecules. The structural configuration of aquaglyc-
eroporins is distinguished by a marginally larger pore diameter and a lining enriched with
hydrophobic amino acid residues, in contrast to the hydrophilic nature of the pore in
water-selective aquaporins. Beyond the primary functions of transporting water and, in
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some cases, glycerol, aquaporins are postulated to facilitate the passage of various gases
(CO2, NH3, NO, O2) and small solutes such as hydrogen peroxide and arsenite. Some
aquaporins have even been implicated in ion transport (K+, Cl−), although these claims
remain a subject of ongoing debate [5].

Moreover, a range of non-transport-centric functions have been ascribed to some
aquaporins, encompassing roles in cellular adhesion, membrane polarization, and the
modulatory regulation of protein interactions, such as those involving ion channels [5].

1.2. The Overarching Significance of Aquaporins in Cellular Physiology, with an Emphasis on
Their Role in the Central Nervous System

The expression profiles of Aquaporins (AQPs), particularly AQP4 and AQP1, have
garnered significant research attention within the context of the central nervous system and
sensory organs, as compared to the peripheral and enteric nervous systems [6]. AQP4, the
predominant water channel in the brain, spinal cord, and optic nerve, is largely expressed
in the astrocyte cell plasma membrane but is distinctly localized to specialized regions
such as astrocyte foot processes [7–9]. Such polarized expression patterns are hypothesized
to be mediated by intracellular associations between AQP4 and α-syntrophin or through
extracellular interactions with agrin. Both α-syntrophin and agrin also exhibit polarized
expression in astrocyte foot processes [10].

Additionally, the formation of orthogonal arrays of particles (OAPs) by AQP4 may fa-
cilitate its polarized localization, as it requires only a single anchoring link for stabilization,
as opposed to individual AQP4 tetramers [10]. In the CNS, AQP4 is predominantly local-
ized to the subpial astrocyte processes forming the glial-limiting membrane, the perivas-
cular astrocyte endfeet, and the basolateral membrane of ependymal and subependymal
astrocyte processes [11,12]. Such strategic localization suggests that AQP4 may play a
critical role in regulating water flux across the CNS-water compartment interfaces.

In specific brain regions lacking a blood–brain barrier, such as the circumventricular
organs, and in hippocampal regions such as CA1 and the dentate gyrus, AQP4 manifests
a more diffused expression profile [13]. This dispersed distribution may facilitate rapid
water flux essential for maintaining potassium (K+) homeostasis during neuronal activity.

AQP1, on the other hand, is prominently found in the ventricular-facing plasma
membrane of choroid plexus epithelial cells, implicating its role in cerebrospinal fluid
(CSF) secretion [14]. While AQP1 is ubiquitously expressed in vascular endothelial cells
throughout the body, it is conspicuously absent in the cerebrovascular endothelium, except
in areas such as the circumventricular organs. Intriguingly, astrocyte co-culture leads to
the suppression of AQP1 mRNA expression in primary brain microvessel endothelial cells,
suggesting that astrocyte-endothelial interactions may down-regulate endothelial AQP1
expression [15].

The expression of AQP9 within the brain is relatively sparse, and its precise localization
remains ambiguous due to the limitations in antibody specificity [16]. However, some
evidence points to its expression in specialized neural cells such as neurons in the substantia
nigra, tanycytes, and a subset of astrocytes.

In the spinal cord, the expression profiles of various AQPs are notably differentiated.
AQP4 is predominantly localized to perivascular astrocyte foot processes and the glial-
limiting membrane, whereas AQP1 is expressed in the processes of non-myelinated neurons
in the dorsal horns. AQP9 is purportedly expressed in spinal cord radial astrocytes and
also potentially in the glial-limiting membrane [16].

Similar to its expression patterns in the brain and spinal cord, AQP4 is primarily found
in perivascular astrocyte foot processes and the glial-limiting membrane within the optic
nerve [7]. Additionally, AQP4 expression extends to astrocyte processes in CNS regions
lacking a blood-brain barrier, including but not limited to the pre-laminar optic nerve head,
circumventricular organs, and root entry zones in the spinal cord. This peripheral exposure
of the CNS AQP4 pool suggests its potential susceptibility as an initial target for circulating
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AQP4-specific antibodies, particularly in the context of neuromyelitis optica (NMO), a topic
warranting further exploration [3].

2. Historical Perspective on Aquaporins

The scientific exploration of water transport mechanisms predates the molecular
characterization of aquaporins, which initially focused on tissues with notable water
permeability. The seminal discovery of the first aquaporin, AQP1, was made during
research endeavors aimed at identifying the Rh blood group antigens. Since this initial
discovery, the field has undergone substantial expansion, extending the study of aquaporins
to diverse organisms. In mammals, the aquaporin family exhibits functional heterogeneity.
While certain isoforms specialize exclusively in facilitating water transport, others are
capable of translocating a diverse array of solutes across cellular membranes. Regulatory
mechanisms also exist that modulate aquaporin function, either by influencing channel
permeability or by altering subcellular localization. Despite extensive research elucidating
the physiological roles of various mammalian aquaporins, significant knowledge gaps
remain within this domain. Understanding the comprehensive physiological implications
of this integral membrane protein family is still evolving and presents an area ripe for
further scholarly inquiry [17].

2.1. Early Studies of Water Transport

Initial investigations into water transport mechanisms commenced with the observa-
tion that certain amphibian tissues, such as the skin and bladder—which bear functional
resemblance to the mammalian kidney’s collecting duct—exhibited enhanced water perme-
ability compared to other tissues. Early work by Hans Ussing and collaborators highlighted
the particular water permeability of amphibian skin [18]. Subsequent electron microscopic
analyses identified structural assemblies in amphibian bladder tissues, presumed to be
water channels, whose prevalence correlated with increased tissue water permeability [19].

The concept of regulated water permeability through localized water channels was ini-
tially postulated under the ‘shuttle hypothesis’. In this framework, protein aggregates were
detected in intracellular vesicles during periods of low water reabsorption (diuresis) and
were translocated to the plasma membrane during periods of increased water reabsorption
(antidiuresis) [20].

Moreover, red blood cells were recognized for their high water permeability. Investi-
gations by A.K. Solomon and associates revealed water transport in red blood cells that
exhibited low Arrhenius activation energy, implying the existence of membrane pores
facilitating the water movement [21]. Further studies by Robert Macey and colleagues
indicated that the water permeability of red blood cells could be chemically modulated.
Specifically, water transport inhibition via HgCl2 could be reversed by chemical reducing
agents, suggesting the presence of a protein featuring accessible free sulfhydryl groups
sensitive to mercury [22].

In the quest to ascertain the molecular identity of water channels [23], a myriad of
strategies were employed by different research groups. Among these efforts were the
radiolabeling studies conducted by William Harris and colleagues, who compared proteins
from toad bladders exposed to antidiuretic hormones (ADH) with those unexposed, seeking
to identify proteins localized to the plasma membrane in response to ADH [24]. Other
approaches included expression cloning utilizing mRNA from tissues with known water
transport properties and radiation inactivation techniques aiming to ascertain the molecular
weight of water channels [25]. Despite these extensive efforts, the molecular identity of
aquaporins remained elusive through these methodologies.

2.2. Discovery of Aquaporin 1

In a groundbreaking development for the understanding of water channels, Benga’s
group in 1985 located a water channel protein among the polypeptides in the 35–60 kDa
range on the electrophoretogram of red blood cell (RBC) membrane proteins. Subse-
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quent work by Agre and colleagues in 1988 isolated a novel 28-kDa protein from the RBC
membrane, termed CHIP28 (channel-forming integral membrane protein of 28 kDa). In-
triguingly, this protein also had a glycosylated component in the 35–60 kDa range, aligning
with Benga’s findings. It was not until 1992 that Agre’s team posited that CHIP28 likely
represented a functional membrane water channel. The seminal contributions of Benga’s
group from 1986 were largely overlooked when Peter Agre was awarded half of the 2003
Nobel Prize in Chemistry for the “discovery of water channels”. This omission sparked
widespread support for Benga in the scientific community [26].

The discovery of the first water channel, AQP1, was rooted in a search for Rh blood
group antigens [27]. A 32-kDa protein related to one of the Rh antigens was isolated
using hydroxylapatite chromatography. Interestingly, the protein did not stain well with
Coomassie stain. However, upon using silver reagent, a separate 28-kDa protein was re-
vealed. Initially thought to be a fragment of the 32-kDa protein, an antibody test disproved
this hypothesis, confirming that the 28-kDa protein was unique and had properties akin
to a membrane channel [28]. This protein was temporarily named CHIP28 [29]. John C.
Parker, a membrane physiologist, was the first to suggest that CHIP28 might be the elusive
water channel, based on its presence in red blood cells and specific renal tissues.

Further characterization led to the cloning of the cDNA encoding CHIP28, which
was found to share sequence similarity with uncharacterized genes from microbes and
plants [30]. Definitive evidence for CHIP28 as a water channel was obtained through its
expression in Xenopus laevis oocytes, a model organism that had been previously used to
study other transport proteins [31]. This marked a major milestone in the scientific under-
standing of membrane water channels, albeit with a backdrop of controversy regarding the
acknowledgment of pioneering work.

Erich Windhager, based at Cornell Medical School, was the first to propose using
oocytes for studying water transport, given their naturally low water permeability. Ex-
periments using Xenopus laevis oocytes expressing CHIP28 presented compelling results.
When placed in a dilute Modified Barth’s solution with a lowered osmolarity (70 mosM as
opposed to the standard 200 mosM), these oocytes swelled rapidly and burst, contrasting
sharply with control oocytes, which exhibited negligible swelling [32].

The water permeability coefficient (Pf) of the CHIP28-expressing oocytes was found
to be 20 times higher than that of the controls. The Arrhenius activation energy of these
specialized oocytes was also lower, aligning with previous observations in native mem-
branes. Importantly, the addition of 1 mM HgCl2 inhibited water permeability in CHIP28
oocytes, an effect reversible by a reducing agent. This was consistent with earlier studies
on water-permeable tissues, reinforcing the idea that CHIP28 was instrumental in water
transport [22].

To discount the possibility that CHIP28 merely activated an endogenous water channel
in oocytes, purified CHIP28 was integrated into membrane proteoliposomes. The result
was striking: the water permeability of these proteoliposomes increased by 50-fold, while
urea and proton transport remained unaffected. It was estimated that a single CHIP28
subunit could facilitate the passage of roughly 3 × 109 water molecules per second.

As researchers discovered more homologs of CHIP28, the term “aquaporin” was
introduced to denote this expanding family of water channels [33]. Accordingly, the
original CHIP28 was renamed Aquaporin 1 (AQP1).

AQP1 serves as a model for understanding the aquaporin family, which spans across
microorganisms, plants, and mammals. Early studies using red blood cells suggested that
AQP1 exists as a homotetramer in the membrane. Each subunit of the tetramer is mostly
embedded in the membrane, with the N- and C-termini of the polypeptide chain extending
into the cytoplasm [29]. Negative staining electron microscopy of cells expressing AQP1
and proteoliposomes confirmed this tetrameric structure [34].

Prior work on the lens MIP protein, now identified as AQP0, had proposed that there
were six domains of the protein spanning the membrane [35]. This was later confirmed for
AQP1 through experiments that involved inserting an epitope tag at varying points along
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the polypeptide chain. The location of the epitope within the membrane was ascertained
via proteolysis and antibody targeting. The experimental findings helped elucidate the
architecture of the helices in the membrane, revealing them to be obversely symmetric.
This led to the proposal that AQP1 features two highly conserved NPA (asparagine-proline-
alanine) motifs located adjacently in the lipid bilayer, giving the protein an hourglass-like
structure [36].

This model of AQP1’s structure has been further validated by high-resolution studies
of AQP1 and other members of the aquaporin family. The research has significantly ad-
vanced our understanding of how these proteins function at a molecular level, illuminating
their role in facilitating water transport across cell membranes.

3. Distribution and Molecular Classification of Aquaporins
3.1. Overview of Various Aquaporin Isoforms Present in Mammalian Systems

In mammals, the aquaporin (AQP) family is generally made up of 12 to 15 isoforms
grouped into 13 subfamilies (AQP0–12). However, humans stand out by having 18 par-
alogs due to tandem duplications, including four extra AQP7 pseudogenes and a second
copy of AQP12. Additionally, more ancient mammalian lineages, such as Metatheria and
Prototheria, have been shown to possess further classes such as AQP13–14 [37].

Animal AQPs are typically categorized into four main groups:

1. Classical or Orthodox AQPs (AQP0, 1, 2, 4, 5, 6, 14), which are mainly focused on
water transport.

2. Aqua-ammoniaporins (AQP8), which are sometimes counted among the orthodox AQPs.
3. Aquaglyceroporins (AQP3, 7, 9, 10, 13), which can transport glycerol in addition

to water.
4. Unorthodox AQPs (AQP11–12), also known as “superaquaporins”, which have low

sequence homology with other AQPs and feature unusual N-terminal NPA motifs [37–40].

Plants show even more diversity in their aquaporin families, likely due to higher
genome duplication rates and their stationary lifestyles requiring more specialized water
transport mechanisms. For example, the model plant species Arabidopsis thaliana has
35 isoforms, Zea mays has 38, and upland cotton (Gossypium hirsutun) has 71. The current
record holder is oil seed rape (Brassica napus), with 121 full-length AQPs [41–43].

Plant AQPs are typically classified into seven subfamilies based on subcellular local-
ization and other specific features:

1. Plasma Membrane Intrinsic Proteins (PIPs);
2. Tonoplast Intrinsic Proteins (TIPs);
3. NOD26-Like Intrinsic Proteins (NIPs);
4. Small Basic Intrinsic Proteins (SIPs);
5. Unknown Intrinsic Proteins (XIPs), which are absent in monocots and Brassicaceae;
6. Hybrid Intrinsic Proteins (HIPs) and GLpF-like intrinsic proteins (GIPs), which are

found only in older plant lineages such as mosses [44–46].

The origins and evolutionary roles of these plant aquaporin families remain subjects
of ongoing research. For instance, it is still debated whether NIPs are ancestral or acquired
through horizontal gene transfer [37–39].

Green algae also possess a unique set of AQPs, including PIPs and GIPs, along with
five other families (MIP A–E) not seen in plants [47]. A completely unique family, large
intrinsic proteins (LIPs), was recently discovered in diatoms [48]. These various subfamilies
can further be divided into paralog groups, enhancing the complexity and adaptability of
water transport across different organisms.

The plant intrinsic protein (PIP) subfamily in plants is usually divided into PIP1 and
PIP2 groups based on sequence homology [49]. These divisions are functionally significant,
as the two groups have distinct capabilities in terms of membrane localization and water
transport activity. In terms of nomenclature, plant major intrinsic proteins (MIPs) are
usually named based on the abbreviation of their subfamily, along with two numbers
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denoting their phylogenetic group and order of discovery. However, this system of naming
can be confusing, especially when comparing proteins across species. Two proteins with
identical names from different species may not actually be orthologous [39].

Recent phylogenetic research has refined our understanding further, identifying
19 clusters of orthologous genes in flowering plants. For example, the PIP family, previ-
ously divided into two clusters, was found to be divided into three, aligning with prior
classifications in Arabidopsis thaliana [38]. This has led to calls for a standardized, globally
accepted nomenclature based on evolutionary relationships. Such a nomenclature could
facilitate the comparison and integration of knowledge across both animal and plant MIPs.

A particular phylogenetic study highlighted the close evolutionary relationships
between animal and plant MIP subfamilies when considering proteins with a high amino
acid identity (>25%). The study suggested a model of vertical transfer for four ancestral
subfamilies [38]. In this model, AQP1-like and PIP subfamilies are grouped together as
family A; AQP8-like and TIP as family B; AQP3-like and NIP as family C; and AQP11-
like and SIP as family D. This grouping is not merely theoretical but also has practical
implications. For instance, it can be used to predict substrate specificities across different
MIP subfamilies.

3.2. The Molecular Underpinnings of Their Selective Permeability and Functionality

Water transport assays to study Aquaporins have been conducted using a variety of
model systems across species, including bacteria, yeast, and mammalian cells [50–52]. This
diversity in experimental setups reflects the widespread distribution of AQPs in nature.
Specifically, cellular components such as intracellular and plasma membrane vesicles,
particularly from animal tissues such as the kidney and intestinal epithelia, have been
essential for evaluating AQP activity [53].

One of the prominent methods for characterizing new AQP isoforms involves the
use of Xenopus laevis oocytes, owing to their inherently low water permeability [32].
This heterologous expression system allows for functional studies of AQPs from various
organisms. Yeast cells lacking endogenous AQPs also serve as an effective model system
for this purpose. They have been used to develop a high-throughput assay to identify
functionally relevant AQP mutants that can withstand freeze-thaw cycles. Additionally,
AQP-transfected cell lines and Zebrafish embryos injected with AQP mRNA have been
deployed for similar studies [54].

Research has not been limited to functional assays alone; purified AQPs have been
reconstituted into liposomes to directly investigate their roles in water and solute transport.
Moreover, the development of transgenic mice models lacking specific AQPs has enriched
our understanding of these proteins [55]. Such mouse models have illuminated the multi-
faceted roles of AQPs in various biological functions. These range from transepithelial
fluid transport and cell migration to more complex physiological processes such as brain
edema, neuroexcitation, cell proliferation, skin hydration, and even metabolic activities
in adipocytes.

3.3. Permeability Assays

The quantification of water or solute permeability across biological membranes serves
as an indirect method to assess both the expression and functional status of Aquaporins.
In general, the analytical focus for AQP activity and water permeability revolves around
tracking alterations in cell or vesicle volume, which result from osmotically or pressure-
driven water fluxes [56]. For solute permeability estimations, it is essential to account
for both solute and water fluxes when examining volume changes, as these fluxes are
instigated by their respective gradients.

Both water and solute fluxes are directly correlated to their inducing forces, repre-
sented by osmotic permeability (Pf) and solute permeability (Ps) coefficients, respectively.
The kinetics of volume changes depend on the partitioning of water or solute between the
aqueous pathway through the channel and diffusion across the lipid bilayer. Furthermore,
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analyzing permeability as a function of temperature enables the calculation of the activation
energy (Ea) required for transport, a crucial metric for gauging AQP functionality. It is gen-
erally observed that water or solute fluxes via hydrophilic channel pores necessitate lower
activation energy compared to fluxes traversing a hydrophobic lipid bilayer. Consequently,
high permeability coupled with low Ea is indicative of AQP-mediated transport [57].

Analytical methodologies for assessing permeability commonly employ optical prop-
erties that are volume-dependent, such as light transmission, absorbance, scattering, and
fluorescence [58–60]. These strategies are equally applicable to evaluating transport kinet-
ics in both cellular models and proteoliposomes. The amalgamation of diverse biological
models (cells, vesicles, and proteoliposomes) with optical detection systems offers a com-
prehensive toolkit for the investigation of AQP functions.

3.4. Epithelial Assays

Water permeability can be assessed in native epithelial tissues, such as those from
the intestinal wall or kidney tubules, as well as in cultured epithelial cell monolayers
positioned on permeable supports within Ussing chambers [61]. In these experiments, the
apical and basolateral membranes of polarized cells are exposed to distinct compartments.
The introduction of a membrane-impermeable solute such as sucrose or mannitol to one of
these compartments instigates a transepithelial water flux. This flux is then quantified either
by observing the fluid level change in a capillary tube linked to the opposite compartment
or through the use of a fluorescent dye. The dye is added to the hyperosmotic compartment,
and the rate of fluorescence alteration due to dye dilution serves as a measure of overall
transepithelial osmotic water permeability [62].

It is crucial to note that the total transepithelial permeability is the aggregate of
two distinct pathways: the cellular and the paracellular pathways. In this context, the
presence of AQPs specifically influences the cellular pathway. To assess the permeability
of individual membranes in these bipolar epithelial cells, isolated vesicles from either the
basolateral or apical membranes can be employed. This methodology is prevalently utilized
for both the identification and functional characterization of AQPs in epithelial membranes.

3.5. Osmotic Swelling Assays

The functionality of AQP-mediated water transport can be probed using X. laevis
oocytes in an osmotic swelling assay [56]. Oocytes that are microinjected with AQP
mRNA are exposed to hypo-osmotic conditions, and the kinetics of cellular swelling are
monitored using video microscopy. To investigate solute permeability, an inwardly directed
chemical gradient is established, prompting a solute influx followed by an influx of water,
culminating in oocyte swelling [63]. The low intrinsic water permeability and negligible
permeability for glycerol and other solutes in oocytes make this system particularly well-
suited for AQP studies.

An analogous swelling assay employs erythrocytes, which express native AQPs. In
humans, erythrocytes predominantly express a single aquaglyceroporin isoform, AQP3.
When subjected to hyperosmotic solute gradients, such as glycerol, the ensuing influx of
glycerol provokes erythrocyte swelling, eventually leading to cell hemolysis. This hemolysis
can be tracked as a reduction in light absorbance at 625 nm [64]. The rate constant derived
from the hemolytic process can be employed to determine glycerol permeability.

4. Functional Dynamics of Aquaporins in the Brain
4.1. Detailed Exploration of AQP4 and AQP1, Emphasizing Their Role in Maintaining Fluid
Equilibrium across Neural Compartments

Aquaporin 1, localized in the choroid plexus epithelial cells, and Aquaporin 4, found in
ependymal cells as well as glial limitants, are implicated in the regulation of cerebrospinal
fluid homeostasis and production. The specific roles played by these individual water
channels in these processes are currently under academic debate. Evidence suggests that
both AQP1 and AQP4 contribute significantly to CSF production and that a concurrent

128



Int. J. Mol. Sci. 2023, 24, 14340

mutation in both AQP1 and AQP4 genes disrupts CSF drainage and ventricular compliance.
Data further underscore the role of AQP4 in extra-choroidal CSF formation, advocating
for a critical and sustained balance in CSF production and absorption, facilitated by water
flux between brain capillaries and interstitial fluid (ISF). Additionally, findings indicate
that AQPs also participate in structural capacities related to CSF homeostasis, including
the distensibility of the ventricular system [65].

Cerebrospinal fluid and interstitial fluid form integral parts of the cerebral extracellular
milieu, existing in a dynamic equilibrium that bathes neurons and glial cells. This fluid
balance, maintained through a tightly regulated exchange between CSF and ISF, is essential
for ensuring stable brain volume as well as ionic and solute concentrations for optimal
neural and glial function [66–68]. Traditionally, CSF, which is synthesized from plasma
modification, has been understood to occupy the brain ventricles and subarachnoid spaces
and serve primarily as a mechanical cushion for the central nervous system (CNS). It
also provides a route for waste removal from neural tissues. According to the “classic
view”, the choroid plexus is the principal site for CSF production, with fluid circulating
unidirectionally and draining via arachnoid granulations or through the nasal mucosa’s
lymphatic vessels [66,69].

However, recent advancements have challenged this “classic view”, proposing an up-
dated paradigm wherein: (i) extra-choroidal CSF production occurs through fluid exchange
between brain capillaries and ISF; (ii) there exists noteworthy paravascular CSF/ISF flow
within the brain parenchyma; and (iii) the meningeal lymphatic system plays a significant
role in CSF drainage [68,70,71]. Aberrations in CSF homeostasis are strongly correlated
with the pathophysiology of various CNS conditions, including hydrocephalus, cerebral
edema, and ischemia. Emerging evidence further indicates that diminished CSF production
or impaired drainage may contribute to the decline in brain function associated with aging
or age-related neurodegenerative disorders [72,73].

Cerebral aquaporins, specifically AQP1 and AQP4, are posited to be crucial regulators
of cerebrospinal fluid (CSF) and interstitial fluid (ISF) homeostasis. Given their expres-
sion profiles—AQP1 localized solely in the choroid plexus epithelial cells and AQP4 in
ependymal cells as well as glial limitants—it has been simplistically theorized that AQP1
is primarily involved in CSF production while AQP4 facilitates CSF/ISF exchange and
absorption [74]. Consistent with traditional theories of CSF circulation, AQP1-deficient
mice exhibited reduced CSF production and intraventricular pressure, underscoring the
importance of AQP1 in CSF genesis [75].

However, a study involving AQP1-null and AQP4-null mice concluded that AQP4,
rather than AQP1, is instrumental in mediating water influx into the CSF, suggesting a
pivotal role for AQP4 in CSF production [76]. This finding lends credence to the “Bulat–
Klarica–Oreskovic hypothesis”, which argues for widespread, continuous CSF formation
in the brain due to water exchange between brain capillaries and ISF [70]. Moreover,
the discovery of the so-called “glymphatic” system by Iliff et al., which facilitates AQP4-
dependent paravascular flow between peri-arterial and peri-venous regions, has added
further support to the crucial role of AQP4 in regulating CSF homeostasis [71].

Although the specific role of AQP4 within the “glymphatic” system remains a subject
of ongoing discussion, there is general agreement that both AQP1 and AQP4 are indispens-
able for the regulation of cerebral fluid dynamics [67]. However, the exact contributions
of AQP1 and AQP4 to various facets of CSF/ISF homeostasis—including CSF produc-
tion and drainage, CSF/ISF interchange, and ventricular system regulation—remain to
be elucidated.

4.2. Deep Dive into the Interplay between Aquaporins, Cerebrospinal Fluid, and the Intricacies of
Brain Fluid Homeostasis

Aquaporin 1 (AQP1) and Aquaporin 4 (AQP4) serve as key water channel proteins
in the central nervous system, each exhibiting unique but complementary expression
patterns within cerebral tissues. Both are postulated to be central regulators of cerebral
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fluid homeostasis under both physiological and pathological conditions. Specifically, AQP1
is localized solely to the apical membranes of choroid plexus epithelial cells, while AQP4 is
predominantly expressed in astrocytes and ependymal cells [6].

Traditionally, the choroid plexus has been viewed as the primary site for cerebrospinal
fluid (CSF) production, facilitated by AQP1, with the fluid then flowing unidirectionally
into the subarachnoid space for eventual reabsorption via arachnoid granulations. However,
emerging evidence underscores the significance of extra-choroidal CSF formation, whereby
CSF is generated through water filtration from brain parenchymal capillaries, facilitated by
AQP4 [76].

In a study that performed in vivo analyses on wild-type, AQP1-null, AQP4-null, and
double AQP1-AQP4-null mice to elucidate the specific contributions of AQP1 and AQP4
to critical aspects of CSF homeostasis, such as ventricular volume, CSF outflow dynamics,
and ventricular compliance, Magnetic Resonance Imaging (MRI) and Intraventricular
Pressure (IVP) measurements indicated that both AQP1 and AQP4 are implicated in CSF
production. Interestingly, AQP1-null and AQP4-null mice exhibited comparable reductions
in both ventricular volume and IVP, suggesting that choroidal AQP1 and parenchymal
AQP4 contribute similarly to CSF formation. Consistent with this, double AQP-null mice
displayed further reductions in ventricular volume compared to either single AQP1-null or
AQP4-null mutants. Notably, despite the observed reduction in ventricular volume, double
AQP-null mice maintained IVP levels comparable to those in single AQP-null mutants.
These findings suggest a functional synergy between CSF production, whether facilitated
by choroidal AQP1 or astroglial and ependymal AQP4, and ventricular volume to preserve
intracranial pressure within homeostatic ranges [65].

The study sheds light on the role of Aquaporin 1 (AQP1) and Aquaporin 4 (AQP4) in
cerebrospinal fluid (CSF) drainage dynamics. According to pressure-dependent outflow
assessments, neither AQP1-null nor AQP4-null mutants exhibited significant alterations in
CSF drainage, corroborating earlier findings from Verkman’s group [72]. Interestingly, data
from double AQP-null mutants suggest that both channels could play a role, either directly
or indirectly, in regulating CSF drainage dynamics. However, further research is needed to
pinpoint where and how AQP1 and AQP4 contribute to this process. Some evidence of
their involvement comes from hydrocephalus models, but the exact mechanisms remain
elusive [77,78]. The recently described AQP4-mediated “glymphatic system” and its
interaction with meningeal lymphatics provide additional support for the role of cerebral
AQPs in interstitial fluid (ISF)/CSF exchange and drainage [68,71].

Regarding ventricular compliance, data in double AQP-null mice surprisingly indicate
that these channels could also influence ventricular distensibility. However, the specific
mechanism behind this remains unclear and warrants further experimental exploration.
Questions to address include whether this alteration is related to reduced ventricular
volume, changes in the biophysical properties of cerebral parenchyma, or systemic changes
that secondarily affect cerebral compliance.

In addition to AQP1 and AQP4, another channel, Aquaglyceroporin 9 (AQP9), is
present in the brain. It is found in astrocytes at the glial limitans, endothelial cells in
pial vessels, and specific neuronal groups [79,80]. The role of AQP9 in CSF dynamics
and its impact on cerebral pathologies is a burgeoning area of research that needs further
experimental and clinical investigation [81,82].

Importantly, most knowledge about the role of AQP1 and AQP4 in CSF homeostasis
comes from animal models. However, growing evidence suggests that these aquaporins
serve similar functions in humans and could be implicated in various pathophysiological
conditions [83,84]. Additionally, a newly identified aquaporin, AQP11, has been reported
to be expressed in the brain [85,86]. Future work should consider whether alterations
observed in double AQP-null mice might be due to compensatory mechanisms involving
other aquaporins or changes in brain water content.
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5. The Glymphatic System: An Essential Framework for Brain Health
5.1. Comprehensive Breakdown of the Glymphatic System’s Architecture and Its Functional Significance

The glymphatic system, a groundbreaking discovery in neuroscience, serves as a
macroscopic waste clearance pathway that employs a specialized network of perivascular
channels created by astroglial cells. This system is essential for the efficient removal of
soluble proteins and metabolites from the central nervous system. Beyond its role in waste
clearance, the glymphatic system may also assist in the distribution of vital substances
such as glucose, lipids, amino acids, and neurotransmitters across the brain. Notably, the
system is primarily active during sleep, suggesting that the biological necessity for sleep
may stem from the brain’s need to eliminate potentially harmful waste products, including
β-amyloid [87].

Recent research indicates that cerebrospinal fluid (CSF) and interstitial fluid (ISF)
engage in a continuous exchange, facilitated by convective influx along the periarterial
space [71]. Driven by factors such as arterial pulsatility, respiratory rhythms, and pressure
gradients, CSF flows from the subarachnoid space into the Virchow-Robin spaces. The
perivascular space acts as a low-resistance pathway for CSF influx. The migration of CSF
into the intricate brain parenchyma is enabled by Aquaporin 4 (AQP4) water channels,
which are highly polarized and localized in the astrocytic endfeet that envelop the brain
vasculature [71,88].

This influx of CSF into the brain parenchyma triggers convective fluxes of ISF within
the tissue, leading it toward perivenous spaces adjacent to large, deep veins. Eventually,
the ISF is gathered in these perivenous spaces and drains towards the cervical lymphatic
system [89,90]. The system of convective fluid fluxes, characterized by its rapid exchange
between CSF and ISF, has been dubbed the glymphatic system. This name reflects its
functional similarities to the peripheral lymphatic system and emphasizes the critical role
of glial AQP4 channels in facilitating fluid transport.

In 2012, the inner workings of the glymphatic system were detailed for the first time
through in vivo studies using two-photon microscopy in mice [71]. Iliff and colleagues
marked cerebrospinal fluid (CSF) with fluorescent tracers injected into the cisterna magna,
which allowed them to observe that the CSF rapidly enters the brain along cortical pial
arteries. This influx was followed by its movement into the Virchow-Robin spaces along
penetrating arterioles. Importantly, it was found that the tracers in the CSF were not dif-
fused randomly throughout the brain tissue. Instead, they entered via a specific periarterial
pathway that is closely aligned with vascular smooth muscle cells and bounded by the
perivascular astrocytic endfeet. Further ex vivo studies showed that these tracers exited
the brain mainly along central deep veins and lateral-ventral caudal rhinal veins [71].

Subsequent analyses revealed that this directed movement of CSF via periarterial
pathways into the brain parenchyma assists in clearing out interstitial solutes, directing
them towards perivenous drainage channels. This finding has significant implications
for neurodegenerative diseases, such as Alzheimer’s, which are characterized by protein
accumulations, including amyloid plaques and tau tangles [91,92].

To investigate the role of the glymphatic system in clearing β-amyloid, a hallmark of
Alzheimer’s disease, Iliff et al. injected fluorescent or radiolabeled amyloid β1–40 into the
striatum of mice. Their observations confirmed that β-amyloid was rapidly eliminated
from the brain via the glymphatic system’s paravenous efflux pathways [71].

Moreover, imaging studies in mice lacking Aquaporin 4 (AQP4) showed significant
disruptions in the glymphatic system. Specifically, there was approximately a 65% reduction
in the flux of CSF through the brain tissue when compared to wild-type control mice.
Additionally, the clearance rate of intrastriatally-injected radiolabeled β-amyloid was
reduced by 55% [71]. These findings led to the proposition that the AQP4-mediated
glymphatic pathway serves as a crucial mechanism for the removal of interstitial fluid
solutes, including waste products, from the brain’s parenchyma [88].
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5.2. AQP4-Centric Discussion on the Glymphatic Pathway, Detailing How Aquaporin
Malfunctions Might Hinder the System
Convective CSF Fluxes in Aging and Pathology

Glymphatic activity decreases sharply during aging-Recent research has shown a
striking decrease in glymphatic function in older mice compared to their younger coun-
terparts, with an estimated 80–90% reduction in activity [93]. This decline encompasses
both the influx of CSF tracers into the brain and the clearance of radiolabeled β-amyloid
and inulin. It has been suggested that reactive gliosis, characterized by the hypertrophy
of GFAP+ astrocyte processes, may be a contributing factor to this age-related decline in
glymphatic function. However, the exact mechanisms linking changes in GFAP expression
to diminished glymphatic activity remain unclear [94].

In younger animals, Aquaporin 4 is localized to the astrocytic endfeet and plays
a pivotal role in facilitating the exchange of cerebrospinal and interstitial fluid along
periarterial influx pathways (Figure 2), as well as aiding in the clearance of interstitial
solutes through perivascular drainage paths. Previous research has shown that the genetic
deletion of AQP4 leads to a roughly 65% impairment in CSF-ISF exchange and a 55%
reduction in the clearance of β-amyloid [95]. In aging brains, there is a partial loss of
this vascular polarization of astrocytic AQP4 (Figure 2). Specifically, AQP4 is no longer
solely confined to the astrocytic endfeet but is also found in the parenchymal processes of
astrocytes [96].

Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 12 of 34 
 

 

5.2. AQP4-Centric Discussion on the Glymphatic Pathway, Detailing How Aquaporin Malfunctions 
Might Hinder the System 
Convective CSF Fluxes in Aging and Pathology 

Glymphatic activity decreases sharply during aging-Recent research has shown a 
striking decrease in glymphatic function in older mice compared to their younger coun-
terparts, with an estimated 80–90% reduction in activity [93]. This decline encompasses 
both the influx of CSF tracers into the brain and the clearance of radiolabeled β-amyloid 
and inulin. It has been suggested that reactive gliosis, characterized by the hypertrophy 
of GFAP+ astrocyte processes, may be a contributing factor to this age-related decline in 
glymphatic function. However, the exact mechanisms linking changes in GFAP expres-
sion to diminished glymphatic activity remain unclear [94]. 

In younger animals, Aquaporin 4 is localized to the astrocytic endfeet and plays a 
pivotal role in facilitating the exchange of cerebrospinal and interstitial fluid along peri-
arterial influx pathways (Figure 2), as well as aiding in the clearance of interstitial solutes 
through perivascular drainage paths. Previous research has shown that the genetic dele-
tion of AQP4 leads to a roughly 65% impairment in CSF-ISF exchange and a 55% reduction 
in the clearance of β-amyloid [95]. In aging brains, there is a partial loss of this vascular 
polarization of astrocytic AQP4 (Figure 2). Specifically, AQP4 is no longer solely confined 
to the astrocytic endfeet but is also found in the parenchymal processes of astrocytes [96]. 

 
Figure 2. Model of glymphatic function in young, old and in Alzheimer’s disease. (i) CSF efficiently 
clears brain solutes in young, healthy individuals via periarterial pathways. (ii) Aging disrupts 
glymphatic function, possibly due to reactive astrocytes and AQP4 de-polarization. (iii) In Alz-
heimer’s, β-amyloid accumulates in perivascular spaces, potentially due to glymphatic impairment, 
further hindering waste clearance. 

This loss of AQP4 polarization in older brains suggests that the age-related decline 
in glymphatic function could be partially attributed to dysregulation in astroglial water 
transport. Other factors that might contribute to the decrease in glymphatic activity with 
age include a 66% reduction in CSF production and a 27% decrease in CSF pressure [97]. 

Figure 2. Model of glymphatic function in young, old and in Alzheimer’s disease. (i) CSF efficiently
clears brain solutes in young, healthy individuals via periarterial pathways. (ii) Aging disrupts glym-
phatic function, possibly due to reactive astrocytes and AQP4 de-polarization. (iii) In Alzheimer’s,
β-amyloid accumulates in perivascular spaces, potentially due to glymphatic impairment, further
hindering waste clearance.

This loss of AQP4 polarization in older brains suggests that the age-related decline
in glymphatic function could be partially attributed to dysregulation in astroglial water
transport. Other factors that might contribute to the decrease in glymphatic activity with
age include a 66% reduction in CSF production and a 27% decrease in CSF pressure [97].
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Additionally, the arterial walls become stiffer with age, leading to a decrease in arterial
pulsatility, which is one of the key drivers of glymphatic influx [98].

The observed decline in glymphatic function due to aging is especially significant given
that age is the most significant risk factor for neurodegenerative diseases. A compromised
glymphatic system in older individuals could potentially lead to the accumulation of
misfolded and hyperphosphorylated proteins, thereby making the brain more susceptible
to neurodegenerative diseases or even accelerating the progression of cognitive decline.

5.3. Correlation between Compromised Glymphatic Functionality and Neurodegenerative Disorders

Traumatic brain injuries (TBIs), commonly observed in military personnel and athletes,
are associated with an elevated risk of premature dementia and Alzheimer’s disease [99].
Numerous studies have indicated that both recurring traumatic incidents, as well as single
events of moderate to severe head trauma, can result in ongoing neurodegeneration. The
mechanism by which only certain individuals develop chronic traumatic encephalopathy
after experiencing a similar degree of initial brain injury remains elusive [100]. TBIs result
in the release of β-amyloid peptide and C-tau, a proteolytic derivative of MAP-tau, which
is a prominent intracellular microtubule protein in axons. Notably, C-tau, due to its vast
release correlating with TBI severity, serves as a brain injury biomarker [101]. A prevailing
theory posits that significant surges in interstitial tau can lead to its cellular intake, initiating
fibrillary aggregates. These aggregates attract more tau, fostering the formation of neurofib-
rillary tangles and facilitating a prion-like progression of the disease. Moreover, TBIs are
connected to the development of extensive astroglial scars and the sustained activation of
inherent neuroinflammation. In a study focusing on repetitive moderate TBIs, the influx
of cerebrospinal fluid (CSF) into the brain was compromised in the ipsilateral hemisphere
from the first day post-injury, and this reduced glymphatic functionality endured for at
least 28 days post-injury. This significant decline in glymphatic activity was linked to
glial scars marked by enlarged GFAP-positive processes in the ipsilateral hemispheres.
Moreover, an AQP4 mislocalization from the vascular endfeet to parenchymal processes
was observed, paralleling the AQP4 misplacement seen in aging processes [93]. Through
intracortical injections of human tau, Iliff et al. managed to monitor the tau clearance
pathway, noting that human tau congregated around large veins [97]. The residual tau
in the tissue was in line with diminished glymphatic clearance, underscoring the pivotal
role of CSF-mediated tau removal through glymphatic routes in mitigating subsequent
neuronal damage post-TBI. Another investigation employing magnetic resonance imaging
(MRI) to evaluate glymphatic function revealed that head traumas, such as subarach-
noid hemorrhages, considerably weaken glymphatic function [102]. Introducing freshly
isolated arterial blood into the CSF inhibited the CSF’s influx pathways into the brain,
excluding the cerebellum, indicating that cerebral hemorrhages can extensively suppress
glymphatic functionality. In this subarachnoid hemorrhage model, the use of a tissue-type
plasminogen activator, which eliminates fibrin clots, enhanced glymphatic perfusion. An
embolic ischemic stroke temporarily hindered glymphatic flow shortly post-ischemia; how-
ever, functionality was naturally restored 24 h post-transient ischemia [102], suggesting
that brief glymphatic function interruptions, resulting from reduced arterial pulsation or
mild stroke-induced perivascular pathway blockages, can be reversible and contribute to
enhanced recuperation.

6. Implications of Aquaporins in Degenerative and Acute Brain Pathologies
6.1. Profiling Each Degenerative Disease (iNPH, PD, AD) and Its Associated Aquaporin Dysregulations
6.1.1. Parkinson’s Disease

Neurodegenerative diseases impact millions globally, constituting a diverse set of dis-
orders that specifically target certain regions of the Central Nervous System (CNS). These
diseases typically result in a sustained decline in cognitive or motor functions, contingent
upon the distinct type of neuronal cells undergoing selective degeneration [103]. Predomi-
nantly, these pathological states are correlated with aging. Indeed, as life expectancy has
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risen over recent decades, the prevalence of these age-related disorders has correspondingly
increased [104]. Neuronal harm and oxidative stress, which are fundamental events in the
onset of these conditions, precipitate an upsurge in the production of pro-apoptotic and
pro-inflammatory cytokines. Concurrently, there’s a disruption in the balance of water, ex-
tracellular ions, and amino acid neurotransmitters. Given the perturbed brain homeostasis
observed in many of these diseases, some researchers have postulated a potential involve-
ment of the Aquaporin (AQP) protein family in the pathogenic mechanisms underlying
these conditions [105].

6.1.2. Dopamine Regulation of AQP4 Expression

In the realm of neurodegenerative diseases, a pivotal role is played by neural stem
cells. Throughout adulthood, these cells have the capability to proliferate and differentiate
into either new neurons or glial cells [106]. Intriguingly, studies have highlighted that
adult neural stem cells display glial-associated properties in both in vivo and in vitro
environments. As a testament to this, these stem cells express GFAP, a protein considered
a hallmark for fully differentiated astrocytes [107]. Notably, alterations in the count of
GFAP-expressing cells have been implicated in neurodegenerative disorders, including
Parkinson’s disease [108].

Dopamine (DA), a central neurotransmitter, has been found to invigorate the pro-
liferation of progenitor cells. This effect is observed not just in the striatum but also in
the subventricular zone of mature brains. Building on this, a recent investigation led by
Kueppers et al. postulates that DA orchestrates the proliferation of striatal astrocytes in
culture through the mediation of Aquaporin-4 [109]. Their results delineate a scenario
wherein DA prompts a reduction in AQP4 expression in striatal glial cells when studied
in vitro.

However, the narrative surrounding AQP4’s role in cellular proliferation is replete
with ambiguities. Saadoun et al. observed a stable rate of proliferation in astrocytes cul-
tured from AQP4-deficient transgenic mice. Contrasting this, Nicchia et al. identified a
pronounced ~70% decline in cultured astrocyte numbers after the cells were subjected
to short interference RNA (siRNA) treatments targeting AQP4 [110,111]. This under-
scores the necessity for in-depth in vivo lesion studies to validate these findings. Further-
more, understanding AQP4 expression in a damaged striatum is imperative, especially
given observations of elevated AQP4 mRNA levels in the substantia nigra following a
6-hydroxydopamine (6-OH-DA) lesion [112].

These findings coalesce to underline the hypothesis that DA can modulate astro-
cyte proliferation. This strengthens the assertion that neurodegenerative diseases, where
dopaminergic transmission is disrupted (such as PD), are inextricably linked with al-
terations in astrocyte proliferation. Conclusively, these insights open up the potential
therapeutic avenue of modulating AQP4 as an intervention strategy in treating PD.

6.1.3. Mitochondrial AQP9 in PD Brains

Within the scope of neurodegenerative disorders, a potentially significant yet conjec-
tural association has been proposed between Aquaporin-9 (AQP9) and Parkinson’s dis-
ease [113]. Within the cerebral environment, AQP9—a channel facilitating the movement of
water and certain solutes—is manifested in astrocytes, brain stem catecholaminergic neu-
rons, as well as specific subgroups of midbrain dopaminergic and hypothalamic neurons.
An intriguing observation is the pronounced presence of AQP9 within the mitochondrial in-
ner membranes, hinting at its potential role in supporting neuronal metabolism. Especially
compelling is the notion that aberrations in mitochondrial AQP9 within dopaminergic
neurons might be linked to the heightened susceptibility of these neurons to PD [113].

Given the presumptive significance of mitochondrial AQP9, Yang et al. embarked
on an exhaustive exploration to discern the putative functional repercussions of its ex-
pression [114]. Their investigations centered on determining the transport functionality
of AQP9 within mitochondrial inner membranes. Through empirical assessments, they
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gauged the permeabilities of water and glycerol in brain mitochondria, juxtaposing these
with measurements derived from tissues devoid of AQP9 expression [115]. Surprisingly,
their findings indicated no discernible variances in water or glycerol permeabilities across
different mitochondrial sources. These findings, in essence, cast doubts on the postulated
role of aquaporins within the mitochondrial environment. Despite these insights, whether
AQP9’s expression and activity can be harnessed as therapeutic avenues to augment PD
treatment remains an open-ended inquiry (Figure 3).
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6.1.4. Idiopathic Normal Pressure Hydrocephalus (iNPH)

Idiopathic normal pressure hydrocephalus (iNPH) is recognized as a distinct form of
dementia, wherein intervention through cerebrospinal fluid diversion can yield favorable
outcomes. Pioneering studies leveraging magnetic resonance imaging with CSF tracers
have highlighted compromised CSF tracer clearance from specific cerebral regions, notably
the entorhinal cortex, in iNPH patients. This compromised clearance mechanism, especially
for waste solutes such as soluble amyloid-β, might be central to the neurodegenerative
processes and cognitive decline characterizing iNPH.

The primary objective of the study at hand was to investigate potential alterations in
the subcellular localization of aquaporin-4 water channels in relation to iNPH. Notably,
AQP4 is known to play a pivotal role in modulating CSF flow and facilitating the glymphatic
removal of brain metabolites. To accomplish this, cortical brain biopsy samples from
30 iNPH patients and 12 control subjects were scrutinized using AQP4 immunogold
cytochemistry.

Utilizing electron microscopy, the study unveiled a markedly diminished presence
of AQP4 water channels within the astrocytic endfoot membranes juxtaposed to cortical
microvessels in iNPH patients, relative to the control group. Further analysis divulged a
statistically significant association between AQP4 densities oriented perivascularly and
those directed towards the parenchyma. However, the decline in AQP4 densities oriented
towards the parenchyma, while observed, was not statistically significant in iNPH cases.

The findings suggest that iNPH is associated with a suppressed perivascular expres-
sion of AQP4. Such diminished AQP4 presence might adversely impact the glymphatic
circulation, hindering efficient waste removal and potentially fostering neurodegeneration.
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Therefore, strategies aimed at reinstating the optimal perivascular distribution of AQP4
could be postulated as innovative therapeutic avenues for addressing iNPH [116].

6.2. Insights into Aquaporin Behavior during Acute Cerebral Events, Such as Stroke or
Traumatic Injuries

Aquaporins, water channel proteins found in the brain, have attracted substantial
research attention given their potential implications in both physiological and pathological
contexts [117]. Among these, AQP4 has been the focal point of numerous studies, especially
in relation to various brain conditions, spanning acute afflictions such as stroke and trau-
matic brain injury to chronic autoimmune neurodegenerative ailments. As of now, there are
no targeted therapeutic interventions specifically designed to modulate the water transport
activity of these channels. However, accumulating experimental data underscores the piv-
otal nature of AQPs, suggesting their profound relevance in future research endeavors. For
instance, curtailing water channel activity early on might ameliorate edema development
in instances of brain injuries, while during the later stages of certain diseases, AQPs play a
crucial role in facilitating water clearance from the brain to blood vessels [118].

A predominant characteristic of many brain diseases, ranging from stroke, traumatic
brain injuries, and brain tumors to inflammation, is edema. This phenomenon denotes
the accumulation of water due to imbalances in brain osmotic homeostasis. A primary
ramification of edema is brain swelling, which can exacerbate secondary complications,
such as compromised brain perfusion. Despite its long-standing recognition in both clinical
and pre-clinical realms, the molecular and cellular intricacies underpinning edema genesis
and resolution remain relatively elusive. Furthermore, current therapeutic interventions
fall short of effectively curbing edema onset or progression in various brain conditions.
Thus, the identification of brain AQPs provided a glimmer of optimism in the quest for
novel therapeutic approaches to counteract edema. The insights gleaned over the past
decade and a half regarding the potential of AQPs as therapeutic targets for edema will be
delineated, followed by a brief overview of the initial phases of edema formation [117].

6.2.1. Edema Build-Up Phase: Anoxic, Ionic and Vasogenic Edema

Cerebral edema, for the past four decades, has been predominantly categorized into
two principal types: cytotoxic and vasogenic [119]. Conventionally, cytotoxic edema de-
notes the accumulation of intracellular water without any disruption of the blood–brain
barrier (BBB). In contrast, vasogenic edema emerges post-BBB disruption, instigating pro-
tein diffusion from the bloodstream into the tissue, subsequently leading to water buildup
in the extracellular matrix. This longstanding bifurcation, however, is now considered an
oversimplification, particularly in light of recent insights into the molecular shifts during
edema onset and the evolving understanding of BBB properties. Instead, with respect to
vascular brain injuries, edema’s initiation phase can be more accurately segmented into
three primary categories: anoxic, ionic, and vasogenic edema [120].

Anoxic edema is typified by the immediate swelling of astrocytes and neuronal den-
drites ensuing moments after a deprivation of oxygen and glucose, particularly in cere-
brovascular ailments. This deficiency in essential nutrients triggers significant perturbations
in cellular ionic gradients due to the non-operational energy-dependent co-transporters.
Consequently, this facilitates an extensive ion influx into cells, a manifestation of which
is a gradual surge in the extracellular K+ levels, leading to subsequent water entry and
resultant swelling initially in astrocytes and later in neuronal dendrites [121]. Rapidly
following this, anoxic edema transitions into ionic edema. The depletion of vital nutrients
similarly impacts the ionic gradients in endothelial cells, manifesting in changes such as
transcapillary sodium flux leading to tissue edema. This endothelial distress results in an
initial transient BBB leakage observed in conditions such as stroke and traumatic brain
injuries (TBI) [122]. Such changes culminate in enhanced water influx through endothelial
cells, leading to brain swelling, as exemplified in stroke models observed within the first
30 min of reperfusion, coupled with further intensified BBB permeability [123]. The ensuing
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vasogenic edema is characterized by heightened permeability to plasma proteins such as
albumin, stemming from a comprehensive disruption of endothelial tight junctions, extra-
cellular matrix degradation, and potential augmentation in transendothelial cell transport
via the transcytosis mechanism [119].

However, it is pivotal to highlight that such delineation primarily pertains to brain
injuries characterized by acute cerebrovascular anomalies, and might not be wholly ap-
plicable to other neurological conditions, such as brain tumors [124]. This underscores
the importance of recognizing that clinical interventions focusing exclusively on osmotic
challenges might not effectively treat cerebral edema. The rationale behind this is the
intricate and varied molecular mechanisms steering edema development. While the precise
functionalities of cerebral AQPs in this context remain a topic of active research, their
strategic localization and inherent nature as water channel proteins suggest their significant
implications in cerebral edema dynamics. The subsequent sections delve into the roles of
AQPs in the context of this refined classification of edema formation.

6.2.2. Contribution of AQPs in Edema Formation and Resolution

Aquaporins, specifically AQP1, 4, and 9, have demonstrated alterations in their ex-
pression levels in various brain disorders, as seen in both rodent models and human
specimens [125]. Of these, AQP4 has been the primary focus of many investigations, as its
expression patterns appear to mirror the progression of edema in numerous neurological
conditions [126]. A significant advancement in the exploration of AQP4’s role in edema
came with the creation of AQP4 knockout mice (AQP4−/−) by Dr. Verkman’s team [127].

Interestingly, these AQP4−/− mice did not show any substantial structural or physiolog-
ical deviations. However, a notable observation was the expansion of their extracellular space
by roughly 20% in comparison to their wild-type (WT) counterparts [128]. The outcomes
presented by Dr. Verkman’s group generated a hypothesis suggesting a dual functionality for
AQP4 in the context of edema: AQP4 could exacerbate edema during its formation phase, but
conversely, it might play a beneficial role during the edema resolution phase. Yet, the lack
of specific pharmaceutical agents capable of acutely and selectively inhibiting AQP4 made it
challenging to validate this dual-role theory post-brain injury. It was only recently that this
hypothesis was put to the test in vivo, utilizing a siRNA methodology.

6.2.3. AQP4 and Edema Build-Up

The role of Aquaporin-4 in cerebral edema is complex, exhibiting a spectrum of
expression profiles across various pathological conditions including traumatic brain injury,
ischemic stroke, and subarachnoid hemorrhage. These conditions each display unique
fluctuations in AQP4 expression levels [124,126,129]. Specifically, in ischemic models
involving transient middle cerebral artery occlusion, AQP4 is acutely up-regulated in the
astrocyte endfeet adjoining blood vessels, reaching peak levels approximately 1 h post-
stroke onset. This elevation in AQP4 expression is spatially and temporally correlated with
the extent of cerebral edema and is most prominent in the peri-infarct region as well as the
prospective lesion site [123,126].

This initial surge in AQP4 is implicated in the genesis of ionic cerebral edema and
astrocyte swelling. Intriguingly, in more severe ischemic conditions, this up-regulation is
not observed, leading to the hypothesis that under extensive tissue stress, the brain may lack
the capacity for rapid AQP4 synthesis during the early reperfusion phase. Furthermore, the
ischemic conditions induce a shift in the ratio of AQP4 isoforms, AQP4-m1 and AQP4-m23,
suggesting a potential disruption of orthogonal arrays of particles (OAPs). The functional
implications of these alterations, however, remain to be elucidated [130].

The modulation of AQP4 expression is influenced by a multitude of factors, including
injury severity, model system, and age, further complicating the interpretation of its role
in edema formation [129]. Genetic studies utilizing AQP4 knockout mice (AQP4−/−)
have also yielded conflicting outcomes. For example, AQP4 deletion conferred protective
effects in spinal cord injury models, characterized by reduced edema and lesion size in
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the acute phase [131]. Contrarily, another study observed improved functional outcomes
in wild-type mice relative to AQP4−/− mice in long-term follow-up post-spinal cord
injury [132]. Such discrepancies point to the limitations inherent in employing AQP4−/−
mice as a tool to ascertain AQP4’s pathophysiological roles.

In recent advancements, small interfering RNA (siRNA) targeting AQP4 (siAQP4) has
been developed to transiently down-regulate AQP4 expression and has been shown to
reduce water mobility [133,134]. In juvenile traumatic brain injury models, this targeted
molecular intervention was associated with reduced edema and cognitive improvement
at two months post-injury, suggesting siAQP4 as a potential therapeutic modality [134].
Despite these developments, the role of AQP4 in edema formation remains complex and
not fully understood. Overall, findings indicate that AQP4 may have a dual function, either
exacerbating or mitigating edema, depending on a variety of factors, including the specific
pathological context.

6.2.4. Edema Resolution in Acute Brain Disease: Role of AQP in Water Clearance

The hypothesis that Aquaporin-4 has a dual role in cerebral edema—being deleteri-
ous during edema formation while beneficial during its resolution—has gained empirical
support despite the absence of conclusive evidence. Initial evidence for this comes from
experiments using AQP4 knockout mice (AQP4−/−), which revealed that intracranial pres-
sure increased significantly when a saline solution was infused into the brain parenchyma
compared to wild-type mice [8]. Furthermore, multiple studies utilizing magnetic reso-
nance imaging (MRI) have demonstrated that elevated AQP4 expression is temporally
correlated with the resolution of edema in various pathological states, including stroke,
traumatic brain injury (TBI), and neuroinflammatory lesions [119,133,135].

Specifically, AQP4 expression typically escalates 48 h post-insult in models of stroke,
TBI, and neuroinflammatory lesions. This augmented expression is frequently localized to
the astrocyte endfeet adjacent to blood vessels, as well as the astrocyte processes and glia
limitans [126,129]. Such spatial distribution of heightened AQP4 expression suggests its
potential role in facilitating the clearance of edematous fluid via the subarachnoid space.
For instance, in juvenile traumatic brain injury (jTBI) models, elevated levels of AQP4
in the glia limitans appear to counterbalance water accumulation at one- and three-days
post-injury (as indicated by higher T2 values), leading to a normalization of both AQP4
and T2 levels by day seven [129].

In neuroinflammatory lesion models in rats, apparent diffusion coefficient (ADC) time
course studies revealed a bifurcation in AQP4 expression patterns, distinguishing its minor
elevation during the edema formation phase from its pronounced increase during the
edema resolution phase. Importantly, peak AQP4 expression levels coincided with signifi-
cantly elevated ADC values, providing further support for its role in edema resolution.

The role of other aquaporin family members, such as Aquaporin-9, in the resolution of
cerebral edema warrants exploration. While AQP9 is up-regulated in reactive astrocytes
seven days post-ischemic injury along the infarct border, its expression pattern does not
show a strong correlation with the extent of cerebral swelling, in contrast to AQP4 [136].
Moreover, this alteration in AQP9 expression is not universally observed across various
models of brain pathology. In gerbil models of ischemic stroke, AQP9 is expressed in
hippocampal pyramidal neurons in regions CA1, CA2, and CA3 as early as 6 h post-stroke
onset, a pattern distinct from other stroke models. Taken together, these observations
suggest that AQP9 may have a limited role in edema regulation following brain injury.
Notably, pyramidal neurons typically do not express this channel under physiological
conditions, suggesting that its expression may be induced by metabolic stressors. Despite
this, the functional implications of increased AQP9 expression in neurons and astrocytes
remain unclear. A possible role for AQP9 in astrocyte energy metabolism has been sug-
gested, indicating that enhanced AQP9 expression could facilitate glycerol utilization as an
alternative metabolic substrate, thereby potentially aiding in neuronal recovery [126].
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In contrast to AQP9, AQP4 appears to collaborate with other astrocytic proteins such
as Connexin-43 (Cx43) and the potassium channel Kir4.1 in managing cerebral edema.
Cx43 forms gap junctions between astrocytes and plays a critical role in solute and water
diffusion within the astrocytic network. Intriguingly, Cx43 expression is down-regulated
when AQP4 is silenced using RNA interference in primary astrocyte cultures, which could
potentially impair astrocytic connectivity. Furthermore, Kir4.1 is co-localized with AQP4
in the astrocyte endfeet and has been implicated in potassium reuptake impairment in
AQP4 knockout mice in epilepsy models. Notably, potassium flux has been associated
with water movement during astrocyte swelling in spinal cord injury models [137–139].
Thus, it is plausible that AQP4, Cx43, and Kir4.1, all expressed in astrocytes, may function
synergistically in the regulation and resolution of cerebral edema following brain injury.

6.2.5. Chronic Changes of Brain AQP: Relation with Water Homeostasis Dysfunction?

Aquaporins, traditionally implicated in water homeostasis both in physiological and
pathological contexts, have been increasingly associated with a broader range of cellular
functions, including cell migration and gas diffusion [140]. Specific isoforms, such as AQP1,
AQP4, and AQP9, manifest elevated expression in both brain tumors and peritumoral
tissues. The augmented presence of these AQPs in astrocytes within peritumoral regions
may be related to edema formation, potentially due to altered tissue homeostasis and
elevated metabolic rates. Additionally, these AQPs may facilitate gas diffusion, playing
a role in the clearance of excess CO2 and the diffusion of O2. In rodent models of spinal
cord injury (SCI), an upregulation of AQP1 is observed in astrocytes as well as neurons.
AQP1 expression has also been documented in neuronal processes in the dorsolateral
septum at various time points following juvenile traumatic brain injury (jTBI) [129]. While
astrocytic expression of AQP1 may be associated with cerebrospinal fluid secretion during
cyst formation, its co-localization with growth-associated protein-43 (GAP-43) in neurons
suggests a role in neuroplasticity and repair after injury. Furthermore, AQP1 knockout
mice exhibit reduced pain responses, highlighting its potential relevance to the cognitive
pathways associated with pain sensation, although a consensus regarding AQP1’s role in
pain processing has yet to be established [141].

Longitudinal changes in AQP4 expression have also been noted; its expression remains
elevated up to 28 days in the perilesional area following stroke and SCI [142]. AQP4 has
been implicated in astrocyte migration, particularly in the formation of the glial scar,
by facilitating the water influx necessary for filopodia formation and promoting cellular
adhesion among astrocytes [143]. This heightened expression of AQP4 in astrocytes is likely
to contribute to glial scar formation, aiding in the establishment of a new tissue barrier at
the borders of post-injury cavities.

In the context of chronic neurodegenerative diseases such as Alzheimer’s disease, as
well as post-jTBI, a reduction in AQP4 expression has been observed around blood vessels
in association with beta-amyloid deposition. This decrease in AQP4 levels could potentially
disturb water homeostasis within the neurovascular unit, subsequently attenuating perivas-
cular flow and impeding the effective clearance of toxic substances, such as beta-amyloid,
from the brain tissue [71].

6.3. The Cascading Effects of Altered AQP Expression in Autoimmune Conditions, with a Focus
on NMO

Aquaporins are not just pivotal in regulating water homeostasis; they also have roles in
the immune system, specifically within both the innate and adaptive arms. In human blood
leukocytes, AQP1 and AQP9 are expressed and show upregulation upon stimulation with
lipopolysaccharide (LPS) either intravenously or in vitro [144]. AQP9 expression is also
elevated in activated polymorphonuclear leukocytes in patients suffering from systemic
inflammatory response syndrome (SIRS) and infective endocarditis [145].

B and T lymphocytes, key players in adaptive immunity, have been found to express
AQP1, AQP3, and AQP5. Similarly, immature dendritic cells (DCs), which are integral
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to the innate immune system, express AQP3 and AQP5. In these immune cells, AQP
expression is often correlated with their activation and proliferation. Notably, AQP9 is
the most highly expressed isoform in DCs and shows further upregulation upon LPS
stimulation. In a mouse model of induced colitis with AQP9 knockout (AQP9-KO), the
absence of AQP9 did not offer complete protection against colitis-associated inflammation
but did diminish the DC-mediated inflammatory response [146].

Human primary blood-derived macrophages and neutrophils, critical components of
the innate immune system, display high levels of AQP9, which also sees upregulation at
both transcript and protein levels when stimulated with LPS [147]. AQP3, another isoform,
is also sensitive to LPS stimulation in monocytic THP-1 cells, a model often used to study
inflammation. The inhibition or silencing of AQP3 in these cells leads to partial blockage
of LPS priming and a reduction in the production of key inflammatory cytokines such as
interleukin-6 (IL-6), pro-IL-1β, and tumor necrosis factor-alpha (TNF-α). This implicates a
functional connection between AQP3 and Toll-like receptor 4 (TLR4) during the priming of
macrophages [147].

Moreover, a separate study on THP-1 cells revealed an increase in AQP1 expression
after LPS treatment, while AQP5 mRNA levels decreased [148]. Elevated AQP9 expression
was also found in neutrophils in SIRS patients compared to healthy controls [149].

AQPs appear to play multifaceted roles in the immune response, particularly during
inflammation. They are not only expressed in various immune cells but also undergo
regulation in response to inflammatory stimuli, as summarized in Table 1. This highlights
their potential significance in understanding and possibly treating inflammatory conditions.

Table 1. Regulation of immune-related AQPs during inflammation.

Gene Species Immune Cells Stimuli Regulation References

AQP1
Human Leucocytes LPS Upregulation [144]

Human Monocytic THP-1 cells LPS Upregulation [148]

AQP3
Human Leucocytes Sepsis Downregulation [144]

Human Monocytic THP-1 cells LPS Upregulation [147]

AQP5 Human Monocytic THP-1 cells LPS Downregulation [148]

AQP7 Mouse Macrophages Unknown [150]

AQP9

Human Leucocytes SIRS Upregulation [149]

Mouse Dendritic cells LPS Upregulation [146]

Human Macrophages Pseudomonas
aeruginosa Upregulation [151]

Human Leucocytes LPS Upregulation [152]

Human Monocytes LPS Upregulation [147]

Mouse Macrophages Unknown [150]

Neuromyelitis optica spectrum disorders (NMOSD) are a range of inflammatory
demyelinating diseases (IDDs) that primarily affect the optic nerves and spinal cord but
can also extend to the brain and, in rare instances, muscles. Brain lesions in NMOSD
often localize to areas with high AQP4 expression, such as the circumventricular organs
(responsible for intractable nausea and vomiting) and the diencephalon (linked to sleep
disorders, endocrine imbalances, and the syndrome of inappropriate antidiuresis). Up
to 10% of NMOSD patients even fulfill the Barkoff criteria for multiple sclerosis when
evaluated through MRI [153].

One of the hallmarks of NMOSD is the presence of autoantibodies against AQP4,
known as AQP4-IgG or NMO-IgG, detected in 60–90% of NMO patients [154,155]. AQP4 is
not only found on the astrocytes in the central nervous system (CNS) but also in skeletal
muscle and various epithelial cells such as those in the kidney, stomach, and exocrine
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glands. AQP4-IgG was initially perceived as a mere marker of the disease, possibly related
to astrocyte damage. However, mounting evidence now suggests that AQP4-IgG plays a
pathogenic role in NMO.

When AQP4-IgG binds to AQP4 on astrocytes, this initiates a cascade of immuno-
logical responses, primarily through complement-dependent cytotoxicity. This leads to
the invasion of leukocytes into the CNS, the release of cytokines, and the disruption of
the blood–brain barrier. These series of events are thought to culminate in the death of
oligodendrocytes (cells responsible for myelination), resulting in myelin loss and, ulti-
mately, neuronal death. This cascade explains the neurological deficits observed in patients
with NMO.

Given the rapidly evolving knowledge on the immunobiology of AQP4 autoimmunity,
there is a growing need for ongoing revisions in the diagnostic criteria for NMOSD [153].
As our understanding broadens, the role of highly specific assays that can detect pathogenic
AQP4-IgG targeting the extracellular domains of AQP4 becomes increasingly crucial.

The size of AQP4-IgG (autoantibodies against AQP4) presents a steric challenge
when it comes to binding with AQP4, which is a tetramer consisting of four separate
monomers and, by extension, four distinct water pores. This size mismatch suggests that
it would be unlikely for a single AQP4 tetramer to bind with more than one AQP4-IgG
molecule. Therefore, significant inhibition of water permeability by AQP4-IgG appears to
be theoretically implausible.

Backing this notion, despite extensive research efforts, no small-molecule inhibitors of
AQP4 have been identified to date. Several cell culture studies have concluded that AQP4-
IgG does not inhibit the water permeability of AQP4 [156,157]. In experiments that used a
stopped-flow light scattering method to evaluate AQP4 water permeability, neither high
concentrations of serum from multiple NMO patients nor monoclonal NMO antibodies
were found to significantly affect AQP4 function [158]. This approach, involving plasma
membrane vesicles from AQP4-expressing cells and AQP4-reconstituted proteoliposomes,
is sensitive enough to detect variations in water permeability less than 5% and is not
influenced by factors such as internalization, unstirred layers, or ion/solute transport.

However, it is worth mentioning that there is one conflicting study that utilized a
time-to-lysis assay on Xenopus oocytes and claimed that AQP4-IgG inhibits AQP4 water
permeability. This method is considered an inaccurate surrogate for measuring osmotic
water permeability [159].

Except for this one conflicting study by Hinson et al. [159], the prevailing evidence
supports the idea that AQP4-IgG does not inhibit the water permeability of AQP4. Given
this, the role of AQP4-IgG in the pathology of Neuromyelitis Optica Spectrum Disorders
may lie elsewhere, possibly in initiating immunological cascades that lead to tissue damage
rather than directly affecting water transport through AQP4.

7. Aquaporins at the Intersection of Oncology and Neurology
7.1. Unraveling the Possible Links between Aquaporin-Mediated Processes and Brain Tumorigenesis

AQP1, primarily known for its role in water transport, has additional functions that
are intriguing both scientifically and medically. One of these is its capability to act as a
cyclic nucleotide-gated cation channel activated mainly by cGMP and, to a lesser extent, by
cAMP [160]. Research by Yu and colleagues suggests that the interaction of cGMP with
an arginine-rich cytoplasmic Loop D in AQP1 leads to a conformational change that may
mediate the gating of its central ion channel [161,162].

Interestingly, AQP1 overexpression has been documented in a variety of human
cancers, including those of the biliary duct, bladder, brain, breast, cervix, colon, lung,
nasopharynx, and prostate [163,164]. Specifically in the case of colon cancer, Moon and
colleagues have shown that AQP1 is expressed in colonic adenoma and both primary and
secondary colon cancer, but is absent in normal colonic mucosa [164]. This suggests that
AQP1 may play a role in the early stages of colon cancer development. Additionally, the ex-
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pression levels of AQP1 have been found to correlate with key clinical prognostic indicators
such as histological grade, lympho-vascular invasion, and nodal involvement [163,165].

The link between AQP1 and cancer progression has garnered significant attention,
leading to numerous reviews on the subject. These reviews often focus on the potential of
AQP inhibitors as therapeutic agents in cancer treatment [166,167]. Given the multifaceted
roles of AQP1, from water transport to ion channel gating and its association with various
types of cancer, the protein appears to be a critical player in both physiology and patho-
physiology, including tumorigenesis. As such, understanding its function and regulation
could offer valuable insights into the development of novel therapeutic approaches for a
range of diseases, including cancer (Figure 4).
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7.2. Implications of Aquaporins in Neoplastic Cell Migration, Invasiveness, and Angiogenesis
7.2.1. AQP1-Modulated Tumor Cell Migration and Invasion

The role of AQP1 in cancer progression extends beyond its well-known function in
water transport, particularly implicating it in the critical processes of tumor cell migration
and invasion. Hu and Verkman found that AQP1 accelerates the migration of specific
mouse melanoma and breast cancer cell lines in vitro. Notably, they observed polarized
AQP1 expression at the leading edge of migrating cells. In vivo studies further revealed
that AQP1 promoted cancer cell extravasation and lung metastases [168]. Jiang’s work
supports these findings, showing that altering AQP1 expression levels directly influences
the migratory behavior of HT20 human colon cancer cells both in vitro and in vivo [169].

One proposed mechanism by which AQP1 facilitates tumor cell migration involves
osmotic water flow across the plasma membrane. This flow is thought to be induced by an
osmotic gradient created by actin depolymerization and active solute influx at the cell’s
leading edge [170]. Water influx via AQP1 then increases hydrostatic pressure, leading
to local expansion of the plasma membrane and actin re-polymerization to stabilize cell
membrane protrusions [6]. Chen and colleagues also provided evidence that AQP1’s
role extends to facilitating intracellular parasite invasion through mechanisms involving
localized water influx [171].

An alternative explanation focuses on AQP1’s role in changing the cell shape and
volume as tumor cells navigate through confined spaces. The water flow facilitated by
AQP1 helps generate the hydrostatic forces needed for this process. Actin polymerization
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and depolymerization as well as ionic fluxes across the membrane could support this
osmotic water flow [124].

Adding a more nuanced layer to these mechanisms, Stroka and colleagues proposed
an “Osmotic Engine Model”, where cell migration in confined spaces is driven not just
by actin and myosin interactions but also through water permeation and ion transport
mediated by AQPs and Na+/H+ pumps [172].

The implications of these findings are profound, as the acquisition of migratory and
invasive capabilities is a key step in cancer metastasis, which accounts for the majority of
cancer-related deaths. Understanding AQP1’s multifaceted role in these processes could
thus offer crucial insights for the development of new therapeutic strategies targeting
cancer metastasis.

The role of ion channels and transporters in cellular migration is increasingly rec-
ognized as critical. These components regulate various cellular mechanisms, such as
intracellular calcium levels (Ca2+i), pH balance both inside and outside the cell, cellular
membrane potential, and volume [173]. During directional cell migration, specific ion
channels and transporters, including AQPs, K+ channels, and Na+/H+ exchangers, tend
to localize at the leading edge of cells, where they could potentially trigger osmotic water
flow across the plasma membrane [174].

These ion channels and transporters are implicated in crucial stages of tumor metas-
tasis, such as loss of cell-to-cell contacts, invasion of the surrounding stroma, and entry
into and exit from blood vessels (intra- and extra-vasation) [175]. Kourghi and colleagues
further deepen this narrative by showing that certain AQP1 ion channel blockers, which
do not impact AQP1’s water channel activity, effectively inhibited the migration of HT29
cancer cells. The degree of inhibition was directly related to the potency of the AQP1
ion channel blockage, suggesting that the ion channel properties of AQP1 alone might be
sufficient for facilitating tumor cell migration in certain cases [176].

Recent research has also started to focus on the role of AQP1 in the broader tumor mi-
croenvironment. Pelagalli and colleagues found that bone marrow-derived mesenchymal
stem cells (BM-MSCs)-conditioned medium increased AQP1 expression in U2OS osteosar-
coma and SNU-398 hepatocellular carcinoma cells. This upregulation led to enhanced
migration and invasion, which could be counteracted by the AQP1 inhibitor, tetraethy-
lammonium chloride [177]. Given that BM-MSCs have been shown to differentiate into
cancer-associated fibroblasts that further promote tumor growth and metastasis [178],
AQP1 appears to play a significant role in the complex interactions between the tumor
microenvironment and tumor cells.

Understanding this multifaceted role of AQP1—encompassing its ion channel proper-
ties, its function in osmotic water flow, and its involvement in the tumor microenvironment—
could offer valuable insights into new therapeutic avenues for combating cancer metastasis,
which is responsible for the vast majority of cancer-related deaths.

7.2.2. AQP1-Modulated Tumor Angiogenesis

Tumor angiogenesis, or the formation of new blood vessels within a tumor, serves
as a lifeline for cancer cells, supplying essential nutrients and providing a pathway for
metastasis [179]. Ion channels and transporters, including aquaporins such as AQP1,
are increasingly being recognized as key players in this process. These proteins serve
various roles, including acting as enzymes, chemical and mechanical sensors, receptors,
and structural scaffolds [180]. Notably, AQP1 is preferentially upregulated in areas of
astrocytomas where tumor cell infiltration occurs, hinting at its potential involvement in
tumor angiogenesis [165].

A growing body of evidence further implicates AQP1 in angiogenic processes. Saadoun
and colleagues found that mice lacking AQP1 and implanted with melanoma cells showed a
reduced density of tumor microvessels, slower tumor growth, and increased survival [181].
This supports previous work that demonstrated diminished tumor microvascular density
upon inhibiting AQP1, either through RNA interference or genetic knockouts, in various
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animal models [182]. Concomitant with this reduction in vascular density was a decrease
in markers of angiogenesis, such as the vascular endothelial growth factor receptor 2
(VEGFR2) and the endothelial marker factor VIII [183].

On a cellular level, Saadoun and colleagues showed that endothelial cells deficient
in AQP1 had impaired migration and abnormal vessel formation in vitro [181]. Moreover,
silencing AQP1 in human endothelial cells (HMEC-1) led to disorganized F-actin polar-
ization at the cell membrane’s leading edge and a failure to establish a cord-like vascular
network in culture. Similar findings were also noted in AQP1-silenced human melanoma
cells [184]. These data suggest that AQP1 facilitates not just tumor cell migration but also
that of endothelial cells, a critical feature for angiogenesis.

The link between AQP1 and endothelial cell migration may also tie into vascular
permeability, an early step in angiogenesis. Clapp and Escalera proposed that AQP1 could
amplify vessel permeability by enhancing cellular water transport. This, in turn, could
trigger an angiogenic cascade by facilitating the extravasation of plasma proteins, which
then serve as a scaffold for the migration of endothelial cells [185].

AQP1 appears to have a multifaceted role in cancer progression, impacting both tumor
cells and the surrounding microenvironment. Its involvement in angiogenesis adds another
layer to its importance, providing further avenues for targeted therapeutic interventions.

7.2.3. AQP1-Modulated Tumor Proliferation

While much attention has been focused on the role of AQP1 in tumor cell migration and
angiogenesis, the evidence concerning its role in tumor cell proliferation is less consistent.
For instance, inhibition of AQP1 activity had no impact on the proliferation of the colon
cancer cell line HT29, whereas a modest 17% reduction was observed in another colon
cancer cell line, HCT-116 [186]. Furthermore, overexpression of AQP1 in mouse cancer
cell lines B16F10 and 4T1 did not lead to increased proliferation, although it did result in
enhanced extravasation and metastases [168]. On the other hand, forced AQP1 expression
was linked to heightened cell proliferation in NIH-3T3 mouse embryo fibroblasts and the
rat pheochromocytoma cell line PC12 [187].

Adding another layer of complexity is the relationship between AQP1 and resistance to
apoptosis. Hoque and colleagues observed that cells expressing AQP1 displayed resistance
to apoptosis, possibly contributing to enhanced proliferation [187]. Specifically, AQP1
transfection in PC12 cells was associated with an altered cell cycle profile [188]—increased
proportions of cells in the S and G2/M phases and elevated expression of cyclin D1 and E1,
which are key proteins for cell cycle progression [189].

Cell volume dynamics are intrinsically tied to cell cycle progression and apoptosis.
The cell cycle is marked by an increase in cell volume, while apoptosis involves a reduction
in cell volume [190,191]. Given that AQP1-overexpressing PC12 cells exhibited greater cell
size and higher intracellular complexity compared to wild-type controls, Galan-Cobo and
colleagues hypothesized that these changes in cell morphology might facilitate cell cycle
progression and inhibit apoptosis [189].

The role of AQP1 in tumor cell proliferation is not as clearly defined as its roles in tumor
cell migration and angiogenesis. While some evidence suggests that AQP1 may contribute
to enhanced proliferation and resistance to apoptosis, other studies offer conflicting results.
This makes AQP1 an intriguing but complex target for potential therapeutic interventions
aimed at inhibiting tumor cell proliferation. Further research is needed to fully understand
the mechanisms by which AQP1 may or may not influence this aspect of tumor biology.

7.3. Assessing the Prospects of Aquaporin-Targeted Therapies in Malignancies of the CNS

While there is considerable excitement around the idea of aquaporin-targeted thera-
peutics, especially given promising data from animal studies, progress in this domain has
been less than satisfactory [192–194]. A number of factors have contributed to this state
of affairs, including conflicting reports about the inhibition of AQPs by commonly used
ion transport inhibitors such as loop diuretics and antiepileptic medications. The literature
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is also muddled by reports of small-molecule inhibitors of AQPs that later could not be
replicated in follow-up studies.

Given these inconsistencies, there is a critical need for rigorous scientific approaches
to evaluating AQP function and inhibitor efficacy. For instance, comprehensive functional
screens involving large collections of random, drug-like small molecules could provide
valuable insights into effective AQP inhibitors. Alternatively, computational chemistry
could guide smaller, more focused screens to identify potent compounds. Either way,
robust validation in diverse cellular contexts will be essential to confirm the efficacy of any
proposed AQP-targeting compounds.

A relatively unexplored area within this realm is the development of antibody- and
peptide-based therapeutics against AQPs. There are also opportunities for research into
small-molecule transcriptional regulators that can modulate AQP expression. These innova-
tive approaches could offer alternative ways to target AQPs and their functions, potentially
overcoming some of the limitations posed by existing methods and animal models.

Commercial interest in AQP-targeted therapies remains high, and the unmet need
for effective treatments for various diseases provides a strong motivation for continued
research in this area. Thus, the dual goals of creating viable commercial products and
developing better research tools to replace or augment current transgenic animal models
are likely to drive further innovations and breakthroughs in the study of AQPs.

8. Conclusions
8.1. Emerging Therapeutic Interventions and Prospects

Loss-of-function mutations in aquaporins are infrequently associated with human
diseases. For example, mutations in AQP2 can lead to non-X-linked nephrogenic diabetes
insipidus (NDI), a condition with an extremely low incidence (~1 in 20 million births) [195].
NDI results in severe symptoms such as polyuria and polydipsia that do not respond
to antidiuretic hormones. The current treatment primarily involves water replacement
and the use of thiazides to reduce urinary water loss. There is also ongoing research into
pharmacological chaperone therapies and gene replacement or stem cell treatments as
potential therapeutic avenues for NDI related to AQP2 mutations [196].

In contrast to AQP2, very few individuals have been identified with loss-of-function
mutations in other AQPs such as AQP1, AQP3, and AQP7. For instance, individuals with
AQP1 deficiency, identified through blood-group screenings, generally appear phenotypi-
cally normal but exhibit impaired urinary concentrating abilities when water-deprived—
similar to AQP1-null mice [197]. Due to the rarity and variability of these conditions, there
is limited information available about the roles these AQPs play in human health.

Furthermore, mutations in the major intrinsic protein (MIP, also known as AQP0) have
been linked to congenital cataracts [198]. However, recent studies suggest that the primary
function of MIP in the lens might be related more to cell–cell adhesion and gap-junction
channel regulation rather than water transport.

Overall, the rarity of AQP deficiencies and the variability of their phenotypic expres-
sion in humans make it challenging to understand their roles fully. To date, no other
disease-causing mutations in AQPs have been described in the medical literature. This
highlights the need for continued research to better understand the function of AQPs in
human physiology and pathology.

8.2. Final Thoughts

The study of aquaporins is an extraordinarily complex field that intersects with a
wide range of scientific disciplines, from physiology and biochemistry to cell biology and
biophysics. These proteins serve multifaceted roles in various tissues throughout the body,
adding layers of intricacy to their understanding.

In this comprehensive review, we have embarked on an intellectual expedition to
explore the many dimensions of aquaporins. We delved into their historical development,
molecular classification, and the impact they have on neural health, among other areas. We
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have also scrutinized their involvement in a range of medical conditions, notably within the
realms of oncology and neurology. The multi-faceted nature of aquaporins underscores the
broad relevance and applicability they possess in the scientific and medical communities.

We earnestly aim for our work to resonate with the pressing issues and objectives of
the contemporary world. In doing so, we hope to contribute meaningfully to the search for
effective therapies against some of the most devastating diseases facing humanity today.
Given the ubiquitous presence of aquaporins throughout the human body, these proteins
offer an exciting frontier for therapeutic research, particularly in the quest to address the
debilitating impacts of neurodegenerative diseases, acute cerebral events, and cancer.

As we look to the future, one key area that warrants further investigation is the
role of aquaporins in conditions such as brain tumors. Given the devastating nature of
these malignancies and the still-limited therapeutic options, understanding the impact and
regulatory functions of aquaporins in such conditions could yield valuable insights and
perhaps even revolutionary treatments.

Overall, while substantial progress has been made in understanding the roles and
functions of aquaporins, significant questions remain. As such, future research should
not only focus on a deeper understanding of their molecular behavior and physiological
impacts but should also explore their potential as therapeutic targets. By pursuing these
avenues of inquiry, we are optimistic that we can unlock new, more effective ways to
address some of the most intractable health challenges of our time.
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1. General Data

Camillo Golgi (Figure 1) is one of the most prestigious personalities of modern
medicine. His success is due to the revolutionary research he has conducted in fields
such as cell biology, histology, anatomy, neurology, neuroscience and parasitology. Thus,
his prestige is due to the numerous discoveries that support modern science.
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Figure 1. Picture of Camillo Golgi. Image in public domain and free from copyright issues.

He was born on 7 July 1843 in the town of Corteno in the province of Brescia, Italy.
Inspired by his family, Camillo Golgi began his studies in medicine at the University of
Pavia, finishing them in 1865 [1,2]. Since his father was also a medical doctor, the only
purpose for Camillo Golgi was to help him; however, the general vision of Golgi concerning
medicine was changed when he started his collaboration with his mentor, the doctor Cesare
Lombroso (1835–1909), the founder of the “Italian school of positivist criminology”. Under
his guidance, Camillo Golgi wrote his dissertation based on the etiology of mental illness [3],
thus obtaining his medical degree in 1868. Thanks to this collaboration, Camillo Golgi was
attracted by the desire to explore the human brain, a research area of interest, which was
lacking many breakthroughs at the time.

Subsequently, due to numerous antithetical perspectives between Cesare Lombroso
and Camillo Golgi, the collaboration between them ceased. This is when Camillo Golgi
met a true personality of science at that time, Giulio Bizzozero (1846–1901), a well-known
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pioneer of histology, famous for his studies in the field of microbiology (helicobacter pylori)
and for describing the platelets [3]. The collaboration was very beneficial for Camillo Golgi
because Giulio Bizzozero mentored him in the field of optic microscopy, influencing his
further research.

In 1872, Camillo Golgi became Chief of the Hospital of the Chronically Ill in Abbi-
ategrasso, near Milan. This is where he invented, in 1873, the “Black Reaction” [4]. Later
on, in 1879, he was appointed Chief of Anatomy at the University of Siena for one year.
Returning to Pavia, he was appointed Professor of General Pathology and the honorary
chief of the medical hospital in Pavia [5]. Camillo Golgi held the position of Rector of the
University of Pavia two times: the first time between 1893–1896, and later on 1901–1909.
The year 1918 marks his retirement, his research in his laboratory continuing until 1923.
Despite an existence full of glorious and impactful achievements, Camillo Golgi quietly
passed away at the age of 82, on 21 January 1926, in Pavia, the city where he spent a major
part of his life.

2. Neuroscience Contribution

The two influences exerted by his mentors, Giulio Bizzozero and Cesare Lombroso,
shaped his research emphasizing the structure of the nervous system. Governed by the
question “What are the cytoarchitectonics of the fascinating nervous system?”, Camillo
Golgi began research in this area.

In the 19th century, the general aspects regarding the morphology of the nervous cell
were not entirely elucidated. Earlier that century, Otto Friedrich Karl Deiters (1834–1863)
managed to demonstrate a certain continuity between the nerve cell and its extensions—
axons and dendrites [6]. Additionally, the methods of fixation for the histological specimens
at that time were inappropriate for capturing the pretentious nervous tissue under a
microscope; hematoxylin or carmine did not provide satisfactory results, the reason being
the extraordinarily small space between the cells of the nervous tissue.

That was the moment when, in the year 1873, Camillo Golgi made a revolutionary
discovery, which totally changed the trajectory of the neurological field. Camillo Golgi was
studying some specimens of nervous tissue, fixed according to a new technique. Small
pieces of nervous tissue were kept in aldehyde, and later they were hardened in potassium
dichromate. After this, silver nitrate reacted with pieces of the specimen that have been
hardened in potassium dichromate. This coloration technique was later called the “Black
Reaction”—“La Reazione Nera” in Italian, or, as it is now known in the scientific community,
“Golgi’s impregnation”—“Golgi Staining”.

There are two advantages of using this technique: the first one is that the silver
chromate will form microparticles inside the cells, while the second one is that the “Black
Reaction” only impregnates just a couple of the cells inside the histological sample, in
comparison with other methods. This is very useful, especially for studying the histology
of the nervous system, as it allowed Golgi to easily differentiate axons from dendrites.
Unlike the classical methods, the fixation by using solutions with metals determines the
preferential precipitation on certain structures, through a mechanism that is not even to
this day completely elucidated [7].

A year before the invention of the “Black Reaction”, Joseph von Gerlach (1820–1896),
a German anatomist, formulated the reticular theory. It claims that the nervous system
would actually function as a syncytium due to the multitude of dendritic ramifications,
therefore it would, in fact, function as a whole [8]. Glial cells, particularly the astrocytes,
create an enormous network that connects vast parts of the nervous system, by modulating
and regulating synapses altogether.

On the other hand, the enunciation of the reticular theory also implies the description
of its rival, “The Neural Theory” (or neuron doctrine), postulated by Santiago Ramón
y Cajal. It assumes that the neuron functions as a unit in itself, not as an entire system.
The statement is based on studies conducted by the Spanish researcher, who observed a
discontinuity between neuronal extensions, later called synaptic [8].
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Cajal was amazed by the quality of Camillo Golgi’s tissues impregnated using the
Black Reaction method, and in fact, more than half of his sketches were made using this
method. Moreover, Cajal even made certain improvements to the protocol [7]. Thus, in
1891, “The Neural Theory” was formulated by the Spanish researcher, a theory which
denounces The Reticular Theory as being obsolete.

The debate between the two theories was the foundation of modern neuroscience, and
for about a century, “The Neural Theory” was the central dogma of this field. For more than
a century, the reticular theory was shadowed by the concept postulated by Cajal. However,
it is important to state that glial cells were an underdeveloped subject, the spotlight being
on the neurons and their morpho-physiological particularities. We believe that the truth is
a comprehension of the best arguments presented by both theories, as numerous recent
studies have revealed new information about the functioning of the nervous system. A
functional syncytium created by gap junctions between the astrocytes has been identified.
Astrocytes, in turn, can form gap junctions with oligodendrocytes as well. The bonds
between the astrocytes are tightened at the level of the gap junction most often by the
Cx43 protein [9]. This functional syncytium can be described, briefly, by an extrapolation:
an astrocyte is in simultaneous contact with about 140 thousand nervous cells [10], and
currently, it is considered that the number of astrocytes exceeds the number of neurons in
the nervous system of mammals [11]. At the same time, linking these cells through gap
junctions will decrease the electrical resistance between cells, allowing joint depolarization
and creating a similar behavior for all the components of the system, functioning therefore
as a singular unit [12]. The property of astrocytes to work as a syncytial unit represents a
key point in synchronization of the nervous system network regarding the brain state [13].

It is interesting to note that, in 1903, Camillo Golgi published a paper entitled “Opera
Omnia”, a work in which numerous anatomical nerve structures were sketched. Among
them are the cerebellum and the hippocampus (Figure 2), formations that present numerous
glial cells, explaining this way the fierce support of the reticular theory by the Italian
researcher [14].
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3. Important Discoveries

On the basis of “The Black Reaction”, Camillo Golgi published in 1874 the work “Sulla
fina anatomia del cervelletto umano” [15]. In this work, the researcher made a detailed
description regarding the cytoarchitectonics of the nervous system, simultaneously with
the description of a nervous cell that bears his name up to this moment: Golgi cell. The
scientist noticed the presence of a developed axonal plexus, a criterion that is still used
nowadays to observe a Golgi cell on a histological sample. In the same paper, Golgi outlines
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the hypothesis of a local interconnectivity, such as nervous cells functioning as a whole,
enhanced and synchronized by the glial cells, which can be found in the entire nervous
system. One of the functions of Golgi cells is that, being GABAergic and glycinergic, they
inhibit neuronal circuits in the vestibulocerebellar loop [16].

In 1878, he discovered two new types of sensory receptors. First of all, he discovered
the Golgi–Mazzoni corpuscles, that encapsulate the nerve ending, being fine pressure
receptors that are located only in the fingertips. These structures are similar to the Vater-
Pacini receptors, except for their localization. Second of all, another discovery, which took
place in 1878, was called the Golgi tendon organ, located in the muscle–tendon junction
and representing a muscular proprioceptor [3].

Starting in 1879, Camillo Golgi was appointed Professor of General Pathology at the
hospital in Pavia, thus having the opportunity to study the in vivo evolution of malaria. By
associating the clinical symptomatology developed by his patients with the evolution of
the parasite in the blood, the researcher managed to elaborate a description of the cycle
that takes place in the human erythrocyte regarding Plasmodium, now known as the Golgi
cycle [17].

Later that century, Camillo Golgi made new discoveries regarding the kidney’s histol-
ogy. He noticed that in each nephron, the ascending part of the Henle loop returns back
to the cortical, juxtamedullary zone. This part comes in close contact with the Malpighi
corpuscle, and was later called the juxtaglomerular apparatus, important in regulating
blood pressure through renin secretion.

In 1898, while analyzing the Purkinje cells in the cerebellum, Camillo Golgi observed
what we now call the Golgi apparatus, through silver nitrate staining. Immediately after
this, he discovered that the Golgi apparatus could also be found inside the neural cells of
the spinal ganglia. This event started an avalanche of adjacent research that proved the
presence of the Golgi apparatus in numerous other types of structures. Initially, it was called
“internal reticular apparatus”, due to the fact that, at that time, the function of the Golgi
apparatus could not be stated, and it was assumed for a long time that the organelle was
actually a fixation artifact. This whole situation was called “The Golgi Controversy” [18].
The dilemma was solved in 1954, when the first observation of this organelle was made
through electron microscopy. Subsequently, the uneven division of the phosphatases on
the trans face of the Golgi apparatus suggests its segmentation into several parts. Other
studies have involved the use of the staining method used by the Italian scientist when
describing the organelle and observing the specimens, this time using electron microscopy.
The result was the discovery of the cis face of this organelle, which was the only part that
was highlighted by this method [19]. This organelle was a central pillar of the Nobel lecture
of researcher George E. Palade, in which he explained the mechanism of extracellular
secretion, concerning the subject of the acinar pancreatic cell [20].

4. Recognition

Camillo Golgi’s prestige has been recognized by numerous international faculties and
scientific societies. They paid tribute to the scientist by choosing him as Doctor Honoris
Causa of the Universities of Cambridge, Athens, Paris (Université de la Sorbonne), Geneva
and Kristiania (Oslo), also being a Nobel laureate in 1906, along with Santiago Ramón
y Cajal, an award obtained in recognition of their work regarding the structure of the
nervous system.

Additionally, both scientists held Nobel lectures that summarized their findings:
Santiago Ramón y Cajal: “The Structure and Connexions of Neurons” and Camillo Golgi:
“The neuron doctrine—theory and facts”.

5. Conclusions

Despite the fact that Santiago Ramón y Cajal is proclaimed as the father of modern
neuroscience because he promoted “The Neuron Doctrine”, we believe that researcher
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Camillo Golgi deserves at least as much recognition. Numerous recent studies justify the
return of the reticular theory in the spotlight of neuroscience, bringing it back to relevancy.

If Santiago Ramón y Cajal’s work is a marble statue, Camillo Golgi’s work was the
podium of the statue, but also the marble block from which it was carved. “La Reazione
Nera”, through the silver impregnation of nervous structures is the testament of Golgi’s
genius, the gold standard for neuroscience research.
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Abstract: This article critically evaluates the multifunctional role of the Golgi apparatus within
neurological paradigms. We succinctly highlight its influence on neuronal plasticity, development,
and the vital trafficking and sorting mechanisms for proteins and lipids. The discourse further
navigates to its regulatory prominence in neurogenesis and its implications in Alzheimer’s Disease
pathogenesis. The emerging nexus between the Golgi apparatus and SARS-CoV-2 underscores
its potential in viral replication processes. This consolidation accentuates the Golgi apparatus’s
centrality in neurobiology and its intersections with both neurodegenerative and viral pathologies. In
essence, understanding the Golgi’s multifaceted functions harbors profound implications for future
therapeutic innovations in neurological and viral afflictions.

Keywords: Golgi apparatus; neuronal plasticity; neuronal development; neurogenesis; Alzheimer’s
disease; SARS-CoV-2

1. Introduction

The complexity of the nervous system’s architecture is underpinned by processes
of neuronal maturation and synaptic adaptability. Central to these intricate mechanisms
is an oft-overlooked cellular entity in neurobiological discussions: the Golgi apparatus.
Functioning as the cellular “sorting hub”, the Golgi apparatus is indispensable in protein
categorization and adjustments crucial to the dynamic equilibrium of neuronal structure,
function, and synaptic adaptability [1]. Contemporary research has illuminated potential
associations between the Golgi apparatus and the pathogenesis of Alzheimer’s, particularly
emphasizing the role of the Golgi matrix protein GM130 (a morphological determinant
protein situated on the cis-face of the Golgi apparatus) [2–4]. Novel insights are surfacing,
linking this protein to its Golgi-based counterpart and the pathological shifts characteristic
of Alzheimer’s, thus ushering in innovative investigative trajectories in our pursuit of
understanding this devastating neurodegenerative disorder [4].

The Golgi apparatus is not only pivotal in protein categorization and alterations but
also stands out as a central orchestrator of neuronal maturation. The nuanced orchestration
of axonal and dendritic differentiation is facilitated by this organelle, paving the way for
growth and distinctiveness within neural circuits. Moreover, its influence is unmistakably
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evident in synaptic plasticity, fundamental processes governing learning and memory
within the nervous system [5].

Overall, this paper aims to portray the importance of the Golgi apparatus in key
aspects of neurobiology, such as neurogenesis, neural development, and neural plasticity,
while also elucidating the pathophysiology of the Golgi apparatus in SARS-CoV-2 infection
and Alzheimer’s disease.

2. Golgi Apparatus in Axonal Development

Cerebral cells, comprising neurons and glia, are characterized by intricate architectures
tailored to execute designated roles. Neurons establish synapses to facilitate electrical com-
munication, oligodendrocytes envelop axons with myelin sheaths for insulating properties,
and astrocytes bridge vascular networks [6,7]. These specialized morphologies necessitate
distinct routes for protein trafficking, prominently featuring the Golgi apparatus outposts
(GOPs) (Figure 1). In specialized cellular contexts, Golgi outposts assume critical functions
essential for the sculpting of distinct cellular morphologies and architectures. Notably,
within neurons, these organelles are pivotal for the formation of dendritic branches [8].
Concurrently, in muscle cells, they are implicated in the genesis of grid-like microtubule
lattices, and in oligodendrocytes, they facilitate the formation of microtubules that encircle
the myelin sheath in a spiral configuration [9]. Intriguingly, notwithstanding their crucial
roles, to date, Golgi outposts have been exclusively identified in vivo and within primary
cultured cells, evading detection in immortalized cell lines [10].
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Figure 1. The distribution and function of Golgi outposts in different types of glial cells. In oligo-
dendrocytes, these outposts are located in processes and the myelin sheath, where they nucleate
new microtubules along radial and lamellar microtubules. In microglia, Golgi outposts contribute
to the nucleation of new microtubules and the establishment of branched processes. In astrocytes,
Golgi outposts are observed in endfeet contacting blood vessels as evidenced by electron microscopy,
although their specific function is yet to be determined.
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In summary, the secretory pathway initiates in the endoplasmic reticulum (ER), where
nascent proteins are synthesized. Subsequently, these proteins traverse through the Golgi
apparatus (GA) for further maturation, processing, and sorting. They are then dispatched
to subsequent post-Golgi/trans-Golgi network (TGN) compartments, ultimately reaching
their designated locations such as endosomes, lysosomes, and the plasma membrane [11].
Transmembrane proteins synthesized on the RER are incorporated into the ER membrane
subsequently exiting through specialized sites termed ERES (ER exit site) with the aid
of COPII vesicles [12]. Following the detachment of COPII proteins [13], these vesicles
employ SNAREs (Soluble NSF Attachment Protein Receptors) to amalgamate with tubular
assemblies termed ER-Golgi intermediate compartments (ERGICs). Additionally, certain
proteins can retrogress from the ER via COPI vesicles initiated at the Golgi apparatus.
Within the ERGIC, proteins undergo processing and subsequently navigate to the Golgi
apparatus for further modifications, encompassing glycosylation and proteolysis. This
journey encompasses the cis-Golgi network (CGN), medial Golgi cisternae, and the trans-
Golgi network (TGN) [14].

Upon reaching the TGN, proteins adopt diverse processing trajectories contingent
upon their intended function and localization. Vesicles emanating from the Golgi, laden
with secreted or transmembrane proteins, can bifurcate and merge with plasma membranes,
undergoing subsequent processing. This can culminate in the extracellular secretion of
proteins or their integration into plasma membranes. Additionally, vesicles laden with
secretory proteins can be conserved proximal to plasma membranes or endosomes, awaiting
release upon specific stimuli. Moreover, proteins destined for endosomes and lysosomes
undergo modification via an oligosaccharide marker termed mannose 6-phosphate, and
subsequently depart the TGN enclosed within clathrin-coated vesicles [15]. Consequently,
the selection of secretory routes is determined by the intended role, ultimate destination,
and inherent nature of the respective cargo proteins [16].

3. Golgi Apparatus Involvement in Dendritic Formation

Neuronal maturation is characterized by the augmentation of the plasma membrane
during processes such as polarization and outgrowth. The localization of membrane
constituents is contingent upon the secretory pathway, a sequence encompassing a myriad
of organelles such as the endoplasmic reticulum (ER), ER-Golgi intermediate compartment,
cis-Golgi, medial Golgi, and trans-Golgi, among others [17]. These specialized organelles
orchestrate the synthesis and delivery of novel membrane lipids and proteins; however,
the understanding of their spatial arrangement, functionality, and regulatory mechanisms
within neurons remains nascent.

In non-neuronal cells, the architecture of the secretory pathway organelles is notably
conserved. The ER permeates the cell and includes distinct locales termed “ER exit sites”.
Here, the coat protein complex II-coated vesicles, laden with newly synthesized cargo,
commence their journey to the Golgi complex for subsequent protein processing and sorting.
Ultimately, post-Golgi carriers facilitate the conveyance to the plasma membrane [18,19].

Contemporary research underscores that dendrites, the specialized neuronal pro-
trusions, possess inherent secretory faculties. For instance, vesicles emanating from the
trans-Golgi network partake in calcium-mediated exocytosis within dendrites [20]. Notably,
glycine and glutamate receptors are rapidly discernible on dendritic surfaces, potentially
originating from dendritic compartments housing secretory proteins. Dendrites also exhibit
the ability to integrate sugars and translate membrane protein-encoding mRNA, hinting
at their Golgi-mimetic functions [21]. However, it remains an enigma whether dendritic
trafficking encompasses the entire secretory continuum, from ER to Golgi, or is exclusive to
the latter stages involving post-Golgi vesicles.

Dendritic structures house distinct Golgi units adept at secretory cargo transport [21].
Quantitative analyses reveal that within the hippocampal neuronal cohort studied, 70%
exhibited dendritic Golgi apparatus. An intriguing observation highlighted that most
neurons had Golgi units localized to a singular dendrite, while a minor proportion exhibited
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multiple dendrites with Golgi presence. Overall, 51% of hippocampal neurons possessed
Golgi in at least one dendrite, 19.5% in two, and 29.5% were devoid of dendritic Golgi [22].
Interestingly, the presence or absence of Golgi in specific dendrites was not contingent
upon the diameter of their proximal extensions.

Contrasting starkly with other membrane-bound organelles ubiquitously found within
dendrites, such as ER exit sites, endosomes, and mitochondria, Golgi bodies in dendrites
presented a distinct pattern. Utilizing GM130 as a marker, Golgi stacks were conspicuously
identified in proximal regions of pyramidal neurons’ apical dendrites but were seldom
evident on basolateral extensions [23].

A limited subset of neuronal dendrites houses Golgi outposts, typically restricted to
one per neuron. These outposts have garnered significant scholarly attention, especially
given their potential role as non-centrosomal microtubule organizing centers (MTOCs).
Outposts are capable of synthesizing microtubules at considerable distances from their
nuclei, facilitating the establishment of microtubule networks. Such configurations are
evident in cells with distinct structural attributes, as seen in Drosophila neurons, murine
muscle cells, and rodent oligodendrocytes. Furthermore, Golgi outposts have been impli-
cated in various pathologies, including muscular dystrophy and Parkinson’s disease. Their
distribution is especially pronounced in pyramidal neurons, where they predominantly
localize to the apical dendrite [24].

The elaboration and extension of dendrites and axons potentially necessitate coordi-
nated modifications in cytoskeletal organization and membrane transport mechanisms.
Specifically, molecules such as RhoA [25] and MAP2 [26] appear to be predisposed to
augment dendritic growth. Concurrently, a commensurate adaptation in membrane provi-
sioning might be requisite to facilitate their distinctive morphologies.

Intriguingly, neurons also harbor unique secretory conduits in dendrites, which en-
compass both ER and Golgi outposts [16]. Yet, a conspicuous absence of Golgi outposts
in axons prompts inquiries regarding the potential role of the polarized distribution of
Golgi proteins in delineating the differential maturation trajectories of dendrites and axons.
Contemporary research intimates a proactive involvement of secretory trafficking in the
genesis of specialized dendritic compartments. Nevertheless, the extent to which these
secretory pathways modulate the differential elongation patterns of dendrites and axons
remains enigmatic (as illustrated in Figure 2). Furthermore, the implications of dendritic
Golgi outposts in dendritic elaboration, and their putative role in sculpting the distinct
morphological attributes of dendrites and axons, await elucidation [27].

Imaging analyses on cultured hippocampal neurons have elucidated the pivotal role
of dendritic Golgi outposts (GOPs) in trafficking subsequent to the endoplasmic reticulum,
notably via the observation of GFP-VSV-G ts045 transport [27,28]. Intriguingly, NMDA
receptors seem to follow a distinct sorting pathway from AMPA receptors at the ER, pre-
dominantly associating with dendritic GOPs instead of transiting through somatic Golgi
apparatuses (GAs). This intimates that mini-GAs within GOPs might serve as strategic
platforms to locally dispatch synaptic receptors, potentially facilitating synaptic plastic-
ity [29,30]. GOPs are instrumental in influencing dendritic expansion and branching
dynamics [29,30], likely by orchestrating the allocation of cargo to disparate dendritic
branches [28]. Investigations on Drosophila sensory neurons have illuminated that pertur-
bations in the Lava-lamp adaptor, or its mutations, culminate in diminished GOPs and
a consequent reduction in dendritic branches [31]. For Drosophila dendritic arborization
neurons, it has been posited that GOPs orchestrate dendritic morphology by acting as epi-
centers for microtubule nucleation [30]. However, contemporary findings have emphasized
that γ-tubulin actually governs dendritic microtubule nucleation, independent of GOPs,
across diverse Drosophila neuronal classes [32].
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transport. (B) Local dendritic translation involves synthesizing proteins on dendritic rough ER be-
fore sending them off for further modification by dendritic Golgi outposts. After leaving Golgi out-
posts, proteins are transported via post-Golgi vesicles which may either travel along dendrites or 
fuse with either dendritic plasma membranes or synaptic spines. (C) Golgi bypass pathway allows 
cargo synthesized on the cell body ER to bypass its Golgi organelle and be transported directly to 
dendrites for modification by Golgi outposts before being packaged into post-Golgi vesicles des-
tined for synapses or plasma membrane. 
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Figure 2. Neuronal dendrites provide multiple pathways for cargo transport and secretory processes,
and there are three distinct routes used for dendritic cargo transportation. (A) The classic secretion
pathway involves protein translation in neuronal cell bodies, followed by exit from endoplasmic
reticulum and further processing by the ER-Golgi intermediate compartments and cell body Golgi.
Vesicles then transport these proteins to dendrites or other parts of a neuron for storage and transport.
(B) Local dendritic translation involves synthesizing proteins on dendritic rough ER before sending
them off for further modification by dendritic Golgi outposts. After leaving Golgi outposts, proteins
are transported via post-Golgi vesicles which may either travel along dendrites or fuse with either
dendritic plasma membranes or synaptic spines. (C) Golgi bypass pathway allows cargo synthesized
on the cell body ER to bypass its Golgi organelle and be transported directly to dendrites for
modification by Golgi outposts before being packaged into post-Golgi vesicles destined for synapses
or plasma membrane.

Pertaining to GOP genesis, a plausible mechanism might encompass localized de novo
synthesis from the ER, reminiscent of the Golgi reconstitution observed at cellular extrem-
ities in non-neuronal entities [33]. Alternatively, GOPs could emerge post somatic Golgi
fragmentation due to heightened neuronal activity, with remnants of the degraded Golgi
potentially serving as blueprints for the subsequent assembly of satellite Golgi arrays [34].
Formation of GOPs might also ensue from the primary somatic GA, prompting inquiries
into the participation of Golgi fission machinery components such as LIMK1 [35] and
Protein Kinase D1 (PKD1) [36], and the potential involvement of their proximal regulators
and distal effectors. Notably, evidence underscores the potential influence of a RhoA-Rho
kinase (Rock) signaling cascade in the orchestration of polarized GOPs during neuronal
morphogenesis.

The Golgi apparatus inherently harbors the capability to act as a reservoir of mem-
brane constituents vital for localized cellular expansion [27]. Dendrites replete with Golgi
elements consistently manifest greater length and intricate architecture as compared to their
Golgi-devoid counterparts. Empirical assessments have ascertained that an overwhelming
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86% of neurons under examination showcased Golgi elements within their most elongated
dendrite [22].

In mature neurons, a hallmark characteristic resides in their intricately branched
dendritic arbors, which conspicuously surpass the complexity of dendrites devoid of
Golgi outposts.

Collectively, these revelations accentuate that a non-uniform Golgi distribution res-
onates with dendritic expansion patterns. The enhanced length and complexity of Golgi-
endowed dendrites underscore the indispensable role of this organelle in sculpting dendritic
architecture.

4. BARS Regulation of Golgi Trafficking

The CtBP (C-terminal-binding protein) family, comprising CtBP1 and CtBP2, is pivotal
in a gamut of biological undertakings such as development, differentiation, oncogene-
sis, and apoptosis, chiefly functioning as transcriptional co-repressors within the nuclear
compartment [37]. BARS (Brefeldin A ADP-Ribosylated Substrate) emerges as a salient
mediator in membrane fission activities including macropinocytosis, fluid-phase endocy-
tosis, COPI-coated vesicle genesis, and an array of post-Golgi carrier and ribbon events
during mitosis. The intricacies of BARS in fission are well-chronicled in cellular stud-
ies, where it is posited as a key intermediary in basolateral post-Golgi carrier formation.
Specifically, MDCK cells, manifesting polarized epithelial attributes, display hindered
Vesicular Stomatitis Virus G (VSVG) transport upon BARS inhibition, attributed to tubular
carriers laden with this payload remaining adhered to the Trans Golgi Network (TGN).
This fission process orchestrated by BARS at the TGN entails a multifaceted ensemble of
proteins [38,39].

Through in situ hybridization evaluations, it is apparent that CtBP family constituents
are profusely expressed across the neural framework. Notably, CtBP1 and CtBP2 showcase
divergent distribution spectra within mature cerebral structures, distinguished by expres-
sion magnitudes, territorial expression blueprints, subcellular targeting proficiencies, and
intracellular positioning paradigms. Mouse-based investigations with deletions in one
or both CtBP genes intimate the existence of both common and unique functionalities for
these proteins [40,41]. Of particular significance is the discernment that concurrent excision
of CtBP1 and CtBP2 in murine models precipitates retarded development of forebrain
and midbrain structures, a sequela of modulated transcription factor activities in their
absence [42,43].

Diminished BARS expression is correlated with marked curtailment in hippocampal
neuronal growth, migration, and the multipolar-to-bipolar transitional dynamics in cortical
neurons. Notably, these effects can be mitigated by co-expression of fission-inefficient
mutants exhibiting reduced nuclear positioning or fission vigor. Contrarily, accentuated
growth is observed upon co-expression of the said mutants, an effect which can be counter-
acted by the concurrent expression of aforementioned mutants [39].

The meticulous orchestration of membrane constituents along the secretory trajectory
is cardinal for neuronal tasks such as augmentation, polarity inception, sustenance, synaptic
plasticity, and cellular migration [44,45]. This conduit is initiated at the rough endoplas-
mic reticulum, subsequently traversing the Golgi machinery where membrane proteins
designated for axons and dendrites are segregated into specific carriers for extracellular
dispatch [46]. Upon departure from the trans-Golgi matrix, they are relayed to plasma
membranes via molecular propellants, exemplified by kinesin superfamily entities and
myosins. Despite this knowledge, the specialized apparatus governing their TGN exit
remains inadequately delineated. Nevertheless, it is established that BARS, an integral
affiliate of the CtBP assemblage, is indispensable during neuronal ontogeny [47].

Both LIMK1 and PKD1 are quintessential components of the TGN fission apparatus in
polarized epithelial structures, overseeing membrane protein transference either to apical
or basolateral facets [48,49]. Concurrently, these proteins, evident within neurons situated
at GAs, partake in dynamin-facilitated fission of Golgi conduits, thereby engendering Golgi
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outposts. Ensuing research ought to delve into the mechanisms by which BARS engenders
dendritic carrier fissions at TGNs and probe the putative role of BARS in the fission of
Golgi conduits during the generation of Golgi outposts [50].

5. Golgi Apparatus and Synaptic Plasticity

Rare diseases, particularly genetic anomalies, exert a pronounced effect on the nervous
system, culminating in manifestations such as neurodegeneration and behavioral perturba-
tions [51]. These infrequent neurological conditions furnish a platform to elucidate hitherto
uncharted cellular dynamics integral to neuronal performance. This is especially pertinent
in disorders associated with ATP7A/ATP7B genes and COG complex subunit genes. The
proteins expressed from these genes predominantly localize within the Golgi apparatus
under standard conditions [52]. Over the course of evolution, organisms have intricately
modulated copper metabolism and transport. Central to this regulatory framework are
ATP7A and ATP7B proteins. These proteins, classified under P-type Cu-transporting AT-
Pases, harness ATP hydrolysis to facilitate the transmembrane movement of copper ions.
Essentially, these copper pumps either extrude surplus copper from cells or allocate it to
copper-reliant enzymes. The physiological roles of Cu-transporting ATPases are multi-
faceted, spanning dietary copper excretion through bile, placental transport, and lactational
secretion to modulating resistance against select anti-cancer therapeutics [53–56].

Mutational alterations in the ATP7A gene underpin Menkes disease, typified by sys-
temic copper deficiency stemming from hindered intestinal copper assimilation [57]. The
clinical picture of Menkes disease predominantly emerges in childhood, exhibiting a spec-
trum of systemic and neurologically linked symptoms. The latter include intellectual
impairments and gray matter neurodegeneration [58]. Such clinical manifestations may be
ascribed to perturbations in copper-reliant enzymes that traverse the Golgi apparatus or re-
side within mitochondria [59]. Paradoxically, cell-specific aberrations in ATP7A precipitate
intracellular copper accumulation, a scenario arising despite the overarching copper defi-
ciency evident in Menkes patients [60]. In a contrasting paradigm, mutations in the ATP7B
gene underlie Wilson’s disease. This disorder is marked by hepatic impediments to copper
excretion, ensuing in systemic copper excess, hepatotoxicity, psychiatric manifestations,
and neurodegeneration, particularly in the lenticular domain [59].

Differential expressions of ATP7 and COG complex subunits can significantly modu-
late synaptic morphology, mitochondrial constituents, and neurotransmission in response
to stimulatory or plasticity-inducing cues. A deeper exploration is imperative to elucidate
these interconnected dynamics. Mitochondria, pivotal cellular organelles, mediate synaptic
operations through diverse modalities. They serve as calcium reservoirs [61], facilitate
ATP synthesis [62], generate Krebs cycle intermediates influencing neurotransmission [63],
and engage in glutamate metabolism [64]. Additionally, mitochondria confer metabolic
adaptability by diversifying carbon inputs into the Krebs cycle, including sources such as
pyruvate, glutamate, or fatty acids [64].

The mitochondria’s competence in modulating synaptic calcium concentrations might
shed light on certain neurotransmission phenotypes, particularly in contexts of ATP7
overexpression or disrupted copper efflux. Brief episodes of high-frequency neuronal
excitation can engender synaptic plasticity via facilitation, augmentation, and potentiation,
cumulatively enhancing transmission efficiency, termed synaptic enhancement [65]. Fa-
cilitation hinges on the preservation of optimal calcium concentrations post-influx, while
concurrently augmenting it with basal calcium during neuronal activity and inducing
exocytosis of readily releasable vesicles in response to neural excitation [66–68]. In contrast,
potentiation seeks a balance between exocytosis and endocytosis [69].

Post-tetanic facilitation and augmentation typically involve a diminution in residual
calcium [65]. Basal calcium concentrations appear cardinal for post-tetanic potentiation
(PTP), with activity-mediated calcium elevations instigating phosphorylation-oriented sig-
naling persisting beyond its ephemeral phase [69]. Given the involvement of mitochondria
during PTP evolution, their potential role here merits consideration [70,71].
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Mitochondria’s indispensable role in modulating calcium concentrations at neuronal
terminals is paramount for synaptic plasticity and the inception of short-term memories.
They act as calcium buffers postconditioning [72]. However, in synapses manifesting ATP7
overexpression or compromised copper efflux pathways, any enhancements post-sustained
tetanic or post-tetanic stimuli are negated. It is salient that upon diminishing COG com-
plex expression, both mitochondrial content and neurotransmission phenotypes in ATP7
hyperexpressing terminals are concurrently ameliorated, substantiating the hypothesis of
mitochondria-mediated mechanisms dictating these phenotypes [73,74].

6. LARGE Gene Interactions with Golgi Apparatus—Consequences and Implications

The LARGE gene, prominently expressed in the hippocampus compared to other
tissues, plays a pivotal role in cognitive functions [61]. Mutations within this gene give rise
to human congenital muscular dystrophy type 1D, characterized by severe cognitive impair-
ments, atypical electroretinogram results, and nuanced structural cerebral anomalies [62,63].
LARGEmyd mice, harboring truncation mutations of the LARGE gene, exhibit neurological
manifestations akin to humans bearing such mutations, including sensorineural hearing
loss, retinal transmission deficits, neurodevelopmental irregularities, and attenuated long-
term potentiation [LTP] [64,65]. Recent research underscores the potential of aberrant
synaptic operations as the underlying cause of such cognitive impediments [64].

Intellectual disability, historically termed mental retardation, is delineated by pro-
nounced cognitive (IQ ≤ 70) and adaptive behavior deficits, manifested as restricted
conceptual, social, or practical skills prior to 18 years of age [75]. This disability might also
correlate with other cognitive deteriorations across one’s lifetime, including dementia of
a neurodegenerative origin. Numerous X-linked cerebral disorders related to intellectual
disability have proteins, instrumental in synaptic signaling pathways, as plausible etiologi-
cal agents [76–78]. Fragile X syndrome, a predominant genetically inherited intellectual
disability, is directly associated with AMPA-R dysregulation. Proteins PAK3 and OPHN1,
implicated in intellectual disability, oversee synaptic AMPA-R expression and stability [74].
Mutations in its GluA3 subunit have been identified in individuals with X-linked intellec-
tual disability [79]. However, the specifics of these perturbations in AMPA-R dynamics and
their contribution to cognitive dysfunction remain largely enigmatic.

The LARGE gene is instrumental in regulating AMPA-R—a synaptic receptor crucial
for synaptic plasticity and long-term potentiation, vital for memory consolidation and
learning. Mice devoid of this protein manifest compromised LTP, potentially correlated
with neurodevelopmental aberrations such as anomalous neuronal migratory patterns [80].

Experiments aimed at excising dystroglycan from murine brains yield outcomes
reminiscent of congenital muscular dystrophies, such as lissencephaly. This implies a
central role of dystroglycan in the central nervous system, suggesting that the anomalies
observed in LARGEmyd mice might echo mechanisms operational in humans with similar
dystrophies [81].

LARGEmyd mice present with irregular stratification within their cerebral and cere-
bellar structures. Atypical neurons are evident across both regions. Additionally, traces
of neurons in the external granular layer, presumably attributable to migratory defects,
are observed along with congregations of inappropriately located neurons within the
white matter or beneath the pial surface. Such abnormalities mirror those seen in specific
muscular dystrophies, including Fukuyama congenital muscular dystrophy (FCMD) and
Muscle–Eye–Brain disease (MEB) [63,82,83].

Microscopic evaluations have identified dystroglycan in the hippocampus, particularly
within postsynaptic assemblies crafted by mossy fibers on pyramidal neurons [84]. Prior
investigations revealed that dystroglycan suppression, achieved using GFAP-Cre, results
in diminished LTP, proposing its role in synaptic functionality [85]. Synaptic adaptability
alterations might arise due to diminished dystroglycan in either neurons or glial cells—
fundamental to the orchestration of synaptic operations [86]. The potential contribution of
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developmental cerebral anomalies in influencing the electrophysiological attributes of the
GFAP-Cre/DG-null brain cannot be dismissed [64].

Moreover, research has pinpointed the LARGE protein’s role in thwarting AMPA-R
localization by impeding its transit from the Golgi apparatus to the cellular exterior. A
deficiency in LARGE culminates in an AMPA-R overabundance at synapses, hindering
hippocampal LTP. Experiments utilizing animal models exposed to both knockout and
knockdown vectors bearing small hairpin RNA target LARGE unveil defects in associative
fear memory formation. This highlights LARGE’s significance in memory creation through
its governance of AMPA-R movement from the Golgi to the cellular facade [80]. Collectively,
these insights emphasize its cardinal role in memory genesis by modulating synaptic
AMPA-R localization within the hippocampus [87].

7. Golgi Matrix Protein 130 (GM130)
7.1. Role of GM130 in the Golgi Apparatus

The Golgi Matrix Protein 130 (GM130) emerged as the inaugural matrix protein
deemed indispensable for preserving the Golgi apparatus’s morphology, identified in a
1995 screen for proteins affiliated with the Golgi apparatus (GA) [88]. The GOLGA2 gene
is responsible for the transcription of GM130, a Golgin protein that has been the focus of
extensive investigations. Acting as a Golgi architectural protein, GM130 adheres firmly to
Golgi membranes, safeguarding their sophisticated configuration. Additionally, GM130 is
integral to several cellular endeavors, encompassing: vesicular fusion between the Golgi
and ER [89]; mitotic spindle organization and cellular bifurcation; microtubule nucleation
at the Golgi; and compartmental layout in dendritic Golgi outposts [90].

7.2. Pathological Dimensions of GM130

Mutations culminating in GM130 inactivation or diminished expression have been
identified in patients grappling with diverse ailments, including colorectal and breast can-
cers. Intriguingly, an elevated GM130 expression in gastric cancer correlates with reduced
patient survival [91]. Diacylglycerol acyltransferase I (DGAT1) may serve as a therapeutic
modality against prostate cancer by adjusting microtubule-organizing centers and GM130
concentrations, thereby undermining microtubule structural integrity [92,93]. The pres-
ence of Mannose N-glycans and the Golgi residency of α-mannosidase 1A could serve as
prognostic markers for aggressive prostate carcinoma cells [94]. Interference in GM130
and GRASP65 binding precipitates its degradation, triggering Golgi fragmentation and
acute pancreatitis in murine models [95]. Cells bereft of NAGLU exhibit heightened GM130
expression, leading to the elongation and expansion of the Golgi and anomalous lysosomal
accrual; restoring GM130 levels can ameliorate these pathological hallmarks [96]. The
mammalian GA is instrumental in modulating surfactant protein secretion by pulmonary
epithelial cells [97].

7.3. Neurological Implications of GM130 Dysfunction

Furthermore, GM130 ablation in murine nervous systems can precipitate the gradual
demise of Purkinje neurons in the cerebellum, resulting in discernible motor dysfunctions,
imbalanced postures, and severe tail-suspension rotational behaviors, mirroring cerebellar
ataxia. In advanced stages, paralytic manifestations with degenerative traits can be evi-
dent. Zebrafish bearing mutations that deactivate GM130 demonstrate pronounced skeletal
muscle anomalies and progressive microcephaly (MCPH) [2]. Individuals harboring ho-
mozygous variants of such mutations manifest analogous clinical presentations, including
myofibrillar degeneration, hypotonia, growth impediments, and degenerative features [98].

GM130 exerts a fundamental influence on nervous system ontogeny, orchestrating myr-
iad biological operations vital for its optimal functionality. Among these are: preservation
of the Golgi apparatus’s structural integrity, efficient intracellular protein and lipid traffick-
ing, mitotic activities such as mitotic segregation, and regulatory mechanisms overseeing
cellular migration/polarization, along with proficient glycosylation processes [99].
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The Golgi apparatus, a cornerstone of the endomembrane network, exhibits structural
deviations linked to assorted neurodegenerative conditions. As an intrinsic constituent of
the GA matrix, GM130 is paramount in conserving its ribbon-esque architecture [100]. An
aberrant GA morphology frequently coincides with a diminished matrix protein expression.
The assembly of the Golgi ribbon necessitates seamless integration of ER-to-Golgi carriers
(EGCs or ERGICS) into GA layers, contingent on the uninterrupted shuttling of GM130
between the cis-Golgi and EGCs. In the absence of GM130, this process falters, leading to
vesicular membrane accumulation, curtailment of smooth ER vesicles, and Golgi ribbon
disintegration [101].

8. Alzheimer’s Disease and GM130
8.1. Neuronal Development and the Role of GM130 in Neurodegenerative Diseases

During embryogenesis of neurons, the Golgi apparatus emerges as a pivotal non-
centrosome-associated microtubule organizing center. Cells forming dendrites leverage
these structures for direct cargo transport to nascent dendritic plasma membranes and lo-
calized microtubule nucleation to support dendrite elongation [23,102]. Neurodegenerative
conditions, including Alzheimer’s Disease (AD), Parkinson’s Disease (PD), Amyotrophic
Lateral Sclerosis (ALS), and Spinocerebellar Ataxia Type 2 (SCA2), are characterized by
a disrupted Golgi architecture. GM130 ensures the integrity of the Golgi’s structure, an-
choring transport vesicles crucial for streamlined endoplasmic reticulum (ER)-to-Golgi
transport [101]. Furthermore, GM130 is indispensable for precise Golgi positioning, cy-
toskeletal modulation, and establishment of neuronal Golgi satellites [23]. Aberrations in
GM130 functionality, manifested as vesicular accumulation and Golgi disarray, correlate
with neuronal impairment and cell apoptosis [103]. Investigations utilizing human induced
pluripotent stem cells and neurons with compromised GM130 functionality elucidate
adverse repercussions on cell polarity, motility, migration, neurogenesis, and neuritogen-
esis [104]. Given its multifaceted physiological implications, GM130 is instrumental in a
plethora of neuropathological conditions.

8.2. Alzheimer’s Disease: Pathogenesis and Golgi Disruption

Alzheimer’s Disease is characterized as a progressive, age-associated cognitive deteri-
oration paired with distinct neuropathological signatures. Initial manifestations encompass
diminished memory consolidation capabilities, which evolve into broader cognitive and
behavioral anomalies. Contemporary therapeutic strategies for AD encompass acetyl-
cholinesterase inhibitors for cognitive augmentation and nonsteroidal anti-inflammatory
agents to potentially decelerate disease progression and ameliorate cognitive deficits [105].

Central to AD pathogenesis is the aggregation of amyloid-β (Aβ) peptides, derivatives
of amyloid precursor protein (APP) cleavage, implicated in neurodegenerative pathways
in AD patients [106,107]. Aβ peptides, functioning as cell surface ligands, are pivotal
for neurite extension, cellular adhesion, and synaptogenesis, among other cellular pro-
cesses [108]. Fluorescent microscopic analyses of hippocampal specimens from transgenic
mice models of AD, possessing the APP Sweden and PS1 deletion mutations, highlighted
disrupted Golgi morphologies in contrast to the intact perinuclear formations in control
mice [109–112]. Additionally, early AD progression is marked by neuronal Golgi fragmen-
tation and spatial redistribution. Ultrastructural assessments delineate perturbed Golgi
lamellae with diminished diameters and proximal vesicular congregates [113]. Such Golgi
disorganization could compromise protein trafficking dynamics across Golgi membranes,
adversely affecting APP processing and elevating Aβ synthesis [114]. Herein, GM130’s
core functionality in preserving Golgi architecture becomes evident.

Cdk5 appears to be instrumental in AD-associated Golgi disintegration. Evidenced
by Cdk5 phosphorylation loci on GM130, unchecked Cdk5 activity might instigate Golgi
fragmentation, acting as a substrate for Cdc2. Analogous to the early prophase, where
Cdc2-mediated GM130 phosphorylation persists through metaphase to anaphase culminat-
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ing in fragmentation, with subsequent dephosphorylation in telophase promoting Golgi
reconstitution, Cdk5 might exert a similar modulatory influence [115].

9. Interplay between the Golgi Apparatus and SARS-CoV-2: Possible Associations
with Alzheimer’s Disease

The enveloped SARS-CoV-2 virus exploits the host cell’s secretory pathway for its
lifecycle processes, including replication, assembly, and egress. Within the host cellular
environment, the virus harnesses three non-structural proteins, namely, Nsp3, 4, and 6,
to reconfigure the endoplasmic reticulum, resulting in the creation of double-membrane
vesicles instrumental for viral RNA replication. The ER-Golgi intermediate compartment
(ERGIC) and the Golgi apparatus serve as the milieu for virion assembly, where processes
such as spike protein glycosylation and furin cleavage transpire. Efficient functioning of
this assembly hub is contingent on a protein stack formed by GRASP55 and GRASP65.
Deficiency in these GRASP proteins culminates in Golgi fragmentation (GF), enhancing
trafficking, albeit with ramifications including altered lysosomal enzyme sorting, protein
glycosylation modifications, and disruptions to cellular functions such as adhesion and
proliferation [116–118].

In the context of SARS-CoV-2 infections, GRASP55, integral to various stress responses,
undergoes down-regulation, whereas GRASP65 remains largely stable [119]. Research
underscores GRASP55’s salience in viral infections, potentially attributable to its role in
Golgi architecture. Corroborating this, diminished GRASP55 expression impedes the
translocation of the spike protein to the cell’s exterior, implying that virus-induced down-
regulation of GRASP55 expedites viral trafficking [120]. Such observations align with prior
work highlighting increased protein trafficking in the wake of GRASP55 deficiency [121].
Furthermore, GRASP55 expression diminishes ACE2 surface presence, insinuating its
potential impact on the SARS-CoV-2 entry pathway.

Electron microscopy has elucidated marked disparities in Golgi configurations be-
tween infected and non-infected cells. The Golgi apparatus in non-infected cells exhibits a
pronounced density proximal to the nucleus with extended cisternae. In contrast, SARS-
CoV-2-afflicted cells display substantial Golgi disarray, with predominant vesiculation of
Golgi membranes. Intriguingly, copious viral particles inhabit the expansive Golgi lumen,
suggesting the virus’s disruptive transit through the Golgi [122]. Moreover, in a neuropatho-
logical examination of 20 COVID-19 cases, six (three biopsies and three autopsies) exhibited
white matter abnormalities on MRI, presenting microhemorrhages suggestive of small
artery diseases. These cases displayed COVID-19-associated cerebral microangiopathy
(CCM) with distinct perivascular changes and evidence of blood–brain barrier compromise.
Despite the absence of fibrinoid necrosis and viral RNA in the brain, the SARS-CoV-2 spike
protein was identified in the brain endothelial cells’ Golgi apparatus, associating with
the furin protease. Cultured endothelial cells resisted SARS-CoV-2 replication, and the
protein’s distribution differed from that in pneumocytes [123].

Alzheimer’s disease (AD) presents a parallel, with its brain specimens often exhibit-
ing Golgi fragmentation, attributed to heightened neuronal activity. Golgi anomalies
are implicated in several AD-related pathologies, encompassing aberrant protein sort-
ing and glycosylation, hindered lysosomal/autophagosomal degradation, and an escala-
tion in Aβ peptide production. Notably, Aβ oligomer accumulation triggers GF through
cyclin-dependent protein kinase 5 (CDK5) activation, which subsequently phosphorylates
GRASP65, elevating Golgi growth factor. This series of events amplifies APP trafficking
and, in turn, Aβ peptide production [124].

GRASP65’s role is pivotal in mitigating amyloid-beta generation by promoting non-
amyloidogenic a-cleavage of the amyloid precursor protein. This unveils an intricate
interplay between augmented amyloidogenic cleavage of APP and tau phosphorylation,
with CDK5 being the primary kinase regulating tau phosphorylation and influencing Aβ

formation [125].
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Conversely, GRASP55 modulates the secretion and aggregation of neurotoxic proteins
via autophagy. Ordinarily, GRASP55 undergoes O-linked N-acetylglucosamine (O-GlcNAc)
modification, impacting nucleocytoplasmic proteins. However, under glucose-deprivation,
GRASP55’s O-GlcNAcylation wanes, prompting its relocation to function as a membrane
tether for autophagosome–lysosome fusion, thereby augmenting unconventional secretion
of neurotoxic entities, such as tau [106,126–128].

Appreciating the ramifications of SARS-CoV-2 infection on neural cells at the molec-
ular and cellular echelons remains paramount. With Golgi irregularities providing an
investigative fulcrum, probing their association with Alzheimer’s pathophysiology and
clinical dementia mandates delving into the molecular underpinnings. Such endeavors can
elucidate mechanisms wherein Aβ fibrils interfere with protein trafficking across neural
cell types, linking observed aberrations in glycosylation and lysosomal activity to these
disruptions (Figure 3).
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Figure 3. (A) SARS-CoV-2 infection down-regulates GRASP55, whereas GRASP65 remains unaffected.
Down-regulation of GRASP55 facilitates viral trafficking through the Golgi apparatus (GA) leading
to its fragmentation; GA fragmentation then leads to a rapid increase in viral trafficking and release.
(B) Beta-amyloid plaques lead to GA fragmentation, through CDK5 activation, that in turn increases
the phosphorylation of GRASP65, which will stimulate the GA growth factor synthesis and release,
contributing to more APP (Amyloid Precursor Protein) trafficking, increasing the beta-amyloid
plaque formation from Aβ oligomers. (C) Moreover, the activation of CDK5 contributes to Tau
protein phosphorylation, thus promoting its fibrillation and aggregation into neurofibrillary tangles.
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10. Conclusions

The Golgi apparatus, frequently marginalized in neurobiological discourse, has re-
cently emerged as pivotal to a plethora of processes within the nervous system. This
intricate organelle is integral to multifaceted biological phenomena encompassing neuroge-
nesis, Alzheimer’s Disease, and SARS-CoV-2 infections.

Its cardinal function in axonal and dendritic dynamics, as well as synaptic plasticity,
underscores its indispensability during neuronal maturation. Such involvement epitomizes
the depth and specificity mandated by these mechanisms. As we broaden our compre-
hension of the Golgi apparatus’s functions within the nervous system, we inch closer to
deciphering its elaborate mechanisms and the repercussions of neuronal malfunctions.
This enriched understanding not only propels foundational neuroscience research but also
illuminates prospective therapeutic interventions against formidable neurodegenerative
disorders, notably Alzheimer’s.

Exploring the myriad functions of the Golgi apparatus in neuronal health and pathol-
ogy unveils transformative horizons in neuroscience. Grasping the intricate nexus between
this pivotal organelle, neural circuitry, and the trajectory of neurological disorders could
pave the way for innovative therapeutic strategies, especially in the context of Alzheimer’s,
which afflicts countless individuals globally. A nuanced comprehension of the interplay
between the GM130 protein and the Golgi apparatus might pioneer treatments with the
potential to attenuate, halt, or even reverse disease progression.

Delving into the Golgi apparatus’s role in synaptic plasticity could wield profound
implications for diverse cognitive dysfunctions and neuronal traumas, providing fresh
insights into memory consolidation, learning, and neural rejuvenation.

Furthermore, elucidating the ramifications of Golgi apparatus fragmentation in viral
pathologies could spotlight innovative therapeutic avenues for myriad infections. Beyond
SARS-CoV-2, pathogens such as Zika, HIV, and influenza capitalize on the host cell’s
Golgi apparatus. By intensifying research endeavors in these domains, potential retroviral
therapeutics could emerge, offering significant impacts on formidable infections such as
HIV or novel interventions against Zika.

Prospective research trajectories ought to recognize this organelle’s integral role in
cellular life cycles. Crafting novel pharmaceutical agents that modify the virus–Golgi
interaction, whilst preserving cellular cytoarchitecture, could represent a groundbreaking
scientific advancement.

As investigative endeavors into the Golgi’s myriad functionalities intensify, it becomes
patently evident that this organelle transcends mere cellular infrastructure, asserting itself
as a cornerstone in diverse biological and pathological paradigms. Progressing in our
grasp of these dimensions demands a collective endeavor from the international scientific
fraternity, paired with an unwavering dedication to unlocking the intricacies of this
cellular nexus.
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Abstract: Breast cancer represents a paramount global health challenge, warranting intensified
exploration of the molecular underpinnings influencing its progression to facilitate the development
of precise diagnostic instruments and customized therapeutic regimens. Historically, the Golgi
apparatus has been acknowledged for its primary role in protein sorting and trafficking within
cellular contexts. However, recent findings suggest a potential link between modifications in Golgi
apparatus function and organization and the pathogenesis of breast cancer. This review delivers an
exhaustive analysis of this correlation. Specifically, we examine the consequences of disrupted protein
glycosylation, compromised protein transport, and inappropriate oncoprotein processing on breast
cancer cell dynamics. Furthermore, we delve into the impacts of Golgi-mediated secretory routes on
the release of pro-tumorigenic factors during the course of breast cancer evolution. Elucidating the
nuanced interplay between the Golgi apparatus and breast cancer can pave the way for innovative
therapeutic interventions and the discovery of biomarkers, potentially enhancing the diagnostic,
prognostic, and therapeutic paradigms for afflicted patients. The advancement of such research could
substantially expedite the realization of these objectives.

Keywords: golgi apparatus; breast cancer; protein glycosylation; protein trafficking; cancer progression;
tumor microenvironment; biomarkers therapeutic targets

1. Introduction

Camillo Golgi is credited with the identification of the Golgi apparatus, a fundamental
organelle inherent to eukaryotic cells [1]. Characterized by its intricate and dynamic nature,
the Golgi apparatus is pivotal in an array of cellular activities, predominantly protein
modification, segregation, conveyance, and packaging before its designated delivery to
specific intracellular locales. Structurally, the organelle comprises overlapping membranous
sacs, termed cisternae, which possess a unique architectural design optimized for proficient
modification and packaging before routing to defined cellular destinations.

Acting as a central hub, the Golgi apparatus is instrumental in the processing and
classification of diverse soluble proteins and lipids, directing them to their intended cellular
destinations [2]. Given its seminal position in the secretory continuum, any perturbation
in its architecture or functionality can gravely impact cellular protein and lipid equilib-
rium. Notably, a growing body of research has demonstrated that aberrations in the Golgi
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apparatus are implicated in a spectrum of conditions ranging from neurodegenerative mal-
adies [3–7] to ischemic strokes, cardiovascular ailments, pulmonary arterial hypertension,
infectious diseases, and malignancies.

Intrinsically adaptable, the Golgi apparatus possesses the capacity to rapidly recal-
ibrate in response to evolving cellular demands and extracellular cues. This involves
undergoing morphological transitions, such as reorganization, fragmentation, and integra-
tion with ancillary organelles, to aptly address variances in protein production and cellular
requisites. In this context, the Golgi apparatus engages in complex interplays with other
cellular structures, notably the endoplasmic reticulum (ER) and endosomes, orchestrating
a sophisticated intracellular transport and communication matrix [8].

The indispensability of the Golgi apparatus in cellular operations underscores the
ramifications of its dysfunction on human physiology and health. Disruptions or anomalies
in its form, functionality, protein shuttling, or associated metabolic pathways have been
pinpointed as etiological agents in a diverse array of pathologies, including malignancies,
neurodegenerative diseases, and metabolic anomalies. Consequently, deepening our com-
prehension of its operational dynamics and significance is imperative for unveiling the
underpinnings of these disorders and crafting targeted therapeutic modalities for their
efficacious management.

2. Golgi Sorting, Protein Trafficking, and Glycosylation Abnormalities

Preserving the structural coherence of the Golgi apparatus is paramount for its optimal
operation, as structural perturbations could usher in an array of pathologies. Operational
aberrations of the Golgi apparatus encompass modifications in its pH equilibrium, anoma-
lous glycosylation trajectories, and compromised membrane transport. Notably, fragmenta-
tion of the Golgi has been postulated as a precursor event in cellular apoptosis [9,10]. In
scenarios of pharmacological or oxidative duress, the Golgi apparatus undergoes transfor-
mations, such as cargo saturation, ion concentration disequilibrium, and irregular luminal
acidity, which collectively can induce membrane transport defects. We have coined the
term “Golgi stress” to encapsulate this specific Golgi apparatus response, and two well-
discussed molecular pathways are the structural preservation of Golgi apparatus by the
TFE3 (transcription factor binding to IGHM enhancer 3) pathway and the proteoglycan
pathway, which uptake the expression of enzymes for glycosylation [11].

Glycosylation stands as a pervasive posttranslational modification of proteins and
plays a pivotal role in protein-mediated signaling. The glycans situated at glycosylation loci
can span a spectrum in terms of complexity, from singular sugar chains to polymers boast-
ing over 200 sugar units. Furthermore, glycans can be subjected to auxiliary modifications,
encompassing the addition of entities like phosphate, sulfate, acetate, or phosphorylcholine
for further diversification. It is noteworthy that a multitude of glycans manifest branch-like
structures. An N-glycan entity can house up to six branches, each embedded with several
recurrent disaccharide segments. The work by Stanley et al. (2011) offers insights into the
traits and operations of Golgi glycosyltransferases (GTs), encompassing their activity spec-
tra from their initiation at the cis-Golgi to their passage through the trans-Golgi network
(TGN) [12].

The glycosylation of proteins is executed at two discrete intracellular locales, each
defined by unique attributes. Proteins resident in the cytosol and nucleus undergo
O-GlcNAcylation, wherein singular sugar entities termed N-acetylglucosamine (GlcNAc)
directly bind to serine or threonine amino acids. This mechanism is instrumental in fine-
tuning protein interactions, stability, functionality, and a gamut of cellular undertakings
such as transcription, metabolism, apoptosis, and organelle genesis and transport [13,14]. In
contrast, within the ER and Golgi apparatus lumen, secretory and transmembrane proteins
are subjected to glycosylation by affixing specific glycosaccharides, or glycans, to particular
amino acid chains. This modus operandi facilitates their functional diversification, allowing
them to partake in multifarious cellular events [15].
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The Golgi apparatus houses an array of glycosylation enzymes capable of either cleav-
ing monosaccharides (glycosidases) or attaching them (GTs). Intriguingly, these enzymes
can form both heteromeric and homomeric assemblies [16]. Structurally, GTs are membrane-
bound proteins characterized by a brief N-terminal segment, a singular membrane do-
main, and a luminal domain. Due to this intricate configuration, they frequently establish
enzyme complexes with other active enzymes within specific glycosylation pathways.
N-glycosyltransferases within the Golgi can manifest in either homomeric or heteromeric
groupings. The cyclical process of these GTs entails transitions influenced by the microenvi-
ronment, oscillating between heteromeric and homomeric states. While homomeric enzyme
formations are pivotal in facilitating the folding and transportation of GTs to the Golgi
apparatus, the more active heteromers are predominantly utilized for streamlined glycosy-
lation [17,18]. Noteworthy GTs include GalNAc-T2 (N-acetylgalactosaminyltransferase-2)
and GalT (β1,4-galactosyltransferase), which, due to their specificity for the Golgi appara-
tus, highlight that any depletion of juxtanuclear Golgi staining might be indicative of the
organelle’s attributes and the associated membrane proteins [19].

A dysfunctional Golgi glycosylation process has been associated with invasive behav-
ior in various cancer types, encompassing prostate and breast malignancies [20,21]. The
glycosylation process within the Golgi plays a cardinal role in numerous oncogenic molecu-
lar and cellular sequences, such as signal transduction, cellular communication, dissociation
and invasion of cancer cells, cell–matrix attachment, angiogenesis, immunomodulation,
and metastasis [22]. Analogous to the function of epithelial cadherin in mediating epithe-
lial cellular cohesion, the Golgi-mediated glycosylation of N-linked glycans on epithelial
cadherin might influence the epithelial-to-mesenchymal transition, thereby catalyzing the
emergence of metastatic outgrowths. Such a mechanism is postulated to facilitate the
migratory capacity of neoplastic cells from their inception point, be it during reparative
processes post-injury or other standard physiological events, and becomes instrumental in
the metastatic spread and proliferation of cancer [8,23].

The GOLPH3 complex, recognized as Golgi phosphoprotein 3, stands as a pivotal
molecular entity in the realm of Golgi-facilitated oncogenesis. Its centrality in cancer
can be attributed to a myriad of critical functionalities. GOLPH3 not only orchestrates
Golgi glycosylation pivotal for the cancerous phenotype manifestation but also amplifies
the DNA (deoxyribonucleic acid) damage response, bolstering survival amidst DNA-
injurious scenarios. Additionally, it synergizes with retromer elements to enhance the
mTOR (mammalian target of rapamycin) signaling upon growth factor induction and
facilitates cell motility by orienting the Golgi apparatus toward the cellular forefront.
Beyond GOLPH3, the Golgi spectrum hosts another consequential protein, GM130 (Golgi
matrix protein 130). Integral to Golgi glycosylation and membranous protein trafficking,
the downregulation of GM130 culminates in autophagy, diminished angiogenesis, and
suppressed tumorigenesis [6,23–25].

Dysregulated Golgi glycosylation not only holds implications for carcinogenesis but
might also propel cancer progression. Given the intertwined nature of Golgi-related
operations and oncology, delving into and therapeutically targeting these processes should
be foundational in cancer research endeavors.

Divergences in glycosylation can engender alterations in the conformation and func-
tion of numerous membranous proteins, with particular significance to collagen, fibronectin,
integrins, and laminin at the extracellular interface. The paramount role of transmembrane
integrins lies in fortifying the cytoskeleton via myriad cell–cell and cell–matrix interactions,
thereby catalyzing cellular maturation and proliferation [26]. Glycosylation aberrancies
might culminate in the flawed anchorage of these proteins, engendering a plethora of
pathologies encompassing neurodegenerative conditions, malignancies, and cardiovascular
afflictions [27–29].

The Golgi apparatus, with its cardinal role in modulating core cellular mechanisms,
like adhesion and migration, stands as a keystone in the panorama of cancer evolution and
metastatic dissemination. A prominent influencer in these oncogenic processes is identified
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as phosphatidylinositol 4-phosphate (PI4P). Hence, its role in human breast cancer can
markedly sway cell–cell adhesion and migratory patterns [24].

Recent investigations underscore the paramount regulatory role of PI4P in the struc-
tural and functional intricacies of the Golgi apparatus, notably affecting glycosylation and
the trafficking of proteins pivotal to cell–cell adhesion. By modulating the Golgi PI4P con-
centrations, the localization and activity of cardinal adhesion molecules, such as E-cadherin,
are affected, thereby reshaping the intensity and dynamics of cell–cell interactions. Beyond
its role in adhesion, PI4P governs activities linked with enzymes crucial for the synthesis or
restructuring of glycosphingolipids, which are indispensable for cell surface interactions
and signaling modalities. Furthermore, PI4P is integral in governing invasive cellular
motility, a critical phenomenon in oncologic metastasis. Its regulatory role in Golgi-centric
vesicular trafficking and membranous dynamism facilitates the modulation of invasive cell
polarization and protrusive activities, augmenting their migratory and invasive propensi-
ties. In this orchestration, PI4P collaborates with a cohort of Golgi-associated proteins and
lipid-mediated signaling pathways to modulate cytoskeletal transformations and matrix
degradation, thereby facilitating the metastatic voyage of cancerous cells [21,30].

The traversal of cargoes through the Golgi apparatus is a multifaceted event and
remains a focal point of discourse in the scientific literature. This review sheds light on
five contemporary models postulated for assessing Golgi traffic, weighing their merits
and demerits. The inaugural model posits anterograde vesicular transport amidst stable
compartments of the Golgi. Conversely, the second hypothesis advocates for cisternal
progression/maturation, wherein Golgi cisternae transition through sequential maturation
phases. The third paradigm fuses progression/maturation with heterotypic tubular con-
veyance between cisternae. The penultimate model champions swift protein partitioning
within a heterogenous Golgi and the terminal model envisions stable compartments as
precursors for ensuing cisternal development.

A meticulous analysis reveals that no singular model can holistically encapsulate all
documented phenomena across varied organisms. It might be more tenable to perceive
cisternal progression/maturation as a foundational and evolutionarily conserved mecha-
nism governing Golgi traffic. Certain cellular systems might integrate heterotypic tubular
transport within Golgi cisternae. A judicious exploration of these models will illuminate the
intricate facets of Golgi traffic, bestowing deeper insights into its operational mechanisms
and elucidating this quintessential cellular undertaking. Grasping its foundational tenets
is indispensable for decoding its influence on cellular equilibrium as well as pathological
states linked to protein trafficking or excretion [31].

3. Golgi Apparatus Involvement in Breast Cancer

Breast cancer, a pressing global health challenge, leads to female mortality rates, and
its prevalence is anticipated to surge in the forthcoming years. Diagnostic techniques
like mammography and clinical breast inspections are pivotal for its early identification.
While therapeutic modalities encompass surgical interventions, chemotherapy, and radi-
ation treatments, each come with a set of concerns. Chemotherapy, despite its efficacy
in neutralizing cancerous cells, presents a suite of adverse reactions. Radiotherapy, typi-
cally paired with surgery, may inflict enduring harm to critical organs. More promising
therapeutic avenues encompass the deployment of anti-ErbB2 antibodies, exemplified by
trastuzumab, especially for HER2-positive breast cancer variants. Additionally, antiestro-
gens and aromatase inhibitors serve to suppress the manifestation of estrogen-associated
genes, proffering treatment avenues with diminished side effects [32,33].

The Rab GTPases, pivotal orchestrators of vesicular transportation, hold profound
implications for the malignancy and invasiveness of cancer cells. Delving into estrogen
receptor-positive breast cancer cellular frameworks reveals the instrumental role of Rab27B.
Its heightened expression correlates with an augmented cellular elongation and an escalated
invasiveness when interacting with collagen matrices. Such effects can be counteracted
through miRNA-mediated interventions. Moreover, the amplification of Rab27B expression
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bears a direct relation to the surge in HSP90 alpha expression, a molecular custodian pivotal
for upholding the structural integrity of MMP2 [34,35].

Rab40B’s influence is palpably seen in maneuvering the trafficking pathways of met-
alloproteases MMP2 and MMP9 within the MDA-MB-231 breast cancer cellular context,
facilitating the degradation of the external cellular matrix. Another metalloprotease, MT1-
MMP, falls under the regulatory domain of Rab2A, which further fuels metastatic behaviors
via its interaction with the VPS39 protein and is crucial for the amalgamation and clustering
of late endosomes/lysosomes.

SiRNA screening has unmasked Rab2A’s regulatory influence over the Golgi trans-
port mechanisms of surface E-cadherin in breast cancer cells. Given the pivotal role of
E-cadherin loss as an oncogenic transformation indicator, these revelations accentuate the
significance of Rab GTPases in dictating vesicular transportation mechanisms. Such pro-
cesses wield influence over cellular structural dynamics, invasion capacities, and external
matrix degradation in these particular breast cancer cells [36,37]. Refer to Figure 1 for a
visual representation.
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Figure 1. This diagram depicts how Rab27B, Rab2A (in a late-stage endosome form), and Rab40B
from the Rab family of proteins, formed by the Golgi apparatus, are involved in breast cancer.
After exocytosis, those Rab proteins play a key role in ECM (Extracellular Matrix Degradation), a
representative element in the cancer microecosystem, which will further determine cell proliferation,
tumoral invasion, and the formation of metastatic masses.

As highlighted in the cited study [38], GOLPH3’s pronounced overexpression in breast
cancer cells and tissues contrasts starkly with its presence in normal breast tissue. Escalated
GOLPH3 levels correlate with advanced tumor development, metastatic spread, and a grim
prognosis for breast cancer sufferers.

In the breast cancer scenario, GOLPH3 emerges as a pivotal entity, underpinning
cancer cell proliferation and longevity by modulating its DNA damage response appara-
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tus. A noteworthy interaction of GOLPH3 is with ATM (ataxia-telangiectasia mutated), a
quintessential DNA damage response protein located at the Golgi. This interaction am-
plifies survival rates, rendering cancer cells more resilient against DNA damage-driven
cellular demise. Such a mechanism equips cancer cells with heightened resistance against
the genotoxic assaults unleashed by treatments like chemotherapy and radiation [39].

Furthermore, GOLPH3’s tentacles extend into cancer progression by exerting reg-
ulatory control over a slew of signaling pathways, notably the PI3K-AKT-mTOR axis.
GOLPH3 bolsters AKT activation, a kinase pivotal for cell proliferation and survival. This
ultimately accelerates tumor growth and endows them with fortified resistance against
treatments. From a therapeutic lens, targeting GOLPH3 emerges as a promising stratagem
in the battle against breast cancer. A nuanced inhibition of its expression or functional
prowess could prime cancer cells for increased susceptibility to DNA-damaging agents,
effectively crippling tumor proliferation and metastatic spread [40].

In breast cancer patients, a surge in gene expression linked to ER-Golgi transport
processes is evident, exemplified by genes like ARF4, COPB1, and USO1. These genes
play an instrumental role in ferrying proteins between the ER and Golgi apparatus. To
elucidate further, COPII vesicles shepherd proteins from the ER to the Golgi, whereas ARFs
pilot the retrograde journey from the Golgi to the ER, which is facilitated by COPI vesicle
formation [41].

Delving into the transportation dynamics of these genes reveals intriguing insights.
The overexpression of ARF4, COPB1, and USO1 accelerates protein shuttling from the
ER to Golgi. Introducing biotin amplifies this trafficking tempo even more, hinting at the
pivotal role these ER-Golgi trafficking genes play in optimizing transportation kinetics [41].

A comprehensive meta-analysis of breast cancer cells also unravels that the expression
patterns of ARF4, COPB1, and USO1 are orchestrated by the CREB3-like transcription
factors. This harmonious co-expression, when disrupted, wreaks havoc on the cellular
adhesive capacities, mobility, invasion potential, and the overarching metastatic traits of
cancerous cells [32].

The discoveries highlight the pivotal roles that ARF4, COPB1, and USO1 undertake in
breast cancer cell proliferation and invasiveness. Their significance underscores their role
as key contributors to the disease’s progression. Their paramount importance is further
spotlighted through their integral roles in breast cancer evolution, particularly via the
ER-Golgi trafficking mechanisms [42].

CREB3, a transcriptional architect, is instrumental in governing the traffic between the
ER and Golgi apparatus. Its implications for breast cancer metastasis are a subject of fervent
research. The quest to understand gene expression footprints steered by CREB3-mediated
ER-Golgi trafficking unveils repercussions on the metastatic journey of breast cancer [43].

Evidence affirms that CREB3 activation spurs the upregulation of genes that partici-
pate in ER-Golgi trafficking, prominently featuring constituents of the COPII and COPI
vesicle transportation networks. This unique genetic footprint, orchestrated by CREB3, is
tethered to enhance metastatic capabilities in breast cancer cells. A slew of experimental
methodologies was deployed in this research, which strove to pinpoint the direct nexus
between CREB3-driven trafficking and the invasiveness inherent to breast cancer cells [44].

Moreover, the CREB3-directed trafficking signature has been painted as a harbinger of
grim clinical outcomes in breast cancer patients. An upsurge in the expression of signature
genes coincides with an elevated risk of metastasis and a dip in overall survival rates.
This spotlight on the clinical significance accentuates its potential as a harbinger of disease
prognosis in breast cancer [21].

In addition, genetic and epigenetic deviations in loci affiliated with the Golgi appa-
ratus, such as CCDC170 (Coiled–Coil Domain Containing 170), have been entwined with
susceptibilities to breast cancer. The unraveling of Golgi microtubule organization by
proteins, like CCDC170, can culminate in anomalies in cell polarity and motility. These
facets are quintessential for the invasiveness and metastatic prowess inherent to cancer
cells [45].
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4. Estrogen-Mediated Regulation of Protein Transcriptome: Impact on Vesicular
Trafficking and Giant Vesicle Formation in Breast Cancer

Giant Vesicles (GVs) are vesicles, either inside or outside cells that range in size from
3 to 42 µm amd play a pivotal role in tumor proliferation. These vesicles originate mainly
from ERα (estrogen receptor alpha)-negative breast cell lines and predominantly reside at
the cell’s edge [46].

Estrogen, pivotal in steering the transcriptome of proteins involved in vesicle move-
ment and GV formation in breast cancer cells, regulates gene expressions essential to these
processes. By modifying this transcriptome, estrogen directs the creation of vital proteins
for vesicle movement and GV formation, thereby fueling growth and disease progression.
As such, estrogen stands as a chief architect in this molecular realm and is linked with
vesicle movement and GV formation. Estrogens, as paramount female sex hormones,
are intrinsic to many physiological and pathological functions and hold a significant role
in the onset of breast cancer. They operate by docking onto nuclear estrogen receptors,
subsequently reshaping gene expressions. Notably, genes dictated by estrogen have been
identified to sway various dimensions of cancer cell movement [47–49].

Two gene standouts, SYTL5 (Synaptotagmin-like 5) and RAB27B, regulated by 17 ss
estradiol, are central to vesicle movement and exocytosis. SYTL5 functions as an intermedi-
ary molecule, collaborating with GTPases RAB27A/B. An increased presence of these genes
has been documented in estrogen receptor-positive breast cancer cell lines, emphasizing
their association with vesicle movement [50].

Additionally, SNX24 (Sorting Nexin 24), another estradiol-influenced gene, plays a quintessen-
tial role in endosomal categorization. GALNT4 (Polypeptide N-Acetylgalactosaminyltransferase
4) and SLC12A2 (Solute Carrier Family 12 Member 2) are foundational to the vesicle
movement mechanism. Specifically, SLC12A2 is instrumental in steering the exocytosis of
catecholamine from chromaffin cells, governing breast shape dynamics [51].

Wright et al. unveiled a unique vesicle species in breast cancer cells, which is known
as the GV. Breast cancer cells, like MCF 7 and T47D, which robustly express the estrogen
receptor alpha, rely on estradiol for their genesis. In contrast, non-ER alpha-negative
cells, like MDA-MB-231/MDA-MB-468, remained untouched by estradiol in GV formation.
However, in the presence of ER alpha, estradiol instigated the inception of estradiol-
dependent GVs, hinting at a possible route where estradiol might spark this formation
through ER alpha expression [52].

In essence, genes guided by estradiol and their interplay in vesicle movement across
diverse frameworks considerably drive breast cancer cell growth and spread. This pro-
vides a compelling narrative on the multifaceted relationship between estrogen cues, gene
orchestration, and vesicle movement in breast cancer. These discoveries elucidate the
sophisticated dance between estrogen signaling, gene oversight, and vesicle movement,
shedding light on their role in the progression of the disease [53].

5. Inhibition of Golgi-Associated Lipid Transfer Proteins (LTPs) as Potential Targets
for Disease Intervention

The Golgi complex (GC) is pivotal in lipid biosynthesis and distribution. This incorpo-
rates both vesicle transport and non-vesicular pathways via Lipid Transfer Proteins (LTPs)
like CERT (ceramide transfer protein), OSBP (oxysterol-binding protein), and FAPP2 (four-
phosphate adaptor protein 2). Each of these proteins boasts distinct transport capabilities:
CERT shuttles ceramide, OSBP transfers cholesterol, and FAPP2 moves GlcCer. All these
proteins carry an N-terminal PH domain, enabling them to bind with PI4P for effective
delivery within the GC. Some inhibitors targeting these processes are emerging as potential
antiviral and anticancer therapeutics [54].

CERT specializes in carrying ceramide from the ER to the TGN, where it undergoes
conversion to sphingomyelin [55]. Its inhibition or depletion results in ceramide accumu-
lation, catalyzing ceramide-induced ER stress. This phenomenon primes various cancer
cells, including ovarian, colorectal, and HER2-positive breast cancer cells, for enhanced
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vulnerability to chemotherapy. HPA-12, a CERT inhibitor, works by hampering CERT’s
recruitment during viral or parasitic invasions. This leads to augmented ceramide levels,
rendering cancer cells more susceptible to paclitaxel-induced cell death, especially in con-
texts where these cells are resistant to traditional paclitaxel treatments or when there are
infections or parasitic interferences [56].

OSBP1, a specialist in binding oxysterol, is central to the swap of cholesterol for
PI4P between the ER and GC. OSBP, alongside ORP4L (oxysterol binding protein (OSBP)-
related protein 4L), has been pinpointed as a target for various anticancer agents, including
ORPphilin compounds like cephalostatin 1, OSW-1, Ritterazine B, and Schweinfurthin
A, due to their profound effects on lipid metabolism. Moreover, Itraconazole, primarily
an antifungal, demonstrates anticancer efficacy by targeting OSBP. Summarily, the GC’s
equilibrium in lipid concentrations hinges on both vesicle-based transport and the action of
lipid transfer agents, like CERT and OSBP. Strategies that target these proteins are emerging
as promising avenues in the development of novel anticancer and antiviral treatments [57].

6. Rho-Related BTB Domain Containing 1 (RhoBTB1) Drives Breast Cancer Growth
and Metastasis through Methyltransferase-like 7B (METTL7B) Regulation

In breast cancer cells and patient samples, there is a marked downregulation of
RhoBTB1 (Rho-Related BTB Domain Containing 1) expression, hinting at its probable
tumor suppressor properties. Scientific inquiry reveals that a lack of RhoBTB1 leads to the
disintegration of the Golgi structure, compromising its functions. This results in anomalies
in protein glycosylation and associated trafficking pathways [58].

Adding another layer, METTL7B (Methyltransferase-like 7B) operates downstream
of RhoBTB1. Recognized for its role in protein glycosylation, METTL7B experiences an
uptick in its expression in breast cancer cells. Its heightened presence is, unfortunately, an
indicator of grim outcomes for cancer patients. Through various functional studies, it is
discerned that a surge in METTL7B expression counteracts the invasive tendencies of breast
cancer cells and concurrently rectifies the Golgi disintegration brought on by RhoBTB1
insufficiency [59].

This interplay implies that RhoBTB1 acts as a brake on METTL7B, ensuring the struc-
tural and functional integrity of the Golgi apparatus and curtailing the invasion of breast
cancer cells. Disturbances in this delicate balance seem to facilitate aggressive tendencies in
breast cancer cells [60].

The narratives surrounding RhoBTB1 and RhoBTB2, and their associations with
breast cancer, are subjects of intrigue, but their precise roles remain shrouded in mystery.
RhoBTB3’s part in breast cancer deterrence is even less understood. To delve deeper
into these ambiguities, this research utilized bioinformatics tools, like Oncomine and
cBioportal, and aimed to elucidate the roles and potential prognostic value of RhoBTB3 and
Col1a1 in the context of breast cancer. Comprehensive methodologies including qRT-PCR
analysis, immunoblotting assays, and a range of functional tests, such as invasion and
proliferation assays, and flow cytometry were employed. The endgame was to pinpoint
their contribution to the trajectory of breast cancer and evaluate their worth as prognostic
indicators [61].

7. Possible Therapeutic Targets Regarding Breast Cancer

Breast cancer presents itself as a multifaceted ailment that is characterized by diverse
subtypes and molecular variations. This heterogeneity necessitates a wide spectrum of
treatment approaches targeting different pathways and molecules (Table 1). A breakdown
of these targeted pathways and molecules follows.
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Table 1. Pharmaceutical agents for breast cancer treatment with Golgi apparatus implications.

Type of Breast Cancer Drug Name Development Stage Golgi Apparatus Mechanism

Estrogen receptor-postive Tamoxifen FDA-approved During post-Golgi recycling pathways, SCAMP1 determines cellular
modifications against the progression of cancerous processesLetrozole FDA-approved

HER2-positive
Trastuzumab FDA-approved
Pertuzumab FDA-approved

Adotrastuzumab emtansine FDA-approved

HER2-negative
Palbociclib FDA-approved Trafficking HER2 from the Golgi to the endocytic cellular pathways leads

to a decreased level of HER2 expressionRobociclib FDA-approved
Abemaciclib FDA-approved

BRCA1/2
Olaparib FDA-approved

Inhibition of Poly (ADP-ribose) Polymerase (PARP)Talazoparib FDA-approved
Nitraparib FDA-approved

Triple-negative Pembrolizumab FDA-approved AXL (tyrosine kinase) has a polarized localization at the Golgi apparatusAtezolizumab FDA-approved

In estrogen receptor-positive breast cancers, the cancer cells thrive on estrogen sig-
nals. To curtail this growth, endocrine therapies are deployed. Notable examples include
selective estrogen receptor modulators, like Tamoxifen, and aromatase inhibitors, such as
Letrozole, which have proven adept at inhibiting cancer cell proliferation [62].

Breast cancers characterized by excessive HER2 expression are labeled “HER2-positive”.
This overexpression catalyzes rapid cell growth and survival. Targeted therapies, specifi-
cally designed to obstruct HER2 signaling, are the countermeasures employed here. Drugs
like trastuzumab (Herceptin), pertuzumab (Perjeta), and ado-trastuzumab emtansine (Kad-
cyla) are paramount in battling these types of breast cancers [63].

When it comes to both estrogen receptor-positive and HER2 breast cancers, there is an
interesting dynamic at play involving SCAMP1 (Secretory Carrier-Associated Membrane
Protein 1). Acting in post-Golgi recycling pathways, this protein, deemed a tumor suppres-
sor, enhances the trafficking of MTSS1 (metastasis suppressor protein 1) to the cell’s surface.
Once there, MTSS1 kickstarts Rac1-GTP, promoting cell–cell adhesion, thereby forming a
defensive front against cancer progression and invasion [64].

Lastly, for breast cancers carrying mutations in the BRCA1/2 genes, Poly (ADP-
ribose) Polymerase (PARP) inhibitors come into play. Drugs like olaparib, talazoparib,
and niraparib capitalize on DNA repair deficiencies in these cancers. By targeting cells
that show homologous recombination inadequacy, they demonstrated significant clinical
benefits for patients with BRCA mutation-positive breast cancer cases [65].

Breast cancer’s complexity necessitates a wide array of targeted therapeutic interven-
tions to tackle its multifarious molecular pathways. Several key molecules and pathways
in breast cancer therapy include:

Cyclin-Dependent Kinase 4/6 (CDK4/6)—Drugs such as palbociclib, ribociclib, and
abemaciclib, have been developed to inhibit CDK4 and CDK6 activities, which are pivotal
for the progression of the cell cycle. Their introduction has yielded promising results,
especially for patients with hormone receptor-positive and HER2-negative advanced breast
cancer, showcasing significant improvements in progression-free survival [66].

The PI3K/AKT/mTOR Pathway—A recurrent aberration observed in breast cancer
patients is a malfunction in this particular signaling pathway. As a consequence, inhibitors
targeting its constituents, like PI3K inhibitors (e.g., alpelisib) and mTOR inhibitors (e.g.,
everolimus), have emerged as particularly potent against certain breast cancer variants [67].

Immune Checkpoint Inhibitors—These are groundbreaking agents, such as pem-
brolizumab and atezolizumab. They are engineered to target immune checkpoints, notably
PD-1/PD-L1 (Programmed Cell Death Ligand 1), amplifying the immune system’s capacity
to identify and destroy cancer cells. Their efficacy has been particularly notable in cases of
advanced triple-negative breast cancer [68].

Moreover, it is worth highlighting that the Golgi apparatus has sparked interest as
a potential molecular target in breast cancer therapy. A growing number of therapeutic
avenues, including antibody–drug conjugates, nanoparticles equipped to deliver antibody
drugs, conjugate drug therapies, and advanced immunotherapies, are under scrutiny to
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optimize cancer patient outcomes [69]. The selection of a treatment strategy is contingent on
myriad factors, including the patient’s tumor subtype, its stage, and substage classification.

8. Conclusions

Breast cancer’s progression and initiation intricately intertwine with the functioning
of the Golgi apparatus. Alterations in its structural and operational framework have deep
implications, manifesting in the acceleration of tumor growth, invasive behavior, and
metastasis. A significant causative factor is the malfunctioning of Golgi-associated proteins,
like matrix proteins, lipid transporters, and resident enzymes, leading to anomalies in
glycosylation, protein trafficking, and signal relay—fundamental hallmarks of breast cancer.

CCDC170 stands out as a critical genetic component interlinked with the Golgi sys-
tem with profound effects on breast cancer proliferation. Any perturbations within this
structure might trigger cellular transformations, escalating the risk of cell invasion and
potential metastasis.

Golgi-associated proteins, extending from matrix proteins to lipid transfer agents
and enzymes resident within the Golgi, are complicit in fostering tumor growth, invasive-
ness, and metastatic spread. They modulate vital cellular functions, including adhesion,
migration, and proliferation—fundamental processes underpinning the progression of
breast cancer.

The intricate nexus between the Golgi apparatus and breast cancer is a treasure
trove of insights. It reveals the underlying molecular intricacies and illuminates potential
therapeutic interventions. By zeroing in on specific Golgi-mediated processes, such as
protein glycosylation, vesicle transport, and interactions between Golgi and microtubules,
we unveil novel therapeutic horizons. These might halt tumor expansion, avert metastatic
spread, and enhance the prognosis for breast cancer patients.

However, the enigma of the Golgi apparatus and its relationship with breast cancer
demands further exploration. By deciphering its elaborate processes and their role in
cancer evolution, we are better poised to develop advanced diagnostic instruments, tailor
treatments more precisely, and ensure a brighter prognosis for those battling breast cancer.
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Abstract: Heinrich Wilhelm Gottfried von Waldeyer-Harz is regarded as a significant anatomist
who helped the entire medical world to discover and develop new techniques in order to improve
patient treatment as well as decrease death rates. He discovered fascia propria recti in 1899, which
is important in total mesorectal excision which improves cancer treatment as well as outcomes. He
played an important role in developing the neuron theory which states that the nervous system
consists of multiple individual cells, called neurons, which currently stands as the basis of the impulse
transmission of neurons. Waldeyer was also interested in cytology, where he made a substantial
contribution, being the first who adopted the name “Chromosome”. Therefore, he accelerated the
progress of what it is now known as Genetics. In conclusion, starting from the Fascia propria recti and
continuing with great discoveries in cytology and neuron theory, Wilhelm von Waldeyer represents a
key person in what we today call medicine.

Keywords: neuron theory; Waldeyer history; Waldeyer citology; Waldeyer anatomy

1. Introduction

Heinrich Wilhelm Gottfried von Waldeyer-Hartz (Figure 1) was a well-known German
anatomist who is known for his efforts in giving both the medical world and humanity
an acquaintance in multiple fields of study such as anatomy, embryology and pathology,
which today plays a vital role in treating genetic diseases and cancer.

He was born on 6 October 1836 in Hehlen, a small village near Brunswick. He com-
pleted his studies at the Gymnasium Theodorianum in Paderborn, were he obtained a
graduation diploma in 1856, which attested his eligibility of attending university courses.
Further on, he attended the Universität Göttingen were he focused his studies on mathe-
matics and natural sciences [1].

This is a place that played an important role in the future of Waldeyer, because he
met the recognised anatomist Jakob Henle (1809–1885), who discovered the loop of Henle
which has great importance in the kidney’s physiology. Waldeyer was so impressed with
Henle’s work that he entered medical school in 1857. In 1861, he acquired his doctorate
diploma based on his thesis entitled “De claviculae articulis e functione” [2].
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Later on, in 1867, he became a professor of pathological anatomy in Breslau, then 
Waldeyer became a full professor in Strasbourg in 1872, and in 1883, he moved to Berlin 
where he lived for more than 33 years working at the Institute of Anatomy [3]. 

Before his death on 23 January 1921, his desire was for his hand, skull and brain to 
be preserved at the Institute of Anatomy in Berlin in order to be studied and examined. 
Hans Virchow was the one who dissected the hands and published an entire detailed 
description of the anatomy of this body part of Waldeyer (Figure 2) [4]. However, the 
studies based on his brain and skull were not assigned to Virchow and were not found. 
The entire idea behind his desire to donate his body parts to the Institute was a popular 
decision among well-known people from the medical world of that era due to a belief 
that distinguished signs could be seen in tremendously intelligent people’s brains [2]. 

 
Figure 2. Waldeyer’s right hand (left) and the skeleton of the right hand (right) according to Hans 
Virchow’s description (1923) [4]. 

2. Waldeyer’s Medical Contributions 
One of Waldeyer’s biggest anatomical contribution was represented by the “Fascia 

propria recti”, which at the time of discovery in 1899, did not present such a great med-
ical interest, but in the last century, its importance in surgical practice has grown higher 

Figure 1. Heinrich Wilhelm Gottfried von Waldeyer-Hartz (1836–1921).

Later on, in 1867, he became a professor of pathological anatomy in Breslau, then
Waldeyer became a full professor in Strasbourg in 1872, and in 1883, he moved to Berlin
where he lived for more than 33 years working at the Institute of Anatomy [3].

Before his death on 23 January 1921, his desire was for his hand, skull and brain to be
preserved at the Institute of Anatomy in Berlin in order to be studied and examined. Hans
Virchow was the one who dissected the hands and published an entire detailed description
of the anatomy of this body part of Waldeyer (Figure 2) [4]. However, the studies based
on his brain and skull were not assigned to Virchow and were not found. The entire idea
behind his desire to donate his body parts to the Institute was a popular decision among
well-known people from the medical world of that era due to a belief that distinguished
signs could be seen in tremendously intelligent people’s brains [2].
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Figure 2. Waldeyer’s right hand (left) and the skeleton of the right hand (right) according to Hans
Virchow’s description (1923) [4].

2. Waldeyer’s Medical Contributions

One of Waldeyer’s biggest anatomical contribution was represented by the “Fascia
propria recti”, which at the time of discovery in 1899, did not present such a great medical
interest, but in the last century, its importance in surgical practice has grown higher and
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higher due to its importance in total mesorectal excision, a surgical procedure involved in
rectal cancer treatment. It was described for the first time by Professor Bill Heald in 1982,
at the Basingstoke District Hospital in the United Kingdom [5].

Fascia propria recti is regarded as a thin layer of connective tissue which lies between
the presacral fascia and the rectal proper fascia. It is also known as the rectosacral fascia,
according to its position, defining the retrorectal space in two compartments: a superior
and an inferior one [6].

The great debate that appeared around the fascia propria recti is whether Waldeyer
was the first one who discovered it or not. In the first edition of the anatomical book “Traité
d’Anatomie Humaine”, revised by P. Poirier, which was probably published in 1894, but
definitely between 1892 and 1896 in Paris, Toma Ionescu described this fascia for the first
time, under the name of “rectal sheath”, about 5 years before the name of “fascia propria
recti” was spread around the entire medical world [7].

It is not clear why Toma Ionescu was not perceived as the first anatomist who discov-
ered it, but some probable theories suggest that it was mostly because of the big difference
between Toma Ionescu and Waldeyer’s age. Waldeyer was at that time with 25 years older
than Toma Ionescu and was already one of the most well-known anatomists across the
world, having a wider influence and a recognised reputation [7].

Nevertheless, French authors carry the entire merit of giving Toma Ionescu the credits
for his discovery, considering him as the first one who claimed the name for the rec-
tosacral fascia.

3. The Neuron Theory

The neuron theory, which is also called the neuron doctrine, represents an idea of San-
tiago Ramón y Cajal, which states that the nervous system consists of multiple individual
cells called “neurons”, which have an individual structure and function, working together
in order to create a singular and refined machinery that controls the entire human body [8].

However, the path to achieve this concept was not an easy one and Wilhelm von
Waldeyer played an important role in expressing the neuron theory.

The history of the neuron theory starts back in 1873, when Camillo Golgi invented a
new staining method, known as “la reazione nera” (“black reaction”), later called Golgi
staining technique in his honour [9].

This method was used for microscopic research, which at that time was difficult due
to the lack of staining techniques. Therefore, the new method discovered by Golgi played
a vital role in the discovery of the nervous system, because he could differentiate the
dendrites from the axon of the neuron.

Thus, he observed an entire network of neurons in the grey matter and proposed what
was called “The reticular theory”. This concept proposed that the entire cerebro-spinal axis
was one continuous neural network that acted as a single organ. This theory represented
the main idea of how the entire nervous system works, but in reality, the truth was totally
different from what Camillo Golgi proposed [10].

In 1887, Santiago Ramón y Cajal used the Golgi staining technique to study the neural
network, making a discovery that would change the entire approach of the nervous system
(Figure 3). He discovered that between the neurons, there is not a continuous link, but
instead there is a space between them, which is now known as the synaptic cleft. This was
the moment “The neuron theory” was born [11].

Golgi’s concept of a continuous nervous system was therefore obsolete, and even
though he never agreed with Cajal’s theory, Waldeyer was a firm supporter of it. Moreover,
the impact of Waldeyer’s contributions is mostly represented by naming the nervous cells
“neurons”, which comes from the Greek word “sinew” [12].
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neurons, which could be later described using electronic microscopy in order to make a 
clear statement about the way the entire nervous system works [13]. 

However, we do not have to assume that Golgi’s reticular theory was entirely 
wrong. Nowadays, studies have determined that there is an intense interconnectedness 
between neurons and astrocytes, and even if we could describe the nervous system as a 
network composed of many independent cells, it is much more important to assume that 
it works as a unitary and perfectly coordinated system. 

 
Figure 3. A graphic description of a synapse involved in vision (optic lobe), according to Cajal 
(1909), using the Golgi staining method. The arrows indicate the direction of the nervous impulse. 
(A) neural body, (B) afferent fibres. (C) axonal fibre [11]. 

4. Waldeyer’s Contributions to Cytology 
Cytology in the 19th century represented a controversial study subject due to the 

lack of information, as well as the absence of the lab techniques needed in order to ana-
lyse the structure of the cell and its mechanisms. However, different studies were con-
ducted and step by step, the researchers of that time made rapid progress. Waldeyer, 
played an important role in refining the cytology. 

In 1888, Waldeyer published an article intitled “Über Karyokinese und ihre Bezi-
ehungen zu den Befruchtungsvorgängen” (“About karyokinesis and its relationships 
with the fertilization processes”) [14], which signifies what is now called a review article, 
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Figure 3. A graphic description of a synapse involved in vision (optic lobe), according to Cajal (1909),
using the Golgi staining method. The arrows indicate the direction of the nervous impulse. (A) neural
body, (B) afferent fibres. (C) axonal fibre [11].

Therefore, the neuron theory constituted a solid base for the following discoveries in
terms of impulse transmission, as well as structural and functional particularities of the
neurons, which could be later described using electronic microscopy in order to make a
clear statement about the way the entire nervous system works [13].

However, we do not have to assume that Golgi’s reticular theory was entirely wrong.
Nowadays, studies have determined that there is an intense interconnectedness between
neurons and astrocytes, and even if we could describe the nervous system as a network
composed of many independent cells, it is much more important to assume that it works as
a unitary and perfectly coordinated system.

4. Waldeyer’s Contributions to Cytology

Cytology in the 19th century represented a controversial study subject due to the lack
of information, as well as the absence of the lab techniques needed in order to analyse
the structure of the cell and its mechanisms. However, different studies were conducted
and step by step, the researchers of that time made rapid progress. Waldeyer, played an
important role in refining the cytology.

In 1888, Waldeyer published an article intitled “Über Karyokinese und ihre Beziehun-
gen zu den Befruchtungsvorgängen” (“About karyokinesis and its relationships with the
fertilization processes”) [14], which signifies what is now called a review article, since it
has 210 references, used to objectify a vast amount of information in just one paper.

Among the scientists of that century who were citated in this extended review, names
including Rudolf Virchow, Theodor Boveri, Oskar Hertwig, Edouard-Gerard Balbiani,
Walther Flemming and many others provided both theoretical and experimental informa-
tion which was used to enhance the explanation of the entire fertilization and karyokine-
sis process.

One of the most relevant information that can be extracted from this article, is the word
“Chromosomen” (in German) [14], which was translated into English under the form we
use today of “Chromosome”. Before this name was introduced by Wilhelm von Waldeyer,
the name “Chromatinelemente” (Chromatic elements) was proposed by Theodor Boveri
and used by the entire scientific community [2].
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However, there was a long way that had to be followed in order to reach the chro-
mosome discovery. First of all, near the middle of the 19th century, Theodor Schwann
(1810–1882) and Matthias Schleiden (1804–1881) were regarded as the discoverers of cell
theory, suggested in 1838–1839. They strongly believed that the cells were produced de
novo from a substance called “cytoblastem”, which did not have a specific structure [15].

Even though this theory sounds aberrating these days, the scientific community did
not have any strong experimental or theoretical information to correlate, and this lack of
data led to a wrong perception of the cytokinesis.

The theory was not rejected until 1855, when Rudolf Virchow (1821–1902) stated
“omnis cellula e cellula” [15], which means that every new cell is created from a pre-existing
one through division (Figure 4).
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Nevertheless, after Virchow’s statement became clear for the entire scientific commu-
nity, the new debate about nucleus division became more and more thought-provoking for
all researchers. It could be seen at that time that during cell division, the nucleus disappears
and appears immediately along with the birth of new daughter cells.

Some of the scientists of that time considered that karyokinesis was actually a “gener-
atio spontanea” inside the cells, while others, such as Walther Flemming, were supporters
of the indirect division (amitosis) of the nucleus. Later on in 1917, Oscar Hertwig made
a discovery that the role of the chromosomes is represented by their hereditary informa-
tion, helping the cells to become specialised according to the indications made by the
chromosomes [16].

Therefore, the 19th century represented a century of discovery that laid the foundation
for future research. Starting from cell theory and going up to the main role of chromosomes
in deciding the fate of the cell, many experimental advancements were made and opened a
new path in understanding the basic functions of the cell.

Moreover, Waldeyer represented a key person in the development of the cytology, and
in addition to familiarising the name “chromosomes” throughout the world, his exceptional
microscopy methods led to important observations in fertilization and karyokinesis, being
able to describe even the way polar bodies are formed during oogenesis.
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Abstract: This article presents a comprehensive review on migraine, a prevalent neurological disor-
der characterized by chronic headaches, by focusing on their pathogenesis and treatment advances.
By examining molecular markers and leveraging imaging techniques, the research identifies key
mechanisms and triggers in migraine pathology, thereby improving our understanding of its patho-
physiology. Special emphasis is given to the role of calcitonin gene-related peptide (CGRP) in
migraine development. CGRP not only contributes to symptoms but also represents a promising
therapeutic target, with inhibitors showing effectiveness in migraine management. The article further
explores traditional medical treatments, scrutinizing the mechanisms, benefits, and limitations of
commonly prescribed medications. This provides a segue into an analysis of emerging therapeu-
tic strategies and their potential to enhance migraine management. Finally, the paper delves into
neuromodulation as an innovative treatment modality. Clinical studies indicating its effectiveness
in migraine management are reviewed, and the advantages and limitations of this technique are
discussed. In summary, the article aims to enhance the understanding of migraine pathogenesis and
present novel therapeutic possibilities that could revolutionize patient care.

Keywords: migraine pathogenesis; molecular markers; calcitonin gene-related peptide (CGRP);
migraine treatment; neuromodulation

1. Introduction

An overwhelming majority of the global population, approximately 95%, have suffered
from a headache at some point in their lives, with an alarming annual prevalence that
suggests nearly half of all adults have experienced a headache within a given year [1]. The
ramifications of this health issue extend far beyond personal discomfort, with headaches
accounting for one-tenth of consultations with general practitioners [2], and a significant
portion, one-third, of referrals to neurologists [3]. Moreover, acute medical admissions
related to headaches are alarmingly high, constituting one in every five cases.

The World Health Organization recognizes the debilitating nature of headaches, in-
cluding them among the top ten global causes of disability. Interestingly, in women, the
prevalence and impact of headaches are even more pronounced, ranking among the top
five causes of disability [4]. It is pertinent to note that the debilitating impact of headaches
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is comparable to chronic conditions, such as arthritis and diabetes, and its severity exceeds
that of conditions like asthma [5,6].

Taking the United Kingdom as an illustrative example, the socioeconomic implications
of migraine, a specific type of headache, are vast. An estimated 25 million workdays are lost
annually due to migraine, creating an indirect economic burden of nearly GBP 2 billion per
year. This figure does not even include the direct healthcare costs associated with managing
headaches, such as medication expenses, consultations with general practitioners, referrals
to specialists, and visits to emergency care facilities [7].

Quantifying the influence of headaches, particularly migraine, on an individual’s
quality of life can be challenging. Yet, it is clear from reported data that the impact is
substantial. A significant percentage, approximately 75% of patients, experience functional
disability during a migraine attack. Additionally, half of the sufferers require the assistance
of family members or friends during an attack, causing a significant disruption to their
social lives [8]. The ripple effect of headaches extends beyond the individuals suffering
from them, impacting society at large and requiring serious attention for more effective
management strategies [9].

Migraine, a long-term headache disorder punctuated by episodic bouts, is charac-
terized by repeated instances of severe headaches that present with unique associated
symptoms. These include photophobia, a heightened sensitivity to light, and phonophobia,
an increased sensitivity to sound [10]. The classification of episodic migraine—an inter-
mittent but recurring form of this disorder—hinges on the frequency with which a patient
experiences these debilitating headaches.

In the majority of cases, patients undergo fewer than 15 episodes of headaches per
month, a condition identified as episodic migraine. Conversely, there is a subset of individ-
uals who face a more frequent occurrence of headaches—on 15 or more days each month,
spanning over three months. Importantly, at least eight of these days should either meet
the diagnostic criteria for migraine without the accompanying aura or show responsive-
ness to treatment specifically designed for migraine. The International Headache Society
recognizes this latter classification as chronic migraine [11].

Chronic migraine, although less common when compared to its episodic counterpart,
remains a pervasive and incapacitating issue [12]. It poses a significant burden on those
afflicted with the condition, dramatically impacting their daily lives and well-being [13,14].
This persistent form of migraine continues to be a widespread challenge, necessitating ongo-
ing research and improved therapeutic strategies to ease the strain it puts on sufferers [15].

1.1. Brief Overview of Migraine as a Prevalent Neurological Condition

Over the past three decades, there has been a significant upsurge in the worldwide
prevalence of migraine. As highlighted by the Global Burden of Disease (GBD) 2019 study,
the estimated global occurrence of migraine escalated from 721.9 million (with a 95%
uncertainty interval (UI) of 624.9–833.4) in 1990 to a staggering 1.1 billion (95% UI: 0.98–1.3)
in 2019. The percentual shifts in global age-standardized prevalence rate and years lived
with disability (YLDs) over these nearly three decades were recorded at 1.7 (95% UI: 0.7–2.8)
and 1.5 (95% UI: −4.4 to 3.3), respectively [16].

In this time frame, the sharpest escalations in the age-standardized prevalence per
100,000 individuals were recorded in East Asia with a 7.9% increase (95% UI: 4.3–12%),
and in Andean Latin America with an increase of 6.7% (95% UI: 2.1– 11.9%). Conversely,
the most significant decreases were seen in high-income North America [−2.2% (95%
UI: −5.3 to 1.1%)] and Southeast Asia [−2.2% (95% UI: −3 to −1.4%)]. Moreover, the
age-standardized YLD rate due to migraine also saw an increase from 517.6 (95% UI:
82.0–1169.1) in 1990 to 525.5 (95% UI: 78.8–1194.0) in 2019.

The incidence of migraine consistently appeared higher in females than in males
across all age groups. In 2019, the global age-standardized prevalence rate for females was
17,902.5 (95% UI: 15,588.3, 20,531.7) per 100,000 populations, in comparison to 10,337.6 (95%
UI: 8948.0, 12,013.0) for males [16].
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Notably, the most frequent incidence of migraine, both in terms of rate and absolute
number of new cases, was seen in the age bracket of 10–14 years for both genders. Over the
course of 2019, the number of YLDs due to migraine began to increase from birth, reaching
a peak in the 30–34 age group, after which it slowly receded for both sexes [17].

Contrary to expectations, socioeconomic status did not appear to have a direct correla-
tion with the burden of migraine. The study did not reveal any discernible link between
the socio-demographic index (SDI) and the YLD rate associated with migraine. This lack of
association suggests that migraine does not discriminate based on socioeconomic status,
further underlining the pervasive nature of this debilitating condition [17].

The prevalence of migraine has been reported to fluctuate between 2.6% and 21.7%,
with an estimated average prevalence close to 12%. However, these figures vary signifi-
cantly across different nations and even between individual studies conducted within the
same country [18–21].

Notably, there appears to be a strong familial connection among individuals suffer-
ing from migraine, suggesting that genetic factors significantly contribute to the risk of
developing this condition [20,22–25]. Supporting this theory, twin studies have indicated
that migraine represent a complex genetic disease that involves an intricate interplay be-
tween genetic and environmental factors. Remarkably, the heritability of migraine has been
estimated to be as high as 65% [26–29].

However, in spite of the robust genetic implications suggested by these studies and
several large-scale genome-wide association studies (GWAS) conducted over the years, the
scientific community has yet to conclusively identify specific candidate genes responsible
for migraine. A recent systematic re-evaluation of 27 proposed candidate genes found none
to be statistically significant [30].

Interestingly, the prevalence of migraine among neurologists is significantly higher
when compared to the general population, reaching prevalence rates as high as 48.6%
in some studies. This elevated prevalence is most likely attributable to enhanced self-
recognition of migraine symptoms among professionals who are extensively trained and
experienced in diagnosing and treating the condition. This assertion is supported by a study
revealing that just over half of individuals who were diagnosed with migraine actually
recognized their headache as a migraine [31].

1.2. Prevalence of Migraine in Pediatric Patients

From a meta-analysis, in which data were sourced from 40 studies encompassing
a sample of 15,626 pediatric and adolescent individuals diagnosed with migraines, an
11% prevalence rate was noted, displaying considerable heterogeneity. Among these,
27 studies delineated migraine prevalence based on gender. The aggregated prevalence
rate for females stood at 4%, whereas for males it was 3%. Specific data concerning MwoA
(migraine without aura) and MwA (migraine with aura) were gleaned from 13 studies,
which covered 3481 and 1322 subjects diagnosed with MwoA and MwA, respectively.
Prevalence for MwoA was identified at 8% and for MwA at 3%, with marked heterogeneity
for both. Only six studies offered data on chronic migraines, revealing a prevalence that
fluctuated between 0.2% and 12% [32].

From a separate dataset of 31 studies, information was extracted involving 13,105 pe-
diatric and adolescent subjects diagnosed with TTH (tension-type headache). This cohort
exhibited a prevalence of 17%, with notable heterogeneity. Out of these studies, 23 offered a
gender-based breakdown of TTH prevalence, yielding a consolidated prevalence rate of 11%
for females and 9% for males. Limited data on episodic and chronic TTH were derived from
7 studies, which presented a prevalence range of 4–29% and 0.2–12.9%, respectively [32].

Another set of data, obtained from 40 studies, encompassed 76,782 pediatric and ado-
lescent participants diagnosed with primary headaches in general. The overall prevalence
was determined at 62%, with significant heterogeneity observed. Gender-based prevalence
data for primary headaches, extracted from 29 studies, showed an aggregated prevalence
rate of 38% for females and 27% for males [32].
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1.3. Medical Treatments of Migraine in Children

Recent advancements in the pharmaceutical sector have introduced a selective 5-HT1F
agonist, lasmiditan, which serves as an efficacious acute treatment for adults, demonstrating
no vasoconstrictor activity. This drug is currently under investigation for its applicability in
pediatric populations. Additionally, several novel calcitonin gene-related peptide (CGRP)
antibodies and antagonists, which have demonstrated efficacy in both the acute treatment
and prevention of migraines in adults, are now being assessed in pediatric clinical trials. In
adult medical practices, there is an increasing inclination towards peripheral nerve blocks
and botulinum toxin; however, the need for robust evidence supporting their efficacy in
children is paramount. Furthermore, the introduction of electroceuticals—therapeutic
electric devices—has broadened the treatment horizon. These devices include the external
trigeminal nerve stimulator (e-TNS), non-invasive vagal nerve stimulator (nVNS), single-
pulse transcranial magnetic stimulator (sTMS), and remote electrical neuromodulation
device (REN). Presently, substantial evidence supporting their effectiveness in pediatric
populations remains elusive; furthermore, while significant progress has been observed, it
predominantly benefits the adult demographic. There is an imperative need to expedite
migraine research focusing on children [33].

2. Pathogenesis of Migraine: Role of Molecular Markers in Identifying Migraine
Triggers and Mechanisms
2.1. Definition and Significance of Molecular Markers

Biomarkers, in the realm of medical and biological research, are defined as quantifiable
indicators of biological conditions, representing either physical manifestations or results
obtained from laboratory tests that correlate with biological processes. These markers
have the potential to serve critical diagnostic or prognostic functions [34]. A more explicit
definition of biomarkers was proposed during a conference hosted by the US Food and Drug
Administration. In this context, biomarkers are characterized as quantifiable attributes
that can be objectively measured and assessed, providing insights into standard biological,
pathological, or pharmacological processes [35].

This clear and precise definition paves the way for a bifurcation of biomarkers into the
following two unique types: diagnostic and therapeutic. Diagnostic biomarkers serve as
flags for pathological conditions and bear a close association with the risk of developing a
disease and its severity. They aid in identifying the presence of a disease and gauging its
stage or intensity, thus playing a crucial role in guiding clinical decision-making [36].

On the other hand, therapeutic biomarkers hold a different but equally important role.
They provide information on a treatment’s response, effectively serving as indicators of the
efficacy or success of a therapeutic intervention. These biomarkers help clinicians tailor
treatments to individual patients, allowing for personalized medicine approaches. They
offer a chance to predict whether a patient is likely to respond positively to a particular
treatment, making them a powerful tool in the management and treatment of diseases. By
providing an early indication of the effectiveness of a therapeutic regimen, these markers
can guide healthcare professionals in adjusting treatments as necessary, minimizing the
trial-and-error aspect of disease management and increasing the probability of successful
outcomes [15].

Biomarkers represent objective physical traits that can be harnessed to illuminate
and distinguish the biological nature and mechanisms of various diseases and syndromes.
Essentially, they provide snapshots of the body’s physiological state and can offer valuable
insights into health and disease processes. Biomarkers have an extensive range of potential
manifestations, which can include but are certainly not limited to, results obtained from
the examination of blood, urine, muscle, nerve, skin, or cerebrospinal fluid [37].

Additionally, biomarkers may also be identified in the form of genes or gene prod-
ucts. These genetic markers offer a unique insight into an individual’s inherent disease
susceptibility or resistance and can often illuminate potential therapeutic pathways. Like-
wise, biomarkers can be identified through advanced imaging techniques such as X-rays,
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magnetic resonance imaging (MRI), or computed tomographic (CT) scans. These imaging
biomarkers can provide a visual representation of disease progression, allowing clinicians
to identify anatomical or functional changes in the body over time [34].

Another fascinating domain of biomarkers lies in the realm of electrophysiological mea-
surements, such as those generated by electrocardiograms (ECGs), electroencephalograms
(EEGs), or nerve conduction studies. These types of biomarkers record the electrical activity
of the heart, brain, or nerves, respectively, offering a unique insight into the physiological
function of these systems.

An important issue worth mentioning is those paraclinical investigations offer a
new avenue for the management of migraine but are not proven to be of high sensibility
and sensitivity for daily physician’s practice. Even though neuroimaging and functional
analyses of the brain activity might give a broader point of view regarding therapeutic
possibilities, those should not be taken into consideration as absolute clinical criteria.

Ultimately, a biomarker could be virtually any characteristic that can be detected, quan-
tified, and expressed in terms of physical qualities. These could include diverse measures,
such as height, weight, depth, voltage, luminescence, resistance, viscosity, width, length,
volume, or area. Each of these measures contributes to the vast array of biomarkers that
hold promise for enhancing our understanding of diseases and guiding the development
of effective therapeutic interventions. The utilization of such a wide array of biomarkers
allows for a comprehensive, multi-faceted approach to understanding and treating diseases,
ultimately leading to more effective and personalized healthcare solutions [38].

2.2. Identification of Potential Molecular Markers Associated with Migraine

The National Institutes of Health Biomarkers Definitions Working Group, in 1998,
presented a definition for biomarkers. As per their definition, a biomarker refers to “a
characteristic that can be objectively measured and evaluated as an indicator of normal
biological processes, pathogenic processes, or pharmacological responses to a therapeutic
intervention” [35]. Biomarkers may be classified based on their functional roles, such as
diagnostic, therapeutic, risk, progression, and prognostic indicators.

The ‘ideal’ biomarker is characterized by the following features [39]:

• High sensitivity and specificity: this ensures that the biomarker can accurately identify
individuals with a specific condition, and also correctly rule out those without the
condition;

• High predictive value: the biomarker should be able to accurately forecast the course
of the disease, providing valuable insights for disease management;

• Analytical stability: the biomarker should remain consistent over time and across
different conditions, thereby ensuring reliable results;

• Easy, cost-effective, and minimally invasive analysis: the method of assessing the
biomarker should be simple, economical, and cause minimal discomfort to the patient;

• Repeatability of method: the assessment method should yield consistent results when
repeated, thereby ensuring the reliability of the biomarker.

In the context of migraine, however, there are no validated biomarkers due to the
absence of substance or genetic variants that are exclusively associated with this condition
or the lack of comprehensive studies on potential biomarkers.

2.2.1. Markers of Inflammation and Oxidative Stress

The markers of inflammation and oxidative stress have been associated with migraine
in several studies. Proinflammatory cytokines, such as interleukin-1 (IL-1) and interleukin-
6 (IL-6), have been implicated in this condition [40]. It has been found that the level of
IL-1α is elevated in the blood of children suffering from migraine with aura (MA) [40].
Similarly, adults with MA have been found to exhibit higher plasma levels of IL-1β during
headache-free periods and early stages of attacks as compared to those suffering from
migraine without aura (MO) [40,41].
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The concentration of IL-6 is reported to increase during the initial two hours of a
migraine attack. Additionally, the levels of IL-10 and tumor necrosis factor alpha (TNF-
α) are also found to be elevated during these attacks. It is believed that other inflam-
matory markers associated with vascular dysfunction, such as homocysteine (Hcy) and
matrix metalloproteinase-9 (MMP-9), are also elevated in the blood of individuals with
migraine [15].

Elevated serum Hcy concentration has been linked to migraine with aura (MA),
and some studies have noted a relationship between increased Hcy levels and higher
frequency and severity of migraine; however, these findings are not supported by all
research. Hyperhomocysteinemia (elevated Hcy) is hypothesized to initiate migraine with
aura attacks through changes in pain threshold [42,43].

2.2.2. Markers Associated with Pain Transmission and Emotions

Biochemical research has revealed several metabolic irregularities in the synthesis of
neuromodulators and neurotransmitters associated with migraine, particularly migraine
without aura (MO). Alterations in the metabolic pathway of tyrosine, for example, lead to
abnormal production of neurotransmitters like noradrenaline (NE) and dopamine (DA).
This process results in an increase in the levels of trace amines, such as tyramine, oc-
topamine, and synephrine. Such changes compromise mitochondrial function and elevate
glutamate concentrations within the central nervous system (CNS), as can be seen in
Table 1 [43].

These imbalances in the neurotransmitter and neuromodulator levels within the
dopaminergic and noradrenergic synapses of pain pathways could potentially activate
the trigeminovascular system (TGVS), causing the release of the calcitonin gene-related
peptide (CGRP). This chain of events is believed to directly trigger migraine attacks [44,45].

CGRP plays a key role in transmitting pain signals and promoting inflammation. Its
release is stimulated by the activation of TGVS and severe migraine episodes. Infusion
of CGRP has been observed to provoke migraine-like attacks in patients with migraine
with aura (MA). It has been reported that during inter-attack periods, the saliva and
plasma levels of CGRP in migraine patients are significantly higher compared to healthy
individuals [43].

Research conducted on cultured trigeminal neurons suggests that migraine treatment
strategies can inhibit CGRP transcription and curtail its release, while tumor necrosis factor
alpha (TNF-α) may stimulate the transcription of this peptide [15]. Another study proposes
that high levels of CGRP in saliva may correlate with a significantly improved response
to rizatriptan treatment, suggesting that CGRP could serve as a valuable therapeutic
marker [46].

Glutamate, which could potentially activate pathways involving both TGVS and
cortical spreading depression (CSD), has been found in elevated concentrations in the
plasma, platelets, and cerebrospinal fluid (CSF) of migraine sufferers, including those with
chronic migraine. Research suggests that a reduction in plasma glutamate levels could be a
marker of a positive response to prophylactic treatment in MO patients [43].

Serotonin (5-HT) release from platelets into the plasma may be implicated in the
pathophysiology of the aura phase of migraine. Izzati-Zade observed a depletion of 5-HT
stored in platelets during migraine attacks; moreover, a pattern has been observed in
which the plasma level of 5-HT decreases between migraine attacks and the level of the
corresponding metabolite, hydroxyindoleacetic acid (5-HIAA), increases. This pattern
reverses during migraine attacks [47,48]. This correlation suggests that low 5-HT levels
might enable the activation of the trigeminovascular nociceptive pathway triggered by
CSD, thus supporting the hypothesis that migraines are a syndrome of low serotonergic
disposition.

Additionally, a significantly higher concentration of hypocretin-1, a wakefulness-
promoting neuropeptide, has been detected in the CSF of patients with chronic migraine,
and this has been observed to correlate with painkiller usage [49,50]. Elevated hypocretin-1
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levels may be indicative of the early stages of a migraine attack. Conversely, a study
involving patients with cluster headaches reported reduced hypocretin-1 levels in the CSF,
suggesting that low hypocretin-1 concentrations might reflect insufficient antinociceptive
activity in the hypothalamus [51].

New therapeutic targets for migraine treatment, such as CGRP receptor antagonists,
anti-CGRP antibodies, 5-HT1F agonists, glutamate antagonists, and dual hypocretin-1 re-
ceptor antagonists, are currently under investigation in phase II clinical trials [52,53]. These
emerging therapies reflect the continuous exploration and evolution of our understanding
of migraine pathophysiology.

Table 1. Molecules with altered CSF (cerebrospinal fluid) concentrations in patients with migraine.

Molecule

Migraine Type
(Chronic Migraine

[CM]/Episodic
Migraine [EM])

Action in Relation to Migraine

Sodium [54,55] EM

• During a migraine, there is an increase in cerebrospinal fluid (CSF)
sodium concentration, while the blood plasma sodium concentration
remains unchanged. Additionally, sodium excursions may follow a
temporal pattern that worsens migraine in susceptible patients

Homocysteine [56] EM
• High levels of homocysteine are potentially linked to migraine with

aura and an increased risk of cardiovascular events in patients
with migraine

3,4-Dihydroxyphenylacetic
acid (DOPAC) [57] EM

• Related with dopaminergic activity
• Positive correlation between the concentration of DOPAC

(3,4-dihydroxyphenylacetic acid) and the intensity of migraine,
whether with or without aura

Phosphatidylcholine-specific
phospholipase C [58] EM

• The process involves the hydrolysis of phosphatidylcholine, resulting
in the production of important second messengers, diacylglycerol,
and phosphorylcholine

Transforming growth
factor-β1 [59] EM, CM • An anti-inflammatory cytokine

Interleukin-1 receptor
antagonist [59] EM, CM • Proinflammatory cytokine

Monocyte chemoattractant
protein-1 [59] EM, CM • Proinflammatory cytokine

Corticotrophin-releasing
factor [60] CM, MOH • May be involved in activation of hypocretin/orexin system.

Orexin-A (also referred to as
hypocretin-1) [60] CM, MOH

• Involved in the maintenance and regulation of various physiological
functions, including arousal, sleep, appetite, drinking behavior,
central control of autonomic activity, certain endocrine responses, and
pain modulation

Glial cell line-derived
neurotrophic factor [61] CM

• It may play a role in pain relief by regulating the expression of sodium
channel subunits, capsaicin VR1 receptors, and substance P release

• Reduced levels found in patients with migraine

Somatostatin [61] CM • Regulatory anti-inflammatory and antinociceptive peptide

Glutamate [62] CM

• The primary excitatory neurotransmitter in the central nervous
system. It has been linked to various migraine-related processes,
including cortical spreading depression, trigeminovascular activation,
and central sensitization.
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Table 1. Cont.

Molecule

Migraine Type
(Chronic Migraine

[CM]/Episodic
Migraine [EM])

Action in Relation to Migraine

Tumor necrosis factor-α [63] CM

• A proinflammatory cytokine that plays a significant role in brain
inflammatory and immune processes, as well as in the initiation
of pain

Taurine [64] EM, CM • Inhibitory effect on neuronal activity and vasodilating properties

Glycine [64] EM, CM • Inhibitory neurotransmitter

Glutamine [64] EM, CM • May be involved with initiation and propagation of spreading cortical
depression

Neuropeptide Y [65] Acute migraine • Strong vasoconstrictor

3. Other Biomarkers Associated with Increased Risk for Migraine
3.1. Genetic Markers and Migraine

Many scientific investigations have striven to identify specific genetic mutations or
polymorphisms that might contribute to an increased risk of developing migraine. However,
as of now, none of these findings have been implemented in standard clinical practice.
One rare subtype of migraine, known as familial hemiplegic migraine (FHM), which
is characterized by aura and transient hemiplegia, has a well-understood genetic basis.
There are three known genes where mutations have been linked with FHM—CACNA1A
(FHM1), ATP1A2 (FHM2), and SCN1A (FHM3)—and this condition is inherited in an
autosomal-dominant fashion [66].

The identified mutations connected to FHM lead to alterations in calcium and sodium
channel functions, which are integral components of neuronal communication and excitabil-
ity. Interestingly, these genetic variants have also been associated with other neurological
disorders, including ataxia and childhood epilepsy [66]. Nevertheless, these mutations
have not shown a strong correlation with common forms of migraine (with or without
aura) or other types of headaches.

A recent study discerned a significant genetic correlation linking migraine risk to
intracranial volume (rG = −0.11, P = 1 × 10−3). This correlation was not observed in
relation to any subcortical region. Notwithstanding, the study pinpointed concurrent
genomic overlap between migraines and all brain structures. Gene enrichment in these
mutual genomic regions indicated potential associations with neuronal signaling and
vascular regulation. Furthermore, the research suggested a potential causative link between
reduced overall brain volume, as well as the volume of the hippocampus and ventral
diencephalon, and heightened migraine risk. Additionally, a causative correlation was
proposed between heightened migraine risk and an expanded amygdala volume. Through
the utilization of comprehensive genome-wide association studies, the study illuminated
shared genetic pathways influencing both migraine risk and various brain structures.
This suggests that variances in brain morphology in individuals with elevated migraine
susceptibility could be rooted in genetics. Delving deeper into these findings offers support
to the neurovascular premise of migraine origin, highlighting prospective therapeutic
avenues [67].

Another study elucidated the following genes associated with familial hemiplegic
migraine [68]:

- FHM1: CACNA1A—This gene undergoes missense mutations resulting in a gain
of function, alongside rare large exonic deletions or deletions at the 5′ non-coding
end promoter. It codes for the Alpha-1 subunit of the neuronal Cav2.1 (P/Q type)
voltage-gated calcium channels, crucial for modulating neuronal excitability at the
presynaptic end of glutamatergic synapses;
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- FHM2: ATP1A2—Characterized by missense mutations, rare small deletions, or trun-
cating mutations and frameshifts. It encodes the catalytic alpha-2 subunit of glial and
neuronal ATP-dependent transmembrane Na+/K+ pumps, pivotal for extracellular
K+ clearance and establishing a Na+ gradient, which is indispensable for glutamate
reuptake;

- FHM3: SCN1A—Experiences missense mutations (gain of function) and is respon-
sible for the Alpha-1 subunit of neuronal Nav1.1 voltage-gated sodium channels. It
plays a key role in propelling action potentials of cortical neurons, predominantly in
GABAergic inhibitory interneurons;

- FMH4: PRRT2—Noted for missense mutations, this gene codes for the pre-synaptic
proline-rich transmembrane protein. It interacts with the synaptosomal-associated
protein 25 (SNAP25), implying a potential role in merging synaptic vesicles with the
plasma membrane.

Two FHM1 knock-in (KI) transgenic mouse models have been established as per
references [69,70]. The KI model for the R192Q mutation, linked with pure FHM1, does
not exhibit clinical anomalies. In contrast, the KI for the S218L mutation, attributed to
severe FHM1, presents cerebellar ataxia, transient hemiparesis, and epilepsy. As outlined
in [71], these FHM1-KI mice demonstrate heightened CaV2.1 currents and neurotransmitter
release, an imbalance in cortical neurotransmission, amplified excitatory transmission in
the visual cortex, and a higher vulnerability to cortical spreading depression (CSD).

Various models of FHM2-KI transgenic mice have been developed. Heterozygous
transgenic mice [72] display no clinical changes but have an elevated predisposition to CSD.
Mice with a partial knock-out (KO) of ATP1A2 also demonstrate a heightened vulnerability
to CSD [73]. Another model with a complete KO of ATP1A2 in astrocytes manifests episodic
paralysis and spontaneous CSD waves coupled with diminished EEG activity. Aberrations
in brain metabolism were observed with increased levels of serine and glycine. Interestingly,
a diet devoid of serine and glycine curtailed paralysis episodes in these mutants [74].

For FHM3, multiple SCN1A mutations have been documented, with the majority
being missense alterations leading to enhanced function [75]. A mouse model harboring
the L1649Q variant exhibited an increased susceptibility to CSD, attributed to Na+ channel
inactivation defects and augmented Na+ currents, causing hyperactivity in inhibitory
interneurons.

With respect to FHM4, mutations in PRRT2 have been discovered in numerous in-
stances as referenced in [76]. A significant portion of these cases were pure FHM, while
others exhibited accompanying epilepsy, cognitive impairments, or dyskinesia. PRRT2-KO
mice displayed paroxysmal abnormal movements early in life, progressing to unusual
audiogenic motor behaviors in adulthood and a reduced seizure threshold. Notably, both
human and mouse homozygous KO-PRRT2 neurons in culture exhibited hyperactive
NaV1.2 and NaV1.6 channels, inferring PRRT2’s inhibitory effect on voltage-gated sodium
channels as described in [77].

Researchers have also employed genome-wide association studies (GWAS) to pinpoint
genes linked to an elevated susceptibility for migraine (see Table 2). In one such investiga-
tion, genetic information from 5122 individuals afflicted with migraine and 18,108 control
participants was scrutinized. This scrutiny led to the identification of several specific
genetic variations known as single-nucleotide polymorphisms (SNPs), which displayed
significant connections to migraine. Noteworthy among these were rs2651899 (positioned
on chromosome 1p36.32, close to the PRDM16 gene), rs10166942 (situated on 2q37.1, near
TRPM8), and rs11172113 (positioned on 12q13.3, near LRP1). It is important to highlight
that although rs2651899 and rs10166942 could be differentiated between migraine and
non-migraine headaches, these three SNPs did not exhibit exclusivity for migraine with
or without aura, nor were they tied to specific migraine characteristics. Nonetheless, the
biological significance of these connections is substantiated by the established functions of
TRPM8 in neuropathic pain and LRP1 in glutamatergic synaptic transmission [78].
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Another GWAS pinpointed the following two susceptibility loci for migraine without
aura: MEF2D and TGFBR2 [79]. It is important to bear in mind that the results from GWAS
carried out have not overlapped so far, and larger-scale studies are necessary to confirm
and expand the findings of smaller investigations and to permit the use of meta-analytical
methodologies.

A migraine GWAS study from 2021 [80] identified 79 independent loci significantly
correlated with migraine. This study was ethnically diverse, encompassing participants of
East Asian, African American, and Hispanic/Latino origin, and consisted of 28,852 cases
versus 525,717 controls.

The latest migraine GWAS from 2022 by Hautakangas et al. comprised 102,084 cases
against 771,257 controls. This study unearthed 123 unique loci associated with migraines,
86 of which were newly discovered post the 2016 GWAS. Further studies even expanded
independent SNPs to 167. The 2022 GWAS [81] underscored both vascular and CNS
tissues/cell types. Newly detected loci encoded migraine drug targets, such as CGRP
(CALCA/CALCB) and serotonin 1F receptor (HTR1F). Significantly, CGRP is the objective
for CGRP antibodies, and HTR1F is targeted by ditans. Moreover, an in-depth assessment
of roughly 30,000 patients from the 2022 GWAS with a precise migraine diagnosis revealed
unique risk variants for specific migraine types.

The research presented thus far suggests that, aside from FHM, we are only at the
preliminary stage of identifying genes significantly associated with migraine risk [82]. This
observation is further illustrated by the inconsistent findings from studies investigating
specific associations in migraine patients with and without aura (summarized in Table 2).
For instance, one study found a significant association between a polymorphism in the
gene encoding the dopamine D2 receptor (see Table 2) and migraine without aura [83].
Meanwhile, another study supported the association of DBH and SLC6A3 genes with
migraine with aura [62]. Contradictorily, other investigations did not corroborate these
associations in migraine patients, whether with or without aura. This variability is not
unusual in genetic studies investigating diseases with a multifactorial etiology. As such,
further research is needed to unravel the complex genetic underpinnings of migraine [15].

Table 2. Genetic mutations/polymorphisms associated with increased risk for migraine and relation
to migraine.

Gene Product Migraine
Type/Features Action in Relation to Migraine

Dopamine type 2 (D2)
receptor [23]

Migraine with and
without aura [23,84]

• Vasoconstriction
• Reduces trigeminal nerve activation
• Inhibits release of vasoactive neuropeptide
• Interrupts pain transmission centrally

Glutathione S-transferase [85] Migraine without
aura [85]

• Increases susceptibility to environmental xenobiotic-induced
migraine attacks in GSTM1 genotype

Dopamine type 4 (D4)
receptor [86]

Migraine without
aura [86]

• A potential genetic association exists between dopamine D4
receptor gene and migraine without aura

Tumor necrosis factor-α [87] Migraine without
aura [88] • Proinflammatory cytokine

Methyltetrahydrofolate
reductase (MTHFR) C677T

allele [89]

Migraine with
aura [89]

• MTHFR C677T polymorphism may increase homocysteine levels
associated with migraine with aura

Dopamine β-hydroxylase
gene [90]

Migraine with
aura [90]

• An intracellular enzyme catalyzing the conversion of dopamine to
noradrenaline; imbalance may increase susceptibility to migraine

Angiotensin-converting
enzyme allele [91]

Migraine with and
without aura [92–94] • Involved in vasoconstriction and vascular remodeling
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Table 2. Cont.

Gene Product Migraine
Type/Features Action in Relation to Migraine

Hypocretin receptor 1 [95] Migraine without
aura [95]

• Neuropeptide generated within the clusters of nerve cells in the
hypothalamus that could potentially play a role in feelings of
tiredness, frequent yawning, heightened drowsiness, and strong
urges for food linked to migraine.

Syntaxin 1A [96] Migraine without
aura [96]

• Involved in the control of brain chemicals, such as serotonin and
gamma-aminobutyric acid (GABA).

Cytochrome
P450 (CYP) 1A2 [97]

Chronic
migraine [97]

• CYP1A2*1F is connected to excessive use of triptan medications,
and among those who misuse these drugs, it also impacts the
drug response.

3.2. Recent Genetic Findings and Migraine

In a newly published family-based association study, significant markers connected
to migraine were discovered, alongside genes believed to contribute to or modify the
phenotypic expression of migraine within a substantial region of chromosome 6p12.2–p21.1.
This region is recognized by the locus name MIGR3. Regrettably, due to the vastness of
this area of interest, it is currently not feasible to pinpoint a singular gene; however, it is
anticipated that future investigations employing more refined sequencing methodologies
will eventually lead to the identification of a promising candidate gene implicated in
migraine [98,99].

Despite the growing body of evidence suggesting that genetic factors play a pivotal
role in the development of migraine, efforts to uncover the specific genes responsible for the
common forms of migraine have only yielded modest success. As scientific collaboration
expands on a global scale, the chances of identifying additional genetic variants linked
to migraine are likely to increase. Furthermore, the unraveling of the genetic intricacies
underlying polygenic diseases could potentially shed new light on the molecular pathways
implicated in the pathophysiology of migraine. By extending our understanding of the
genetic aspects of migraine, we may pave the way for the development of more effective
diagnostic tools and therapeutic interventions.

3.3. Inflammatory Indicators and Migraine

Interleukins, specifically IL-1 and IL-6, have been linked with the occurrence of mi-
graine. These cytokines, characterized by their proinflammatory nature, are believed to
play a role in vascular dysfunction. Studies indicate that children experiencing migraine
have raised plasma levels of IL-1α compared to those who do not suffer from migraine, and
these concentrations are markedly higher in individuals with migraine accompanied by
aura compared to those without aura [40]. Furthermore, adults experiencing aura migraine
have significantly elevated plasma levels of IL-1β during periods free from headaches and
during the early onset of migraine attacks, in comparison to individuals with migraine that
do not present with aura [41]. IL-6 levels also exhibit a surge in the initial two hours of a
migraine attack when measured from blood samples taken from the jugular vein [50].

Other cytokines, including IL-10 and tumor necrosis factor alpha (TNF-α), have shown
associations with migraine. During migraine attacks, there are elevated serum levels of
IL-10 and TNF-α [100]; moreover, between attacks, TNF-α levels in plasma are higher in
children who suffer from migraine compared to those who do not. The connection between
TNF-α and migraine is particularly noteworthy, given the repeated association of elevated
levels of this cytokine with endothelial dysfunction [63]. While some studies propose that
patients with migraine may have compromised endothelial function, others contradict
these findings [15].

Further inflammatory markers, which are considered to be linked to vascular dysfunc-
tion, are found to be elevated in the blood of migraine patients. Research has demonstrated
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that average plasma levels of C-reactive protein and homocysteine are higher in children
who suffer from migraine compared to those who are not plagued by headaches [54]. Evi-
dence also suggests that premenopausal women with migraine, especially those with aura,
show signs of increased endothelial activation—a component of endothelial dysfunction—
evidenced by elevated levels of von Willebrand factor, C-reactive protein, nitrate/nitrite,
and tissue-type plasminogen activator antigen [55]. Markers linked to vascular repair and
remodeling processes have also shown an association with migraine.

Investigations in both human subjects and animal models have proposed that matrix
metalloproteinase-9 (MMP-9) might protect against the development and destabilization of
plaques [61]. Moreover, patients experiencing migraine have been found to have signif-
icantly higher plasma levels of MMP-9 compared to healthy individuals and those with
tension-type headaches. The average plasma MMP-9 levels were highest in subjects who
had their blood samples taken between two and four days post their latest attack, implying
that the elevated MMP-9 might be an indication of structural damage and subsequent
remodeling associated with migraine attacks [64].

While the findings summarized here point to a relationship between various inflam-
matory mediators and migraine, additional research aimed at understanding the biological
implications of these inflammatory mediators is necessary to confirm the validity of these
potential indicators.

3.4. Contribution of Imaging Techniques in Understanding Migraine Pathology
3.4.1. Overview of Imaging Methods Used in Migraine Research

The advent of neuroimaging technologies has brought significant advancements in
our understanding of migraine mechanisms and has enabled us to pinpoint secondary
structural and functional impacts resulting from migraine. Imaging conducted during a
migraine episode has helped the scientific community progress from a strictly vascular
understanding of migraine pathophysiology, to a neurovascular theory, and currently
towards a central nervous system (CNS) model.

Through the lens of neuroimaging, we have gained substantial ground towards un-
earthing the elusive “migraine generator”—the structure that triggers the initiation of a
migraine episode. The investigative power of neuroimaging has shed light on the role
of central sensitization in the pathophysiology of individual migraine attacks and in the
progression of the disease. It has also enhanced our understanding of medication overuse
headaches, along with the mechanisms by which abortive and prophylactic medications
for migraine work [58].

One pivotal discovery has been the identification of cortical spreading depression
(CSD) during migraine, with or perhaps without the accompaniment of an aura. This
phenomenon is a wave of hyperactivity followed by a wave of inhibition in neuronal
activities, which spreads across the cortex of the brain. It has been increasingly recognized
as an important part of migraine pathophysiology [65].

Moreover, it has become evident through neuroimaging that individuals prone to mi-
graine undergo structural and functional brain alterations in the periods between migraine
attacks. These alterations appear to be correlated with both the duration of the disease
and its severity, suggesting a possible link between more severe disease manifestation and
persistent abnormalities between migraines. In essence, the affliction may not be limited to
the episodes of the migraine attack but may present as a continuous, cyclic process with
long-term impacts on brain structure and function. Neuroimaging has revolutionized the
exploration and understanding of migraine, enabling us to visualize the structural and
functional impacts of this condition on the brain, refine our understanding of its pathophys-
iology, and develop more effective therapeutic strategies. However, despite these strides,
the complex nature of migraine warrants further research to fully understand the intricate
interplay between genetic, environmental, and neurobiological factors in the manifestation
and progression of the disease [101].
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3.4.2. Findings and Insights Gained through Imaging Studies

Given the episodic and largely unpredictable nature of individual migraine attacks,
conducting imaging during a spontaneous migraine has posed substantial challenges.
To circumvent this issue, some researchers have induced migraine attacks in subjects
by exposing them to known triggers, such as photic stimulation, physical exertion, or
nitroglycerin [102]. A handful of investigators have successfully captured the onset of a
migraine headache, while others have performed imaging immediately after the headache’s
initiation. Nevertheless, the total number of studies that have managed to image a migraine
attack in progress remains relatively small.

4. Central Sensitization

The phenomenon of central sensitization in individuals prone to migraine leads to
heightened pain perception during a migraine, a condition known as cutaneous allodynia,
and may contribute to the progression from episodic to chronic migraine [102]. Approxi-
mately 65% of migraine sufferers develop cutaneous allodynia during individual headache
episodes [103–105]. Patients with allodynia experience the skin becoming painfully sen-
sitive to stimuli that are normally harmless, such as a light touch. Developing ways to
block or reverse central sensitization could potentially alleviate migraine pain and lower
the likelihood of episodic migraine evolving into chronic migraine.

One of the challenges in neuroimaging of central sensitization is differentiating be-
tween changes that arise from the increased pain sensation of cutaneous allodynia and
those from structures that may specifically mediate the onset and maintenance of central
sensitization. Recent advances in functional magnetic resonance imaging (fMRI) studies
offer some progress in this regard. Utilizing the heat/capsaicin model of sensitization, fMRI
studies have identified activation in the midbrain reticular formation region that appears
specific to central sensitization [106,107]. Investigators propose that this activation occurs
in the nucleus cuneiformis and the rostral superior colliculi/periaqueductal gray area.

Further fMRI studies investigated the influence of gabapentin, a medication commonly
used to treat nerve pain, on brain activations following painful mechanical stimulation of
normal skin compared to skin with capsaicin-induced secondary hyperalgesia [92]. Under
both conditions, gabapentin reduced activations in the operculoinsular cortex. Interestingly,
it was only in the presence of central sensitization that gabapentin was able to reduce
activations in the brainstem and suppress stimulus-induced deactivations, suggesting that
gabapentin might be more effective at reducing painful transmission when central sensi-
tization is present. These insights set the foundation for additional investigations aimed
at pinpointing the site where gabapentin acts to affect central sensitization. Unraveling
this could provide valuable information for the development of future therapies aimed
at inhibiting central sensitization, thereby offering a potential new avenue for migraine
treatment [101].

Insights into Migraine Pathology: From Current Pathophysological Understanding to Peripheral
Interactions and Plasma Protein Extravasation

A number of laboratory studies conducted during the 1990s postulated that the pain
associated with migraine might arise from a sterile, neurogenically mediated inflammation
of the dura mater, the thick membrane that surrounds the brain. Evidence of neurogenic
plasma extravasation, the process whereby plasma proteins pass out of small blood vessels
into surrounding tissues, has been observed during the electrical stimulation of the trigem-
inal ganglion in rat models. Interestingly, this process of extravasation can be halted by
substances such as ergot alkaloids, indomethacin, acetylsalicylic acid, and the serotonin
5HT1B/1D agonist, sumatriptan [84].

Adding to this, preclinical research has suggested that a phenomenon known as
cortical spreading depression, a wave of hyperactivity followed by a wave of inhibition in
the brain, could act as a potent trigger for the activation of trigeminal neurons [85]. However,
this notion has been a subject of controversy and ongoing debate in the scientific community.
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Notably, post-stimulation of the trigeminal ganglion, researchers have observed structural
changes in the dura mater, including mast cell degranulation, a process by which mast cells
release granules rich in histamine and other molecules, and modifications in postcapillary
venules, including platelet aggregation [86].

While it is widely accepted that such changes—particularly the initiation of a sterile
inflammatory response—would be likely to cause pain, it remains uncertain whether these
alterations alone are sufficient or whether they necessitate the presence of other stimulators
or promoters. One of the limitations of neurogenic dural plasma extravasation as a theory
is its inability to predict whether novel therapeutic targets would be effective in either the
acute or preventative treatment of migraine. Indeed, the blockade of neurogenic plasma
protein extravasation (PPE) has not been proven to be a reliable indicator of antimigraine
efficacy in humans. This observation is substantiated by the unsuccessful outcomes of
clinical trials of several potential treatments such as substance P, neurokinin 1 receptor
antagonists, specific PPE blockers, CP122,288 and 4991w93, an endothelin antagonist, a
neurosteroid, and an inhibitor of the inducible form of nitric oxide synthase (iNOS) named
GW274150 [87].

5. Investigations into Neuropeptides

Through the application of electrical stimulation to the trigeminal ganglion, observable
increases in extracerebral blood flow and the local release of calcitonin gene-related peptide
(CGRP) and substance P (SP) have been noted in both human and cat subjects. In felines,
such stimulation not only enhances the cerebral blood flow but also prompts the release
of vasoactive intestinal polypeptide (VIP), a potent vasodilator peptide, via the greater
superficial petrosal branch of the facial nerve. Intriguingly, the VIP ergic innervation of
cerebral vessels is mainly anterior as opposed to posterior, which may make these regions
more susceptible to spreading depression, possibly accounting for the common posterior
onset of aura symptoms. A more specific pain-inducing area, the superior sagittal sinus,
when stimulated, raises the cerebral blood flow and jugular vein CGRP levels. In human
studies, elevated CGRP levels have been observed during the headache phase of severe
migraine, though not in less intense attacks, as well as in cluster headaches and chronic
paroxysmal hemicranias, corroborating the hypothesis that the trigeminovascular system
might serve a protective function in such conditions. Migraine triggered by nitric oxide (NO)
donors, which mimic typical migraine, also lead to CGRP increases that can be blocked by
sumatriptan, as is the case in spontaneous migraine. Significantly, certain compounds that
have been proven ineffective for migraine treatment, such as the conformationally restricted
analogs of sumatriptan, CP122,288, and zolmitriptan, 4991w93, were also unable to inhibit
CGRP release following superior sagittal sinus stimulation in cats. The development
and successful trials of specific non-peptide CGRP receptor antagonists underscore the
significance of this as a novel principle in the treatment of acute migraine. Nonetheless,
considering the variability, it is unlikely to serve as a reliable migraine biomarker. Also,
the lack of effect of CGRP receptor antagonists on plasma protein extravasation (PPE)
explains, in part, why this model has not successfully translated into human therapeutic
strategies [88].

Migraine triggers in patients include cAMP-mediated mechanisms via cilostazol, even
when the CGRP receptor is blocked with erenumab. Additionally, cranial artery dilation
from cilostazol remains unaffected by CGRP receptor blockage. These insights imply that
migraine attacks induced by cAMP do not need CGRP receptor activation, hinting at
potential novel avenues for mechanism-based migraine drug development [89].

In the realm of preclinical research, there is evidence suggesting that PACAP-specific
active transport systems cross the blood–brain barrier (BBB) [90]. Yet, after crossing the
BBB, PACAP isoforms either degrade quickly or re-enter the bloodstream, pointing to
its primary peripheral effect. In vitro data [91] highlighted PACAP38’s ability to relax
vascular smooth muscle cells post-abluminal application, but not after luminal application
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in cerebral arteries. In contrast, in vivo tests showed no significant change in regional
cerebral blood flow due to PACAP38 intravenous infusion [93].

Throbbing headaches during migraines probably stem from pain signals from both
intra- and extracranial (when vasodilated) vessels, especially arteries. No studies have
focused on selective VIP blockage for migraine treatment yet. However, recent findings
hint that prolonged vasodilation from VIP might induce migraine-like episodes, suggesting
that VIP blockage could be a promising migraine treatment [94].

The receptors (AM1, AM2, or CGRP) that might mediate migraine-like reactions due to
adrenomedullin remain unidentified [95]. AM22-52, the only known adrenomedullin antag-
onist, appears limited in its ability to antagonize adrenomedullin effects in rat cells, though
it has shown potential in inhibiting CGRP effects [96]. No specific treatments to coun-
teract adrenomedullin or its receptors exist currently. However, an in vitro research [97]
indicated that the CGRP-receptor targeting antibody erenumab and the CGRP-receptor
antagonist telcagepant opposed not only CGRP but also adrenomedullin signaling at the
CGRP receptor.

Research on arresting the NO-cGMP cascade for drug development shows potential.
A mouse study [56] illustrated that the sGC stimulator VL-102 induced both acute and
prolonged hyperalgesia. This effect was blocked by the sGC inhibitor (ODQ) and by several
antimigraine drugs (sumatriptan, topiramate, and propranolol).

Lastly, migraine patient studies have identified mutations in the TRESK potassium
channel. TRESK works by inhibiting TREK1 and TREK2, amplifying the TG’s excitability.
As mentioned in [59,60], decreasing TG excitability using the TREK1/TREK2 agonist ML67-
33 countered an NO donor-triggered migraine-like phenotype in mice similarly to the
CGRP receptor antagonist olcegepant. Furthermore, it entirely reversed TG-induced facial
allodynia in rats due to NO donors.

Our understanding of alternative targets leading to intracranial artery vasodilation
is expanding. However, we have yet to develop successful therapies to tackle CGRP-
independent mechanisms. For instance, an antibody designed to inhibit PACAP (a peptide
part of the VIP, secretin, and glucagon superfamily) was developed as an alternative
treatment but did not show efficacy in trials. Additionally, the results from attempts to block
NO-induced reactions have been mixed. Using glibenclamide did not alleviate headaches
caused by PACAP38 and levcromakalim. Still, TRPV1 agonists like capsaicin and civamide
demonstrated some effectiveness due to their capacity to desensitize nerve endings hosting
these channels. There is a pressing need for more research to craft alternative targeted
migraine therapies, such as those focusing on VIP, amylin, adrenomedullin, PDE3, PDE5,
calcium channels, and ASICs. In theory, targeting the most downstream elements like
KATP channels, being the cascade’s “final link”, might yield better results; however, this
could also bring about severe and unwanted side effects. The high induction rate of
levcromakalim possibly being a result of this remains to be confirmed [57].

Changes in the connection between the hypothalamus and brainstem with the spinal
trigeminal nuclei and the dorsal rostral pons have been observed during the premonitory
phase of a migraine, lasting up to 48 h before pain begins [108]. The exact process that
makes the hypothalamus ‘overactive’ in migraine situations, leading to the sensitization of
trigeminal nociceptors, remains undefined. Moreover, the hypothalamus houses chemosen-
sitive neurons that can recognize metabolic alterations in the brain and the body. External
stimuli causing disruptions in balance and the brain’s inherent biorhythm could potentially
push the brain toward a migraine episode through hypothalamic activation [109].

NSAIDs are a reliable choice for managing acute migraine flare-ups, but care must be
taken due to potential side effects like stomach issues and kidney problems. Beta-blockers
serve as effective preventative measures against migraines, but they come with their own
drawbacks, such as causing dizziness and fatigue. Moreover, they are not recommended
for patients with specific health conditions like asthma, heart failure, and certain cardiac
rhythm disorders. While calcium channel blockers have been considered for migraine
prevention, the current evidence does not strongly support their use for this purpose. Anti-
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seizure medications, like topiramate and divalproex sodium, and certain antidepressants,
namely, venlafaxine and amitriptyline, have been found effective in preventing migraine
attacks, but users must be wary of associated side effects. In deciding on a treatment course,
it is crucial to weigh the potential benefits against the risks. Open dialogue between the
patient and the physician will ensure the most suitable therapeutic choice is made [110].

6. Headache Physiology: Central Connections and the Trigeminocervical Complex
6.1. Migraine Neuronal Activation and Therapeutic Implications

Utilizing Fos immunohistochemistry, researchers have been able to discern the acti-
vation of cells by detecting Fos protein expression within the trigeminocervical complex.
Following the irritation of meningeal with blood, there was a significant upregulation of Fos
expression within the trigeminal nucleus caudalis. Additionally, upon stimulation of the
superior sagittal sinus, Fos-like immunoreactivity was observed not only in the trigeminal
nucleus caudalis but also in the dorsal horn at the C1 and C2 levels in both feline and simian
subjects [58]. These findings are consistent with results obtained from 2-deoxyglucose anal-
yses in congruent experiments [65]. Similarly, the activation of the greater occipital nerve,
an offshoot of the C2, amplifies the metabolic activity in the aforementioned regions. It
has been documented in animal-based studies that it is feasible to directly obtain readings
from trigeminal neurons receiving input from both the supratentorial trigeminal and the
greater occipital nerve. A mere 5 min stimulation of the greater occipital nerve resulted
in a pronounced escalation in response to supratentorial dural stimuli, with the effects
lasting for more than 60 minutes [101]. Conversely, the stimulation of the dura mater of the
middle meningeal artery utilizing mustard oil as a C fiber irritant augmented the responses
to occipital muscle stimulation [102]. Additional data derived from the Fos technique posit
that such interactions likely necessitate the activation of the NMDA subtype of glutamate
receptors [103]. Taken together, these findings suggest that the cervical and ophthalmic
inputs intersect at the level of the second-order neuron [104]. It is worth nothing that
bilateral Fos expression was observed when a lateralized structure, specifically the middle
meningeal artery, was stimulated in both feline and simian models [105]. This particular
group of neurons from the superficial laminae of the trigeminal nucleus caudalis and C1/2
dorsal horns is functionally recognized as the “trigeminocervical” complex. Such insights
indicate that the transmission of nociceptive information from the trigeminovascular system
predominantly occurs via the most caudal cells, which provides an anatomical elucidation
for the referral of migraine-associated pain to the posterior cranial region. It is imperative to
highlight that pharmacological experimentation has unveiled that migraine-abating drugs,
such as ergot derivatives, acetylsalicylic acid, sumatriptan, eletriptan, naratriptan, rizatrip-
tan, zolmitriptan, and novel CGRP receptor antagonists, have the potential to modulate
these second-order neurons, thereby decreasing their activity [106]. This proposes another
plausible avenue for therapeutic interventions in migraine. The modus operandi of triptans
is believed to engage the 5-HT1B, 5-HT1D, and 5-HT1F receptor subtypes, which correlates
with the positioning of these receptors on peptidergic nociceptors.

Subsequent exploration into neuropeptides has underscored the potential of CGRP
receptor antagonists for migraine treatment. Elevated levels of CGRP and SP subsequent
to trigeminal ganglion stimulation, observed in both humans and felines, might serve as
a protective mechanism in severe migraine, cluster headaches, and chronic paroxysmal
hemicranias. Additionally, an upswing in CGRP levels was documented during a NO
donor-triggered migraine episode, but this surge was mitigated by sumatriptan, further
corroborating the implication of the trigeminovascular system in these conditions. Nev-
ertheless, specific compounds, such as CP122,288 and 4991w93, which were ineffective
against migraine, failed to inhibit CGRP release post-superior sagittal sinus stimulation in
feline subjects. In spite of these observations, the advent and ensuing triumphant clinical
trial outcomes of particular CGRP receptor antagonists for acute migraine have emphasized
the significance of this therapeutic strategy [64,107].
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In studies involving the trigeminocervical complex, Fos immunohistochemistry has
been utilized to identify activated cells by mapping the Fos protein expression. This method
revealed an increased Fos expression in the trigeminal nucleus caudalis after meningeal
irritation with blood and in the trigeminal nucleus caudalis and the C1 and C2 levels in the
dorsal horn of cats and monkeys after stimulation of the superior sagittal sinus [111]. More-
over, the stimulation of the greater occipital nerve, a branch of C2, resulted in increased
metabolic activity in these regions [112]. This suggests that inputs from the cervical and
ophthalmic regions converge at the level of the second-order neuron. Pharmacological
research indicates that drugs like ergot derivatives, acetylsalicylic acid, sumatriptan, eletrip-
tan, naratriptan, rizatriptan, zolmitriptan, and CGRP receptor antagonists may help reduce
cell activity at these second-order neurons and therefore could be a potential therapeutic
approach for migraine [88].

Studies into serotonin–5 HT1F receptor agonists and their relation to migraine have
shown that some triptans, including naratriptan, are also potent 5 HT1F receptor agonists.
This suggests that 5 HT1F activation could potentially inhibit trigeminal nucleus Fos
activation and neuronal firing in response to dural stimulation without affecting cranial
vascular effects. These findings further support the idea that vascular mechanisms are not
necessarily required for acute migraine treatments [113].

Glutamatergic transmission in the trigeminocervical complex has also been explored
as a potential target for antimigraine drugs. The family of glutamate receptors (GluRs) is
particularly interesting, with studies showing that NMDA receptor channel blockers can re-
duce nociceptive trigeminovascular transmission in vivo. Furthermore, the AMPA/kainate
receptor antagonists CNQX and 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzoquinoxaline-7-
sulfonamide decreased Fos protein expression after the activation of structures involved
in nociceptive pathways [114]. Notably, the iGluR5 kainate receptors may play a role
in trigeminovascular physiology, suggesting a potential target for future treatments. In
clinical trials, the iGluR5 kainate receptor antagonist LY466195 demonstrated efficacy in
acute migraine treatment, reinforcing the pursuit of glutamate targets for treatment, albeit
with caution regarding potential side effects [115].

6.2. Discussion of Key Pathological Processes Involved in Migraine
6.2.1. Neurophysiology of Migraine as a Backdrop to Imaging

The utilization of neurophysiological techniques in migraine patients has yielded
significant knowledge about the condition. These techniques prioritize time resolution over
spatial resolution and, until the advent of MRI, and to some extent even now, provided
a higher chance for repeated trials. Research across the visual, somatosensory, auditory,
and nociceptive domains has consistently shown activation patterns that differ markedly
from non-migraine. These findings have led to the theory that thalamocortical dysrhythmia
plays a significant role in migraine pathophysiology [116,117] (see Figure 1).

An intriguing observation from these studies is the abnormal habituation in migraine
patients between attacks, as exemplified by the increased intensity of auditory evoked
potentials in these periods [118]. Interestingly, this abnormality seems to normalize just
before a migraine attack [119]. It is worth noting that this metric appears to be serotonin-
dependent and can be modulated by triptans, which are serotonin 5-HT1B/1D receptor
agonists [120]. The amplification of the passive “oddball” auditory event-related potential
and an interictal habituation deficit measured by the nociceptive blink reflex, further
suggest that the brain of a migraineur does not habituate in the same way as a non-
migraineur’s brain does [121].

These observations have given rise to the idea that the brain of a person with migraine
reacts more intensely, rather than simply being hyperexcitable [121].
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6.2.2. Inter-Attack Imaging Studies

1. Structural Studies

Numerous research endeavors have revealed structural disparities between the brains
of those who suffer from migraine and those who do not. Structural investigations, often
cross-sectional, should be analyzed with consideration to the functional interactions of
pain-processing areas and the trigeminal system. Voxel-based morphometry has show-
cased decreased grey matter in areas involved in pain processing, such as the anterior
cingulate cortex, amygdala, insula, operculum, and the frontal, temporal, and precentral
gyri. Interestingly, grey matter reduction in the anterior cingulate cortex has been found to
be correlated with the frequency of migraine episodes [122]. On the other hand, a greater
grey matter volume was seen in the bilateral caudate nuclei in high-frequency migraine
sufferers compared to those with low-frequency migraine [123]. Additionally, there was an
observed thickening in the somatosensory cortex, particularly in the portion responsible
for mapping sensations from the head and face. This thickening was more pronounced
compared to individuals who did not exhibit these changes and served as controls [124].
Research involving diffusion tensor imaging has revealed decreased fractional anisotropy
in the thalamocortical pathway of individuals with migraine. Specifically, this reduction
was observed in the ventral trigeminothalamic tract for those experiencing aura, and in the
ventrolateral periaqueductal gray (PAG) for those without aura [124]. Other studies found
only minor diffusivity changes in grey matter, while changes in white matter and brain vol-
ume were similar in both groups. Nevertheless, a more extensive investigation discovered
that individuals with migraine accompanied by aura exhibited a shorter T1 relaxation time
in the thalamus compared to those without aura and individuals without migraine who
were in good health. In a separate study, a reduction in brain volume was detected across
multiple regions when comparing migraine sufferers to control subjects. Significantly, it
remains uncertain whether these alterations stem from recurrent migraine episodes or are
intricately connected to the underlying mechanisms of migraine. It is worth noting that
certain changes tend to revert to a more typical state during a migraine, implying a potential
connection between the most recent attack and these structural modifications [125]. Taken
together, these findings suggest that the structural alterations seen in migraine patients,
particularly in the anterior cingulate cortex and the trigeminal somatosensory system,
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reflect the brain’s ability to develop migraine attacks and may underlie the progression of
the disorder.

2. Functional Studies

Functional studies serve to supplement structural brain imaging, focusing on the
resting migrainous brain and its response to external stimuli.

(A) Metabolism and Receptor Pharmacology
Functional differences between two groups at rest can be evaluated using 18F-FDG PET

to assess regional brain metabolism. Kim et al. [126] found that migraine was associated
with reduced metabolism in central pain processing areas, suggesting a dysfunction of
central pain processing in the interictal state. No area showed hypermetabolism.

(B) Stimulated Blood Flow Changes
Photophobia, a common non-head pain symptom in migraine, can result in light

being perceived as overly bright or painful. Individuals suffering from migraine, even
when not experiencing an attack, have been shown to tolerate less luminance than healthy
individuals [127]. A study using H215O-PET revealed that exposure to different light
intensities activated the visual cortex in migraine but not in controls. Moreover, applying
trigeminal pain activated the same areas in control subjects, suggesting a facilitation of
the retino-geniculate-cortical pathway of visual processing and/or a dysfunction of visual
association areas causing photophobia. Other studies found differences in response to
heat stimuli and painful heat stimulation in migraine compared to controls. Demarquay
et al. [128] evaluated olfactory processing in migraine and found unique cortical responses
associated with olfactory hypersensitivity. These findings suggest that the brains of mi-
graine respond differently to external stimuli compared to healthy controls, possibly due to
pre-existing functional abnormalities that worsen during a migraine attack, leading to a
“dys-excitable” state [129].

(C) Studies focused on resting-state brain activity
Resting-state studies offer a unique perspective on brain function, especially in the

context of disorders like migraine. These investigations focus on how the brain operates
when it is not performing any particular task, thereby providing insights into the intrinsic
communication patterns within the brain. They represent a significant departure from
other neuroimaging techniques as follows: while structural brain imaging helps identify
disparities in grey and white matter, and stimulus-driven functional magnetic resonance
imaging (fMRI) pinpoints distinct dysfunctional areas, resting-state studies evaluate the
interaction, or “cross-talk”, among different brain regions [121].

One such study by Mainero et al. found that individuals suffering from migraine
exhibit heightened connectivity between the periaqueductal gray (PAG) and multiple
areas significant to nociceptive and somatosensory processing. These findings were further
linked with the frequency of migraine episodes, signifying the pathophysiological relevance
of this enhanced connectivity in the modulation of pain during migraine [130].

Another vital aspect of migraine is the presence of cutaneous allodynia, considered
a reflection of central sensitization during migraine attacks. When comparing resting-
state connectivity between migraine with and without cutaneous allodynia, distinctive
patterns were identified. Specifically, connectivity differences were noted between the
PAG/nucleus cuneiformis and various discriminative pain processing centers, such as the
brainstem, thalamus, insula, cerebellum, and higher-order pain-modulating areas located
in frontal and temporal regions [131]. This evidence suggests that individual symptoms
during a migraine attack might be determined by abnormal communication between
pain-modulating areas during interictal periods.

While all participants in the study had migraine with normal routine investigation
results, the presence of ictal allodynia seems to delineate different subtypes of migraine.
This implies that migraine itself could also be pathophysiologically diverse. In terms of
headache phase studies, seed-based resting-state fMRI has exhibited increased connectivity
between primary visual and auditory cortices and the right dorsal anterior insula, and
between the dorsal pons and the bilateral anterior insulae. Interestingly, these findings
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did not correlate with migraine frequency, suggesting that these changes were inherent
characteristics of migraine pathophysiology rather than episodic manifestations [121].

Expanding the scope, resting functional connectivity of certain brain regions, including
the right middle temporal, posterior insula, middle cingulate, left ventromedial prefrontal,
and bilateral amygdala regions, was found to effectively distinguish between the brains of
migraine and non-migraine [132]. Despite being grounded in clinical observation, these
techniques have the potential to yield insights into migraine biology, contribute to the
development of NextGen treatments, and offer biomarkers of change, particularly for
preventive studies.

Resting-state studies are not limited to the seed-based approach, which focuses on
the connectivity of specific “seed” areas, such as the PAG or nucleus cuneiformis. Task-
free resting-state studies employing independent component analysis without a priori
hypothesis have also been conducted. One such study by Tessidore et al. [133] examined
the default mode network in patients with migraine without aura. They found decreased
connectivity in the prefrontal and temporal regions of the default mode network among
these patients. The authors speculated that this could indicate a dysfunction of the default
mode network, potentially tied to maladaptive responses to stress or environmental triggers,
which are often characteristic of migraine.

In conclusion, being a migraineur suggests the presence of nuanced differences in
brain structure and function, even outside of active migraine attacks. Notably, most areas
showing such differences belong to the non-specific pain processing areas or the trigeminal
system. A significant challenge moving forward is understanding how these differences
predispose individuals to migraine, and identifying which structures drive the transition
from the interictal phase, through the premonitory phase, to the headache phase, and
eventually, the postdrome period that returns to the interictal phase.

(D) Studies focusing on mitochondrial energy metabolism
Considering the recognition of migraine as a component of mitochondrial cytopathies,

exploring how this biological aspect influences the onset and development of migraine pro-
vides a promising research avenue. Although initial studies on mitochondrial DNA did not
find any typical MELAS or MERRF mutations, a successfully conducted randomized con-
trolled trial of riboflavin (vitamin B2) as a preventive treatment for migraine supports the
hypothesis that metabolic dysfunction could increase susceptibility in some patients [134].

Utilizing 31P-NMR spectroscopy, Welch et al. [135] identified changes in the phosphate
metabolism in patients with migraine with aura during an attack. Later studies using the
same technique found similar metabolic shifts in patients with migraine without aura and
even in children [136]. Furthermore, by employing 3T MRI and 31P-NMR spectroscopy,
researchers were able to identify alterations in energy metabolism in the occipital cortex
of patients with migraine without aura [137]. Given the observed variations in energy
changes among patients, these findings could potentially explain some, but not all, of the
biological mechanisms contributing to the manifestation of migraine.

3. Premonitory Phase Studies

From a clinical perspective, the premonitory phase—the transitional period between
the asymptomatic interictal phase and the onset of a headache attack—is crucial for un-
derstanding what triggers migraine. An essential fMRI study in this regard examined the
activation and deactivation patterns induced by the trigemino-nociceptive stimulation of
the nasal mucosa as the day of the headache approached [138]. In comparison to control
subjects, interictal migraine showed reduced activation of the spinal trigeminal nuclei.
Interestingly, this deactivation demonstrated the following cyclic behavior throughout a
migraine interval: normalization prior to the next attack and a significant reduction of
deactivation during the attack. This cyclical behavior may reflect the brain’s increased
susceptibility to initiate the next attack, with the identification of its pacemaker critical to
our understanding of the initiation of a migraine attack.

Clinically, the earliest indicators of an impending migraine attack are known as pre-
monitory symptoms, which manifest before the onset of head pain and signal to the patient
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that a headache is imminent. These symptoms, likely tied to the hypothalamus [139],
include concentration problems, fatigue, irritability, and depression. A recent study by
Maniyar et al. [140] induced migraine attacks in eight patients who could predict the onset
of a headache by a pronounced premonitory phase. During this phase, which occurs before
the onset of head pain, H215O-PET showed activation of the hypothalamus, midbrain ven-
tral tegmental area, and the PAG. This functional representation of premonitory symptoms
hints at the potential role of the hypothalamus in triggering migraine. Additional data from
a single patient tracked with BOLD-fMRI over a 30-day period showed increased hypothala-
mic responses as the attack approached, and the effects were coupled with the dorsolateral
pons [141]. Additionally, the hypothalamus could play a crucial role in non-headache
symptoms during the pain phase since its activation was observed in spontaneous migraine
attacks using H215O-PET [142]. Interestingly, activations reported in trigeminal-autonomic
cephalalgias are more posterior than those reported in migraine [121].

4. The Aura Phase

Typically, a visual aura in the context of a migraine presents itself before the onset of
the headache phase, although there are instances where it coincides with the headache or
even occurs without any headache at all. The manifestation of this aura often begins as
a scintillating or blind spot situated in the center of the individual’s field of vision [121].
Personal experiences reported by Lashley [143] indicated that this visual disturbance or
scotoma progressively expanded over a period of approximately one hour, moving in a
C-shaped trajectory towards one side’s temporal visual field. Based on his observations,
the estimated speed of this phenomenon over the visual cortex was calculated to be
approximately 3 mm per minute.

A few years later, the concept of a potential underlying mechanism emerged from the
work of Leão, who stimulated the cortices of rabbits electrically. He observed a depression
in the electroencephalogram (EEG) readings that spread out from the stimulation site at a
similar speed of 3 mm per minute. Leão postulated that this cortical phenomenon could
possibly serve as the foundation for the migraine aura [144]. This theory sustained for
several decades that the occurrence of a typical visual aura could be associated with this
phenomenon, termed “cortical spreading depression” (CSD) [145].

The validation of the CSD occurrence in humans was conjectural until a groundbreak-
ing study by Olesen et al. [146]. They injected Xenon-133 into the carotid artery during a
human migraine aura and found an observable progressive alteration of regional cerebral
blood flow (rCBF). Fast forward two decades later, patients who could self-trigger their
visual aura or who were capable of reaching a medical facility during the early stages
of a visual aura were included in a functional magnetic resonance imaging (fMRI) study
using checkerboard stimulation. The change in blood oxygenation level-dependent (BOLD)
signal in the visual cortex in response to checkerboard stimulation during the progression
of a visual aura showed characteristics similar to those of the CSD observed in animal
models. This included a signal spread at a velocity of roughly 3.5 mm per minute, aligning
with the earlier clinical predictions and the CSD observed in rabbit cortices [147]. These
findings suggest that the visual aura experienced in migraine might indeed be the result of
a CSD-like event. Additionally, the study by Hadjikhani et al. [148] pinpointed the origin
of this unique response to checkerboard stimulation to be located in the visual association
cortex V3A.

5. The Headache Stage

Renowned as the most prominent symptom of a migraine attack, the headache stage
is often the defining phase for many patients. To diagnose a migraine, however, additional
symptoms need to be present. These can range from nausea, photophobia (light sensitivity),
phonophobia (sound sensitivity), to sensitivity to movement [149]. The imaging patterns
observed during a migraine are typically a composite of these symptoms, with some
possibly reflecting individual symptoms like head pain, photophobia, or allodynia (an
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increased response to pain), and others hinting at underlying mechanisms that trigger the
migraine.

(a) The Experience of Head Pain: The complexity of primary headache disorders
extends beyond head pain that is typically triggered by harmful stimuli on the skin. How-
ever, the sensation of pain is a shared experience in harmful head pain and spontaneous
migraine attacks. Therefore, the markers identified in functional brain imaging of experi-
mental head pain should also be observable in migraine headaches. Thus, any additional
regions highlighted in primary headache disorders may provide specific insights into mi-
graine, potentially revealing symptoms beyond head pain or even mechanisms that drive
migraine attacks. Functional brain imaging of harmful pain in the head is a significant
focus as it could improve our understanding of functional brain imaging of migraine. May
et al. [150] used H215O-PET to measure rCBF in seven healthy subjects after injecting a
small amount of capsaicin into the forehead. They noticed an increase in rCBF in several
brain areas during the pain state, including the bilateral insula, the anterior cingulate cortex,
the cavernous sinus, and the cerebellum. Notably, there was no activation of the brainstem.

(b) Migraine Attacks: Over the past two decades, a seminal study employing positron
emission tomography sought to evaluate regional cerebral blood flow utilizing 15C-labeled
O2 inhalation in a cohort of nine individuals experiencing spontaneous right-lateralized
migraine episodes. Relative to the non-painful interlude, the migraine episodes were
concomitant with augmented rCBF in regions, such as the cingulate cortex, auditory associ-
ation cortex, and the parieto-occipital juncture proximate to the visual association cortex.
Furthermore, the migraine-afflicted state manifested with escalated rCBF in the midbrain,
the dorsal rostral pons adjacent to the periaqueductal gray, and the raphe nuclei [128].
Contrasting the generalized pain signature derived from the capsaicin experiment, this
investigation attributed diverse migraine-related symptoms to distinct cerebral domains as
follows: the experience of cephalic pain was associated with the cingulate cortex, photo-
phobia was linked to the visual association cortex, and phonophobia was ascribed to the
auditory association cortex. The cessation of these symptoms was synchronous with the
waning of the aforementioned signals. Yet, the elevated rCBF in the brainstem endured dur-
ing the nascent non-painful phase, implying that this anatomical region might not merely
be symptomatic but could also typify a dysfunction pivotal for initiating or perpetuating a
migraine episode. Clinical research, coupled with fundamental studies, further bolsters the
centrality of the brainstem in the pathogenesis of migraine. An illustrative point being the
emergence of migraine episodes in individuals previously devoid of migraine who under-
went deep brain stimulation targeting the PAG for unrelated pain conditions. Moreover,
the progressive accumulation of iron in the PAG over the disease’s tenure intimates the
indispensable role of the PAG in migraine genesis. Corroborating this notion, a plethora
of animal-centric studies have delineated how brainstem nuclei, specifically the PAG and
raphe nuclei, profoundly modulate trigeminovascular pathways in laboratory-induced
migraine paradigms [91,129].

Functional brain imaging employing advanced techniques of enhanced spatial and
temporal resolutions have corroborated the pivotal role of the brain stem in the patho-
physiology of migraine. In a comparative study, Bahra et al. [130] distinguished migraine
from cluster headaches, underscoring the specificity of brain stem activation to migraine.
Examining the lateralization of this activation during unilateral migraine episodes, Afridi
et al. [131] ascertained that the activation was ipsilateral to the side of the headache. This
suggests the possibility that unilateral migraine might be attributed to unilateral dysfunc-
tion of the brain stem. In a preceding discourse, Maniyar et al. [117] detected activation
in the dorsal rostral pons, the PAG, and the hypothalamus during the preliminary pre-
monitory phase of migraine, buttressing the hypothesis of a central “migraine mediator”
located in these regions. Melding the clinical manifestations of migraine—typified by
altered sensory, nociceptive, photic, acoustic, and olfactory perceptions—with functional
imaging insights, it becomes evident that either the brain stem, hypothalamic structures,
or a combination of both are instrumental in migraine pathophysiology. Such structures
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potentially pinpoint the anatomical epicenters of cerebral dysfunction engendering the
multifaceted dynamics of migraine episodes.

(c) Photophobia: Denuelle et al. [119] conducted research on eight individuals suffering
from migraine, evaluating them during headache episodes, post-sumatriptan alleviation,
and interictal periods. Utilizing continuous light stimulation, they discerned that low lumi-
nance provocation elevated rCBF as indicated by H215O-PET scans. During the headache
phase, hyperperfusion was detected in the cuneus, and post-relief, both the cuneus and
lingual gyrus demonstrated this phenomenon; conversely, such changes were absent in-
terictally. This might insinuate an augmented excitability of the visual cortex amidst
migraine occurrences. Notably, even post-headache alleviation, the persistence of this
hyperperfusion, unrelated to the headache’s presence, hints at the structural foundation of
photophobia potentially residing in primary and ancillary visual cortices. Moreover, zones
responsive to minimal luminance during migraine were equivalently reactive interictally
to escalated luminous intensities, further substantiating the cyclic nature underpinning
migraine and their concomitant symptoms.

In studies targeting the premonitory phase, focusing on non-painful symptoms, pivotal
insights have emerged, emphasizing the separation of such phenomena from pain while
highlighting their integral role in migraine biology. When contrasting individuals with
provoked premonitory symptoms, those exhibiting photophobia (or perhaps more aptly
termed photic hypersensitivity due to the absence of pain) demonstrated activation within
the extrastriate visual cortex, specifically Brodman area 18 [117]. Interictal connectivity
within the visual system, manifested in the lingual gyrus, was also identified using resting-
state methodologies. Furthermore, in experiments distinguishing migraine with and
without nausea, those experiencing nausea showcased activation in the rostral dorsal
medulla encompassing regions like the nucleus tractus solitarius, the dorsal motor nucleus
of the vagus nerve, and the nucleus ambiguous; moreover, activation in the PAG was also
evident. These research endeavors have enriched our comprehension of cerebral regions
implicated in migraine, unequivocally indicating mechanisms transcending mere pain
dependency [91].

Different visual migrainous phenomena are associated with dysfunctions in differ-
ent areas of the visual association cortex. For instance, the cuneus and lingual gyrus are
involved in photophobia, while V3A might be the origin of a typical visual aura. When
comparing the imaging results during the migraine premonitory phase, such as hypothala-
mic and brain stem activation, with those of cortical activation during a typical migraine
aura, it appears likely that the aura and migraine are distinct phenomena [121].

6. Blood–Brain Barrier (BBB): The integrity of the BBB in migraine

In postdrome, patients often describe fatigue, difficulty with concentration, and a
need for sleep. Some patients also report a feeling of elation and well-being and a return
of appetite. The symptoms are not always perceived as bothersome and are commonly
overlooked by patients and doctors. Often, the patient is just relieved that the headache
phase is over.

More work is needed to understand the nature and cause of the postdromal phase. It
would be especially helpful to understand the brain’s role in postdromal phase symptoms,
whether the brain goes back to normal after a migraine attack, and if not, why not. Also,
more understanding of how the brain recovers and how quickly it recovers would be very
helpful. Whether this phase represents a therapeutic opportunity is unknown but should
be explored [121].

6.3. Calcitonin Gene-Related Peptide (CGRP) in Migraine
6.3.1. Role of CGRP in Migraine Development and Progression

1. Introduction to CGRP and its significance in migraine

Calcitonin gene-related peptide (CGRP) is an incredibly potent neuropeptide com-
prised of 37 amino acids. It serves as a vasodilator and is produced within neurons located
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in both the peripheral and central nervous systems. This neuro-peptide binds to a complex
heterodimer receptor, which is primarily composed of a class B G-protein coupled receptor,
commonly referred to as CLR (calcitonin receptor-like receptor) [151].

Within the central nervous system, empirical research has identified elevated levels of
CGRP in the blood and saliva of patients who experience certain headache disorders. Such
disorders include migraine and cluster headaches, as well as neuralgias like trigeminal neu-
ralgia, chronic paroxysmal hemicranias, and even rhinosinusitis. It is noteworthy that the
levels of CGRP remain heightened during a migraine episode and continue to be elevated
in-between these attacks for patients suffering from chronic migraine. Additionally, studies
have revealed that exogenous infusions of CGRP can initiate a migraine episode [152].

CGRP’s role extends to the pathogenesis of migraine, which is an intricate neurovas-
cular disorder. This is typically characterized by a throbbing or pounding headache, which
affects one side of the head. It is often accompanied by other symptoms, such as photo-
phobia (light sensitivity), phonophobia (sound sensitivity), nausea, vomiting, and even
disability. Additionally, the duration of a typical migraine episode can last between 4 and
72 h [153]. Researchers have found that CGRP triggers the release of vasoactive neuropep-
tides in trigeminal neurons, leading to vasodilation of the cerebral vasculature, thereby
contributing to the emergence of a migraine.

The Food and Drug Administration (FDA) has sanctioned several medications specif-
ically targeting CGRP or its receptor for the management and prevention of migraine.
Prominent among these are monoclonal antibodies including erenumab, eptinezumab,
galcanezumab, and fremanezumab, which zero in on the CGRP receptor. In addition,
CGRP receptor antagonists, like rimegepant and ubrogepant, have been incorporated into
therapeutic regimens. Two other receptor antagonists, atogepant and vazegepant, remain
under clinical evaluation and anticipate FDA endorsement. Prophylactic interventions
for both episodic and chronic migraine commonly incorporate erenumab, eptinezumab,
galcanezumab, and fremanezumab. For addressing acute migraine manifestations, with
or without the presence of an aura, rimegepant and ubrogepant are the preferred choices.
Presently, the efficacy of galcanezumab and fremanezumab in precluding cluster headaches
is a subject of active research [135].

Interestingly, CGRP has been shown to have cardio-protective properties in pathologi-
cal conditions. For instance, research conducted on rodent models of various cardiovascular
diseases has revealed this beneficial action of CGRP. Human studies also support this notion
by showing that CGRP can reduce afterload and increase inotropy, which are potentially
cardioprotective effects, particularly in cases of heart failure. Despite these findings, no
drugs have yet been developed to harness this cardio-protective effect of CGRP on the
cardiovascular system [154].

Recent research has also begun to uncover CGRP’s involvement in numerous other
physiological and pathological phenomena. These include peripheral nerve regeneration,
Alzheimer’s disease, regulation of vascular tone in mesenteric arteries, and even pregnancy.
Despite these promising findings, no medications have been developed to date to leverage
these potential beneficial effects of CGRP [155].

Preclinical studies have demonstrated that calcitonin gene-related peptide (CGRP)
exhibits activity in both the central and peripheral nervous systems (CNS and PNS), making
it a crucial element in the pathophysiology of migraine. In the periphery, CGRP acts on
a number of targets, such as mast cells, blood vessels, glial cells, and trigeminal afferents
located in the meninges, along with neural cell bodies and satellite glia found in the
trigeminal ganglia. Within the meninges, CGRP is thought to contribute to neurogenic
inflammation by stimulating mast cells to release neuron-sensitizing agents. This cascade
effect can lead to enhanced vasodilation in the dura. Consequently, the modulation of
neural activity within the meninges may instigate a feedback loop, ultimately leading to
peripheral sensitization of nociceptors [156]. The notion of CGRP playing a peripheral
role in migraine is strongly supported by the effectiveness of systemically administered
CGRP-targeting monoclonal antibodies, which exhibit poor permeability to the blood–brain
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barrier (BBB) [157]. It is clear that peripheral sensitization is critical for CGRP’s actions and
likely establishes the foundation for CGRP actions in the CNS.

Within the central nervous system (CNS), the distribution of CGRP and its receptor
spans various pathways postulated to play pivotal roles in migraine pathophysiology.
Situated externally to the blood–brain barrier (BBB), the trigeminal ganglion extends its
projections to the trigeminal nucleus caudalis (TNC). From here, second-order neurons
transmit signals to the posterior thalamic area (PTA), an umbrella term denoting all nuclei
within this specific thalamic region. Serving ostensibly as a hub for sensory integration, the
PTA exhibits functional aberrations during migraine occurrences. Neurons in the thalamus
receive inputs from both the TNC and retinal ganglion cells. Crucial rodent studies have
accentuated the import of the PTA in photophobia’s onset, proposing its role as a nexus for
light and pain integration [139].

Situated in select nuclei of the PTA, CGRP and its receptors are postulated to be inte-
gral to this pathway—a hypothesis fortified by research showing that CGRP infusion into
the PTA augments neuronal activity. Additionally, ascending pathways carrying somatosen-
sory and nociceptive stimuli converge upon the CGRP-expressing neurons located in the
subparafascicular and intralaminar nuclei. In human subjects, during migraine attacks,
activation is discerned in the posterior thalamus, which also manifests altered connectivity
patterns with various brain areas. Taken together, this suggests that the neuromodulatory
actions of CGRP, observed in distinct neural networks, might be instrumental in rendering
the PTA hyperresponsive to sensory input [140].

Further elucidating this sensory hyperreactivity, pathways potentially involve the
parabrachial nucleus (PBN), colloquially termed the “general alarm” system. Functioning
as an intermediary for pain and assorted sensory signals en route to the forebrain, the
PBN receives direct extensions from the trigeminal nucleus, influencing the emotional facet
of pain. Given the abundance of CGRP in the PBN and its extensive projections to brain
regions implicated in migraine pathophysiology, modified signaling within this conduit
might underlie the heightened sensory perception characteristic of migraine. CGRP’s dual—
peripheral and central—actions likely synergize to precipitate a migraine. Considering the
disorder’s multifaceted nature, it is improbable that a singular action of CGRP singularly
instigates migraine [141].

2. Mechanisms by which CGRP contributes to migraine symptoms

The role of CGRP in migraine symptomatology is primarily deciphered through
preclinical investigations. Recognized as a paramount instigator of migraine, CGRP can
elicit an array of migraine-reminiscent symptoms in animals that parallel the effects ob-
served when humans are infused with CGRP, encompassing pain-related symptoms. In
rodents, mechanical hypersensitivity, an often-reported migraine symptom, can be insti-
gated following CGRP administration. For instance, CGRP’s dural administration in mice
provoked periorbital touch hypersensitivity, whereas its intrathecal introduction led to
heightened pain sensitivity in rat hindpaws and amplified mechanical allodynia in mice
upon pinch [140].

For an extended period, the challenge of gauging spontaneous pain in animals per-
sisted due to the absence of an apt assessment method. However, in 2010, Mogil and
his team pioneered a method, illustrating that specific pain forms could be evaluated via
facial grimace scales without necessitating an evoked response [142]. Building on this
foundation, our research demonstrated that injecting CGRP peripherally in mice culmi-
nates in spontaneous, migraine-analogous pain, which sumatriptan could substantially
mitigate. We employed an uninterrupted, objective appraisal of eye closure to assess the
grimace induced by CGRP. Our findings also elucidated that CGRP-induced pain was not
influenced by light levels, positing that pain and light aversion, another symptom induced
by CGRP, operate independently [143].

Photophobia, characterized by an augmented sensitivity or discomfort in light con-
ditions usually deemed non-painful, stands as a diagnostic hallmark of migraine. Those
afflicted with migraine often perceive even subdued light as unsettling, gravitating away
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from luminous environments [144]. This human experience has been adeptly mirrored
in a mouse paradigm where exposure to light becomes aversive post-CGRP administra-
tion, both centrally and peripherally, in conventional mice. This aversive reaction to light
can be palliated by triptans, insinuating that the murine aversion to light resonates with
human migraine. Intriguingly, in a specialized mouse model sensitized to CGRP—where
human RAMP1 (an essential component of the CGRP receptor) is overexpressed within
the nervous system—a mere 55 lux light intensity suffices to trigger light aversion post
central CGRP administration. Notably, this aversive reaction to light is not an offshoot
of anxiety, as evidenced by the unaffected performance of these mice in a light-agnostic
anxiety assessment (the open field test) [145,146]. Furthermore, post-CGRP injection, these
mice exhibit diminished mobility, but this inertia is predominantly observed in dimly lit
sections of their enclosure. Such a preference for darker locales and a proclivity to rest
mirrors human behavioral tendencies during migraine episodes.

6.3.2. CGRP as a Therapeutic Target

1. Overview of CGRP-targeted treatments in migraine management—Evaluation of the
effectiveness of CGRP inhibitors

Over recent years, a plethora of molecules aiming to obstruct CGRP signaling path-
ways have been developed, with the objective of mitigating migraine symptoms. The first
molecules that showed promise were CGRP receptor antagonists, known as “gepants.”
These substances demonstrate a high affinity for the canonical CGRP receptor, blocking
the CGRP from binding and obstructing the subsequent signal transduction. Importantly,
gepants do not incite direct vasoconstriction, making them potentially safer than triptans
for a migraine population that statistically exhibits a higher prevalence of cardiovascular
diseases [158].

Numerous clinical trials have established that both intravenous and orally adminis-
tered gepants can effectively alleviate acute migraine symptoms (Table 3); however, the
efficacy of gepants in preventing migraine is currently a matter of debate. Some clinical
trials had to be halted due to adverse effects, while others are still in progress [159]. The
development of some gepants was ceased for various reasons. For example, olcegepant
demonstrated low oral bioavailability, and both telcagepant and MK-3207 were discontin-
ued due to liver toxicity associated with frequent use [159].

In spite of these initial safety concerns, the apparent efficacy of gepants has encouraged
continued efforts to devise safe molecules that block CGRP. Currently, three gepants—
rimegepant, ubrogepant, and atogepant—are still under clinical development. In phase 2b
clinical trials, the efficacy of rimegepant for acute migraine treatment was assessed using
various endpoints, such as freedom from pain, migraine, photophobia, phonophobia, and
nausea remission [76]. Medium doses of rimegepant (75, 150, and 300 mg) were found
to be significantly more effective than the placebo, and unlike the previously terminated
gepants, rimegepant did not exhibit any adverse effects on liver function. Interestingly,
a higher dose of rimegepant (600 mg) did not yield significant benefits over the placebo,
leading the researchers to hypothesize that this could be attributed to inherent variability
among patients randomized to this dose group [160].

Post this investigation, a series of three phase 3 double-blind, randomized, placebo-
controlled trials (NCT03235479, NCT03237845, NCT03461757) alongside a safety investiga-
tion (NCT03266588) were commenced, with outcomes yet to be unveiled [150]. In parallel,
ubrogepant showcased a favorable dose-effect correlation for acute migraine treatment in a
phase 2b double-blind, randomized, placebo-controlled trial [151], exhibiting negligible side
effects. However, these findings are somewhat overshadowed by the heightened placebo
group response and the study’s restricted patient count. Two subsequent phase 3 double-
blind, randomized, placebo-controlled trials (NCT02867709, NCT02828020) wrapped up in
December 2017 and February 2018, respectively. The initial findings echo the results of the
earlier phase 2b study. Atogepant, possessing a molecular structure distinct from its gepant
counterparts, is currently under examination for migraine prevention. Initial data from a
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phase 2b/3 trial (NCT02848326) indicate that adults administered atogepant underwent
a more pronounced decline in their monthly migraine days average compared to those
receiving a placebo. There were no reported grave side effects tied to the treatment. As of
the time this review was drafted, ubrogepant emerged as the inaugural gepant to secure
FDA sanctioning for acute migraine intervention, encompassing cases with or devoid of an
aura [140].

Table 3. Clinical trials investigating drugs that target CGRP (calcitonin gene-related peptide): both
completed and currently underway.

Drug Name, Type of Molecule Indication (Acute or
Prophylactic) Development Stage

Atogepant,
CGRP antagonist Prophylactic FDA-approved

BI 44370 TA,
CGRP antagonist Acute Abandoned

Eptinezumab,
CGRP monoclonal antibody Prophylactic FDA-approved

EMA-approved
Erenumab,

CGRP receptor monoclonal antibody Prophylactic FDA-approved

Fremanezumab,
CGRP monoclonal antibody Prophylactic FDA-approved

Galcanezumab,
CGRP monoclonal antibody Prophylactic FDA-approved

MK-3207,
CGRP antagonist Acute Abandoned for liver toxicity

Olcegepant,
CGRP antagonist Acute Abandoned for lack of oral availability

Rimegepant,
CGRP antagonist Acute FDA-approved

Telcagepant,
CGRP antagonist Acute and prophylactic Abandoned for liver toxicity

Ubrogepant,
CGRP antagonist Acute FDA-approved

Monoclonal antibodies aimed at CGRP (such as fremanezumab, galcanezumab, and
eptinezumab) and its receptor (like erenumab) form a separate molecular category adept at
obstructing CGRP signaling pathways. Three among these antibodies (fremanezumab, gal-
canezumab, and erenumab) recently achieved FDA endorsement for preventive migraine
therapy, while a verdict on a fourth candidate, eptinezumab, is anticipated in 2020. Remark-
ably, about half of the patients administered these antibodies witnessed a 50% downturn
in their migraine days. Notably, no discernible efficacy disparity was observed across
antibodies, irrespective of whether they latch onto the receptor or isolate CGRP. These
antibodies also maintain their therapeutic effectiveness for an extended period beyond a
month post-application, thus qualifying as prophylactic agents administered monthly or
even on a quarterly schedule to patients. This mode of application stands in stark contrast
to the daily oral dosing demanded by gepants [140].

Drawing from extensive clinical trials and nearly a year’s presence in the market,
CGRP and its receptor antibodies seem to have a good safety profile and are generally well-
tolerated. Yet, the ramifications of the prolonged CGRP blockade remain to be understood.
A glimmer of optimism emerges from Amgen/Novartis’s findings, which indicate that
their antibody remained safe up to the three-year mark in an ongoing five-year open-
label study [152]. Moreover, an examination focusing on patients diagnosed with angina
did not highlight any detrimental effects of the antibody [153]. Still, this study is not
without its constraints. It predominantly featured male participants in a disorder that
chiefly affects females, roped in patients with stable angina pectoris instead of those with
microvascular disease (who would better mirror the vulnerable population), and gauged
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drug implications rather prematurely before the receptor antibody could adequately attach
to the receptor (see Figure 2) [154].
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Cardiovascular risks loom large, especially considering that migraine patients are
identified as high-risk candidates for stroke and cardiovascular complications. The fol-
lowing pressing question arises: might a CGRP blockade amplify the intensity of a stroke
episode? A recent case study highlighted a patient who encountered an ischemic incident
post the administration of a CGRP antagonist medication [155]. Still, it is pivotal to un-
derstand that conclusions can not be hastily drawn from a solitary patient’s experience.
Rigorous, long-duration studies centered on cardiovascular wellness are imperative. A
prudent starting point would be animal-based research endeavors, delving into the impacts
of CGRP blockade on ischemic conditions (see Figure 2).

6.4. Medical Treatment of Migraine
6.4.1. Overview of Conventional Medical Treatments for Migraine

1. Medications commonly prescribed for migraine relief—Discussion of their mecha-
nisms of action and limitations (Figure 3)

Therapeutic Interventions for Migraine Cessation
(a) Anti-Inflammatory Agents: NSAIDs and Acetaminophen
Non-steroidal anti-inflammatory drugs (NSAIDs) serve as the primary selection for

mitigating the intensity and duration of migraines and are supported by an extensive
body of evidence. Various NSAIDs, such as ibuprofen, naproxen sodium, acetylsalicylic
acid (ASA), diclofenac potassium, aspirin, tolfenamic acid, piroxicam, ketoprofen, and
ketorolac, have all exhibited their efficacy in treating migraine through evidence gleaned
from randomized controlled trials and systematic reviews. Acetaminophen, as well as a
combination formula of acetaminophen, aspirin, and caffeine, has also displayed significant
efficacy in the acute treatment of migraine [161].
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Mechanism of Action
NSAIDs primarily act by hindering the synthesis of prostaglandins. They act to re-

versibly block cyclooxygenase (COX) enzymes 1 and 2. The NSAIDs that inhibit prostaglandin
E2 synthesis are particularly effective in mitigating acute migraine attacks. Aspirin, for
instance, serves as an irreversible inhibitor of both COX 1 and 2 enzymes.

The complete mode of action of acetaminophen is not fully understood yet; however,
it is believed to exert its effects on central processes, like enhancing the serotonergic
descending inhibitory pathways. Acetaminophen may also interact with opioidergic
systems, eicosanoid systems, and the nitric oxide-containing pathways [162].

(b) Triptans
The U.S. Food and Drug Administration (FDA) has given the green light to a total of

seven triptans specifically designed for the immediate relief of migraine episodes. This
lineup includes sumatriptan, eletriptan, naratriptan, zolmitriptan, rizatriptan, frovatriptan,
and almotriptan. In terms of pricing, triptans tend to be on the higher side compared to
NSAIDs. As a result, they are generally selected as a treatment strategy when alternatives
like NSAIDs or acetaminophen do not produce the desired outcomes, or when the intensity
of the migraine demands their application [158].

Mechanism of Action
Triptans function as serotonin-receptor agonists. They possess high affinity for the

5-HT1B and 5-HT1D receptors, and they have variable affinity for the 5-HT1F receptors.
The supposed mode of action involves binding to postsynaptic 5-HT1B receptors located
on the smooth muscle cells of blood vessels and to presynaptic 5-HT1D receptors situated
on trigeminal nerve terminals and dorsal horn neurons [163].

(c) Antiemetics
Antiemetics are frequently chosen for migraine treatment when symptoms include

nausea or vomiting. These medications can be administered either alongside NSAIDs or
triptans, or used as monotherapy. Metoclopramide and prochlorperazine are two com-
monly employed antiemetics. Metoclopramide has the most significant body of evidence
supporting its efficacy in treating migraine and is less likely to cause extrapyramidal side
effects compared to prochlorperazine. Other antiemetics used for migraine management
include domperidone, promethazine, and chlorpromazine [161].

Mechanism of Action
Metoclopramide is a benzamide that antagonizes the D2 receptor at lower doses and

the 5HT-3 receptor at higher doses, providing both antiemetic and migraine relief effects.
Both prochlorperazine and chlorpromazine function as dopamine antagonists, interacting
with the D2 receptor, which helps in mitigating the symptoms of migraine and controlling
nausea and vomiting.

(d) Ergotamines
With the advent of triptans, the usage of ergotamines has declined as triptans have

shown superior efficacy. Dihydroergotamine has shown some efficacy in treating migraine,
while the effectiveness of ergotamine remains unclear. A systematic review revealed
that dihydroergotamine was not as effective as triptans; however, when combined with
an antiemetic, dihydroergotamine was found to be as effective as ketorolac, opiates, or
valproate [164]. Dihydroergotamine might be a useful alternative when patients do not
respond to other medications, including triptans.

Mechanism of Action
Ergotamines, similar to triptans, are potent agonists of 5-HT 1b/1d receptors. Their

mechanism of action is thought to involve the constriction of the presumed pain-causing
intracranial extracerebral blood vessels at the 5-HT1B receptors and inhibition of trigeminal
neurotransmission at both peripheral and central 5-HT1D receptors; moreover, they interact
with other serotonin, adrenergic, and dopamine receptors. They induce the constriction of
peripheral and cranial blood vessels [165].
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Interventions Aimed at Migraine Prevention
(a) Beta-Blockers
Beta-blockers, such as propranolol, timolol, bisoprolol, metoprolol, atenolol, and

nadolol, have been explored for their prophylactic role in preventing migraine attacks and
have shown positive results in clinical studies. However, beta-blockers exhibiting intrinsic
sympathomimetic activity, like acebutolol, alprenolol, oxprenolol, and pindolol, do not
appear to demonstrate efficacy for migraine prevention [166].

Mechanism of Action
The exact mechanisms underlying the preventive effect of beta-blockers on migraine

are not completely understood. One prevailing theory suggests that their migraine preven-
tion abilities may be linked to their beta-1 mediated effects, which inhibit the release of
noradrenaline and activity of tyrosine hydroxylase, thereby contributing to their prophylac-
tic action. Other potential mechanisms may involve the serotonergic blockade, inhibiting
thalamic activity, and blocking the effect of nitrous oxide.

(b) Antiepileptic Drugs
Several antiepileptic drugs (AEDs) have been investigated for their efficacy in migraine

prevention, with topiramate and valproate demonstrating the most substantial evidence of
effectiveness [166].

Mechanism of Action
The precise mode of action of antiepileptic drugs in preventing migraine remains

elusive. For topiramate, it is known to block several channels, such as voltage-dependent
sodium and calcium channels. In addition, it has been shown to reduce glutamate-mediated
excitatory neurotransmission, enhance the inhibition mediated by GABA-A, inhibit car-
bonic anhydrase activity, and decrease CGRP secretion from trigeminal neurons, all of
which could potentially contribute to its preventive effects on migraine. Similarly, for
valproate, a multifaceted approach is likely involved in preventing migraine. These mecha-
nisms might encompass enhancing GABAergic inhibition, blocking excitatory ion channels,
and downregulating the expression of CGRP in brain tissue. These multifactorial actions
collectively could underpin the migraine preventive effects of these antiepileptic drugs.
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6.4.2. Emerging Therapeutic Approaches in Migraine Management

1. Introduction to novel medications and treatment strategies and Potential benefits and
challenges associated with these approaches

Goals of present research
The goals of present research in migraine treatment are manifold and multifaceted,

particularly in the context of elucidating and exploring the role of peptides or their re-
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spective receptors that emerge during a migraine episode. Simultaneously, there is an
unflagging pursuit of methods to obstruct the activation of the trigeminovascular system
and the receptors of the neurotransmitters, which are intricately linked to the cascade of
events leading to a migraine. These avenues of exploration are deemed paramount for
the inception of innovative, effective, and targeted pharmacological interventions. These
treatments are intended to serve both as acute therapeutic options and preventive strategies
against migraine.

In light of the challenges and limitations associated with the use of triptans, a class
of drugs conventionally employed in the treatment of migraine, there is a concerted effort
within research and development programs to discover and develop new acute treatments.
The aim here is to ensure these novel treatments are as effective as, if not more so, than
triptans, whilst also being better tolerated by patients; furthermore, these treatments should
ideally possess a distinctive, migraine-specific neural mechanism of action. An ideal feature
of these new treatments would be the ability to avoid manipulating the vascular tone,
thereby reducing potential side effects associated with vascular modulation [167].

In pursuit of these objectives, two primary biochemical pathways have been subjected
to rigorous scrutiny—the calcitonin gene-related peptide (CGRP) pathway and the sero-
tonin pathway. This intensive research has yielded two promising new classes of drugs,
known as the gepants and the ditans, respectively. Both of these drug families are targeted
interventions designed to alleviate the symptoms of migraine. In addition to their poten-
tial as acute treatments, the studies focusing on the CGRP pathway have also unearthed
potential preventative strategies. This has culminated in the development of anti-CGRP
monoclonal antibodies, which are being recognized as potential prophylactic treatments
for migraine.

These promising new treatments are currently in an advanced stage of development,
undergoing rigorous clinical trials. Some of these therapies are anticipated to be launched
into the market in the near future, ushering in a new era of migraine management. This
continued research endeavors to deliver more personalized and effective therapeutic op-
tions, minimizing the distress and impairment that migraine bring into the lives of those
afflicted by them [167].

6.5. Competitive Environment
6.5.1. The Role of Calcitonin Gene-Related Peptide in Migraine

Regarded as one of the most potent vasodilators known, the calcitonin gene-related
peptide (CGRP) exists in the following two forms within the human body: the alpha-CGRP,
a 37-amino acid peptide that is predominantly expressed in primary sensory neurons of
the dorsal root ganglia, trigeminal ganglia, and vagal ganglia; and the beta-CGRP, which
is found primarily within intrinsic enteric neurons. The ubiquity of CGRP is seen in its
widespread distribution across the cerebral and cerebellar cortex, thalamus, hypothala-
mus, inhibitory nociceptive nuclei of the brainstem, trigemino-cervical complex, and the
trigeminovascular system [168].

Within the trigeminal ganglia, CGRP is found in cells that generate thinly myelinated
A-delta fibers as well as unmyelinated C-fibers. Receptors for CGRP are present within
the cortical and subcortical structures mentioned earlier. On trigeminal fibers, these re-
ceptors operate as autoreceptors, thereby governing CGRP release. Elevated levels of
CGRP are detected during migraine attacks, although some research suggests conflicting
evidence [167].

Notably, an intravenous infusion of CGRP was found to induce migraine attacks in
about 60% of the patients studied. Interestingly, patients diagnosed with familial hemiplegic
migraine, a rare type of migraine accompanied by aura, showed no sensitivity to CGRP. This
could potentially be attributed to alterations in the levels of CGRP within their trigeminal
system [169].

Experimental activation of trigeminal ganglion cells has been found to cause the
release of CGRP. This release is inhibited in a dose-dependent manner by 5-HT1B/D
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agonists, underscoring the importance of the trigeminal system as a potential target for
CGRP receptor antagonists and triptans. CGRP, in addition to its vascular effects, has
emerged as a key regulator of neuronal function, significantly influencing neurotransmitter
systems like the glutamatergic system [170].

Drawing from these findings, drugs that modulate CGRP activity have shown promise
in the future treatment of migraine. These include CGRP receptor antagonists, which
compete with the body’s naturally occurring CGRP at receptor binding sites and have
been shown to be effective in the treatment of acute migraine attacks. Other approaches to
modulate CGRP activity, such as the development of monoclonal antibodies against CGRP
and the CGRP receptor, have been introduced recently [167].

6.5.2. CGRP Receptor Antagonists (The Gepants)

CGRP receptor antagonists, referred to as gepants, are small compounds that vie with
the body’s endogenous CGRP for receptor binding sites. The ability of these CGRP receptor
antagonists to cross the blood–brain barrier remains uncertain. Despite their promise, the
development journey of new emerging CGRP antagonists has been beset by challenges.
Initial antagonists, such as olcegepant (BIBN4096BS), telcagepant (MK-0974), and MK-3207,
demonstrated efficacy as acute treatments for migraine. However, they were burdened by
unfavorable safety profiles.

In an initial proof-of-concept study in acute migraine treatment, the intravenously
administered olcegepant at a dosage of 2.5 mg significantly outperformed placebo at a
2-h response rate, marking a potential breakthrough in acute migraine treatment [171].
Following this, telcagepant, an orally administered CGRP receptor antagonist, underwent a
phase II proof-of-concept study that showcased the efficacy of a 300–600 mg dose. However,
when telcagepant was tried as a daily preventive migraine treatment, it led to liver enzyme
derangement, leading to the discontinuation of trials [172]. MK-3207, the third oral CGRP
receptor antagonist developed and tested in migraine, showed superiority to placebo above
the dose of 10 mg in 2-h pain freedom, but was discontinued due to liver toxicity issues.

A promising CGRP receptor antagonist, BI 44370 TA, was utilized in a phase II study
to evaluate its safety, tolerability, and efficacy in the treatment of an acute migraine attack
in episodic migraine sufferers [173]; however, studies on this agent have been discontinued
as well.

6.5.3. Ubrogepant (MK-1602)

Ubrogepant (MK-1602) is a novel oral CGRP receptor antagonist that is chemically
distinct from both telcagepant and MK-3207. The safety and efficacy of ubrogepant at
varying doses was evaluated in a Phase IIb, multicenter, randomized, double-blind, placebo-
controlled trial. Results showed a positive trend across all doses of ubrogepant for the 2-h
pain freedom endpoint. Importantly, there were no observed post-treatment elevations
of ALT > 3 ULN hand and no other abnormal laboratory values of clinical relevance, as
found with the earlier CGRP antagonists. The success of this study led to the initiation
of phase 3 clinical trials. Positive preliminary efficacy and safety results of two phase
III multicenter randomized, double-blind, placebo-controlled clinical trials comparing
ubrogepant 50 mg and 100 mg versus placebo (Achieve 1) and ubrogepant 25 mg and 50 mg
versus placebo (Achieve 2) were recently presented at the American Headache Society
(AHS) conference [174]. Despite these promising findings, further data on consistency of
effect and safety in patients for whom triptans are contraindicated are needed to solidify its
role as a viable alternative to triptans.

6.5.4. Rimegepant (BMS-927711): Overview and Clinical Trials

Rimegepant is a pioneering and unique calcitonin gene-related peptide (CGRP) re-
ceptor antagonist that bears a distinct chemical structure from telcagepant. In the sphere
of migraine treatment, rimegepant’s effectiveness and safety have been evaluated in a
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rigorous phase II clinical trial. This trial was double-blind, randomized, placebo-controlled,
and dose-ranging, involving a total of 885 participants.

The participants of the study were allocated randomly to receive one of six doses of
BMS-927711 (10 mg, 25 mg, 75 mg, 150 mg, 300 mg, or 600 mg), sumatriptan (100 mg), or a
placebo for the treatment of moderate to severe migraine attacks. The study was designed
with the primary endpoint of achieving pain freedom two hours after the dose. Secondary
endpoints were more comprehensive, including an endpoint consisting of the absence of
headache pain, as well as a lack of symptoms, such as photophobia, phonophobia, and
nausea, at two hours post-dose.

Along with these endpoints, the trial studied several other secondary efficacy and
safety measures. Interestingly, a higher proportion of participants who received rimegepant
150 mg achieved the primary endpoint of being pain-free at two hours, amounting to 32.9%,
which was significantly higher than the percentage observed for other doses of rimegepant
(p < 0.001). For instance, the respective proportions were 31.4% for the 75 mg dose, 29.7%
for the 300 mg dose, and 15.3% for the placebo group. Sumatriptan 100 mg proved superior
to all doses of rimegepant, with a success rate of 35%.

With regards to the secondary efficacy endpoint of total migraine freedom, the dose
of rimegepant 75 mg was the most effective, with a success rate of 28.2%. This dose was
statistically superior to the placebo. However, sumatriptan 100 mg outperformed each dose
of rimegepant at this secondary endpoint. The trial also reported that the proportion of
patients who were headache-free for up to 24 h after dosing was higher for several doses of
rimegepant and for sumatriptan compared to the placebo group.

In terms of safety, most adverse events (AEs) were mild to moderate, and none of
the patients had to discontinue due to AEs. Two patients experienced increased hepatic
enzymes reported as an adverse event, one in the rimegepant group and the other in the
placebo group.

The results of this trial suggest that rimegepant’s effectiveness is similar to sumatrip-
tan 100 mg in treating migraine attacks, but with potentially fewer triptan-related side
effects, such as paresthesia and chest discomfort. A phase III trial comparing the efficacy
of rimegepant 75 mg with a placebo has recently been concluded. Moreover, an ongoing
prospective multicenter open-label long-term safety study is expected to complete recruit-
ment by late 2019. These two studies will contribute to understanding the consistency and
safety of rimegepant in migraine therapy [160].

6.5.5. Atogepant (AGN-241689): The Future of Migraine Prevention

Atogepant, a small molecule with a distinct structure similar to that of ubrogepant,
is the only CGRP receptor antagonist currently under investigation for migraine preven-
tion. Its higher potency and longer half-life compared to ubrogepant make it suitable for
preventive treatment.

The safety, efficacy, and tolerability of atogepant were evaluated in a phase II/III multi-
center, randomized, double-blind, placebo-controlled, parallel-group study (NCT02848326).
In this trial, adult patients were randomized to receive placebo, 10 mg QD, 30 mg QD,
30 mg BID, 60 mg QD, and 60 mg BID, respectively, and were treated for 12 weeks for the
prevention of episodic migraine.

The primary efficacy endpoint was the change from baseline in mean monthly mi-
graine/probable migraine headache days across the 12-week treatment period. All active
treatment groups showed a statistically significant reduction from baseline in the primary
efficacy parameter. In terms of safety, atogepant was well tolerated, with the most common
adverse events being nausea, fatigue, constipation, nasopharyngitis, and urinary tract
infection. The liver safety profile for atogepant was similar to placebo, with no indications
of hepatotoxicity with daily administration over 12 weeks. The development program of
this treatment is set to advance to the next stage [167].
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6.5.6. Anti-CGRP and Anti-CGRP Receptor Monoclonal Antibodies

The CGRP pathway has also been targeted through the development of antibodies
against CGRP and the CGRP receptor. This marks the first use of engineered antibodies in
the field of migraine, and their development was initially met with some skepticism.

These monoclonal antibodies (mAbs), including galcanezumab (LY2951742), a fully
humanized mAb anti-CGRP, fremanezumab (TEV-48125), a fully humanized mAb anti-
CGRP, and eptinezumab, a genetically engineered humanized anti-CGRP antibody, target
the ligand to prevent the binding of CGRP to its receptor. Erenumab (AMG 334) is a fully
humanized mAb that targets the CGRP receptor.

These compounds have a favorable pharmacological profile that includes a long half-
life, the absence of a vasoconstrictive effect or other significant hemodynamic changes [80].
Because of their high molecular weight, they do not cross the blood–brain barrier, suggest-
ing a reduced likelihood of central nervous system-related side effects, which are commonly
observed with current pharmacological prophylaxis treatments used in migraine.

Further enhancing their potential for long-term patient compliance, these mAbs can
be administered either subcutaneously (sc) or intravenously (IV) at different rates ranging
from once every three months to twice a month, depending on the compound.

In a series of methodologically similar randomized, double-blind, placebo-controlled
Phase II and III clinical trials, the efficacy and safety of these novel treatments in the
prevention of episodic and chronic migraine (CM) were explored [167].

6.5.7. Erenumab (AMG334)

Erenumab, marketed as Aimovig, is a novel migraine prophylactic belonging to the
monoclonal antibody class of drugs. It operates by specifically targeting and blocking the
calcitonin gene-related peptide (CGRP) receptor, a crucial element in the neurochemical
pathway believed to play a role in migraine pathogenesis. The initial efficacy of erenumab
was established through a phase II trial where participants suffering from episodic migraine
received monthly doses of 70 mg over three months. The study outcomes exhibited a
promising reduction in the number of monthly migraine days by 3.4 days compared to
placebo [167].

This was further substantiated in the STRIVE study, a multicenter, phase III trial, which
compared two doses of erenumab (70 mg and 140 mg) with a placebo over six months.
The primary objective was to assess the change in the mean number of migraine days per
month, while secondary objectives were to evaluate reductions in the severity of migraine
and their impacts on physical function and daily activities. Both doses showed statistically
significant reductions in the number of migraine days and severity compared to placebo.
Notably, patients’ disability scores, measuring the impact of migraine on daily activities,
were also significantly improved [175].

A similar study, the ARISE trial, evaluated only the 70 mg dose of erenumab and
confirmed its superior efficacy compared to placebo; however, unlike the STRIVE study,
it did not reveal a significant improvement in the migraine disability scores. In both
trials, erenumab demonstrated an excellent safety and tolerability profile with common
side effects being minor, such as upper respiratory tract infection, injection site pain, and
nasopharyngitis.

The long-term safety and efficacy of erenumab were further evaluated in a 5-year
open-label extension of the phase II clinical trial. Here, participants with a history of
inadequate response to up to two previous preventive treatments received erenumab
70 mg. This study demonstrated a reduction of 5 migraine days on average from an
initial baseline of 8.8 migraine days per month. In addition, significant improvements
were observed in disability and quality of life scores, indicating the long-term benefit of
erenumab treatment [176].

Erenumab’s performance was also assessed in chronic migraine patients in a random-
ized, double-blind, placebo-controlled phase II clinical trial. The participants received
subcutaneous injections of either placebo, erenumab 70 mg, or erenumab 140 mg every
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4 weeks for 12 weeks. Erenumab significantly reduced the number of monthly migraine
days and monthly acute migraine treatments compared to placebo, thereby validating
its preventive role in chronic migraine management [177]. As a result of these studies,
erenumab was granted FDA approval in May 2018 for the prevention of migraine in adults.

6.5.8. Galcanezumab (LY2951742)

Like erenumab, galcanezumab is a humanized monoclonal antibody but differs in
its mechanism. It inhibits the activity of CGRP by binding to the ligand itself rather than
the receptor. The phase II proof-of-concept trials conducted in episodic migraine patients
showed a mean reduction of 4.2 monthly migraine days with galcanezumab (150 mg)
compared to a reduction of 3.0 days in the placebo group. The most commonly reported
adverse events were erythema, upper respiratory tract infections, and abdominal pain [178].

A subsequent phase IIb clinical trial assessed the superiority of galcanezumab at
varying doses (5, 50, 120, 300 mg) administered subcutaneously monthly for three months
compared to placebo. The primary outcome was the mean change in migraine days from
week 9 to 12 post-randomization. The 120 mg dosage significantly reduced migraine
headache days compared with placebo [179].

Two phase III trials, EVOLVE-1 and EVOLVE-2, confirmed the efficacy of galcanezumab
in reducing migraine days and improving the quality of life. Participants received monthly
subcutaneous injections of galcanezumab at doses of 120 and 240 mg versus placebo for
6 months. Both studies met the primary and secondary efficacy endpoints at 6 months
for both doses. The REGAIN study (NCT02614261), a 3-month double-blind study with a
9-month open-label extension for preventing migraine in chronic migraine patients, echoed
the previous findings. The study met the primary endpoint at 3 months, showing that
galcanezumab was significantly more effective in reducing monthly migraine days than
placebo. Notably, it also showed a higher incidence of injection site reactions, erythema,
and sinusitis in the galcanezumab groups [180]. These results highlight the promising
role of galcanezumab in managing migraine, with long-term safety and efficacy data
eagerly awaited.

6.5.9. Examination of Fremanezumab (TEV48125)

Fremanezumab, a fully humanized monoclonal antibody that targets the calcitonin
gene-related peptide (CGRP), has been investigated for its potential use in the prevention
of migraine. Its development was initially spurred by promising results from phase I
studies, echoing the progress of other monoclonal antibodies against CGRP. To evaluate its
efficacy and safety, a phase IIb study was carried out. The experimental protocol included a
multicenter, randomized, double-blind, placebo-controlled design where participants were
assigned to receive either 225 mg or 675 mg of subcutaneous (sc) TEV-48125 or a placebo.
This was to be administered every 28 days for three months.

The primary objective of the study was to observe the mean decrease from the baseline
in the number of migraine days during the third treatment cycle (weeks 9–12). In addition
to this, safety parameters were also evaluated. In post-hoc analyses, investigators assessed
the percentage of participants who achieved at least a 50% and 75% decrease in the number
of migraine days relative to baseline. Both dosage levels of TEV48125 were found to
meet the primary efficacy outcome, and no issues regarding safety or tolerability were
identified. The most common adverse events associated with the treatment were mild pain
or erythema at the injection site.

Following this, a phase III trial was conducted to further investigate the preventative
effects of TEV-48125 (fremanezumab) in episodic migraine. This study was a randomized,
double-blind, placebo-controlled, parallel-group trial that tested monthly sc fremanezumab
injections of 225 mg or 675 mg following a quarterly dose regimen, against a placebo. The
primary outcome was the mean change in the number of monthly migraine days per month
over a 12-week period. Secondary efficacy endpoints included the proportion of patients
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achieving at least a 50% reduction in the mean number of monthly migraine days from
baseline to week 12, along with changes in migraine-related disability scores [181].

Both the monthly and quarterly regimens of fremanezumab met the primary efficacy
endpoint, showing superiority over the placebo in reducing mean migraine days. No
significant difference was found between the two fremanezumab regimens. Adverse
events were most commonly injection site reactions, but the proportion of participants
who discontinued due to these events was small (2%). This study also shed light on the
possibility of using a single dose therapy given quarterly for migraine prevention, which is
significant as the results were similar to those from monthly injections. This may open up
new potential for multi-injection regimens in migraine prevention [182].

TEV-48125 (fremanezumab) was also tested for chronic migraine (CM) in a multicenter,
randomized, double-blind, placebo-controlled, phase IIb study. Here, TEV-48125 was
administered at different doses from those used in the episodic migraine trials as follows:
675 mg in the first treatment cycle and 225 mg in the second and third treatment cycles,
or 900 mg monthly for three months, against a placebo. The efficacy endpoints for this
trial varied from those of the episodic migraine studies. The primary outcome was the
change from baseline in the number of headache-hours during the third treatment cycle
(weeks 9–12), while the secondary endpoint was the change in the number of moderate
or severe headache days. Both doses showed a significant reduction in the number of
headache-hours compared to placebo and a significantly greater reduction in mean number
of headache days [183].

After the promising results of the phase II study, a randomized, double-blind, placebo-
controlled, parallel-group trial was conducted to further confirm the efficacy of fremanezumab
for CM prevention. Participants with CM were randomized to receive fremanezumab either
quarterly (a single dose of 675 mg at baseline and placebo at weeks 4 and 8) or monthly
(675 mg at baseline and 225 mg at weeks 4 and 8) or a placebo. The primary endpoint
was the mean change from baseline in the average number of headache days, as defined
by the International Headache Society (IHS). Both doses met the primary endpoint and
showed a significantly greater percentage of participants obtaining at least a 50% reduction
in headache days compared to placebo.

Fremanezumab was found to be associated with a higher incidence of injection-site
reactions than placebo, but the severity of these reactions did not significantly differ among
the trial arms. Following these studies, fremanezumab (Ajovy) received FDA approval on
14 September 2018, making it the second anti-CGRP monoclonal antibody approved for
preventing migraine in adults. Notably, it became the first drug of its kind to offer both
quarterly and monthly dosing options [184].

6.5.10. Eptinezumab (ALD403)

Eptinezumab (ALD403) is an innovative product of genetic engineering, specifically,
a humanized antibody that is designed to target both isoforms of human CGRP. CGRP, a
molecule implicated in the pathophysiology of migraine, serves as a significant focal point
for novel migraine therapeutics, including eptinezumab (see Figure 4) [65].

This novel therapeutic agent has been put through a phase II proof-of-concept study
to evaluate its potential in managing episodic migraine. This study was designed with the
primary objective of ascertaining the safety of eptinezumab following the intravenous ad-
ministration of a single 1000 mg dose. As secondary objectives, the researchers investigated
efficacy outcomes and gauged the extent of disability induced by migraine at the 12-week
mark following infusion. They were particularly interested in discerning changes in the
frequency of migraine days from the baseline to weeks 5–8.

Participants in the trial experienced an average of 8.4–8.8 migraine days per month at
baseline, and adverse events were reported by 57% of eptinezumab recipients, compared to
52% in the placebo group. The adverse events included conditions like upper respiratory
tract infection, urinary tract infection, fatigue, back pain, nausea, vomiting, and arthralgia,
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most of which were of mild to moderate severity. Importantly, none of the serious adverse
events reported were linked to the study drug.

When it came to efficacy, eptinezumab outperformed the placebo by achieving a
statistically significant reduction in the mean number of migraine days from the baseline
to weeks 5–8. The results also underscored a significant finding—a large proportion of
participants receiving eptinezumab achieved a 50% reduction in migraine days at weeks
5–8. Interestingly, this trial observed a high placebo response rate, which might have been
influenced by the intravenous administration of the drug, a departure from the delivery
methods used in previous trials with anti-CGRP monoclonal antibodies.

Motivated by these promising findings, a phase III study was designed. Titled
PROMISE 1, this randomized, double-blind, placebo-controlled trial sought to evaluate
the efficacy and safety of various doses of eptinezumab in participants suffering from
episodic migraine. The primary endpoint of this study was to identify changes in the mean
frequency of migraine days over weeks 1–12, relative to a 28-day baseline period. In this
study, participants were randomized to receive one of three doses of eptinezumab (300 mg,
100 mg, or 30 mg) or a placebo. The medication was administered via intravenous infusion
every 12 weeks.

In the PROMISE 1 study, all doses of eptinezumab met the primary efficacy end-
point, demonstrating a significantly greater reduction in migraine days compared to the
placebo group. Further, a significantly greater proportion of participants administered with
eptinezumab experienced a 50% reduction in migraine days, providing more evidence for
the drug’s efficacy. The study did not find any significant safety issues, further supporting
the suitability of eptinezumab as a therapeutic option.

Several studies with anti-CGRP monoclonal antibodies, including eptinezumab, have
highlighted a remarkably rapid response to the active drug, usually noticeable within the
first month following administration. Eptinezumab, in particular, demonstrated the ability
to reduce migraine from the very first day post-administration and maintained similar
improvement levels at 4- and 12-weeks post-infusion.

The evaluation of eptinezumab’s efficacy, safety, and tolerability continued with phase
II and phase III trials in patients with chronic migraine (CM). In a randomized, double-
blind, placebo-controlled phase II study, different doses of eptinezumab were administered
to test their effects against a placebo. Unique to this study, the primary endpoint was the
percentage of patients achieving a 75% reduction in migraine days per month from baseline
to week 12. Eptinezumab doses of 300 mg and 100 mg significantly outperformed the
placebo group in achieving this endpoint.

These results paved the way for a phase III trial, known as PROMISE 2, to further
investigate the safety and efficacy of eptinezumab for the prevention of chronic migraine.
In this study, patients received either eptinezumab (300 mg or 100 mg) or a placebo,
administered via infusion every 12 weeks. This study found that both doses of eptinezumab
outperformed the placebo in reducing the mean number of monthly migraine days during
the 12-week, double-blind treatment period. Notably, as early as day one post-infusion,
a significant percentage of patients receiving eptinezumab demonstrated a reduction in
migraine prevalence that was sustained through day 28.

Taken together, these studies affirm the potential of eptinezumab as a promising,
efficacious, and well-tolerated therapeutic option for the management of episodic and
chronic migraine. The drug’s safety profile aligns well with that observed in previous
studies, further bolstering its candidacy as an effective addition to the array of available
migraine therapeutics [185].
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6.6. Neuromodulation in Migraine
6.6.1. Definition and Concept of Neuromodulation in Migraine Therapy

1. Explanation of neuromodulation as a treatment modality

Neuromodulation is an innovative biomedical technique that manipulates or modu-
lates the activities of the central or peripheral nervous system through the use of various
stimuli such as electrical, magnetic, or chemical agents [186]. The technique hinges on
the targeted delivery of these stimuli to specific neural sites within the body, with the
express aim of altering nerve activity. Fundamentally, neuromodulation is non-destructive,
reversible, and adaptable, highlighting its potential as a safe and effective approach for
therapeutic interventions.

Recently, there has been an increased recognition of neuromodulation as a potentially
superior treatment for migraine, compared to traditional medication therapies. The efficacy
and safety of this technology are driving a paradigm shift in how both clinicians and pa-
tients approach the management of migraine. Instead of relying solely on pharmacological
interventions, there is a growing interest in non-invasive neuromodulation therapies.

Among these therapies, non-invasive vagus nerve stimulation (nVNS) and single-pulse
transcranial magnetic stimulation have gained notable attention due to their demonstrated
effectiveness and safety profiles. These methods represent significant advancements in
neuromodulation and are changing the landscape of migraine management [187].

In the modern healthcare context, neuromodulation technology holds substantial
promise, particularly for vulnerable patient populations. For instance, expectant mothers,
who need to avoid certain medications due to potential harm to the fetus, and patients
who struggle with tolerating medications or find them ineffective, may greatly benefit
from non-invasive neuromodulation therapies. The potential benefits extend not just to the
realm of improved health outcomes, but also to the sphere of healthcare economics.

In specific circumstances, non-pharmacological neuromodulation techniques may
prove to be a cost-effective alternative to traditional treatment modalities [188]. By reducing
dependency on medications, these techniques can help circumvent the long-term costs
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associated with drug therapy, such as costs related to side effects and long-term use.
Furthermore, as these therapies improve in effectiveness and efficiency, they may help
reduce the indirect costs of migraine, such as lost productivity and reduced quality of life.

In conclusion, neuromodulation represents a pioneering field in neuroscience that has
the potential to revolutionize the treatment of migraine and other neurological disorders.
Through the targeted use of electrical, magnetic, or chemical stimuli, this technique can
modulate nerve activity in a way that is non-destructive, reversible, and adaptable. As
research in this area continues to unfold, the healthcare industry will likely see an increasing
shift toward these non-invasive, cost-effective, and patient-friendly treatment options.

2. Overview of different types of neuromodulation techniques

Neuromodulation operates through the application of electrical or magnetic pulses
to interact with or stimulate the central or peripheral pain pathways. This technique
essentially targets the pain mechanisms in the human body with the aim of reducing the
intensity of experienced pain. The application of electrical or magnetic stimuli can alter
central neurotransmitters when they engage with pain circuits [189]. These modifications,
in the context of treating acute migraine attacks, may potentially halt the processes that
lead to the onset of an attack. For preventative purposes, these neuromodulatory changes
aim to lessen the central sensitization that culminates in chronic headaches.

Traditional neuromodulation techniques engage the neurological system either cen-
trally or peripherally through the skin, employing a changing magnetic field or an electric
current to manipulate the mechanisms associated with headache-related pain. Both modes
of delivery demonstrate rapid effectiveness, making them suitable for addressing acute
symptoms; moreover, sustained application of these modalities might confer long-term
preventative benefits [190]. Figure 5 offers a visualization of various neuromodulation
techniques alongside their respective targets or sites of action.
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Neuromodulation is implemented via a device that modifies brain cell activity utilizing
electrical or magnetic stimulations. These devices exhibit diversity in their modes of
operation. Some are designed to halt attacks, while others are utilized for preventative
purposes. The commonality among them lies in the principle of altering the activity within
nerve pathways. These devices, alternatively referred to as stimulators, can be categorized
based on their operational parameters. Neuromodulation devices may employ magnetic,
electrical, or temperature-changing stimuli. They may be invasive or non-invasive, and
their design may range from portable, easy-to-use devices to those that necessitate surgical
placement [187].

In the realm of neuromodulation, different techniques and devices offer a range of
options to tailor treatments according to the patient’s specific needs. As our understanding
of the mechanisms behind migraine deepens, the applications of neuromodulation will
continue to evolve, potentially offering more effective and personalized treatments for
patients suffering from migraine and other neurological conditions.

3. Neuromodulation Modalities

With the emergence of neuromodulation and the recognition of its potential for preven-
tative treatment in chronic pain conditions, such as migraine and cluster headaches, there
has been significant development in the field of non-invasive neuromodulation techniques.
These advancements offer alternative treatments that pose minimal risk to the patient while
maximizing the potential for pain management and relief. Not only have several of these
techniques successfully passed through clinical trial phases, but they have also found their
way into the marketplace where they are actively being utilized for patient treatment.

Simultaneously, numerous other neuromodulation techniques are currently in various
stages of clinical trials, showing the ongoing growth and exploration in this sector of
medicine. These techniques, aimed at managing acute migraine attacks and chronic pain,
are progressing towards market utilization, continually broadening the treatment options
available for these conditions [191].

Figure 6 offers a visual representation of the different non-invasive neuromodulation
techniques employed in the management of acute migraine episodes. This visual aid
helps provide a better understanding of the variety and extent of non-invasive techniques
available, each with its distinct advantages and specific use-cases, contributing to the
expansive repertoire of neuromodulation methods.
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The evolution and diversity in neuromodulation techniques symbolize the adaptability
and progressive nature of contemporary medicine. Through continuous research and
development, these techniques are becoming increasingly refined, potentially providing
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better, more targeted treatment for patients suffering from acute migraine and other chronic
pain conditions. It signifies a remarkable shift in our approach to pain management,
with techniques that prioritize patient safety and comfort while not compromising on
effectiveness [187].

6.6.2. Effectiveness of Neuromodulation in Managing Migraine: Review of Clinical Studies
on the Use of Neuromodulation for Migraine—Assessment of the Benefits and Limitations
of Neuromodulation

1. Vagus Nerve Stimulation

The gammaCore Sapphire™, crafted by electroCore, Inc. (Basking Ridge, NJ, USA),
is a handheld non-invasive vagus nerve stimulator (nVNS) designed for transcutaneous
application to the vagus nerve on either side of the neck. The FDA first granted clearance
to this device in April 2017, initially for the treatment of acute pain associated with episodic
cluster headaches in adults. Now, it has expanded FDA approval, covering both the acute
and preventive treatment of migraine-related pain for individuals aged 12 or older.

Four major nVNS trials have been conducted concerning migraine, consisting of two
studies for episodic migraine (EM), one tailored for chronic migraine (CM), and another
one incorporating CM. The EVENT study, which was the first nVNS trial for CM, primarily
sought to assess safety and tolerability in a pilot feasibility format. This randomized double-
blind sham-controlled research focused on CM prevention. Though the efficacy endpoints
(a change in monthly headache days after 2 months; −1.4 vs. −0.2, p = 0.59) did not show
statistical significance, there were hints of potential benefits with prolonged use. After an
8-month treatment period, 15 subjects witnessed a mean change of −7.9 (95% CI −11.9 to
−3.8, p < 0.01) [186].

Another noteworthy trial was the PREMIUM II study, a randomized sham-controlled
double-blind study that included both CM and EM subjects. Unfortunately, it was cut
short due to the COVID-19 pandemic. With a total of 300 participants enrolled and a
modified intention-to-treat (mITT) subgroup of 113 subjects analyzed, the PREMIUM II
study discovered a non-significant reduction in monthly migraine days (verum vs. sham:
−3.1 vs. −2.3 headache days, p = 0.233) in the mITT cohort. However, 44.9% of verum-
treated individuals experienced at least a 50% decrease in migraine days, in contrast to
26.8% in the sham group (p = 0.048) [187].

Clinical trials have demonstrated that the gammaCore Sapphire™ is safe and generally
well-tolerated, with no significant treatment-linked adverse events. Some common side
effects reported in the CM trials were facial pain, gastrointestinal symptoms, and upper
respiratory tract infections. While the preliminary data indicate that nVNS may hold
promise for treating CM, further exploration and evidence are needed to solidify these
findings.

2. Remote Electronic Neuromodulation

Nerivio® (Theranica Bio-Electronics Ltd., Montclair, NJ, USA) is a remote electronic
neuromodulation (REN) device that has been FDA-approved for the acute treatment of
migraine (both EM and CM) in patients aged 12 years and older. The device comprises an
armband that emits electronic stimuli controlled by a smartphone app. It is recommended
that patients begin use within 60 min of the onset of a migraine or aura. The stimulation
lasts for 45 min and can be adjusted for intensity by the individual user via the app, which
also features a migraine diary for logging headaches and usage sessions.

Following two randomized double-blind sham-controlled trials that led to the initial
FDA clearance of Nerivio for use in EM in 2019, two subsequent open-label observational
studies (TCH-005, TCH-006) contributed to the FDA clearance for CM in 2020. In the
TCH-005 study, 42 subjects were enrolled, with 210 evaluable treatments carried out by
38 participants. The TCH-006 study evaluated a total of 493 evaluable treatments from
91 participants out of the 126 enrolled [192].

The device-related adverse events were generally related to topical peripheral sensa-
tions such as warmth, itching, arm pain, redness, and numbness.
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3. Electrical Stimulation of the Trigeminal Nerve

The CEFALY DUAL device, a next-generation evolution of the original electrical
trigeminal nerve stimulation (eTNS) unit designed by CEFALY-Technology (Seraing, Bel-
gium), received the stamp of approval from the FDA for the acute as well as preventive
management of migraine in adults. As of late 2020, this device is available over-the-counter.
CEFALY DUAL offers two customizable settings—an ACUTE program, which utilizes a
100 Hz frequency over a 60 min session for instant relief, and a PREVENTIVE program,
which operates at a lower frequency of 60 Hz for 20 min daily to thwart the onset of
migraine [193,194].

The therapeutic potential of the CEFALY device for both acute and preventive treat-
ment of migraine is supported by two randomized controlled trials, with one trial specifi-
cally mentioning CM [8]. The ACME study, a randomized double-blind sham-controlled
trial involving patients with migraine (likely including but not specifying CM), revealed
that using CEFALY during the onset of a headache provided more significant pain reduction
compared to the sham group (−3.46 ± 2.32 vs. −1.78 ± 1.89; p < 0.001). The study likely
comprised mostly patients with episodic migraine (EM), as those who had used Botox in
the previous four months were excluded [193,194].

Three open-label observation studies, two involving CEFALY and one using supraor-
bital transcutaneous electrical nerve stimulation (TENS), have specifically targeted CM.
In these studies, the CEFALY device was found to decrease monthly migraine days and
acute medication consumption. The adverse events were minimal and reversible, with the
most common being paresthesia (2.03%), changes in arousal (mostly fatigue, sometimes
insomnia, 0.82%), headache (0.52%), and skin allergy to the electrode (0.09%) [13]. These
findings suggest that eTNS could be beneficial for CM treatment [192].

4. Single-Pulse Transcranial Magnetic Stimulation

eNeura Inc.’s sTMS mini™, hailing from Baltimore, MD, USA, is an innovative device
that administers single-pulse stimulation to the rear of the head. This stimulation method
is believed to modify the excitability of the cerebral cortex by halting cortical spreading
depolarization waves and curbing thalamocortical signaling [190]. Initially conceived for
episodic migraine patients exhibiting aura, the device has secured FDA clearance for both
the acute and prophylactic treatment of migraine in individuals aged 12 years and up.
The preventive regimen necessitates a twice-daily treatment involving 4 pulses (a pair of
consecutive pulses, a pause of 15 min, followed by another 2 pulses). For acute treatment,
the procedure entails three successive pulses when a migraine begins, with an option to
administer more pulses at quarter-hour intervals if required [191].

The FDA endorsement of this device came on the heels of a randomized, double-blind,
sham-controlled trial. Following this, an open-label observational investigation, dubbed
the ESPOUSE study, was conducted. This study saw participation from 13 (amounting to
10%) chronic migraine sufferers who used the device daily for both preventive measures
(the aforementioned 4 pulses administered twice daily) and acute relief (3 pulses with the
possibility of repetition every 15 min for two subsequent sessions). Although the specific
effects of daily sTMS application on chronic migraine were not delineated in detail, the
research indicated that sTMS effectively slashed monthly headache days, reduced the
need for acute medication, and brought down the Headache Impact Test-6 (HIT-6) score.
The treatment regimen involving sTMS was generally well-received by participants. The
predominant side effects cataloged were sensations of lightheadedness, tingling, and the
occurrence of tinnitus [191].

5. Combined Occipital and Trigeminal Nerve Stimulation

The Relivion® is a user-operated stimulation device that secured FDA clearance in the
early months of 2021. It is adept at delivering electrical surges to six branches spanning
both the occipital and trigeminal nerves. The device comes equipped with pre-set settings,
allowing for six treatment cycles (providing uninterrupted stimulation for a 48-h window)
as and when needed, primarily for delivering swift relief from migraine episodes. The green
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light for its market entry was largely due to findings from a widespread study dubbed the
RIME study. This investigation involved 131 episodic migraine sufferers who underwent
stimulation for a one-hour period [187].

A look back at previous studies revealed that the concurrent stimulation of both
occipital and trigeminal nerves, executed via an implanted mechanism, yielded positive
results both in the immediate aftermath and over extended periods. Specifically, 75%
(or 4 out of 16) of the subjects with stubborn CM observed short-term benefits, while
half of the participants (8 out of 16) reported sustained relief [192]. These initial findings
hint at the potential of Relivion® as a viable therapeutic avenue for CM. However, a
more comprehensive dataset is required to substantiate these preliminary yet promising
outcomes.

7. Investigational Devices
7.1. Transcranial Direct Current Stimulation (tDCS)

Transcranial direct current stimulation (tDCS) employs a gentle current, typically
ranging from 1 to 2 milliamperes, delivered through sponge electrodes arranged in a
variety of montages. This technology has been investigated as a potential treatment for
headache disorders. Despite the exact mechanism of action remaining unclear, it is believed
that tDCS may influence network-level neural information processing without directly
affecting neural spiking or membrane potential. This process could potentially modify brain
connectivity, thereby enhancing placebo effects while reducing nocebo effects. However,
it is important to note that many of the tDCS trials for migraine were pilot studies of low
to moderate quality. These trials have employed varying stimulation duration, current
ampere, polarity, montage, and the number of sessions, thus, a universally optimized
stimulation protocol has not yet been established [192].

In recent years, spanning half a decade, four rigorously designed, sham-controlled
trials have honed in on transcranial direct current stimulation (tDCS) as a possible treat-
ment route for chronic migraine (CM). These studies, distinct in design, likely adhered to
a single-blind methodology. Complementing these, two studies adopting an open-label
approach were undertaken. Noteworthy findings were presented by Andrade and team,
pinpointing that anodal stimulation, targeted either at the left primary motor area (M1)
or the dorsolateral prefrontal cortex (DLPFC), as opposed to sham procedures, signifi-
cantly diminished HIT-6 scores and alleviated pain intensity [193]. In a contrasting study
spearheaded by Dalla Volta and colleagues, it was discovered that cathodal stimulation,
specifically targeting the coolest forehead point, surpassed sham stimulation in terms
of reducing monthly headache occurrences, the frequency of attacks, and their duration.
Adding to this narrative, two niche open-label research initiatives underscored a notable
reduction in headache episodes observed 30 days post anodal stimulation [194]. In stark
contrast, findings documented by Cerrahoglu Sirin and team indicated no discernible
difference in the monthly headache frequencies a month subsequent to either anodal or
sham stimulation [195]. Further amplifying the narrative of inconclusive results, a compre-
hensive investigation by Grazzi et al. failed to delineate any significant differences when
comparing anodal tDCS, cathodal tDCS, and sham stimulation at the 6 and 12-month mark.
This was specifically observed in CM patients who were in the throes of abrupt medication
withdrawal due to overuse [196].

Conclusively, the true efficacy of tDCS in offering a preventive strategy against CM,
especially when gauged several months post-intervention, remains shrouded in ambiguity.
For future tDCS trials to shed more clarity and establish therapeutic consistency, there is
an imperative need to adopt a standardized protocol, meticulously outlining the polarity,
montage, number of sessions, repetition intervals, and the definitive endpoints.

7.2. Repetitive Transcranial Magnetic Stimulation (rTMS)

Repetitive transcranial magnetic stimulation (rTMS) devices deliver a sequence of
rapid pulses. These pulses are engineered to generate a minute, focused cortical electric
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current targeting specific brain areas like the M1 and DLPFC. Intriguingly, these areas are
pivotal in modulating motor-thalamus-brainstem as well as prefrontal-thalamic-cingulate
signaling pathways. As a general rule of thumb, high-frequency stimulations, ranging from
5 to 20 Hz, are believed to amplify cortical excitability, interact with diverse neurotrans-
mitter and opioidergic networks, and mold neuronal plasticity [197,198]. The therapeutic
potential of rTMS has been officially recognized by the FDA for the management of severe
depression and obsessive-compulsive disorders. Even with a solid safety track record,
the efficacy of rTMS in tackling pain disorders, post-traumatic headaches, and primary
headache syndromes is currently under the microscope. Recent comprehensive reviews
propose that high frequency rTMS, specifically targeting the motor cortex, might emerge
as a promising migraine management strategy. However, the need of the hour is robust,
high-quality randomized controlled trials (RCTs) with unified protocols to substantiate this
therapeutic proposition [199,200].

In the recent half-decade, both open-label and randomized controlled trials have
delved deep into the potential of rTMS for CM management [187]. Though certain open-
label initiatives incorporated CM, they steered clear of presenting efficacy data and, hence,
will not be the focus here [201]. An exploratory study helmed by Rapinesi et al. broadcasted
a marked dip in migraine episodes, dependency on rescue medications, pain intensity,
and scores measuring depression. This was observed after the combination of deep TMS,
targeting the left DLPFC with a specific protocol, and conventional treatments [202]. A
comparative study by Shehata et al., juxtaposing rTMS with onabotulinumtoxin A, re-
vealed that rTMS, designed with a specific frequency and targeting the left M1, echoed
the therapeutic efficacy of onabotulinumtoxin-A in managing CM; however, the rTMS
effects waned noticeably after a span of eight weeks [203]. A research endeavor by Kalita
et al., contrasting left M1 rTMS over a three-month period in CM and chronic tension-type
headache patients, underscored a significant reduction in headache episodes post rTMS
treatment within the group; however, when pitting the two groups against each other, the
results were not statistically significant [204]. Granato et al., in their research with CM
patients also grappling with medication overuse headache (MOH), could not identify any
clear advantages of rTMS over its sham counterpart, especially when metrics like monthly
headache days, symptomatic drug dependency, and Migraine Disability Assessment (MI-
DAS) scores were evaluated after a 120-day span [205]. An intriguing facet of this study
was the sham stimulator’s capacity to mimic the vibratory sensation of actual stimulation.
Whether this mimicry carries any real therapeutic value remains an enigma.

7.3. Occipital Nerve Stimulation (ONS)

Occipital nerve stimulation (ONS) is a form of treatment that involves the use of
an implantable device with electrodes positioned near the occipital nerves and a pulse
generator in the chest. This type of treatment has been researched for many years for
conditions like occipital neuralgia and refractory chronic migraine (CM). While the precise
mechanism is not fully understood, it is believed that ONS may counterbalance trigeminally
mediated central sensitization or restore the lost conditional pain modulation in these
patients. A number of multi-center randomized sham-controlled trials, published over
five years ago, showed improvements in areas such as headache frequency, intensity, and
disability [192].

Within the last five years, open-label studies have been published on the use of ONS
for chronic migraine [195–197]. However, the specific parameters of the stimulation and
the study endpoints were quite varied between studies. Miller et al. analyzed a group of
53 intractable CM patients and discovered an 8.51-day reduction in monthly moderate-to-
severe headache days after bilateral ONS electrodes implantation [195]. Similarly, Garcia-
Ortega et al. studied 37 refractory CM patients and reported significant pain reduction [196].
However, it is worth noting that up to 20% of patients reported adverse events such as
infection, lead migration, and stimulation-related symptoms one year after treatment [197].
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Despite the potential side effects, ONS seems to be a promising device for chronic migraine;
however, no ONS device has been cleared by the FDA for use in treating migraine yet.

7.4. Spinal Cord Stimulation (SCS)

Spinal cord stimulation (SCS) is another method that has been utilized to manage
intractable headache. It involves placing SCS electrodes into the high-cervical epidural
space (C2/3) with a pulse generator implanted subcutaneously. This technique has shown
promising results, with patients experiencing a significant reduction in mean pain intensity
and a decrease in the median number of migraine days. Nevertheless, issues such as infec-
tions and lead dislocations have been reported. Despite these concerns, the effectiveness of
SCS for chronic migraine is still under investigation [198].

Another interesting approach being explored is the exposure to green light. This
might help modulate nociception and anxiety. While non-green light stimuli seemed to
exacerbate pain intensity during a migraine attack, exposure to green light was seen to
reduce pain intensity in around 20% of the patients. In a small crossover study, daily
green light exposure resulted in a significant reduction in the number of headaches in
CM patients. Due to its potential effectiveness and safety, this approach warrants further
investigation [192].

8. Clinical Perspective

There are presently almost half a dozen devices cleared by the U.S. Food and Drug
Administration (FDA) specifically for treating migraine. Interestingly, the clearance for
several of these devices has also been extended to cover adolescent patients aged 12 or older.
However, it is crucial to note that not all of these FDA-cleared devices have been thoroughly
investigated for use in chronic migraine (CM). The only randomized sham-controlled trial
conducted for CM was undertaken utilizing the gammaCore device, and unfortunately, it
failed to meet its primary efficacy endpoint.

Various open-label observational studies have employed devices, such as CEFALY
or Nerivio, to assess pain reduction in patients with CM. However, these studies lack
blinding and are subject to potential selection and reporting biases. Furthermore, certain
studies have included both episodic migraine (EM) and CM patients, yet failed to provide
a detailed breakdown of the number of CM cases or any response data specifically related
to CM.

In addition, the absence of established trial guidelines that address the unique aspects
and challenges associated with neuromodulation device trials for migraine has led to
substantial variation in study endpoints, types of control, and the populations analyzed
(intention-to-treat vs. per-protocol). As a result, it can be difficult to compare the outcomes
of different studies. In an effort to address these issues, the International Headache Society
has published recommendations for evaluating neuromodulation devices in both the acute
and preventive treatment of migraine [199].

As the application of these devices becomes more common, we anticipate the emer-
gence of larger, higher-quality studies that adhere to established clinical trial guidelines.
These studies are essential to fully establish the benefits of these devices in the treatment
of CM. Furthermore, the conduct of high-quality trials should also ideally encourage
insurance companies to broaden their coverage to include more neuromodulation devices.

9. Discussion

Migraine remains an intriguing neurological disorder with complex mechanisms and
pathophysiology that are still being researched extensively. Migraines are believed to be
hereditary conditions characterized by increased responsiveness of cortical and subcortical
networks; however, the triggers and factors contributing to its onset and progression remain
unknown.

Migraine’s multidimensionality can be seen through the following various phases:
premonitory phase, headache pain, postdromal phase, and sometimes aura phase. Each of
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these involves interactions among hypothalamus nuclei, cortical regions, and trigemino-
vascular pathways, resulting in characteristic symptoms experienced during an attack.

Despite these challenges, migraine research has made significant advances, providing
light on potential therapeutic targets and validating CGRP as an effective target for both
acute and preventative treatments—giving hope of the better management of migraine
episodes as well as improved quality of life for affected individuals.

However, much work remains to be performed in understanding its intricate processes
and developing effective treatment and prevention measures. More awareness, additional
funding for research, collaboration among scientists, healthcare providers, and patients, as
well as increased collaboration, will all play an integral role in increasing understanding
and alleviating migraine’s burden.

As we discover more about migraine, it is crucial that we provide empathy, support,
and personalized care to those living with this neurological challenge. By harnessing the
collective knowledge and dedication of scientific communities worldwide, we can make
significant advances in migraine research that ultimately benefit millions living with this
neurological disorder [200].

Author Contributions: Conceptualization, H.P. and A.V.C.; methodology, T.-L.T.; soft-ware, I.-A.F.;
validation, R.-A.C.-B., L.-A.G. and H.P.; formal analysis, D.-I.D.; investigation, A.A.P.; resources,
A.B.; data curation, L.-A.G.; writing—original draft preparation, R.-A.C.-B. and A.V.C.; writing—
review and editing, R.-A.C.-B., L.-A.G. and A.V.C.; visualization, A.B.; supervision, D.-I.D.; project
administration, A.V.C.; funding acquisition, A.V.C. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: No requirement for ethical approval.

Data Availability Statement: All Data is available on PubMed.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Stovner, L.; Hagen, K.; Jensen, R.; Katsarava, Z.; Lipton, R.; Scher, A.; Steiner, T.; Zwart, J.-A. The Global Burden of Headache: A

Documentation of Headache Prevalence and Disability Worldwide. Cephalalgia 2007, 27, 193–210. [CrossRef] [PubMed]
2. Bateman, D. The future of neurology services in the UK. Pract. Neurol. 2011, 11, 134–135. [CrossRef] [PubMed]
3. Sender, J.; Bradford, S.; Watson, D.; Lipscombe, S.; Rees, T.; Manley, R.; Dowson, A. Setting up a Specialist Headache Clinic in

Primary Care: General Practitioners with a Special Interest (GPwSI) in Headache. Headache Care 2004, 1, 165–171. [CrossRef]
4. WHO. The World Health Report 2001: Mental Health: New Understanding, New Hope; WHO: Geneva, Switzerland, 2001.
5. Solomon, G.D.; Price, K.L. Burden of Migraine: A Review of its Socioeconomic Impact. Pharmacoeconomics 1997, 11, 1–10.

[CrossRef] [PubMed]
6. Terwindt, G.M.; Ferrari, M.D.; Tijhuis, M.; Groenen, S.M.A.; Picavet, H.S.J.; Launer, L.J. The impact of migraine on quality of life

in the general population: The GEM study. Neurology 2000, 55, 624–629. [CrossRef] [PubMed]
7. Steiner, T.; Scher, A.; Stewart, W.; Kolodner, K.; Liberman, J.; Lipton, R. The Prevalence and Disability Burden of Adult Migraine

in England and their Relationships to Age, Gender and Ethnicity. Cephalalgia 2003, 23, 519–527. [CrossRef]
8. Clarke, C.E.; MacMillan, L.; Sondhi, S.; Wells, N.E. Economic and social impact of migraine. QJM Mon. J. Assoc. Physicians 1996,

89, 77–84. [CrossRef]
9. Ahmed, F. Headache disorders: Differentiating and managing the common subtypes. Br. J. Pain 2012, 6, 124–132. [CrossRef]
10. Haut, S.R.; Bigal, E.M.; Lipton, R.B. Chronic disorders with episodic manifestations: Focus on epilepsy and migraine. Lancet

Neurol. 2006, 5, 148–157. [CrossRef]
11. Olesen, J. Preface to the Second Edition. Cephalalgia 2004, 24, 9–10. [CrossRef]
12. Stewart, W.F.; Wood, G.C.; Manack, A.; Varon, S.F.; Buse, D.C.; Lipton, R.B. Employment and Work Impact of Chronic Migraine

and Episodic Migraine. J. Occup. Environ. Med. 2010, 52, 8–14. [CrossRef] [PubMed]
13. Natoli, J.; Manack, A.; Dean, B.; Butler, Q.; Turkel, C.; Stovner, L.; Lipton, R. Global prevalence of chronic migraine: A systematic

review. Cephalalgia 2009, 30, 599–609. [CrossRef]
14. Blumenfeld, A.; Varon, S.; Wilcox, T.; Buse, D.; Kawata, A.; Manack, A.; Goadsby, P.; Lipton, R. Disability, HRQoL and resource

use among chronic and episodic migraineurs: Results from the International Burden of Migraine Study (IBMS). Cephalalgia 2010,
31, 301–315. [CrossRef] [PubMed]

242



Neurol. Int. 2023, 15

15. Durham, P.; Papapetropoulos, S. Biomarkers Associated with Migraine and Their Potential Role in Migraine Management.
Headache J. Head Face Pain 2013, 53, 1262–1277. [CrossRef] [PubMed]

16. Safiri, S.; Pourfathi, H.; Eagan, A.; Mansournia, M.A.; Khodayari, M.T.; Sullman, M.J.M.; Kaufman, J.; Collins, G.; Dai, H.;
Bragazzi, N.L.; et al. Global, regional, and national burden of migraine in 204 countries and territories, 1990 to 2019. Pain 2021,
163, e293–e309. [CrossRef] [PubMed]

17. Amiri, P.; Kazeminasab, S.; Nejadghaderi, S.A.; Mohammadinasab, R.; Pourfathi, H.; Araj-Khodaei, M.; Sullman, M.J.M.; Kolahi,
A.-A.; Safiri, S. Migraine: A Review on Its History, Global Epidemiology, Risk Factors, and Comorbidities. Front. Neurol. 2022, 12,
800605. [CrossRef]

18. Burch, R.C.; Loder, S.; Loder, E.; Smitherman, T.A. The Prevalence and Burden of Migraine and Severe Headache in the United
States: Updated Statistics from Government Health Surveillance Studies. Headache J. Head Face Pain 2015, 55, 21–34. [CrossRef]

19. Lipton, R.B.; Stewart, W.F.; Diamond, S.; Diamond, M.L.; Reed, M. Prevalence and Burden of Migraine in the United States: Data
from the American Migraine Study II. Headache J. Head Face Pain 2001, 41, 646–657. [CrossRef]

20. Merikangas, K.R. Contributions of Epidemiology to Our Understanding of Migraine. Headache J. Head Face Pain 2013, 53, 230–246.
[CrossRef]

21. Wang, S.-J. Epidemiology of migraine and other types of headache in Asia. Curr. Neurol. Neurosci. Rep. 2003, 3, 104–108.
[CrossRef]

22. Dzoljic, E.; Vlajinac, H.; Sipetic, S.; Marinkovic, J.; Grbatinic, I.; Kostic, V. A survey of female students with migraine: What is the
influence of family history and lifestyle. Int. J. Neurosci. 2013, 124, 82–87. [CrossRef] [PubMed]

23. Hernandez-Latorre, M.; Roig, M. Natural History of Migraine in Childhood. Cephalalgia 2000, 20, 573–579. [CrossRef] [PubMed]
24. Russell, M.B.; Olesen, J. Increased familial risk and evidence of genetic factor in migraine. BMJ 1995, 311, 541–544. [CrossRef]

[PubMed]
25. Stewart, W.F.; Staffa, J.; Lipton, R.B.; Ottman, R. Familial risk of migraine: A population-based study. Ann. Neurol. 1997, 41,

166–172. [CrossRef] [PubMed]
26. Gervil, M.; Ulrich, V.; Kaprio, J.; Olesen, J.; Russell, M.B. The relative role of genetic and environmental factors in migraine

without aura. Neurology 1999, 53, 995. [CrossRef]
27. Honkasalo, M.-L.; Kaprio, J.; Winter, T.; Heikkila, K.; Sillanpaa, M.; Koskenvuo, M. Migraine and Concomitant Symptoms Among

8167 Adult Twin Pairs. Headache J. Head Face Pain 1995, 35, 70–78. [CrossRef]
28. Mulder, E.J.; van Baal, C.; Gaist, D.; Kallela, M.; Kaprio, J.; Svensson, D.A.; Nyholt, D.R.; Martin, N.G.; MacGregor, A.J.; Cherkas,

L.F.; et al. Genetic and Environmental Influences on Migraine: A Twin Study Across Six Countries. Twin Res. 2003, 6, 422–431.
[CrossRef]

29. Svensson, D.A.; Larsson, B.; Waldenlind, E.; Pedersen, N.L.; Msc, D.A.S. Shared Rearing Environment in Migraine: Results from
Twins Reared Apart and Twins Reared Together. Headache J. Head Face Pain 2003, 43, 235–244. [CrossRef]

30. De Vries, B.; Anttila, V.; Freilinger, T.; Wessman, M.; Kaunisto, A.M.; Kallela, M.; Artto, V.; Vijfhuizen, L.S.; Göbel, H.; Dichgans,
M.; et al. Systematic re-evaluation of genes from candidate gene association studies in migraine using a large genome-wide
association data set. Cephalalgia 2015, 36, 604–614. [CrossRef]

31. Yeh, W.Z.; Blizzard, L.; Taylor, B.V. What is the actual prevalence of migraine. Brain Behav. 2018, 8, e00950. [CrossRef]
32. Onofri, A.; Pensato, U.; Rosignoli, C.; Wells-Gatnik, W.; Stanyer, E.; Ornello, R.; Chen, H.Z.; De Santis, F.; Torrente, A.; Mikulenka,

P.; et al. Primary headache epidemiology in children and adolescents: A systematic review and meta-analysis. J. Headache Pain
2023, 24, 8. [CrossRef] [PubMed]

33. Loh, N.R.; Whitehouse, W.P.; Howells, R. What is new in migraine management in children and young people. Arch. Dis. Child.
2022, 107, 1067–1072. [CrossRef] [PubMed]

34. Loder, E.; Rizzoli, P. Biomarkers in Migraine: Their Promise, Problems, and Practical Applications. Headache J. Head Face Pain
2006, 46, 1046–1058. [CrossRef] [PubMed]

35. Biomarkers Definitions Working Group; Atkinson, A.J., Jr.; Colburn, W.A.; DeGruttola, V.G.; DeMets, D.L.; Downing, G.J.; Hoth,
D.F.; Oates, J.A.; Peck, C.C.; Spilker, B.A.; et al. Biomarkers and surrogate endpoints: Preferred definitions and conceptual
framework. Clin. Pharmacol. Ther. 2001, 69, 89–95. [CrossRef]

36. Phillips, K.A.; Van Bebber, S.; Issa, A.M. Diagnostics and biomarker development: Priming the pipeline. Nat. Rev. Drug Discov.
2006, 5, 463–469. [CrossRef]

37. Lesko, L.; Atkinson, A. Use of Biomarkers and Surrogate Endpoints in Drug Development and Regulatory Decision Making:
Criteria, Validation, Strategies. Annu. Rev. Pharmacol. Toxicol. 2001, 41, 347–366. [CrossRef]

38. Packer, C.S. Biochemical markers and physiological parameters as indices for identifying patients at risk of developing pre-
eclampsia. J. Hypertens. 2005, 23, 45–46. [CrossRef]

39. Mayeux, R. Biomarkers: Potential uses and limitations. NeuroRx 2004, 1, 182–188. [CrossRef]
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Abstract: This review delves into neuroimmunology, focusing on its relevance to multiple sclerosis
(MS) and potential treatment advancements. Neuroimmunology explores the intricate relationship
between the immune system and the central nervous system (CNS). Understanding these mechanisms
is vital for grasping the pathophysiology of diseases like MS and for devising innovative treatments.
This review introduces foundational neuroimmunology concepts, emphasizing the role of immune
cells, cytokines, and blood–brain barrier in CNS stability. It highlights how their dysregulation
can contribute to MS and discusses genetic and environmental factors influencing MS susceptibility.
Cutting-edge research methods, from omics techniques to advanced imaging, have revolutionized our
understanding of MS, offering valuable diagnostic and prognostic tools. This review also touches on
the intriguing gut–brain axis, examining how gut microbiota impacts neuroimmunological processes
and its potential therapeutic implications. Current MS treatments, from immunomodulatory drugs
to disease-modifying therapies, are discussed alongside promising experimental approaches. The
potential of personalized medicine, cell-based treatments, and gene therapy in MS management
is also explored. In conclusion, this review underscores neuroimmunology’s significance in MS
research, suggesting that a deeper understanding could pave the way for more tailored and effective
treatments for MS and similar conditions. Continued research and collaboration in neuroimmunology
are essential for enhancing patient outcomes.

Keywords: multiple sclerosis; neuroimmunology; therapeutic development

1. Introduction
1.1. Background

Neuroimmunology is an interdisciplinary field that brings together knowledge from
biology, immunology, chemistry, neurology, pathology, psychiatry, and virology to examine
the intricate interrelations between the central nervous system (CNS) and immune system
(IS), its interactions during various developmental stages, as well as maintaining home-
ostasis or responding to injuries. Neuroimmunologists primarily seek to develop strategies
to treat or even prevent neuroimmunological diseases by understanding these complex
interactions in depth [1].

Tradition holds that the immune system and brain operate independently, separated
by the blood–brain barrier (BBB). Yet, over recent decades, these long-held beliefs have
been vigorously disproved, and evidence now exists to demonstrate otherwise. Not only
does the nervous system receive communication from immune cells directly, but brain

251



Biomedicines 2023, 11, 2489

signals actively regulate immune functions—resulting in inflammation occurring elsewhere
outside the central nervous system [2].

An intriguing fact about neuroimmunology is that it did not receive its introduc-
tion on PubMed until 1982—coinciding with both its inaugural congress in Stresa, Italy,
as well as the launch of the Journal of Neuroimmunology that same year. Neuroimmunol-
ogy research has traditionally centered around multiple sclerosis (MS). It is essential to
acknowledge, however, that immune responses can also be seen in many other condi-
tions like Guillain–Barré syndrome (GBS), white matter diseases, psychiatric disorders,
infections, trauma, and neurodegenerative diseases that are traditionally considered more
“cell autonomous”.

1.2. Purpose and Scope of the Review

Over time, neuroimmunology has grown into an interdisciplinary field focused on
understanding the complex relationship between nervous and immune systems. Thanks to
extensive research in this field, significant progress has been made in uncovering mecha-
nisms associated with various neurological conditions—multiple sclerosis (MS) being one
such disorder that sheds light on this complicated interrelationship [3].

This review seeks to assess the current level of understanding in neuroimmunology,
specifically regarding multiple sclerosis research. By compiling recent discoveries, clinical
data, and advances in this area of science, this comprehensive overview aims to provide an
in-depth knowledge of both MS’s pathophysiological mechanisms and their significance
relative to other neurological conditions.

1.3. Methodology of Review Selection

For this comprehensive review on neuroimmunology, with particular reference to
insights gained from multiple sclerosis for future therapeutic advancement, a methodical
and rigorous approach was taken in selecting and assessing literature sources. A specific
methodology for selecting and assessing literature sources has been devised:

(a) Search Strategy: An extensive literature search was performed using multiple elec-
tronic databases such as PubMed, Scopus, Web of Science, and Google Scholar. Our
search strategy comprised pertinent keywords and phrases related to neuroimmunol-
ogy, multiple sclerosis, neuroinflammation, immune system dysfunction, central
nervous system therapies, as well as therapeutic interventions with no restrictions
placed on publication dates, allowing a broad representation.

(b) Inclusion and Exclusion Criteria:

To ensure the quality and relevance of this review, specific inclusion and exclu-
sion criteria were used during the selection process. Articles meeting certain criteria
were selected for inclusion: studies or research articles focused on neuroimmunology;
publications providing insight into pathophysiology, etiology, clinical aspects, and im-
munology implications related to multiple sclerosis as they apply to neuroimmunology;
clinical trials/experimental/observational research investigating therapeutic develop-
ments/interventions regarding MS/related neuroinflammatory conditions; and publications
available either in English or with accessible English translations to ensure comprehension.

Subsequently, certain articles were disqualified: non-peer-reviewed materials such
as conference abstracts or unpublished manuscripts were removed; studies with limited
relevance to neuroimmunology of multiple sclerosis or not meeting its primary objectives
were disqualified, as were articles focusing solely on non-neurological immune-related
disorders or general immunology without direct ties to neuroimmunology, which were
specifically excluded to ensure reliability in our findings. This process ensured our results
would stand up against scrutiny.
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2. The Basics of Neuroimmunology
2.1. Definition and Overview

Neuroimmunology is an interdisciplinary field devoted to understanding the com-
plex relationships and interactions between the nervous system (including the brain and
spinal cord) and immune system (including antibodies and their targets) in maintaining
equilibrium in our bodies and responding to infections, injuries, or diseases that affect
these vital systems. Neuroimmunology offers an examination of this topic that spans
numerous fields [4].

Multiple sclerosis (MS) is one of the most prevalent disabling neurological afflictions
among young adults, typically appearing between 20 and 40 years of age.

MS is an autoimmune condition in which immune system cells, normally responsible
for protecting against viruses, bacteria, and abnormal cells in the body, attack myelin in the
central nervous system (brain, optic nerves, and spinal cord). Myelin acts as a protective
substance by creating sheaths (myelin sheaths) around nerve fibers (axons).

MS is a chronic condition that varies considerably among its victims, from mild cases
with limited disability to progressive decline leading to greater disability over time. Most
commonly seen are intermittent symptoms surfacing followed by periods of relative quies-
cence or dormancy and then either partial or full recovery—MS is rarely fatal. Individuals
diagnosed tend to have life expectancies comparable to the general population [5].

2.2. Key Players in Neuroimmunology: Cells and Molecules

As part of their shared response to environmental challenges, the nervous and immune
systems have formed an interdependent communication mechanism between themselves in
response to environmental challenges. Neurons exhibit various receptors found on immune
cells, such as Toll-like receptors (TLRs) and inflammatory cytokine receptors found on
immune cells; this allows immune cells to influence and regulate neuronal activity—for
instance, using IL-1β to sensitize sensory neurons during inflammation while managing
pain levels [6].

Immune cells are capable of sensing signals from neurons by expressing receptors for
neurotransmitters and neuropeptides produced by neurons; for example, innate lymphoid
cells express such receptors for neuropeptides as Calcitonin Gene-Related Peptide (CGRP)
and Neuromedin U (NMU). This mutual sensing between immune cells and neurons has
proved highly advantageous, decreasing costs related to dealing with certain insults and
helping coordinate complex host responses more efficiently.

Furthermore, the microbiome—or collection of microorganisms that live inside your
body—plays a key role in both neuronal activation and immune development. Immune
cells and neurons both interact directly or indirectly with microbes present in the environ-
ment, making their composition key for shaping neuronal programming and maturation.
In turn, this affects various aspects of intestinal physiology, including visceral pain manage-
ment, gut motility regulation, and related functions. This interaction between the nervous
system, immune system, and microbiome plays an intricate, evolutionary, beneficial process
that plays its part in controlling host responses overall [7–9].

2.3. Neuroimmune Communication Pathways

Recent research has demonstrated that the peripheral immune system and nervous
system can communicate effectively by using similar molecular signaling cues.

Veiga-Fernandes and Pachnis’ work presents the idea of an “enteric neuroimmune
cell unit,” an internal sensory organ responsible for protecting and maintaining intestinal
integrity and function. This enteric neuroimmune system plays an essential role in pro-
viding both innate defenses and memory responses against certain pathogens. During
gestation, extracellular signals coordinate the development of enteric neuroprogenitor and
hematopoietic cells, resulting in this complex network. Postnatal development of this
system takes place through colonization with commensal microbes that colonize the gut,
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leading to mutual signals between neuronal–glial cells and tissue-resident immune cells
that stimulate the maturation of an enteric neuroimmune system [10].

It is believed that gut microbiomes have an influence over peripheral immune cells
and central nervous system (CNS)-residing cells, as well as having an influence over brain
development and disease progression. They stress the role of commensal microbes in
producing short-chain fatty acids and aryl hydrocarbon ligands that may alter glial cell
development and function within the CNS. Neuroendocrine mediators produced through
the hypothalamic–pituitary–adrenal axis can influence intestinal permeability, immune-cell
activation, and the composition of gut microbiomes. Dysbiosis of microbiota has been
observed in neurological and psychiatric conditions, suggesting it could contribute to their
causes; however, more research needs to be conducted in order to uncover its exact nature
and causal role.

Prinz and Priller examine how peripheral immune cells may enter the CNS under
pathological circumstances. A healthy CNS does not normally contain blood-borne im-
mune cells, as immune surveillance is provided by tissue-resident microglia, meningeal
macrophages, and perivascular macrophages, which produce their own immunological
mediators. In conditions like autoimmune diseases, infections, or injuries, where blood–
brain barrier permeability changes, activated adaptive immune cells are allowed into CNS
via fenestrated capillaries, contributing towards disease progression [11].

Engelhardt and colleagues investigate the CNS’s immunological advantages towards
peripheral immune cells under normal circumstances, distinguishing between lymphatic
drainage of cerebrospinal fluid that bathes meninges and cerebral ventricles from its lack of
drainage in interstitial fluid bathing CNS parenchymal tissues, such as interstitial drainage.
They provide a detailed anatomical account of both human and rodent brain barriers
limiting access to CNS parenchyma, which prevent lymphatic drainage of cerebrospinal
fluid from meninges/ventricles, while discussing both trafficking of cells/solutes through
these barrier sites via their perivascular areas allowing lymphatic drainage or non-drainage
channels [12].

Further research explores neurological impairments caused by acute infections caused
by neurotropic pathogens. Acute infections trigger the release of pro-inflammatory cy-
tokines by astrocytes, microglia, and leukocytes into the CNS from cells like astrocytes and
microglia, which release these inflammatory agents into circulation, leading to potential
effects on blood–brain barrier integrity as well as symptoms like fatigue, hypersomnia,
cognitive difficulties, or chronic inflammation that persists beyond antimicrobial treatments
such as treating pathogens like memory deficits, depression or mood disorders—raising
questions regarding the involvement of immunological factors in different neurological
diseases [13].

2.4. The Role of the Immune System in Maintaining Neuronal Health

The immune system plays a pivotal role in protecting and maintaining neuronal health
in multiple ways. One mechanism by which it affects neuronal activity is through signaling
molecules known as cytokines that control immune responses and may have an effect on
neuronal activity—proinflammatory cytokines such as IL-1, IL-6, and TNFα are believed
to trigger fever responses during infections by increasing body temperature to counter
infection symptoms [14].

Immune cells become activated upon contact with infectious agents, producing proin-
flammatory cytokines, which then induce the production and release of prostaglandins in
the brain—specifically PGE2. PGE2 plays an essential role here, acting on thermosensitive
neurons in the hypothalamus to induce fever; specifically, its effect is known to activate
thermosensitive neurons within this area and induce fever by inducing thermosensitivity
responses from thermosensitive neurons. This then triggers further heat production via
thermosensitive neurons within the liver, followed by a sustained phase by brain astrocyte
production of IL-6, which further stimulates PGE2 production; all this action provides a
sustained phase fever response [15].
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Cytokines play a pivotal role in activating the hypothalamic–pituitary–adrenal (HPA)
axis. When immune cells release cytokines in response to pathogens, PGE2 is produced
within brain vasculature and interacts with catecholaminergic neurons before projecting
onto corticotropin-releasing hormone-containing neurons of the hypothalamus; these send
projections onto corticotropin-releasing hormone (CRH), leading to elevated levels of
ACTH and corticosterone. Additionally, cytokines directly influence the pituitary gland
to increase the release of ACTH. This complex process demonstrates just how powerfully
these proteins exert diverse effects upon this part of our immune response as well as stress
regulation mechanisms [16].

Longer exposure to cytokines may result in glucocorticoid resistance, making the body
less responsive to their effects and diminishing their effects on homeostasis and stress
responses. Resistance predominantly manifests itself at the level of the hippocampus and
impairs regulation of the HPA axis, consequently compromising one’s ability to effectively
respond to stressors and maintain homeostasis [17].

Communication between the immune and nervous systems, enabled by cytokines,
plays an integral part in protecting neuronal health and orchestrating physiological re-
sponses during infections or inflammation events. A thorough understanding of these
complex pathways is vital to unlocking their underlying mechanisms as well as their pro-
found implications for overall health and disease development; such knowledge could
pave the way for novel therapeutic interventions aimed at maintaining harmony between
these vital systems for increased human wellbeing [14].

3. The Neuroimmunology of Multiple Sclerosis
3.1. Pathophysiology of MS: Neuroimmunological Perspective

Multiple sclerosis (MS) is a devastating autoimmune condition affecting the central
nervous system (CNS), comprising both the brain and spinal cord. MS is caused by immune
attacks targeting myelin sheaths encasing nerve fibers axons in the CNS. These attacks
cause inflammation, demyelination (depleted myelin levels), and damage to nerve fibers
encased within it, resulting in inflammation, demyelination (depletion of myelin), and
damage [18].

MS is a debilitating disease, targeting not only white matter axons covered in myelin
but also nerve cell bodies in the gray matter of the brain and optic nerves to transmit
information between the eye and brain. Over time, MS can lead to cortical atrophy, which
shrinks the outermost layer of the cerebral cortex.

Individuals living with MS often experience various symptoms based on the intensity,
location, and extent of inflammation, as well as the plaques’ distribution across specific
body areas, including the brain stem, cerebellum (associated with balance and coordina-
tion), spinal cord, optic nerves, and white matter surrounding brain ventricles (fluid-filled
cavities). The variations in plaque distribution contribute to various degrees of symptoms
being experienced by MS patients [5].

Research indicates a potential link between disrupted energy metabolism in the CNS
of MS patients. Higher blood pyruvate levels during fasting and after meals in MS patients
experiencing relapses had been found, as well as a potential flaw in pyruvate metabolism
in MS. Other researchers have also noted elevated fasting pyruvate levels in MS. However,
some studies showed normal fasting lactate levels or elevated levels in only a few MS
patients. An unusual increase in blood pyruvate after glucose consumption has been re-
ported. These findings point towards potential irregularities in pyruvate metabolism in MS
patients. Moreover, the rise in Krebs cycle acids, such as alpha-ketoglutarate when fasting
and citrate after glucose consumption, in MS patients reinforces the idea of disrupted pyru-
vate metabolism being linked to MS progression. Increased pyruvate and α-ketoglutarate
levels in MS were also observed. Elevated enzyme activity, including enolase, pyruvate
kinase, lactate dehydrogenase (Ldh), and aldolase in the CSF of those with disseminated
sclerosis, suggests they could be markers of active demyelination.
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3.2. The Role of the Immune System in MS
3.2.1. The Blood–Brain Barrier

One striking characteristic of MS lesions is the disruption of the blood–brain barrier
(BBB), making its understanding a key aspect of understanding its pathogenesis [19]. The
BBB serves as both a functional and anatomical separation between blood flow in the
central nervous system (CNS) and neurons located outside. It consists of the vascular
wall, CNS astrocytes covered with glia limitans covering them, and the perivascular space
between [20]. Furthermore, its functioning provides many essential functions essential for
proper brain function, such as the regulation of proper ionic concentrations.

While the term “barrier” might connote something static, the blood–brain barrier (BBB)
is actually dynamic, providing processes like immunological surveillance. Lesions occur
when leukocytes migrate into the brain, causing inflammation. This process comprises two
steps, starting with initial migration across postcapillary venules into the perivascular space,
followed by passage through the glia limitans to brain parenchyma [20]. The perivascular
space provides monocytes with an area for normal immunosurveillance while also serving
as lymphatic drainage. Furthermore, animal models show two additional routes through
which leukocytes enter the CNS. Understanding these pathways provides insight into the
workings of the blood–cerebrospinal fluid (CSF) barrier (BBB), including its function in
immune cell infiltration during MS (Figure 1).
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system of individuals afflicted with MS. This phenomenon is further exacerbated by the elevated
expression of endothelial adhesion molecules, namely intercellular adhesion molecule-1 (ICAM-1)
and vascular cell adhesion molecule-1 (VCAM-1), which facilitate the translocation of T cells into
the central nervous system (CNS). The motility of these T cells is augmented by chemokines and the
synthesis of matrix metalloproteinases, which enzymatically degrade extracellular matrix proteins to
smooth the migration pathway. This collectively culminates in the T cells’ successful transgression of
the blood–brain barrier (BBB). Upon entry into the CNS, T cells become activated via interactions
with antigen-presenting cells, initiating the release of pro-inflammatory and cytotoxic mediators.
These substances inflict tissue damage and compromise the integrity of the myelin sheath through
several mechanisms, including cytokine-mediated injury, antibody-mediated phagocytosis of myelin
antigens by macrophages, complement system activation, and direct cellular damage mediated by
CD4+ and CD8+ T cells. Regulatory changes at the transcriptional level, instigated by cytokines
such as tumor necrosis factor-alpha (TNF-α) and interleukin-1 (IL-1), lead to the upregulation of
VCAM-1 in endothelial cells. Notably, the integrin very late antigen-4 (VLA-4) does not bind to
its designated ligands, including VCAM-1 and fibronectin, unless activated by chemotactic agents
or additional stimuli, often synthesized by endothelial cells or other cellular entities at the site of
inflammation. One such activating chemokine is stromal cell-derived factor-1 (SDF-1). ICAM-1,
a type of intercellular adhesion molecule, is constitutively present in nominal concentrations on
leukocytes and endothelial cells. In response to cytokine stimulation, however, these concentrations
markedly escalate. ICAM-1 serves as a ligand for lymphocyte function-associated antigen-1 (LFA-1),
an integrin present in leukocytes. LFA-1 plays a pivotal role in leukocyte emigration, facilitating their
egress from the bloodstream and entry into tissues. Moreover, LFA-1 partakes in the processes of
cytotoxic T-cell-mediated and antibody-mediated cellular destruction, enacted by granulocytes and
monocytes. The mechanism governing T-lymphocyte infiltration into the CNS is explicable via the
elevated expression of adhesion molecules on the endothelial cells constituting the BBB in MS cases.
This assertion is further substantiated by the observation of these molecules on inflammatory cells
such as macrophages and lymphocytes in MS lesions. It is a widely accepted notion that cytokines
released by Th1 cells, including interferon-gamma (IFN-γ) and TNF-beta (TNF-β), are capable of
macrophage activation, subsequently causing damage to oligodendrocytes and leading to pathologic
alterations in myelination.

3.2.2. The Role of T Cells

T cells play an essential role in the pathogenesis of multiple sclerosis (MS), as evidenced
by EAE animal models and HLA class II genes that strongly associate with MS. EAE, which
mimics MS in animals, can be caused by immunizing rodents with myelin peptides, leading
to an immune response targeting myelin in the central nervous system (CNS). Initial
investigations suggested that auto-reactive CD4+ T cells producing interferon-gamma
(IFN-γ) were the main contributors to inflammation in MS lesions; however, more recent
investigations have thrown other cell types, particularly T helper 17 (Th17) cells, into
focus as primary aggressors of MS lesions. These Th17 cells are responsible for producing
pro-inflammatory cytokines such as IL-17 and IL-6, while their activity is governed by IL-23.
These findings demonstrate the complex immune response involved in MS pathogenesis as
well as Th17 cells’ participation in driving inflammation processes [21].

CD4+ Th17 cells play an essential part in the development of EAE. MS lesions exhibit
both CD4+ and CD8+ cells, which express IL-17. Th17 cells use the CCR6 chemokine
receptor to travel from the choroid plexus into the cerebrospinal fluid (CSF) and perivascular
spaces, inducing inflammation and damaging neurons and glial cells along their path. Th17
cells play a pivotal role in EAE and MS pathogenesis by secreting GM-CSF, exacerbating an
already intense inflammatory response. Furthermore, they break through the blood–brain
barrier (BBB) with their release of IL-17 and IL-22, breaking it down further by drawing
in immune cells into the CNS through disruption of BBB. These findings demonstrate
their crucial contribution to both diseases’ pathologies, contributing to inflammation and
damage seen within MS lesions [22].
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Chemokines play an essential role in recruiting immune cells across the blood–brain
barrier (BBB) during an episode of inflammation. MS lesions involve specific endothelial-
wall-expressed chemokines interacting with receptors present on T cells to enable their
extravasation into the CNS. Our research focused on investigating the expression of differ-
ent chemokine receptors on T-cell clones derived from both blood and cerebrospinal fluid
of an MS patient treated with glatiramer acetate (GA). CCR4, CCR5, CCR6, and CXCR3
emerged as particularly pertinent receptors to investigate. Their activation coincided with
T-cell migration patterns that corresponded with specific receptor expression patterns,
suggesting these receptors might play an essential role in migration and infiltration into
the CNS during MS inflammation [23].

Based on this study’s findings, reduced glatiramer acetate (GA) efficacy may be at-
tributable to inflammation and early activation of GA-reactive cells. A better understanding
of T-cell migration into the central nervous system (CNS) holds great promise in potentially
increasing GA’s effectiveness and ultimately bettering treatment outcomes for MS patients.
By exploring mechanisms governing T-cell infiltration into CNS, we may open doors for
more targeted and efficient therapies that benefit individuals living with MS [24].

3.2.3. The Role of B Cells

Immunoglobulin G1, present in most diagnosed multiple sclerosis (MS) patients’
cerebrospinal fluid (CSF), may point to B cells as potential agents in its pathogenesis.
Myelin-reactive antibodies have been detected, yet their exact significance remains un-
certain, similar to antigens’ significance. Immunoglobulin and complement are present
in lesions associated with MS, suggesting their possible pathogenicity. Additionally, in
patients at later stages of MS, B lymphoid follicles, T cells, and antigen-presenting cells
have been detected in the meninges, suggesting potential contributions by B cells through
antigen presentation, cell interactions, or immunoglobulin production by plasma cells.
However, it must be kept in mind that B-cell activity in MS could be a result of an au-
toimmune reaction and not be the sole trigger of multiple sclerosis. More research needs
to be conducted in order to fully comprehend how B cells play into multiple sclerosis
pathogenesis [25].

Experimental animal models like EAE have well-documented antigens responsible for
disease, such as myelin proteins. Unfortunately, for humans with multiple sclerosis (MS),
specific triggers that trigger this illness remain undecided despite numerous research efforts
examining various candidate antigens, but none have emerged as definitive culprits [26].

Due to similarities between EAE and MS, myelin or myelin-derived peptides were
initially considered promising candidates as potential causal agents. However, responses
to antigens have proven nonspecific, suggesting the involvement of multiple antigens or
epitopes that spread once the disease begins. One recently proposed antigen is ab-crystallin,
an antibody-binding protein not naturally found in human myelin but observed in early
active MS lesions. Patients diagnosed with MS possess antibodies against ab-crystallin in
their cerebrospinal fluid (CSF). Studies on mice demonstrated that knocking out its gene
caused more intense EAE with elevated cytokine levels, suggesting its protective role has
been compromised by an autoimmune response that disrupted it [27].

In an animal model of MS, antibodies targeting neurofascin cause axonal damage,
disrupt neuronal conduction, and worsen the disease. Neurofascin is a cell adhesion
molecule found on the surface of neurons. It plays a critical role in the formation and
maintenance of nodes of Ranvier, which are essential for the rapid conduction of nerve
impulses. Any disruption to these nodes can impair nerve signaling, leading to neurological
symptoms. For an autoantibody in the bloodstream to damage the CNS, it must first cross
the blood–brain barrier (BBB) and then bind to its target within the CNS. In MS, both
conditions are met. The disease increases the BBB’s permeability, allowing antibodies to
enter the CNS. Moreover, these antibodies can recognize and bind to the native structure
of NF186, a type of neurofascin. These antibodies can bind to NF186 in vivo, potentially
intensifying axonal damage in MS patients, especially those with high antibody levels.
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While 20–30% of MS patients have high levels of these antibodies, they are also found in
some healthy individuals. This is not surprising, as similar patterns are seen with other
autoimmune responses in MS. In conclusion, we have identified neurofascin as a potential
target in some MS patients. Antibodies against neurofascin can cause axonal damage in
CNS inflammatory diseases, suggesting potential new therapeutic avenues.

Neurofascin, another candidate antigen expressed on neuronal axons and linked with
MS, may play a part in contributing to axonal damage. The presence of antibodies against
neurofascin in MS patients suggests such damage may contribute to MS pathogenesis and
treatment interventions. Even so, further research must continue in this field to understand
the antigenic targets for MS disease pathogenesis and potential therapeutic interventions
more deeply [28].

3.2.4. The Role of NK Cells

NK cells are large granular lymphocytes with the capacity to spontaneously eliminate
target cells without prior sensitization, as well as serving a regulatory function by secreting
cytokines and engaging in cell-to-cell interactions. Functionally, natural killer (NK) cells
play an essential role in initiating immune responses against viral infections and slowing
tumor growth. Their actions are tightly regulated through activating and inhibitory recep-
tors, which guide their responses to stimuli. NK cells play an essential role in our immune
system’s defense against infections and cancerous growth by identifying stress-induced
ligands on target cells using specific receptors like natural cytotoxicity receptors and C-type
lectin receptor NKG2D. Through their unique capabilities, they serve as a frontline defense
against infections or cancerous growth [29].

NK cells’ role in multiple sclerosis (MS) remains an area of intensive investigation, with
both positive and negative correlations observed in studies. Studies with an experimental
animal model of MS (EAE) indicate possible protective benefits from their depletion in
terms of more severe EAE symptoms and increased CNS pathology due to CD4+ T cells
being killed directly by them; however, conflicting results have also been reported showing
both beneficial and detrimental impacts from their involvement with EAE [26].

Functional activity of NK cells tends to be lower among MS patients compared with
healthy individuals, leading to decreased numbers in their blood. Lower numbers have
been linked to higher risks of relapse and lesion formation for MS patients. While its exact
role in MS pathogenesis remains complex and multifaceted, evidence indicates NK cells
could exert a major impact on disease outcomes. Further investigation will help shed
more light on this intricate relationship between immune response mechanisms and NK
cells, potentially providing insights into new therapeutic strategies and approaches for
managing MS [30].

Researchers have suggested that interactions between NK cells and dendritic cells
(DCs) could play an integral role in understanding their impact on MS (Figure 2). Studies
indicate that GA (glatiramer acetate), an effective MS treatment medication, can alter these
communications between NK cells and DCs to decrease autoantigenicity presentation to
autoreactive T cells and thus lessen inflammation [31].

Studies conducted with mice with experimental autoimmune encephalomyelitis (EAE),
an animal model of MS treated with GA, support the concept that GA enhances natural
killer cell (NK cell) cytotoxicity. Furthermore, in MS patients undergoing GA treatment,
their NK cells demonstrated significantly enhanced antitumor and DC killing abilities when
compared to their pre-treatment levels, suggesting interactions between NK cells and DCs
as potentially being key pathways underlying its effects in MS management and meriting
further exploration to better understand how this drug acts when treating this disease [32].

Multiple sclerosis (MS) involves many complex interactions between NK cells and
MS, which may be both positive and negative in nature. To fully grasp their impact, further
research must be conducted, particularly to understand the specific effects of various
subsets of NK cells in relation to MS development and response to treatments; such deeper
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knowledge will reveal insights into potential therapeutic strategies or interventions that
may help manage MS more effectively.
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Figure 2. Comparison between NK22 cells and NK17/NK1 cells. NK22 cells are primarily located in
tissues such as tonsils and Peyer’s patches, while NK17/NK1 cells originate from human blood when
activated in vitro with IL-2 and are notably present in the CSF of MS patients even in the absence of
activation. NK22 cells predominantly express the NK cytotoxicity receptor NKp44. NK17/NK1 cells
express receptors NKp30, NKG2D, NKp44, NKp46, and CD158, although the expression of NKp44,
NKp46, and CD158 is less pronounced compared to other NK cell cytotoxicity receptors. NK22 cells
express CCR6, and both secrete and respond to CCL20/MIP-3α. NK17/NK1 cells, on the other hand,
express CCR4 and both secrete and respond to CCL22/MDC. NK22 cells express transcription factors
RORγ, AHR, RORα, and IRF4. NK17/NK1 cells express RORγ and T-bet, leading them to secrete
both IL-17 and IFN-γ.

4. Immune Mechanisms in Neurological Disorders
4.1. Immune-Related Neurological Disorders: MS and Beyond

Autoimmune disorders such as multiple sclerosis (MS) involve the immune system
directly attacking body cells. In MS, immune cells target and attack the myelin sheath
surrounding axons to cause demyelination and disability. Historically, this disease was
classified as either relapsing-remitting or progressive; now, however, these classifications
overlap, creating a spectrum of disease manifestations [33].

Relapsing symptoms in MS are associated with acute inflammation, often due to
the infiltration of immune cells from the periphery into the central nervous system (CNS).
Progressive symptoms, however, tend to be caused by neuroinflammation. Immunotherapy
has proven moderately successful at treating MS relapsing symptoms; however, due to
targeting peripheral immune system components only, it thus fails to address progressive
symptoms. Immunotherapy’s success at treating relapsing symptoms underscores how
important immune interactions between central and peripheral systems are in MS onset and
progression, opening potential avenues for improving therapeutic targeting for progressive
MS cases [34].

Although much about MS’s etiology remains unknown, experimental autoimmune
encephalomyelitis (EAE) models have become an invaluable way of studying this illness
and uncovering potential mechanisms. A typical one involves CD4+ T cells migrating into
the CNS. These infiltrations may result from disruptions in either the blood–brain barrier
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(BBB) or blood–cerebrospinal fluid barrier (BCSFB) and may include T cells that recognize
host myelin as antigen during infiltration or become activated later. These reactive T cells
release proinflammatory cytokines that trigger microglia activation and attract peripheral
macrophages that contribute to myelin destruction. Microglia become activated when
they release proinflammatory cytokines, exacerbating neuroinflammation further and
disrupting the BBB, leading to greater infiltration of peripheral immune cells into the
central nervous system. Neuroinflammation caused by microglia and astrocytes persists
throughout disease progression as neurons undergo demyelination and degeneration,
which makes understanding these complex mechanisms essential to progressing knowledge
about MS and developing more effective treatment approaches [35].

Microglia were once thought to be solely pro-inflammatory cells; however, recent
discoveries show they also play an anti-infiltrative function by restricting macrophage
infiltration into the central nervous system (CNS). Studies have also uncovered activa-
tion phenotypes resembling “disease-associated microglia”, suggesting similarities with
other neurodegenerative conditions. Furthermore, their interaction is essential in multiple
sclerosis development and progression and presents an attractive target for therapeutic
interventions [36].

Neutrophils have emerged as key players in the severity of multiple sclerosis (MS),
as their count correlates directly to disease activity. Studies using MS models have also
demonstrated that depleting neutrophils leads to reduced disease severity, suggesting their
potentially detrimental role in an autoimmune disorder like MS. CXCR2 signaling might
play a part in mediating neutrophil-induced damage and its interactions with microglia,
providing a promising therapeutic target for managing MS [37].

So, MS research highlights the critical role played by immune cell interactions in
the development of multiple sclerosis (MS). Recognizing and targeting these interactions
may provide effective therapies to impede or reverse MS progression and lead to better
patient outcomes.

4.2. The Role of Neuroimmunity in the Pathogenesis of Neurological Disorders

Dysregulated immune responses in the central nervous system (CNS) play an essential
part in inducing neuroinflammation and contributing to various neurological conditions,
such as Alzheimer’s, Parkinson’s, multiple sclerosis, and stroke. Microglia cells secrete
inflammatory proteins that cause neuronal damage while worsening symptoms, and
understanding neuroimmunity offers valuable insights into potential therapeutic targets
for these complex neurological illnesses [35].

5. Clinical Neuroimmunology Research
5.1. Recent Advancements in Clinical Research of Neuroimmunological Disorders

Recent advances in neuroimmunology research have made substantial strides, pro-
viding unprecedented insights into the underlying mechanisms, diagnosis, and treatment
of neurological conditions involving the immune system. Advancements in technology,
including sophisticated imaging techniques such as MRI and PET scans, as well as high-
throughput genomics and proteomics analyses, have enabled more in-depth investigation
of the relationship between nervous and immune systems. PET is a potent functional imag-
ing technique that can explore both healthy and affected brains. It offers a non-invasive
way to measure specific biological markers, enhancing our comprehension of intricate
central nervous system conditions like multiple sclerosis (MS). While MRI remains pivotal
in tracking MS’s clinical progression, PET has traditionally played a supplementary role.
Nevertheless, recent advancements in PET imaging present opportunities to examine the
MS brain in ways MRI cannot. PET can delve into the root causes of neuroinflammation,
neuronal issues, demyelination, and remyelination in MS. Additionally, PET’s ability to
quantitatively assess molecular targets might be beneficial in future drug development
clinical trials. However, the widespread adoption of PET is constrained by the significant
expenses associated with cyclotrons and radiochemical labs. Discovering novel biomarkers
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has proven immensely helpful in early disease diagnosis and monitoring disease pro-
gression. Immunotherapies that target specific immune components have demonstrated
promising results in clinical trials, revolutionizing neuroimmunological disorders manage-
ment. These advances hold great promise in improving patient outcomes while furthering
our understanding of these complex conditions [1].

5.2. Methodologies Used in Clinical Neuroimmunology Research

Clinical neuroimmunology research is an interdisciplinary field that draws upon clini-
cal, immunological, and neurobiological methods to gain a comprehensive understanding
of neuroimmunological disorders. This field conducts large-scale epidemiological studies
to study their prevalence and risk factors associated with them, and advanced imaging
technologies like MRI allow researchers to visualize brain and spinal cord lesions as well as
track disease progression over time [38].

Immunological assays, such as flow cytometry and cytokine profiling, play an integral
part in characterizing immune cell populations and their activation status in relation to
neurological disorders under investigation. Genetic studies are performed in order to
identify susceptibility genes as well as their influence in contributing to their development
and progression [39].

Clinical trials play an integral part in assessing the safety and efficacy of various
immunomodulatory and neuroprotective therapies used to treat neuroimmunological
disorders in patients. Employing different research methodologies together contributes to
expanding our knowledge about these complex conditions while developing interventions
designed to enhance patient outcomes [40].

5.3. Challenges and Opportunities in Current Research

As clinical neuroimmunology research advances, however, it faces several difficulties.
One key hurdle stems from the diverse nature of neurological conditions and associated
immune responses. Due to this diversity, it becomes challenging to create universal thera-
peutic approaches that work for all patients [41].

Another barrier lies within the blood–brain barrier, which hinders the effective delivery
of immunotherapies to the central nervous system (CNS). Finding appropriate strategies to
overcome this barrier will improve treatment results and thus increase treatment efficacy.
As part of clinical research, evaluating the long-term safety and efficacy of immunomodu-
latory treatments remains a paramount focus. A comprehensive evaluation is necessary
to safeguard patient wellbeing as well as identify long-term benefits from therapies like
these. Lacking validated biomarkers for disease prognosis and treatment response poses
another difficulty: without reliable indicators, it becomes hard to tailor treatments specif-
ically to individual patient needs and delay personalized medicine approaches. Ethical
considerations in clinical research require careful consideration, from obtaining informed
consent from patients to addressing data privacy concerns. Maintaining a balance between
scientific advancement and patient welfare/privacy rights must always be prioritized for
responsible research conduct [42].

5.4. Case Studies: Application of Clinical Research in Managing MS and Other Neurological Disorders

Clinical neuroimmunology research has had a substantial effect on the management
of multiple sclerosis (MS) and other neurological conditions. Disease-modifying therapies,
including interferon-beta, glatiramer acetate, monoclonal antibodies targeting B cells or
T cells, and stem cell transplantation or gene therapies, have proven highly successful at
reducing relapse rates and slowing progression. Early diagnosis with advanced techniques
like MRI scans or cerebrospinal fluid analysis allows timely treatment initiation, leading to
better long-term results, while stem cell transplantation or gene therapies show promise at
slowing disease progression or even stimulating repair within MS patients [43].

Neuroimmunological conditions such as neuromyelitis optica spectrum disorder
(NMOSD) and autoimmune encephalitis have seen great strides made through clinical
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research, with specific autoantibodies having been identified, providing targeted thera-
pies. Rituximab, a B-cell-depleting agent, has been effective at managing NMOSD attacks
while decreasing disability progression and recurrences, and corticosteroids, intravenous
immunoglobulins, and plasmapheresis therapies have all proved beneficial when treating
patients suffering from autoimmune encephalitis patients [44,45].

Neuroimmunology research holds the promise of further improving the management
of complex neurological conditions, leading to improved patient outcomes and an enhanced
quality of life.

6. Neuroimmunological Aspects of Health and Diseases
6.1. The Impact of Neuroimmunology on General Health

The Global Burden of Diseases (GBD) includes various non-communicable conditions
like cardiovascular diseases, cancer, and chronic obstructive pulmonary disease. All three
share risk factors like smoking and diet as well as pathophysiological causes like oxidative
stress, inflammation, and excessive sympathetic activity [46]. This article proposes an
innovative solution to predict, understand, prevent, and potentially treat these illnesses by
employing neuroimmunology with vagal neuro-modulation as its foundation (Figure 3).
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Figure 3. Autonomic neurons involved in regulating immune responses. Neurons of the efferent
vagus nerve have their origins in the dorsal motor nucleus of the vagus (DMN) and the nucleus
ambiguus (NA) located within the brainstem’s medulla oblongata. These initial cholinergic neurons
extend to various visceral organs in the thoracic and abdominal regions, encompassing the lungs,
heart, liver, gastrointestinal system, kidneys, and pancreas. They engage with postganglionic vagal
neurons either close to or inside the organs they innervate, with these neurons primarily releasing
acetylcholine. The preganglionic neurons of the vagus nerve also end at the celiac ganglia and the
superior mesenteric ganglion, which is where the splenic nerve begins.

Vagal nerve activity plays an integral part in controlling frontal brain activity, which
in turn influences unhealthy lifestyle behaviors. The aim of this article is to introduce this
paradigm to medicine and public health practitioners while emphasizing its significance
for disease prevention and management. Epidemiological evidence shows that increased
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vagal activity, as measured by greater heart rate variability (HRV), independently pre-
dicts decreased GBD risk as well as better outcomes in those already living with GBD
conditions [47].

Neuroimmunology is the study of how the nervous and immune systems interact,
playing key roles in neural development, homeostasis, plasticity, and behavior modifica-
tion [1]. While its potential benefits for human health and the treatment of neurological
and psychiatric disorders are evident, translating research findings to clinical applications
remains challenging due to knowledge gaps, optimal intervention timing issues, and a lack
of tools that enable visualization or modulation.

As a way of meeting these challenges and pushing neuroimmunology forward, we
propose ten research questions that, if explored in depth, could yield tangible advances
over the short to medium term. These questions cover various aspects of neuroimmune
interactions and their implication for health, disease, and various stages of life. As key
themes in answering each question, we emphasize four cross-cutting themes critical to
effective investigation: (i) understanding the two-way interactions of neuroimmune inter-
actions; (ii) considering biological context (healthy state, disease state, and lifespan aspects);
(iii) employing appropriate tools and technologies for better understanding underlying
mechanisms; and (iv) translating research findings into practical clinical applications [48].

Though these questions do not encompass every knowledge gap in neuroimmunology,
they address areas with immediate and broad impacts. Our goal in outlining research
priorities is to foster collaboration among current and future research teams, working
cross-disciplinarily towards furthering neuroimmunology for significant advancements in
human health and disease treatment.

6.2. The Role of Neuroimmunology in Non-Neurological Diseases

The brain has long been considered immunologically unique due to the limited im-
mune reaction seen here compared to peripheral tissues. Early studies demonstrated that
transplanted foreign tissues survive longer after transplanting them into the brain than
elsewhere, which suggests some degree of immune privilege [49,50]. One theory behind
this phenomenon attributed this to the blood–brain barrier (BBB), which was thought to
prevent immune cells and molecules from entering from the bloodstream into the brain
via lymphatic vessels in its vicinity—further supporting T-cell immunity’s surveillance
by T cells.

Recent evidence is increasingly challenging this assumption and suggests that T cells
do visit the brain. Although the BBB provides protection from passive protein entry but not
from active cell entry, studies suggest drainage of cerebrospinal fluid and intracerebrally
injected antigens to deep cervical lymph nodes is used as a connection between brain
immune systems and peripheral ones [51,52].

Becher et al. (2000) illustrate the immunoreactivity of the brain as being in an active
state. Thus, attention has shifted towards creating and maintaining an immunosuppressive
microenvironment through factors like TGFβ, prostaglandins, and neurotrophins that are
released by astrocytes and neurons releasing TGFβ, prostaglandins, and neurotrophins
which serve to suppress immune responses while mitigating excess inflammation within
the brain [53].

B cells play an integral part in immune responses, both positively and negatively
regulating them. B cells have been associated with neuroimmunological diseases like
myasthenia gravis (MG), multiple sclerosis (MS), Guillain–Barré syndrome (GBS), and
Lambert–Eaton myasthenic syndrome (LEMS), with B cells playing a part in their pathogen-
esis by producing antigen-specific antibodies which stimulate T-cell activation and cytokine
production while contributing to optimal T-cell activation and production by T cells [54].

Though research on B cells and autoantibodies in neuroimmunological diseases re-
mains relatively scarce, ongoing investigations in this field continue to shed light on their
pathogenic roles and gradual involvement. Understanding how B cells contribute to dis-
ease development and progression is key for advancements in this field, with promising
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clinical applications and greater insight into underlying causes for neuroimmunological
conditions expected as B-cell research expands further [55]. Eventually, it is hoped that
further insight from research on neuroimmunological conditions can lead to improved
treatments or management methods.

6.3. Neuroimmunological Perspectives in Chronic Diseases

An experiment was carried out in order to determine the presence of T cells in the brain
parenchyma of individuals with Alzheimer’s disease (AD), other degenerative dementias,
and control subjects using semi-quantitative analysis of immunohistochemically stained
tissue sections. T cells were present in all cases examined; notably, more T cells could be
observed in AD cases than in any other cases studied [56].

T cells found in AD patients’ brains appeared activated but not fully differentiated,
without evidence of antigen-triggered clonal expansion. Instead, local inflammation may
explain this pattern of T-cell accumulation and activation within AD brain tissue. Our
findings shed light on their possible involvement in AD pathology as well as suggest
a possible role inflammation plays in driving T-cell activity within this setting; further
investigation should elucidate their exact mechanisms and implications in Alzheimer’s
disease [57].

Autoimmunity is a significant contributor to diseases affecting both the central and
peripheral nervous systems. The causes and clinical manifestations of these conditions
vary considerably. Among the key causes is dysregulated complement activation at spe-
cific sites—this has been implicated as one cause in various neurological conditions like
Guillain–Barré syndrome and neuromyelitis optica, where autoantibodies trigger activa-
tion of the complement system and damage self-tissues. Understanding this interaction is
integral for understanding the pathogenesis behind these neurological diseases [58].

Neuroimmunological diseases and their treatments pose challenges to the immune
system, elevating the risk of infections and severe illnesses. Consequently, vaccinations
play a crucial role in the clinical management of these conditions. However, the diverse
array of immunotherapies utilized in treating neuroimmunological diseases, especially
multiple sclerosis and neuromyelitis optica spectrum disorders, can also impact immune
responses to vaccines [59].

Polyspecific intrathecal immune response (PSIIR), commonly referred to as the “MRZ
Reaction” (M = measles, R = rubella, and Z = zoster; optionally herpes simplex virus, HSV),
refers to intrathecal immunoglobulin synthesis against two or more unrelated viruses found
in cerebrospinal fluid [60]. While widely recognized as an indicator for multiple sclerosis
(MS), PSIIR, an autoimmune–inflammatory neurological disease typically affecting early
adulthood with widespread damage throughout its central nervous system (CNS), remains
incompletely understood across other CAINDs that show positive results.

6.4. The Influence of Environmental and Lifestyle Factors on Neuroimmune Health

Behavioral neuroscience has been profoundly shaped by the understanding that brain
development occurs throughout adolescence and adulthood. Studies over time have
uncovered extensive research that indicates that adolescence is characterized by temporary
differences, leading to greater risks, rewards, and susceptibility for affective disorders (as
discussed here and further below). Importantly, behaviors and mental health disorders
do not arise solely from neuronal activity in the brain itself. Instead, communication
occurs between peripheral factors like immunity. Neuronal and immune interactions play a
pivotal role in regulating cognitive and behavioral functioning as well as any dysfunctions
throughout life, so for an accurate understanding of adolescent brain development, we
propose conducting in-depth developmental investigations of both peripheral and central
immune mechanisms [61].

Due to the devastating impacts of substance use disorders on health and wellbeing,
extensive research has been carried out to uncover factors contributing to their progression
from initial drug use to pathological drug use. Pinpointing these risk factors is essen-
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tial in creating strategies for mitigating risks and decreasing prevalence rates among the
population. We will review emerging research that explores interactions among periph-
eral immune system elements, gut microbiome composition, and central nervous system
functions in driving pathological drug use [62].

Multiple sclerosis (MS) is a chronic, progressive, inflammatory, and degenerative
condition that impacts millions of people worldwide, mostly impacting the central nervous
system. The interplay among glial, neural, and immune cells plays an integral part in
driving MS pathology, providing opportunities for therapeutic interventions [63]. We
explore contributing risk factors behind MS development, current treatments available to
modify it, and potential emerging technologies to fill clinical gaps, as well as identify novel
avenues of therapy targets in this review article.

MS displays gender disparities in both immune reactions and neurodegeneration,
influencing disease vulnerability and its progression. Interestingly, while women seem
more prone to MS due to immune system differences, these differences do not align with
those in the CNS. This raises the following query: if women have a higher disease incidence
and stronger peripheral immune responses, why do they not experience quicker disability
progression? In fact, men seem to progress faster. We theorize that gender-specific factors
might have distinct impacts on the immune system compared to the CNS, leading to
differences in disease susceptibility versus the rate of disability progression.

7. Developments in the Immunotherapy of Neurological Disorders
7.1. Current Approaches to Immunotherapy in Neurological Disorders

Imaging plays an integral role in diagnosing brain metastases, with MRI being the
preferred imaging technique due to its greater sensitivity compared to CT. It effectively
reveals the size, number, and distribution of central nervous system (CNS) lesions, such as
solid or pseudospherical lesions. Brain metastases typically appear at grey–white junctions,
with cerebral hemispheres being most prevalent (80%), followed by the cerebellum (15%)
and brainstem (5%) [64]. Certain primary malignancies like melanomas, choriocarcinomas,
germ cell tumors, thyroid cancers, or renal cell carcinomas are more susceptible than others
to hemorrhage-related brain metastases.

Postoperative MRI can help distinguish between residual tumor material and blood
byproducts after surgical removal of CNS lesions, according to data from malignant glioma
studies. Changes in tumor diameter after stereotactic radiosurgery (SRS) can vary widely:
approximately one-third of lesions experience transient increases in volume that usually
stabilize or return to their original size over time [65].

Immunotherapy holds promise for treating neurological diseases, similar to its suc-
cesses in treating cancer and autoimmune conditions. By harnessing immune responses,
along with their capacity for tissue repair support, immunotherapy may hold great promise
as an approach [66].

Multiple sclerosis (MS) was once treated by treating symptoms alone; however, thanks
to recent advancements in our understanding of MS’s underlying mechanisms, treatment
options are expanding quickly in an attempt to slow or stop its progression. Immunolog-
ical therapies have proven particularly successful at this, offering hope of better disease
control before severe neurological disabilities manifest themselves. Ongoing research
capitalizes on the advances made in immunoregulation understanding by offering more tar-
geted and selective immunological treatments targeting myelin antigens while decreasing
side effects [67].

7.2. Advances in MS Immunotherapy

Multiple sclerosis (MS) remains unknown with certainty, although evidence points
towards a role for the immune system in its progression. Genetic and environmental risk
factors both play a part in susceptibility [68]. Researchers have extensively researched
experimental autoimmune encephalomyelitis as an animal model for MS that displays
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T-cell-mediated inflammation within the central nervous system that often results in de-
myelination or nerve fiber damage.

Multiple sclerosis (MS) immunotherapy can lead to numerous side effects, which
could impact treatment decisions based on an analysis of risks and benefits. One such
adverse reaction is progressive multifocal leukoencephalopathy (PML), most frequently
seen after taking natalizumab. Factors such as prior immunosuppressive therapy, pres-
ence of John Cunningham virus (JCV) antibodies, and treatment duration exceeding two
years increase the risk of natalizumab-associated PML. Its incidence among MS patients
treated with all three risk factors is estimated at 13 cases for every 1000 cases treated with
this medicine. PML cases have also been associated with treatments of fingolimod and
dimethylfumarate, leading to significant considerations as to whether early intervention
with potent anti-inflammatory drugs such as fingolimod and dimethylfumarate is the opti-
mal approach to prevent long-term disability. There has been considerable debate regarding
which sequence and combination therapy would best address long-term disability, and
ethical considerations related to placebo-controlled trials for relapsing MS have further
complicated matters where withholding treatment is seen as unethical [69].

Current understandings of multiple sclerosis (MS) as an autoimmune disease have
been informed by research on MS lesions and animal models, especially experimental
autoimmune encephalomyelitis (EAE) [70]. Such studies not only provided key insight
into potential mechanisms but also into fundamental immunological processes.

This article is divided into two sections. The first addresses essential immunological
concepts and offers an imagined scenario for the immunopathogenesis of multiple sclerosis
(MS). The second provides a critical review of various biotech-based immunotherapies
with particular attention paid to their immunological principles, clinical evidence, and
potential challenges.

One promising approach involves coupling intact proteins or multiple myelin-derived
peptides to single cells like splenocytes or erythrocytes to enable simultaneous targeting
of various T-cell specificities. This concept is especially significant for MS antigen-specific
immunotherapy as tolerance of multiple T-cell epitopes is believed to be essential in
effective disease treatment due to epitope spreading [71].

Altered peptide ligands (APLs) are modified versions of antigenic peptides that can
switch their response from being an agonist to antagonist by disrupting specific hydrogen
bond interactions with T-cell receptors. This has been shown to reduce Th1 responses
significantly. When conjugated to reduced mannan, this cyclic APL induces significant Th1
reduction and moderate Th2 responses [72].

Another study using APLs of linear and cyclic MBP83-99 analogs, MBP83-99(A91, A96),
conjugated to reduced mannan, showed an ability to redirect immune responses away from
Th1 towards Th2 [73]. Thus, using reduced mannan as an immunotherapy strategy offers
potential immunotherapeutic solutions for MS patients.

7.3. Challenges in Developing Effective Immunotherapies

Recent clinical research in multiple sclerosis (MS) has provided valuable insights into
treating clinically isolated syndromes and secondary progression, as well as the effective-
ness of different immunomodulatory therapies—findings with significant implications for
optimizing the care of MS patients [74].

At present, treatment of autoimmune diseases typically includes corticosteroids and
immunosuppressive therapies. More refined approaches have also been incorporated,
such as interferon β (IFN-β) and glatiramer acetate (GA), and both medications have been
employed successfully in managing MS [75].

However, despite progress made in MS research, significant challenges still exist.
Progressive MS remains untreatable, and efforts to repair injured axons and protect neu-
rons are limited [76]. Recent advances have laid the foundation for developing targeted
immunotherapies based on genetic and genomic discoveries, hopefully expanding patient
therapeutic options.
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MS is characterized by an adaptive immune response involving regulatory T cells
(Tregs), with functional deficiencies being seen within this network of Tregs being linked
with disease activity and progression. Thus, inducing Tregs as part of MS immunotherapy
should be one key goal [77].

Since 1993, when interferons became available as treatments for MS, significant
progress has been made in immunotherapy for MS. More specific immunomodulatory
drugs have become available, showing increased efficacy tailored to each person with MS.

Targeting immune elements involved in the immunologic cascade is one approach
to treating MS, immunoactive drugs that focus on either the innate or adaptive immune
response have been developed. We discuss humoral-targeted immunotherapies for MS,
such as Rituximab, Ocrelizumab, and Ofatumumab, that show promise as B-cell-depleting
agents—some agents, such as Atacicept, were discontinued due to increased inflammation
activity compared with the placebo [78].

7.4. Future Directions in Immunotherapeutic Strategies for Neurological Disorders

Precision oncology and immunotherapy hold great promise in developing more
effective, well-tolerated therapies against highly aggressive forms of glioblastoma cancer.
This review showcases recent advancements in treatment strategies as well as possible
future directions of these approaches to precision oncology and immunotherapy treatments
for glioblastoma treatment [79].

As we seek to gain a better understanding of the extracellular mechanism of MS,
equal emphasis should be given to preclinical research targeting the intracellular depo-
sition of MS and its potential role in relieving neuronal dysfunction [80]. When con-
ducting ongoing and future clinical investigations assessing immunotherapies for Parkin-
son’s disease, careful patient selection criteria, outcome criteria evaluation, and thorough
pharmacodynamic assessments must all be implemented so as to accurately evaluate the
efficacy of immunotherapies.

Glioma, a leading primary intracranial malignancy, poses many difficulties due to
limited treatment options and poor survival rates. Immunotherapy’s proven success with
other cancers has opened the door for similar therapies that seek to activate patients’
immune systems to target and eliminate gliomas. Furthermore, this review highlights
novel concepts and advanced technologies that hold promise in designing more effective
immunotherapies, providing potential blueprints for more efficient glioma treatments [81].

Current treatments for advanced melanoma involve immunotherapy using anti-PD1
antibodies or targeted therapy with BRAF and MEK inhibitors, with immunomodulatory
agents like LAG3, TIM3, OX40, CD137, IDO, and GITR being explored as potential thera-
peutic solutions. Research is being conducted into fully exploiting available treatments
while simultaneously creating new drugs; however, an optimal first-line treatment remains
uncertain [82].

Psychotropic medications have been employed to address psychiatric symptoms
associated with NMDAR encephalitis; however, their effectiveness may be limited. There
has been little investigation of their possible use as adjunct therapies to enhance glutamate
and GABA neurotransmission. In this regard, it should be remembered that schizophrenia
differs slightly from anti-NMDAR encephalitis, where there is an irreversible loss of surface
NMDARs [83].

Future investigations should focus on understanding the significance of microglial
subpopulation depletion across various disease stages. A comprehensive understanding is
crucial before considering microglia depletion as a potential clinical intervention to resolve
neuroinflammation and promote recovery, and genetic tools like CX3CR1CreER mice or
targeted knockdown strategies can offer valuable insight. They may even aid in developing
tailored therapeutic approaches [84].
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8. Emerging Fields in Neuroimmunology
8.1. Neuroimmunology in Aging and Neurodegenerative Disorders

Chronic and acute stress can have profound impacts on health and functional wellbe-
ing, with neuroimmunological dysregulation and inflammation serving as major contribut-
ing factors in numerous disease states [85]. Psychosocial strain and negative emotions have
been associated with increased levels of pro-inflammatory biomarkers; immunosenescence—an
aging process marked by declining immune function that leads to higher morbidity rates
and susceptibility for fatal illnesses—particularly impacts neurodegenerative conditions
like Parkinson’s disease and diabetes.

Recent studies on brain health and its effect on other body tissues remain incom-
pletely understood; however, recent evidence points towards immune cells playing an
integral part in brain aging. Studies of both aging mice and humans show an increase in
type I interferon (IFN) response in the choroid plexus (CP), an area responsible for cognitive
function and neurogenesis, and neutralizing age-related type I IFN responses partially
restores cognitive function as well as hippocampal neurogenesis [86].

As individuals age, their brain’s immune cells, known as microglia, may become
hyperreactive and display age-related pro-inflammatory biases. This phenomenon may
be affected by both intrinsic factors (e.g., increased priming) and environmental ones,
such as amplified danger signals, cytokines, or altered glymphatic function affecting
microglia cells [87].

Aging and traumatic brain injuries (TBIs) may increase the priming of microglia, which
leads to presymptomatic neurodegenerative diseases like Alzheimer’s. Risk increases with
age and may also be affected by previous head trauma [88,89].

Aging has an adverse impact on the blood–brain barrier (BBB), rendering it more
permeable and permitting increased immune activation, expression of stress-induced and
inflammatory genes, and infiltration of CNS immune cells into the central nervous system
(CNS). Such age-related changes in immunity could contribute to the ineffective clearance
of toxic protein aggregates associated with neurodegenerative disorders [90].

8.2. Pediatric Neuroimmunology

Recent advancements in pediatric neuroimmunology have seen considerable advances.
The detection of conformationally correct myelin oligodendrocyte glycoprotein (MOG)
antibodies using cell-based assays has led to an increasing identification of children with
various monophasic and relapsing phenotypes; however, debate remains as to the severity
and outcome in this rapidly expanding spectrum of MOG-related demyelination [91].

Research efforts have primarily centered around studying Rituximab’s effects in pe-
diatric neuromyelitis optica (NMO)/NMO spectrum disorders (NMOSD) patients and
exploring its relationship to B-cell repopulation and relapses. Rituximab has proven effec-
tive at preventing relapses; however, the risk increases with B-cell repopulation—redosing
before B-cell repopulation may help further decrease its likelihood [92].

Another area of investigation includes exploring how serum neurofilament light chain
(sNfL) could serve as an accurate biomarker of disease activity and treatment response
in pediatric patients with multiple sclerosis (MS). Studies suggest sNfL could serve as an
accurate biomarker for monitoring disease activity and response among young MS patients,
potentially helping predict severity levels as well as guide decision-making regarding
treatment decisions in young MS cases [93].

Studies conducted among pediatric neuroimmunology populations demonstrated sig-
nificant variance in 2-m and 4-m ETDRS chart scores, even after accounting for factors like
optic neuritis (ON), vision correction, gender, and age, as revealed by the GEE model [94].

8.3. Neuroimmunoendocrinology: The Interactions between the Nervous, Immune, and
Endocrine Systems

Bidirectional feedback communication among stress response, immune system, and
endocrine system is integral for adaption to stressful stimuli, maintenance of homeostasis,
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and overall survival. Advancements have been made in understanding the molecular, cel-
lular, and systemic physiological mechanisms underlying this communication—especially
regarding immunity. Numerous neuroendocrine mediators like cortisol, estrogen, testos-
terone, DHEA catecholamines, corticotropin-releasing hormone, and adenosine have been
identified as having immunomodulatory activities [95].

The nervous and immune systems share intimate connections, with close interactions
regulating systemic homeostasis via the production and secretion of regulatory peptides
(e.g., peptide hormones, cytokines, chemokines, and integrins). These molecules play an
integral part in maintaining tissue homeostasis. Similarly, their production in both brain
areas as well as central organs of immunity/endocrinology systems is comparable [96].

Maintaining homeostasis requires three regulating systems: nervous, endocrine, and
immune. Interactions among these three have long been recognized, giving rise to neu-
roendocrinology. More recently, however, their combination is emerging as an exciting and
rapidly expanding area of research [97].

These communication pathways encompass an array of interactions among cells,
tissues, and organs with implications for mitochondrial functioning. Disruptions to in-
teractions between mitochondria and neuroendocrine–immune systems contribute to
Alzheimer’s and Parkinson’s diseases as pathologies [98].

Recent understandings of Parkinson’s disease have included immuno-inflammation
and oxidative and nitrosative stress as key features, which are also seen in depression,
somatization, and peripheral inflammation. We present evidence supporting their rele-
vance in such conditions such as depression and somatization that are typically thought
of as “comorbidities,” proposing instead that depression and somatization experienced
throughout a lifetime, during the prodromal phase and concurrent with Parkinson’s, may
actually play a significant role in its origins and progression rather than simply being
“psychiatric” symptoms [99].

Interactions between neuroendocrine and immune systems have long been a focus
of intense study and represent a highly promising area of investigation. Ample data are
available that provide new insights into their bidirectional signal exchanges [100].

The hypothalamic–pituitary–adrenal (HPA) axis plays a key role in our body’s re-
sponse to stress. Corticotropin-releasing factor (CRH), adrenocorticotropin (ACTH), and
glucocorticoids play an integral part in stress response mechanisms, modulation of proin-
flammatory cytokines production, regulation of peripheral immune response regulation
and neuroimmunoendocrine interactions regulating peripheral immunity response reg-
ulation; targeting this system could provide therapeutic approaches both human and
experimental forms of Chagas disease [101].

8.4. The Role of Microbiota in Neuroimmunology

Recent interest in gut microbiota’s role in human health has renewed attention on its re-
lationship to the brain–gut axis, yet its exploration dates back over three centuries [102]. We
explore its historical development here with special reference to microbiota–neuroimmune
communication, specifically highlighting that gut microbiota plays an integral part in
pathogenicity for NMOSD (neuromyelitis optica spectrum disorder), suggesting micro-
biota interventions, such as diet changes, probiotics, antibiotics, or even fecal bacterial
transplantation, could serve as treatment options for NMOSD patients [103].

Parkinson’s disease (PD) has long been linked with gut microbiota dysbiosis. Studies
have demonstrated how imbalanced microbiota contributes to exacerbating symptoms.
Germ-free (GF) animal models offer invaluable insight into this relationship between micro-
biota and various neurobiological and neurodevelopmental disorders—autism, obsessive
compulsive disorder (OCD), depression, and anxiety, among others—and their micro-
biomes. GF rodents exhibit distinct behaviors when compared with conventional rodents
that often exhibit anxiety- or depressive-like characteristics [103].

Th17 cells, an integral component of the immune response, can be stimulated by
commensal microbiota present in the gut. Signaling between the nervous system and
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gastrointestinal tract appears to be impaired in conditions like irritable bowel syndrome
(IBS), often described as a disorder of the gut–brain axis with multiple communication
systems involved like microbiota–host crosstalk and neuroimmune interactions. Emerging
evidence shows IBS patients possess different gut microbiomes than healthy individuals
and, more specifically, dysbiotic colonic microbiota or mycobiota are found more frequently
in those suffering from hypersensitivity [104].

Indeed, gut microbiota plays an indispensable role in regulating physiological and
metabolic pathways. We will explore significant and current connections between gut
microbiota and other systems in the body in subsequent sections. Any shifts in metabolic
or physiological functions caused by changes to gut microbiota can create system-wide
imbalances. Studies on interactions between host–microbiota interactions involving in-
testinal epithelium/immune system interactions have been extensively researched. More-
over, there has been increasing understanding regarding interactions between gut micro-
biota/neuroimmune system interactions, thus shedding light on their importance to overall
health/wellbeing [105].

9. Conclusions
9.1. Summary of Key Findings

Multiple sclerosis (MS) research in neuroimmunology has brought forth significant ad-
vances, deepening our knowledge and improving treatment approaches for this condition:

(a) Immune Dysregulation: Multiple sclerosis is characterized by autoreactive T cells
attacking the central nervous system, leading to inflammation and nerve fiber de-
myelination. Understanding their activation and regulation is crucial to discovering
potential therapeutic targets for treatment;

(b) Cells Play an Important Role in Multiple Sclerosis Pathogenesis: B cells have emerged
as key contributors to MS pathogenesis. By producing autoantibodies and modulating
T-cell responses, these B cells play an integral part in tissue damage and neuroin-
flammation. Depletion therapies targeting B cells have shown promise as a possible
treatment option for MS;

(c) Genetic Susceptibility: Genome-wide association studies have linked various genetic
variations with MS susceptibility, enabling personalized therapy approaches and
insights into genetic factors contributing to its cause;

(d) Environmental Triggers: Research has shed light on how environmental triggers
like smoking, vitamin D deficiency, and viral infections interact to increase MS risk
and severity. Researchers have also investigated the interaction between genetic
predisposition and environmental influences in driving this process forward;

(e) Neuroprotective Strategies: Because MS leads to neurodegeneration, researchers are
investigating neuroprotective measures that preserve nerve function and facilitate
repair processes. Researching molecules involved with remyelination and axonal
support could reveal therapeutic targets;

(f) Immunomodulatory Medications: Immune-system-targeted disease-modifying thera-
pies have become a cornerstone of MS treatment, demonstrating significant slowing
in disease progression and enhanced patient outcomes through early use.

(g) Studies have shed light on how gut microbiota influences immune responses and
possibly contributes to MS. Understanding this relationship could lead to novel
treatment approaches aimed at altering gut bacteria composition and functioning;

(h) Neuroimmunological studies have provided valuable insights into multiple sclerosis
by shedding light on its gut–brain axis, genetic predispositions, environmental influ-
ences, B-cell involvement, immune dysregulation, and neuroprotective treatments
as key elements. These discoveries hold great promise for developing more targeted
and effective treatment strategies and ultimately improving the quality of life among
those living with this complex neurological disorder.
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9.2. Implications for Future Research

Future studies in neuroimmunology hold great promise for furthering our under-
standing of multiple sclerosis (MS) and developing more effective therapies. Key areas of
investigation may include the following:

(a) Uncovering Underlying Mechanisms: Exploring the interrelations between MS’s
immune and neurological systems can provide insight into specific physiological and
molecular processes driving disease development while pinpointing key immune cell
types, cytokines, and chemokines associated with inflammation and demyelination,
which will allow targeted therapies;

(b) Neuroprotective Strategies: Although immune dysregulation is currently at the core
of MS treatments, future research should prioritize neuroprotective approaches that
preserve and restore damaged nerve cells. Deliberate identification of chemicals
or pathways that promote neuronal survival and remyelination is key for slowing
disability progression;

(c) Microbiome and Gut–Brain Axis: Understanding the role of gut microbiomes and
gut–brain axis in MS pathophysiology can lead to innovative treatments that control
immune responses and decrease disease activity, including interventions that regulate
gut microbiomes;

(d) Precision Medicine: Advancements in molecular profiling, biomarker discovery, and
tailored treatment strategies hold great potential to optimize medication selection
treatment efficacy and minimize side effects in MS patients;

(e) Immunological Tolerance and Immunomodulation: Generating novel immunological
tolerance mechanisms against myelin antigens could revolutionize MS therapy. Inves-
tigating innovative immunomodulatory strategies such as antigen-specific therapy or
immune cell modulation could slow disease progression;

(f) Innovative Imaging Technologies: State-of-the-art imaging techniques like optical
coherence tomography and advanced MRI methods offer more precise and early
diagnostic indicators, monitor disease progression, and assess treatment efficacy
in real time;

(g) Drug Repurposing: Investigating the therapeutic potential of existing neuroprotective
or immunomodulatory medications can hasten the discovery of new MS treatments.

Future neuroimmunology research for MS should prioritize advanced imaging tech-
niques, uncovering disease mechanisms, examining genetic and environmental influ-
ences, devising neuroprotective and precision medicine strategies, and exploring gut–brain
axis/microbiome interactions while considering drug repurposing strategies—these efforts
will allow for the creation of personalized, efficient therapies to enhance the quality of life
for MS patients while lessening the burden of this debilitating condition.

9.3. Final Thoughts

An Exhaustive Analysis of Neuroimmunology: Lessons learned from multiple sclero-
sis and upcoming therapeutic advancements provides an essential resource on the complex
interplay between immune and neurological systems, with multiple sclerosis (MS) as its
focal point. It offers contemporary insight into its pathophysiology, clinical manifestations,
and available treatment options, providing readers with a thorough overview.

This review offers invaluable insight into the neuroimmunological mechanisms un-
derlying MS. It may address how immune cells, cytokines, and signaling molecules play a
role in central nervous system inflammation responses and demyelination. Furthermore,
genetic and environmental factors may play a part in contributing to its onset and its
heterogeneous presentations in different patients’ cases.

One of the hallmarks of this comprehensive review is its detailed examination of cur-
rent MS treatments. This likely involves discussing immunomodulatory drugs, symptom-
relieving medication, and disease-modifying therapies. Furthermore, it may provide insight
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into emerging therapies or research methodologies that hold the promise of more precise
medicines in the future.

As this review highlights, its primary message may be the importance of ongoing
research and collaboration among neuroscientists, immunologists, and clinicians to fully
comprehend neuroimmunology’s application in MS treatment. As our understanding of
MS deepens, the potential exists for more tailored therapeutic advancements that could
potentially enhance the quality of life for those living with MS.

Overall, this in-depth analysis serves as an indispensable resource for academics,
medical professionals, and anyone wanting deeper insights into neuroimmunology and its
application in treating multiple sclerosis today and in the future.
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Abstract: In this review article, we embark on a thorough exploration of cannabinoids, compounds
that have garnered considerable attention for their potential therapeutic applications. Initially, this
article delves into the fundamental background of cannabinoids, emphasizing the role of endogenous
cannabinoids in the human body and outlining their significance in studying neurodegenerative
diseases and cancer. Building on this foundation, this article categorizes cannabinoids into three main
types: phytocannabinoids (plant-derived cannabinoids), endocannabinoids (naturally occurring in
the body), and synthetic cannabinoids (laboratory-produced cannabinoids). The intricate mechanisms
through which these compounds interact with cannabinoid receptors and signaling pathways are
elucidated. A comprehensive overview of cannabinoid pharmacology follows, highlighting their
absorption, distribution, metabolism, and excretion, as well as their pharmacokinetic and pharmaco-
dynamic properties. Special emphasis is placed on the role of cannabinoids in neurodegenerative
diseases, showcasing their potential benefits in conditions such as Alzheimer’s disease, Parkinson’s
disease, Huntington’s disease, and multiple sclerosis. The potential antitumor properties of cannabi-
noids are also investigated, exploring their potential therapeutic applications in cancer treatment and
the mechanisms underlying their anticancer effects. Clinical aspects are thoroughly discussed, from
the viability of cannabinoids as therapeutic agents to current clinical trials, safety considerations, and
the adverse effects observed. This review culminates in a discussion of promising future research
avenues and the broader implications for cannabinoid-based therapies, concluding with a reflection
on the immense potential of cannabinoids in modern medicine.

Keywords: cannabinoids; neurodegenerative diseases; phytocannabinoids; antitumor properties;
endocannabinoids; cannabinoid receptors

1. Introduction
1.1. Background on Cannabinoids

The burgeoning field of research surrounding Cannabis sativa has identified ∆9-
tetrahydrocannabinol (THC) as one of its key active compounds. This compound, along
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with a plethora of related molecules, both phytochemical and synthetic, exhibits an affinity
for specific neuronal binding sites, contributing to an altered mood and perceptions. These
binding locations are particularly abundant in neural structures such as the substantia
nigra, hippocampus, and cerebellum. One of the clinical manifestations associated with
excessive cannabis consumption is cannabinoid hyperemesis syndrome (CHS), a condition
characterized by recurrent episodes of severe vomiting. This syndrome is exacerbated
by the consumption of high doses of cannabinoids and has imposed a growing burden
on healthcare systems, particularly in the United States. Despite the increasing preva-
lence of CHS, the medical community has yet to reach a consensus on optimal treatment
strategies [1,2].

Beyond their well-documented medicinal applications, cannabinoids have been the
subject of intensive investigations aimed at exploring their therapeutic potential for a
variety of medical conditions, including pain, addiction, obesity, and inflammation, among
others. Recent discoveries have expanded our understanding of the pharmacology of
cannabinoids by revealing the existence of non-CB1 and non-CB2 orphan G-protein-coupled
receptors such as GPR18, GPR55, and GPR119. These receptors operate in conjunction
with the established CB1 and CB2 receptors but have unique characteristics, including
allosteric binding and biased signaling, which could lead to distinct functional outcomes.
A particularly intriguing line of inquiry has revealed the presence of CB1 receptors within
the mitochondria of striated and cardiac muscles, implicating them in the modulation of
intramitochondrial signaling and respiratory processes [3–5].

1.2. Importance of Endogenous Cannabinoids

The endocannabinoid system (ECS) represents a complex neuromodulatory network
that is of paramount significance to the central nervous system (CNS), synaptic plastic-
ity, and adaptive responses to both endogenous and environmental stimuli. Comprising
cannabinoid receptors (CBRs), endogenously synthesized cannabinoids (endocannabi-
noids), and enzymatic pathways for their synthesis and degradation, the ECS serves as a
critical mechanism for neuromodulation. While CB1 cannabinoid receptors are the most
commonly implicated receptors in these interactions, other receptors such as CB2, tran-
sient receptor potential channels, and peroxisome proliferator-activated receptors also
participate [5,6].

Two endogenous cannabinoids that have attracted significant academic attention
are 2-arachidonoyl glycerol (2-AG) and arachidonoyl ethanolamide (anandamide). De-
spite sharing molecular similarities, these cannabinoids diverge in their synthetic and
degradative enzymatic pathways, leading to distinct physiological and pathophysiological
roles [7,8].

The societal ubiquity of cannabis consumption has fueled a wealth of research into the
physiological and pathophysiological functions of endocannabinoids. Marijuana’s preva-
lence as a widely consumed substance in Western societies contributed to the discovery
of the ECS and elucidated its involvement in a plethora of physiological processes. This
intricate system comprises G-protein-coupled CBRs that are activated by lipid mediators,
commonly referred to as endocannabinoids (eCBs). These eCBs are not only synthesized
from cannabis but also encompass a variety of biochemical constituents including pre-
cursors, enzymes, and transporters. Research has revealed an extensive distribution of
components of the ECS throughout various bodily regions and organs, underscoring its
fundamental role in physiology and the potential for targeted interventions for a range of
human ailments [9–12].

Historically, Cannabis sativa (marijuana) has been employed to stimulate appetite,
but rigorous scientific scrutiny of its molecular mechanisms gained momentum following
the identification of THC in the late 1960s. Although marred by societal disapproval due
to misuse, empirical evidence has highlighted the therapeutic potential of marijuana and
its derivatives. Specifically, they have been found to enhance appetite for sweet foods.
The elucidation of distinct CBRs and their endogenous ligands has provided a robust

279



Biomolecules 2023, 13, 1388

physiological framework for understanding the myriad biological effects mediated by
marijuana and other cannabinoids [13,14].

Recent advancements in the field have illuminated the existence of a plethora of
naturally occurring compounds that serve as binding partners to CBRs. eCBs bear a
functional resemblance to endorphins and have been detected in a range of mammalian
species, including humans. Notably, eCBs have been identified in a diverse array of tissues
such as the CNS, peripheral nerves, and reproductive and immune organs like the uterus,
leukocytes, spleen, and testicles. Anandamide, one of the earliest-discovered eCBs, is
present in notably high concentrations in uterine tissue [15]. This suggests a pivotal role
in reproductive processes, a notion corroborated via extensive investigations. Empirical
studies have revealed anandamide’s crucial involvement in orchestrating implantation
processes. A diminished enzymatic activity responsible for the breakdown of anandamide
has been frequently associated with early pregnancy loss [16,17]. The growing body
of scientific literature on eCBs has notably concentrated on the study of anandamide,
reaffirming its significance in both physiological and pathophysiological contexts.

1.3. Overview of Neurodegenerative Diseases and Cancer

THC demonstrates interactions with CBRs, chiefly CB1 and CB2, which are naturally
activated by eCBs. The compound plays a multifaceted role in various physiological and
pathological domains, including the modulation of the release of neurotransmitters, the
regulation of pain perception, and the functioning of the cardiovascular, digestive, and hep-
atic systems. Nonetheless, THC’s psychotropic effects, which are mainly mediated via the
activation of CB1 receptors in the brain, have considerably restricted its clinical applicability.
Contrastingly, the cannabis plant is replete with cannabinoids that exhibit minimal to no
psychotropic activity, many of which have demonstrated therapeutic potential surpassing
that of THC. Among these, cannabidiol (CBD) has gained prominence for its prospective
utility in treating conditions such as inflammation, diabetes, cancer, affective disorders, and
neurodegenerative diseases. Another cannabinoid, D9-tetrahydrocannabivarin (THCV),
shows promise in addressing issues like epilepsy and obesity [18,19].

Neurological disorders, inclusive of neurodegenerative diseases and traumatic brain
injuries, pose considerable challenges to healthcare due to their impact on cognitive, motor,
and behavioral functions. While diverse therapeutic strategies have been explored, none
have provided definitive results. However, accumulated evidence indicates that cannabi-
noids may offer a novel pathway for treatment. Research elucidates the in vivo potential
of both natural and synthetic cannabinoids in ameliorating cognitive decline and motor
impairments. Animal models have demonstrated the efficacy of cannabinoids in enhancing
neurobehavioral function, improving working memory, and reducing neurological deficits
through mechanisms such as modulating inflammation, mitigating edema, and preserving
the neuronal structure [20,21].

CBD’s antioxidative properties have revealed its potential in combating neurodegen-
erative and cardiovascular disorders. Moreover, animal studies have showcased CBD’s
anticancer properties. The co-administration of THC with radiation therapy has also been
observed to induce higher rates of autophagy and apoptosis in cancer cells. The National
Cancer Institute acknowledges the therapeutic potential of Cannabis sativa, particularly
THC and CBD, in alleviating various symptoms associated with cancer, including pain,
appetite loss, nausea, and anxiety. CBD’s complex pharmacological profile allows it to act
as an adaptogen and modulator, interacting intricately with the receptor proteins CB1 and
CB2, among other sites [22].

CBD is increasingly being recognized for its potential as an immunomodulatory entity.
Empirical studies substantiate its efficacy in engendering immunosuppression against
non-infectious inflammatory conditions, such as inflammatory bowel disease, rheumatoid
arthritis, and neurodegenerative disorders. Moreover, CBD has exhibited immunoprotec-
tive qualities against viral infections, including COVID-19. Its interactions with an array
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of cellular targets and signaling pathways have been found to induce specific anti-cancer
responses, which is in alignment with its principal role in ECS-mediated homeostasis [23].

Case reports in the medical literature affirm the therapeutic viability of cannabinoids
derived from Cannabis sativa. However, the clinical adoption of these compounds is
often hindered by the psychotropic side effects that are predominantly attributable to THC.
Advancements in the understanding of the ECS, including the discovery of new receptors,
ligands, and mediators, have facilitated the exploration of novel therapeutic avenues that
could mitigate the adverse psychotropic effects associated with certain plant constituents.
Such scientific innovations have catalyzed the development of FDA-approved medica-
tions that are revolutionizing contemporary medical treatment modalities. For instance,
Nabiximols, an FDA-sanctioned amalgam of THC and non-psychoactive CBD, has demon-
strated utility in alleviating the pain and spasticity related to multiple sclerosis [24,25].
Additionally, DRO and Nabilone have gained FDA approval for their effectiveness in
countering chemotherapy-induced nausea and vomiting in cancer patients. Notably, DRO
has also secured regulatory endorsement for its role in managing anorexia among AIDS
patients [26–29].

1.4. Significance of Studying Cannabinoid Effects

In a comprehensive meta-analysis incorporating 211 studies, the binding affinities
of cannabinoid receptor ligands at human (Hs) and rat (Rn) CB1 and CB2 receptors were
examined. Methodologies in line with the Cochrane procedures guided this nonclinical
investigation. Meta-regression techniques were utilized to identify data variances due to
methodological factors. The Ki values for THC exhibited discernible differences between
HsCB1 and RnCB1. The Kd values for CP55,940 and WIN55,212-2 also displayed significant
discrepancies between HsCB1 and RnCB1, as well as between HsCB1 and HsCB2. Moreover,
SR141716A exhibited affinity to both sets of CBRs [30].

Another exhaustive analysis considered 91 publications consisting of 104 individual
studies with 9958 participants. These studies ranged from randomized controlled trials
(RCTs) to observational research and covered a variety of pain-related conditions including
neuropathic pain, fibromyalgia, and chronic non-cancer pain (CNCP). Pooled event rates
(PERs) revealed that cannabinoids were statistically more effective than a placebo for
achieving a 30% reduction in pain, but no significant difference was found for a 50%
reduction in pain [31].

A discernible uptick has been observed in the usage of synthetic cannabinoid products
among adolescents. A study concentrated on the self-reported psychoactive and somatic
ramifications of synthetic cannabinoid use among adolescents. Notably, all participants
indicated experiencing euphoria and memory alterations. A significant majority, 82%, also
reported negative mood shifts. The concurrent use of marijuana and alcohol was noted by
91% of the subjects. Intriguingly, a robust correlation was observed between the frequency
of synthetic cannabinoid use and the number of other drugs consumed (r = 0.896, p < 0.05).
Consequently, the study concluded that adolescent users of synthetic cannabinoids report
substantial psychoactive effects [32].

Previous research has shown that the stimulation of CB1 receptors affects both motility
and food intake in rodent models and also has implications for human gastrointestinal (GI)
function; however, specific effects on human GI transit times and sensations of fullness
remain undetermined. To shed light on this, a double-blind, randomized study involving
30 healthy volunteers assessed the effects of DRO versus a placebo through a series of
diagnostic tests, including the Ensure® Satiation test and scintigraphic transit testing [33].
In summary, the study posits that the ECS within the human gastrointestinal tract can be
modulated by the non-selective cannabinoid receptor (CBR) agonist DRO to decelerate
gastric emptying. The study further advocates for subsequent investigations involving both
selective and non-selective cannabinoid antagonists to substantiate these initial findings.
Owing to preliminary evidence indicating gender-specific variations in gastric emptying
and fasting gastric volume in response to the acute administration of DRO, it is recom-
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mended that future research on cannabinoids incorporate gender stratification to rigorously
assess their impact [33].

2. Cannabinoids: Types and Mechanisms of Action
2.1. Phytocannabinoids

The historical and medicinal relevance of Cannabis sativa is rich, encompassing both
therapeutic and recreational applications. With over 120 C21 terpenophenolic compounds
known as phytocannabinoids, Cannabis sativa is a prime source of bioactive natural
compounds. THC, discovered in 1971, remains dominant among these, and its discovery
led to the identification of the ECS, which comprises CB1 and CB2 receptors. Despite its
psychotropic effects limiting its medical utility, THC, along with other phytocannabinoids,
holds promise for treating conditions like pain, anxiety, and cachexia. Contemporary
research is exploring the biosynthesis of phytocannabinoids in various species including
Cannabis, Rhododendron, and Radula, as well as the potential for engineering cannabinoids
with enhanced properties via synthetic biology strategies [34,35].

Similar bioactive constituents, namely phytocannabinoids, are also present in hashish
and marijuana, both of which are derivatives of Cannabis sativa L. Traditional pharma-
cology focused primarily on these compounds interacting with CB1 and CB2 receptors.
However, newer insights suggest a more complex interaction profile involving multiple
targets. The molecular pharmacology of key phytocannabinoids, particularly THC and
CBD, is a focal point in understanding their diverse range of actions [36,37].

Intricacies in the composition of phytocannabinoids involve a range of pathways and
variations in side-chain composition as well as the degree of isoprenyl residue oligomer-
ization. The complexity of these compounds extends to their varying origins, which
include not just higher plants but also liverworts and fungi. Factors like heat, light, and
atmospheric oxygen can induce non-enzymatic alterations in these compounds, affecting
key constituents like CBG, CBD, THC, and CBC. Not confined to CBRs, these bioactive
molecules engage with a variety of targets, such as thermo-TRPs and transcription factors
like PPARs, suggesting their potential as an investigational class of drugs with actions
beyond the ECS [38–40].

The limitations of conventional antiepileptic medications, characterized by suboptimal
efficacy and adverse side effects, render the exploration of alternative therapies imperative.
Phytocannabinoids, notably THC and CBD, offer a promising avenue in this context as
they have exhibited anticonvulsant properties with comparatively fewer adverse effects
in both preclinical and initial human studies. With the growing global acceptance of
cannabis-derived products as medical interventions, an understanding of their neurochemi-
cal mechanisms of action is essential. THC functions as a partial agonist at the cannabinoid
1 and 2 receptors (CB1/2), leading to typical outcomes such as euphoria and relaxation.
However, it may also induce dysphoria, anxiety, and manifestations of psychosis in certain
cases [41].

CBD and its propyl analog, cannabidivarin (CBDV), have been the focus of increasing
scientific inquiry due to their wide spectrum of therapeutic attributes, including anti-
inflammatory, anti-nausea, anti-tumor, anti-convulsant, anxiolytic, and neuroprotective
qualities. Despite the plethora of molecular targets with which phytocannabinoids interact
across various body systems, a comprehensive understanding of their mechanisms of action
remains elusive. The nematode C. elegans serves as a vital model organism in this context,
sharing approximately 60% of the genes associated with human pathologies and exhibiting
remarkable neural circuitry and G-protein-coupled receptor (GPCR) signaling similarities
to mammals [42].

With respect to major depressive disorder, compelling evidence suggests that the
activation of CB1 receptors may function as a protective mechanism in humans, either
directly or indirectly. This proposition is further supported by the negative mood effects,
including depression and suicidal thoughts, observed in obese patients treated with CB1
antagonists. Moreover, the silencing of CB1 receptors in specific neural circuits has been
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shown to elevate susceptibility to stress, potentially triggering a cascade of stress-related
disorders, including depression [43,44].

Despite the long-standing recognition of the therapeutic potential of phytocannabi-
noids and their antioxidative capabilities, the operational mechanisms remain under-
explored. Recent investigations have employed density functional theory (DFT) calcula-
tions to scrutinize the radical scavenging abilities of CBD and cannabidiolic acid (CBDA).
These studies highlight the effectiveness of these compounds in neutralizing hydroperoxyl
radicals in polar physiological environments, albeit with diminished efficacy in lipid-rich
media. This focus has also extended to investigating the antiradical properties of eight
key compounds from all the primary families of phytocannabinoids, including cannabinol
(CBN), THC, cannabichromene (CBC), cannabicyclol (CBL), cannabielsoin (CBE), CBD,
cannabifuran (CBF), and cannabigerol (CBG) [45].

The intricate interactions between the CBRs CB1 and CB2 have revealed a fascinating
phenomenon: the formation of complex molecular assemblies known as CB1/2RHet com-
plexes. These complexes are noteworthy for their potential to modulate CB1R-mediated
effects. Investigations have been extended into the impact of various cannabinoid com-
pounds on the formation of these receptor complexes [46]. A model utilizing HEK-293T
cells was employed for this purpose; these cells were subjected to transfection with a
consistent quantity of CB1R-RLuc cDNA while varying amounts of CB2R-GFP2 cDNA
were also introduced. The resulting data were plotted onto a saturable bioluminescence
resonance energy transfer (BRET) curve. Key observations from this experiment include the
BRETmax value, determined to be 214 ± 15, and the BRET50 values, identified as 48 ± 9,
both of which suggest targeted and specific interactions between CB1R and CB2R [47].

2.2. Endocannabinoids

The isolation of a cannabinoid receptor ligand, arachidonylethanolamide or anan-
damide, from porcine brain tissue has provided significant insights into its physiological
effects. Anandamide effectively interferes with radiolabeled cannabinoid ligand binding
to synaptosomal membranes from rat brains. Moreover, the compound exhibits dose-
dependent inhibitory actions in electrically stimulated mouse vas deferens [48]. Further
investigations reveal that anandamide acts as a cannabinoid agonist, effectively inhibiting
the forskolin-induced activation of adenylate cyclase in N18TG2 cells, similar to the effects
of HU-210, while (+)-HU-211 demonstrates minimal impact [1]. The multifaceted actions of
anandamide encompass the blockage of voltage-gated calcium channels, the activation of
inwardly rectifying potassium currents, G-protein binding, and the induction of multiple
cellular signaling pathways, among other effects [49,50].

2-Arachidonoylglycerol (2-AG), a molecular variant of monoacylglycerol, bears a
structural resemblance to anandamide. It is unique in attaching arachidonic acid at the
second position of its glycerol framework. Studies indicate that 2-AG binds to CBRs
on synaptosomal membranes derived from rat brain tissue, albeit with reduced potency
compared to anandamide [51]. This raises the possibility that arachidonic-acid-containing
monoacylglycerols could function as endogenous ligands for CBRs in specific neural
contexts. Unlike conventional neurotransmitters, which act through vesicular secretion
from synaptic terminals, anandamide and 2-AG may be synthesized on demand via the
stimulation-triggered cleavage of separate phospholipid precursors located within neuronal
membranes [52].

Research indicates the presence of cannabinergic modulation within the basal ganglia,
as evidenced by the effects of the CB1 receptor antagonist SR141716 [53]. This antagonist led
to increased locomotion in mice and induced stereotypies in rats. The activation of CBRs has
also been found to significantly reduce electrically-induced dopamine release in rat striatal
slices and to potentiate the symptoms of neuroleptic-induced catalepsy [54]. Importantly,
blocking the CBRs effectively removed the inhibitory regulation mediated by endogenously
released anandamide, thereby amplifying quinpirole-induced motor activation [55]. The
absence of any observable effects of SR141716A when administered alone, at doses similar
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to those used to augment quinpirole-induced motor activation, suggests that anandamide’s
behavioral effects may be dependent on D2 receptor stimulation, potentially countering
dopamine-D2-facilitated psychomotor activity [56].

Anandamide has been shown to activate transient receptor potential (TRP) channels,
specifically TRPV1, under certain conditions. While both CBRs and TRP channels seem
to contribute to its effects, their individual roles appear to be variable [57]. Anandamide
is also known to activate alpha and gamma peroxisome proliferator-activated receptors
(PPARs), which have a substantial impact on gene transcription. The inhibition of their
degradation via FAAH increases the levels of anandamide as well as other N-acylamides
that modulate PPARα receptors [58,59].

Both THC and anandamide are classified as low efficacy agonists. Under specific
conditions, such as low receptor density or limited post-receptor effectors, these compounds
may function as antagonists by negating the CB1 receptor signaling initiated by 2-AG [60].

The ECS is a complex network that includes endogenous cannabinoids (eCBs) like
N-arachidonoylethanolamine (anandamide or AEA) and 2-arachidonoylglycerol (2-AG),
biosynthetic enzymes such as NAPE-specific phospholipase D and Diacylglycerol lipase- α,
and degradative enzymes like fatty acid amide hydrolase (FAAH) and monoacylglycerol
lipase (MAGL) [61–64]. The receptors for these substances, termed cannabinoid recep-
tors (CBRs), also form integral components of this system. Notably, these eCBs interact
not just with the primary CBR subtypes (CB1R and CB2R) but also with various other
receptors, including transient receptor potential vanilloid type 1 (TRPV1) cation channels,
GTP-binding protein-coupled receptor GPR55, abnormal-CBD receptor, and peroxisome
proliferator-activated receptors (PPARs) [65,66].

eCBs serve as critical regulators of synaptic transmission through various physio-
logical feedback mechanisms designed to counteract either the overexcitation or inhibi-
tion of synapses. These mechanisms include retrograde signaling, which leads to the
depolarization-induced suppression of inhibition (DSI) at GABAergic synapses and the
depolarization-induced suppression of excitation (DSE) at glutamatergic synapses. The
presynaptic location of CB1R allows eCBs to influence other neurotransmitters, such as
opioid peptides, acetylcholine, and 5-hydroxytryptamine (5-HT), even if CB1Rs may not
be expressed in nigrostriatal dopaminergic neurons [67,68]. Nonetheless, the functionality
of these neurons can be profoundly affected either by the activation or blockade of ECS
components present in nearby neuronal subpopulations like GABAergic, glutamatergic,
and opioidergic neurons that interconnect with dopaminergic neurons. Moreover, dopamin-
ergic neurons can produce extracellular peptide-binding proteins, enhancing retrograde
signaling at both excitatory and inhibitory synapses [69,70].

Additional theories suggest that eCBs modulate dopamine (DA) transmission through
interactions with TRPV1 receptors and the formation of heteromers with metabotropic
receptors such as dopamine D1 and D2 receptors. The presence of CB2R also implies a
direct role of eCBs in modulating dopamine transmission, thus expanding the scope of
their physiological and potentially therapeutic roles [71,72].

2.3. Synthetic Cannabinoids

Phytocannabinoids, predominantly comprising THC, originate from plant sources such
as cannabis. On the other hand, synthetic cannabinoids present in products like Spice include
various compounds such as naphthoylindoles, benzoylindones, and phenylacetylindoles [73].
Notably, the composition of synthetic cannabinoids can vary substantially across different
Spice products and even within the same batch or package (European Monitoring Centre for
Drugs and Drug Addiction 2009). Beyond synthetic cannabinoids, Spice formulations may
include a range of other substances such as additives, preservatives, fatty acids, amides,
esters, and additional psychoactive compounds like the benzodiazepine phenazepam and
an active metabolite of tramadol. Some formulations have even been found to contain
Salvia divinorum, Kratom, or cannabis, although the impact of these additional substances
on the overall effects of Spice remains unclear [74].
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Neurologically, Spice has been associated with a diverse array of symptoms that
include tremors, ataxia, nystagmus, fasciculations, and hypertonicity, as well as hyperflex-
ion and hyperextension. Cognitive impairments affecting attention, concentration, and
memory have also been reported, along with a compromised ability to operate machin-
ery. Palpitations frequently accompany feelings of panic, complicating efforts to discern
whether these symptoms stem from underlying anxiety. Even after the acute phase of
palpitations subsides, residual irregularities may persist. Additional observed symptoms
include xerostomia (commonly known as “cotton mouth”), reddened conjunctiva, changes
in pupil size leading to either constriction (miosis) or dilation (mydriasis), heightened
sensitivity to light, and persistent coughing and inflammation or injury to the lungs [73].

2.4. Cannabinoid Receptors and Signaling Pathways

CB-1R receptors are ubiquitously distributed throughout the nervous system, with pro-
nounced concentrations in regions such as the hippocampus, association cortex, cerebellum,
and basal ganglia, among others [75,76]. In contrast, CB-2R receptors are principally local-
ized in gastrointestinal and lymphatic tissues, as well as specific CNS locations such as the
dorsal nucleus of the vagus nerve, spinal trigeminal nuclei and nucleus ambiguous [76,77].
Both CB-1R and CB-2R function as G-protein-coupled receptors, modulating the release
of neurotransmitters like glutamate, dopamine, and acetylcholine through the inhibition
of adenyl cyclase activity via G0/Gi proteins. Additional neurotransmitter pathways,
including serotonergic, GABAergic, and NMDA (N-methyl-D-aspartate), are indirectly
modulated. A noteworthy observation pertains to the TRPV1 receptor, which has been
identified in the basal ganglia through advanced imaging techniques [78]. The ECS em-
ploys feedback mechanisms to regulate synaptic transmission, affecting cell development,
differentiation, and apoptosis via the MAPK/ERK pathway [79].

Recent studies have classified CBRs in both rats and humans as members of the seven-
transmembrane GTP-binding protein-coupled receptor family. Investigations demonstrated
that exogenous cannabinoids could suppress forskolin or secretin-induced adenylate cy-
clase activity and inhibit the opening of the N-type calcium channel, processes that are
rendered ineffectual when pretreated with pertussis toxin (PTX), thereby implicating the
G1/G0 GTP-binding proteins in these signaling pathways [80].

Furthermore, the CB1 receptor has been identified to contain 472 amino acids in
humans and 473 in rats [81]. A second cannabinoid receptor, CB2, was also successfully
isolated and was found to have a similar architecture consisting of 360 amino acids [82].
Despite sharing only 44% overall similarity, both receptors share 68% resemblance in
their transmembrane domains and are coupled to Gi/Go proteins. Various compounds,
including those with antagonist or inverse-agonist properties such as SR141716A for CB1
and SR144528 for CB2, have been developed to interact with these receptors [83]. It is
posited that CB1 is fundamentally implicated in the regulation of cognition, memory, and
motor activities [84].

3. The Pharmacology of Cannabinoids
3.1. Absorption, Distribution, Metabolism, and Excretion (ADME)

In the realm of drug discovery, a comprehensive selection of target and ligand
molecules from cyano-bacterial species was carried out based on their biological and
pharmacological attributes. These selections were further refined through homology mod-
eling, molecular docking, and molecular dynamics (MD) simulations. A highlight was the
utilization of an in silico tool, Maestro v10.2’s Quikprop, for the assessment of their ab-
sorption, distribution, metabolism, and excretion (ADME) properties. This computational
approach adhered to well-established guidelines such as the Rule of Five and considered
both physicochemical parameters and toxicology measures. The insights gained facilitated
the accurate prediction of pharmacokinetic properties, corroborating the vital role of in
silico methods in drug discovery processes [85].
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In evaluating the pharmacodynamic, pharmacokinetic, and toxicity profiles of the
selected cannabinoids, ADME/TOPKAT prediction proved to be highly instructive. The
compounds exhibited varied levels of human intestinal absorption, blood–brain barrier
penetration, and solubility. Furthermore, the compounds also displayed varying degrees of
plasma protein binding and hepatotoxicity. These analyses collectively contributed to a
nuanced understanding of the complex pharmacokinetic and pharmacodynamic profiles of
the studied cannabinoid compounds [86].

The integral role of ADME studies in both drug discovery and development is well-
documented. These studies not only predict human pharmacokinetic properties but also
help establish correlations with pharmacodynamic assessments in commonly employed an-
imal models for nonclinical investigations. The employment of specialized methodologies,
such as [14C]-S-777469, has proven to be invaluable for the in-depth analysis of specific
agonists like S-777469, offering nuanced insights into their behavior within human systems
and broadening the understanding of their pharmacological profiles [87].

In the context of pharmacology, it has been observed that serious illness substantially
alters all facets of drug disposition, including absorption, distribution, metabolism, and
excretion (ADME). Such alterations manifest in multiple dimensions, from disrupted
oral absorption and bioavailability to shifts in drug distribution patterns and metabolic
pathways. These modifications suggest that pharmacokinetic models based on healthy
subjects may not be wholly applicable to those with illnesses, thus necessitating more
nuanced approaches for this demographic [88].

In studies focusing on CBRs, the compounds were stringently assessed for their
binding affinities to human and mouse CB2 receptors (CB2Rs), as well as their selectivity
towards human CB1 receptors (CB1Rs). Among the tested compounds, ”Compound 2f”
stood out for its strong affinity and selectivity for CB2R. This compound was further
subjected to advanced metabolic pathway analyses, including incubation with human and
rat liver microsomes. Additional in vivo tests were conducted to evaluate the metabolic
stability of [18F]2f, thereby adding to the compound’s potential candidacy for PET tracer
applications [89].

Regarding the neuroprotective potential of cannabinoids, extensive analyses were
carried out on three specific receptors (CB1, CB2, and CB3) and selected phytocannabinoids,
including THC and CBD, as well as endogenous cannabinoids like anandamide (AEA)
and 2-arachidonoylglycerol (2-AG). These studies shed light on the intricate interplay
between cannabinoids and their molecular targets. Furthermore, the ADME profiles of these
compounds indicate favorable drug-like characteristics, thereby supporting their potential
applicability in the treatment of neurodegenerative or other neurological conditions [90].

The foundational premise for the detection of drugs in sweat is anchored in the
pharmacokinetic understanding of a drug’s absorption, distribution, metabolism, and
excretion (ADME) cycle. During this cycle, a fraction of the drug is anticipated to be
excreted through sweat. The presence of lipophilic compounds in the bloodstream is
modulated by factors such as their pKa (acid dissociation constant) values and the pH
of the fluids they enter. Employing a modified Henderson–Hasselbach equation, which
incorporates both pKa and pH, allows for the theoretical determination of the fluid/plasma
concentration ratio (F/P ratio). Passive diffusion, which is governed by concentration
gradients, typically enables drugs to permeate sweat, with only the unbound fractions
making this transition. Additionally, the more acidic pH of sweat compared to blood creates
a tendency for basic drugs to accumulate within its layers [91].

As for the pharmacokinetics of inhaled cannabinoids, inhalation and intravenous
administration yield similar profiles. Post inhalation, peak plasma concentrations of THC
and CBD are rapidly achieved, typically within 3–10 min. The bioavailability of inhaled
THC is estimated to range between 10 and 35%, a value influenced by various factors
including inhalation patterns, breath-holding durations, and the specifications of the
inhalation device used. CBD, when inhaled, exhibits an average systemic bioavailability of
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approximately 31%, presenting a plasma concentration–time profile analogous to that of
THC [92–94].

3.2. Pharmacokinetics and Pharmacodynamics

The administration of natural cannabis products and cannabinoids predominantly
occurs via inhalation or oral consumption, whereas methods like rectal administration,
sublingual intake, transdermal application, eye drops, or aerosols are generally considered
to have limited practical utility. The pharmacokinetics of THC in particular are strongly
influenced by the mode of administration. For instance, inhalation leads to a swift increase
in plasma concentration and psychotropic effects manifest within seconds to minutes,
reaching a peak within 15–30 min and dissipating over a span of two to three hours.
Contrastingly, oral administration yields delayed psychotropic effects that appear 30 to
90 min post consumption, peaking between 2 and 3 h and lasting 4–12 h, contingent on the
dosage and specific effects [95].

The pharmacokinetics of novel psychoactive substances (NPSs) serve as a crucial
framework for understanding organismal responses to drug administration. While forensic
casework offers data on cannabinoid concentrations in human users, it offers restricted
insights into the pharmacokinetics of individual samples. Preclinical research utilizing
laboratory animals offers more comprehensive data concerning the biological effects of
synthetic cannabinoids, although it often surfaces after these substances have exited market
circulation. In light of these considerations, the pharmacokinetics and pharmacodynamics
of 5F-MDMB-PICA, an FDA-approved synthetic cannabinoid that is popular in the USA,
have been characterized. A validated analytical methodology has been established that is
capable of quantifying 5F-MDMB-PICA and its primary metabolites in rat plasma. Previous
studies have identified 12 and 22 metabolites of 5F-MDMB-PICA in vitro [96].

Although CBD is often presumed to mitigate some of the undesirable side effects of
THC, such as its anxiety-inducing properties, controlled clinical investigations have yielded
inconsistent conclusions. Some studies indicate that CBD can attenuate specific acute effects
of THC, while others suggest that CBD may augment THC’s pharmacodynamics, resulting
in more profound drug effects. Yet other findings imply that CBD might not alter either the
pharmacodynamics or pharmacokinetics of THC [97].

The distribution of cannabinoids within bodily tissues is significantly influenced
by their lipophilic nature. THC, for instance, exhibits a substantial distribution volume
(ranging from 5.7–10 L/kg) that is attributable to its lipophilic properties. Similarly, CBD’s
distribution volume is notable, allowing for its efficient penetration into the brain, adipose
tissue, and various organs. The chronic consumption of cannabinoids tends to result in
gradual tissue accumulation, further amplifying their distribution volume. The metabolism
of cannabinoids is primarily hepatic, although extra-hepatic metabolism also occurs in other
organs such as the brain, intestines, and lungs. Cytochrome P450 (CYP 450) enzymes, which
are predominantly found in liver tissue, play a vital role in the metabolic breakdown of THC
into its main components through decarboxylation, epoxidation, and oxidation processes,
leading to D11-hydroxy-THC (D11-OH-THC) and D11-carboxy-THC (D11-COOH-THC).
Tissues expressing CYP 450 enzymes also contribute to the extra-hepatic metabolism of
THC [98,99].

3.3. Factors Influencing Cannabinoid Effects

The question of marijuana serving as a gateway drug has been the subject of extensive
inquiry. A particular computational model replicates observed phenomena frequently cited
to substantiate the gateway effect. However, the model does not indicate a direct causal
relationship between marijuana use and the initiation of using hard drugs. Another facet
of the argument focuses on the relative risk associated with the user’s age at the time of
the initiation of marijuana use. This variant of relative risk associates the initiation of hard
drug use with user characteristics like age rather than solely marijuana use and thus fails
to provide compelling evidence for the existence of a gateway effect [100].
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Legal frameworks and public perception play pivotal roles in the variations in the
availability of synthetic cannabis plant material. Originating primarily in China, these new
psychoactive substances (NPSs) are influenced by law enforcement efforts, media coverage,
and legislative changes in both their country of origin and in destination countries, affecting
their global availability [101].

Maternal marijuana usage during gestation has been scrutinized for its potential
impact on the neurobehavioral development of offspring. Animal models reveal enduring
negative consequences associated with cannabis exposure during gestation and lactation,
particularly with the rise of cannabis use among adolescents. The long-term administration
of cannabinoid agonists in the periadolescent phase in animals has been correlated with
enduring behavioral changes and increased susceptibility to conditions like psychosis or
other neuropsychiatric disorders [102].

Research involving heavy adolescent users of cannabis suggests prolonged deficits in
learning and working memory which endure up to six weeks post cessation. These findings
are particularly concerning given the ongoing process of neuromaturation during adoles-
cence. Rodent models corroborate this, showing more pronounced memory impairments in
animals exposed to cannabinoids during adolescence as opposed to later exposure. More-
over, adult humans who initiated cannabis use in their adolescent years experience greater
cognitive dysfunction compared to those who initiated it later. This adds credence to the
hypothesis that adolescents might be more susceptible to the neurocognitive disruptions
associated with chronic and heavy marijuana usage, although the role of preexisting risk
factors remains an area for further investigation [103].

Scholarly investigations into the potential impact of permissive state medical mari-
juana laws (MMLs) on recreational cannabis use have yielded inconclusive results. One
underexplored avenue is the effect of MMLs on the average potency of consumed marijuana.
It is theorized that heightened potency could indirectly influence individual consumption
patterns as less material would be needed to achieve intoxication, potentially reducing
overall usage. This line of inquiry, while theoretically compelling, has yet to gain substan-
tial attention in academic circles [104]. Cannabinoids, initially synthesized in acidic forms
such as THC, CBD, CBN, CBG, CBC, and CBND, have showcased considerable therapeutic
promise. Their documented benefits range from alleviating nausea in chemotherapy pa-
tients and enhancing appetite in HIV-positive individuals to reducing spasticity in adults
with multiple sclerosis. Additional potential applications include antitumor effects and the
management of conditions like glaucoma, epilepsy, and schizophrenia [105]. An under-
standing of both the pharmacokinetic and pharmacodynamic properties of cannabinoids is
essential to fully appreciating their biological impacts. While pharmacodynamic studies
have confirmed anti-inflammatory, antiviral, and anticancer properties, pharmacokinetic
attributes can vary considerably among individuals. Numerous factors, including prior
consumption habits, pharmacogenetics, body size, health status, diet, and microbiome
composition, along with dosage and the route of administration, influence the cannabinoids’
pharmacokinetic profiles. Empirical research employing subjective self-reports, cognitive
task assessments, and neurophysiological evaluations like electroencephalography (EEG)
and event-related potentials (ERPs) has elucidated some effects of THC consumption. Com-
pared to placebo conditions, THC-infused cigarettes were associated with expected shifts
in mood, behavior, and brain activity. These alterations included diminished task perfor-
mance and attenuated EEG power and ERP components linked to attentional processes
during memory-intensive tasks. Importantly, these effects largely lacked dose dependence.
Furthermore, variations in the concentrations of other cannabinoids like CBC and CBD did
not significantly influence these outcomes, underscoring the primary bioactive role of THC
and its metabolites and affirming the utility of EEG/ERP as biomarkers of its impact [106].
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4. Cannabinoids and Neurodegenerative Diseases
4.1. Alzheimer’s Disease

In the context of Alzheimer’s disease (AD), in which existing therapies offer limited
efficacy, research is gradually turning toward the endogenous cannabinoid system as a
promising therapeutic target. This system comprises CB1 and CB2 receptors, intrinsic
ligands, and enzymes for synthesizing and degrading eCBs. Experimental models of
Alzheimer’s have demonstrated the potential of activating CB1 and CB2 receptors with
non-psychoactive agonists to produce favorable outcomes. These include attenuating the
deleterious effects of beta-amyloid peptides and tau phosphorylation while promoting
brain repair mechanisms. Although much of this evidence is derived from animal models
simulating the pathology of AD, preliminary clinical data supports the role of cannabinoids
in ameliorating the behavioral symptoms associated with Alzheimer’s disease, particularly
when using THC analogs such as nabilone or DRO. Notably, adverse effects like euphoria,
somnolence, and fatigue were generally manageable and did not necessitate the cessation
of treatment [107,108].

Moreover, cannabinoids possess neuroprotective properties that could be crucial in
treating AD. For instance, they can diminish tau phosphorylation and mitigate the negative
impact of beta-amyloid-induced oxidative stress while promoting neurotrophin expression
and neurogenesis. THC itself shows the capacity to inhibit acetylcholinesterase activity,
potentially slowing the progression of the disease [109,110]. CBRs on microglial cells
also present a unique intervention point for mitigating AD-associated neuroinflammation
without inducing psychoactive effects [111,112]. Epidemiological data further corroborate
ECS’s role in AD, especially as nonsteroidal anti-inflammatory drugs (NSAIDs) have been
observed to reduce risk. The findings suggest that eCBs may offer a protective mechanism
against beta-amyloid-induced damage. Indeed, recent studies indicate that inhibiting
endocannabinoid uptake could reverse beta-amyloid-induced neurotoxicity and cognitive
impairment, emphasizing the therapeutic potential of augmenting endocannabinoid levels
in the brain [113–115].

Despite skepticism around the psychoactive properties of cannabis, accumulating
evidence suggests that THC, CBD, and synthetic analogs hold therapeutic potential in
ameliorating memory impairment associated with AD. Specifically, these substances have
displayed consistent efficacy in rodent and human studies, validating the CB1 receptor as
a candidate for therapeutic targeting. Furthermore, the anti-inflammatory capabilities of
cannabis and THC align with the need to mitigate neuroinflammation in neurodegenerative
diseases like AD. To harness the therapeutic utility of THC effectively, it is crucial to discern
its medical attributes from its recreational effects, as supported by preclinical and clinical
findings [116].

Additional research has illuminated the chronic administration of THC and CBD as
promising in mitigating memory impairments during the advanced stages of the pathol-
ogy of AD, as demonstrated in APP/PS1 mice. Interestingly, these compounds failed to
exert similar benefits during the early stages of the disease, leaving Ab deposition and
gliosis unaltered. Therapeutic outcomes in aged APP/PS1 mice correlated with improved
synaptic function, which was characterized by specific changes in metabotropic glutamate
receptor 2/3 and GABA-A Ra1 levels. Both CB1 receptor agonists and THC have been
shown to induce the release of brain-derived neurotrophic factor (BDNF), implying that
this mechanism could be central to THC’s neuroprotective properties. Given BDNF’s role
in regulating synaptic plasticity, its upregulation could offer a therapeutic pathway to
restore synaptic function in AD patients. However, it should be noted that any therapeutic
endeavor involving cannabinoids must consider the long preclinical phase of AD and the
necessity for early diagnosis for therapies to be effective [117–120].

The therapeutic capacity of THC in targeting intraneuronal amyloid-beta (Ab) has
been found to be promising, although its psychoactive attributes pose social challenges.
A recent study sought to examine a selection of non-psychoactive cannabinoids for their
neuroprotective qualities. Utilizing a well-regarded Alzheimer’s disease drug discovery
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platform, these compounds underwent thorough assessments via assays that evaluate
toxicities pertinent to the aging brain, such as proteotoxicity, trophic support loss, energy
depletion, and oxidative stress. The study also scrutinized the cannabinoids’ effects on
microglial inflammation. Preliminary results indicate that many of these cannabinoids
manifest significant neuroprotective properties across a range of assessments, suggesting
that they are viable candidates for clinical applications in treating neurodegenerative
disorders [121].

The potential therapeutic roles of cannabinoids in addressing late-onset Alzheimer’s
disease (LOAD) and other prevalent conditions among the elderly have increasingly cap-
tured scholarly interest. A host of in vitro and in vivo investigations corroborate the capac-
ity of cannabinoids to mitigate oxidative stress, neuroinflammation, and the formation of
hallmark LOAD markers like amyloid plaques and neurofibrillary tangles. Additionally,
population-based studies suggest that cannabinoids may ameliorate symptoms commonly
associated with dementia, such as behavioral disturbances. This comprehensive review
elaborates on the burgeoning body of evidence suggesting cannabinoids’ potential util-
ity in treating LOAD while also offering critical insights into their efficacy, safety, and
pharmacokinetics when administered as treatment in dementia-afflicted populations [122].

4.2. Parkinson’s Disease

The burgeoning interest in cannabinoid treatment for alleviating Parkinsonian symp-
toms, such as dyskinesia and tremors, has been significantly propelled by media coverage
and anecdotal evidence disseminated via online platforms. Carroll et al. executed a rigor-
ous randomized, double-blind, placebo-controlled crossover trial utilizing a standardized
whole-plant extract with a specific THC concentration and a THC:CBD ratio of approxi-
mately 2:1, with the dosage tailored to individual body weight. Despite the double-blind
design, a majority (71%) of the 17 participating Parkinson’s disease patients were able to
correctly identify their treatment arm. The study’s primary findings indicated that the
oral cannabis extract was well-tolerated but yielded no notable changes in Parkinsonian
symptoms. Key outcome measures, such as the Unified Parkinson’s Disease Rating Scale
(UPDRS) and Rush Dyskinesia Rating Scale, along with secondary outcomes like pain
scores and sleep quality assessments, failed to evince any significant treatment effects on
levodopa-induced dyskinesia (LID) [123].

In the realm of neuroprotection for Parkinson’s disease (PD), cannabinoids exhibit con-
siderable promise, particularly in mitigating factors like excitotoxicity, calcium influx, glial
activation, and oxidative damage—all of which are implicated in the progressive degenera-
tion of nigral neurons [124,125]. Although preclinical evidence is robust in supporting the
neuroprotective potential of cannabinoids, clinical investigations remain markedly limited.
Despite the pressing necessity for innovative therapeutic approaches that extend beyond
dopaminergic replacement therapy and the lack of existing effective neuroprotective strate-
gies, the clinical exploration of cannabinoid-based treatments has been constrained. This
dearth of clinical studies persists despite the compelling preclinical data, underscoring the
urgent need for further research to bridge the gap between preclinical promise and clinical
applicability in the treatment of PD [126].

The ECS has been highlighted as a key player in the functioning of the basal ganglia,
which is critically implicated in movement disorders such as Parkinson’s disease (PD).
While preclinical studies suggest that the modulation of cannabinoid (CB) signaling may
alleviate motor symptoms—including levodopa-induced dyskinesias (LIDs)—the clinical
translation of these findings remains insufficiently explored [127,128]. LIDs often manifest
as a result of repetitive dopamine receptor stimulation, leading to a heightened sensitivity
in CB receptor-related striatal signaling. Despite advancements in understanding the
molecular interplay between cannabinoids (CBs) and dopamine (DA), their applicability in
treating PD and LIDs is still an area that demands further investigation [123,129,130].

A limited number of clinical studies exist, such as a Class III randomized, double-blind,
placebo-controlled crossover trial exploring the effect of nabilone, a CB1 and CB2 agonist.
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The trial demonstrated a reduction in both Rush Dyskinesia Disability Scale scores and
the total LID time, suggesting the drug’s potential therapeutic efficacy. In the context
of PD, levodopa-induced dyskinesia (LID) has been shown to involve hyperactivity in
the lateral segment of the globus pallidus (GPl). The activation of CBRs in this region
can modulate the reuptake of GABA and potentially enhance neurotransmission, which
could theoretically ameliorate the symptoms of dyskinesia. Supporting this hypothesis, a
controlled clinical study—a randomized, double-blind, placebo-controlled crossover trial
involving seven PD patients—provided empirical evidence that the cannabinoid receptor
agonist nabilone significantly reduced occurrences of LID [66]. Despite the insights gained
from preclinical research, definitive clinical evidence regarding the therapeutic efficacy
of cannabinoid therapies for PD and associated LIDs is still sparse, warranting further
in-depth clinical evaluations [131].

In a study employing a rat model with 6-hydroxydopamine-induced lesions, the post-
lesion-onset administration of THC led to a resurgence of neuronal injury two weeks after
the cessation of the cannabinoid treatment. This finding prompts questions concerning the
nature of THC’s protective effects against 6-hydroxydopamine toxicity—whether they are
inherently neuroprotective and sustained post treatment or merely transient upregulatory
responses. Concurrent investigations probed alterations in the efficacy of CB1 receptors
within the caudate putamen and substantia nigra two weeks post toxin administration.
Emerging research substantiates that the prolonged hyperactivation of these receptors
parallels observations in other Parkinson’s disease models. Importantly, the chronic ad-
ministration of THC appeared to significantly attenuate dopaminergic neuronal injury in
hemiparkinsonian rats, corroborating previous evidence of the neuroprotective properties
of cannabinoids—whether plant-derived, synthetic, or endogenous—across various in vivo
and in vitro models of neuronal damage [132].

The collective body of evidence suggests a role for CB2 receptor activation in mitigating
inflammation and neuronal degeneration within a 6-hydroxydopamine (6-OHDA) model
of Parkinson’s disease (PD). An investigation into the impacts of cannabinoids on neu-
ronal survival post 6-OHDA exposure highlighted microglia-mediated effects. CB receptor
agonists such as 8-THC and 9-THC have been demonstrated to suppress the release of proin-
flammatory cytokines, including tumor necrosis factor-alpha (TNF-α) and interleukins,
from human monocytes [133]. Additional compounds, such as WIN-55,212-2, CBD, and
JWH-133 (a selective CB2 receptor agonist), have been reported to counteract ATP-induced
increases in intracellular calcium concentrations in N13 microglial cell lines. The effects of
JWH-133 and WIN-55,212-2 were completely nullified by the CB2 antagonist SR 144528,
underscoring their CB2-receptor dependency. Interestingly, such antagonistic effects were
absent in CBD-treated cells, indicating the existence of CB2-independent mechanisms that
potentially contribute to the observed neuroprotective effects [134].

4.3. Huntington’s Disease

Since the 1980s, there has been a remarkable surge in the field of cannabinoid pharma-
cology, culminating in the development of innovative cannabinoid-based pharmaceuticals
to address an array of medical conditions. Notable medications that emerged during this
period include Cesamet (nabilone) and Marinol, which received approval for the treat-
ment of chemotherapy-induced nausea and vomiting in oncology patients and anorexia–
cachexia in the context of AIDS therapy, respectively. The most recent addition to this
burgeoning domain is Sativex, an oromucosal spray developed by GW Pharmaceuticals
Plc, comprising equimolar concentrations of THC and CBD for optimal efficacy. Beyond
MS, the multifaceted pharmacological profile of Sativex®—including its demonstrated
analgesic, antitumoral, anti-inflammatory, and neuroprotective properties in preclinical
settings—has catalyzed ongoing research into its applicability for treating additional neu-
rological disorders [135,136].

One neurodegenerative condition that has garnered particular attention in this context
is Huntington’s disease (HD). HD is an autosomal-dominant disorder characterized by
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the presence of excessive CAG repeats in one allele, leading to polyglutamine (polyQ)
expansion in the huntingtin protein. The disease predominantly affects striatal and cortical
neurons and may manifest clinically as chorea or dementia. In an investigation into the role
of CB2 receptors in excitotoxicity-induced striatal neurodegeneration, the anti-inflammatory
compound minocycline was administered to CB2 receptor-deficient mice. The study found
a significant reduction in excitotoxicity-induced seizures and enhanced motor coordination,
and balance, as indicated by performance on a RotaRod test. Moreover, minocycline
alleviated glial activation and decreased the loss of medium-sized spiny neurons in these
CB2-receptor knockout mice. These results underscore the significance of CB2 receptors in
mediating microglia-driven neuroinflammatory processes and suggest that the efficacy of
HU-308, a CB2 receptor agonist, may rely substantially on the modulation of microglial
activation [137].

In the realm of Huntington’s disease (HD), a particular focus has been placed on
the potential use of cannabinoids in treating dystonia, a frequent motor symptom. One
study revealed that a cohort of early-onset HD patients experienced a notable amelioration
of the symptoms of dystonia upon the initiation of cannabinoid treatment, affirming the
therapeutic promise of cannabinoids in mitigating motor dysfunctions, especially dystonia,
in early-onset HD cases [138].

An additional study sought to elucidate the neuroprotective capabilities of cannabi-
noids within the context of neurodegenerative disorders, using an experimental model
that mimicked the mitochondrial complex II deficiency frequently observed in HD. Here,
the effects of THC, a nonselective cannabinoid receptor agonist, and SR141716, a spe-
cific CB1 receptor antagonist, were examined during malonate-induced striatal toxicity.
Contrary to expectations, both THC and SR141716 exacerbated malonate-induced lesions.
These findings indicate the complexity of manipulating the ECS for neuroprotection in
HD and suggest that targeting highly selective CB1 receptor agonists may be necessary to
effectively mitigate neurodegeneration [132].

In a longitudinal study that employed a R6/1 mouse model to investigate the effects
of various cannabinoid treatments on Huntington’s disease (HD), several key observations
were made over a 20-week period. Although changes in female body weight were statis-
tically insignificant and consequently omitted from the report, marked disparities were
noted in male cohorts. Specifically, wild-type mice exhibited a consistent pattern of weight
gain, whereas in R6/1 mice, weight gain reached a plateau after the twelfth week. Various
eight-week treatment regimens with HU210, THC, or URB597, initiated at the 12-week
mark, failed to mitigate behavioral deficits in the R6/1 mice. However, molecular assays
indicated that URB597 effectively preserved CB1 receptors in the striatum, while HU210
resulted in an aggregation of ubiquitin-positive protein [139] (Table 1).

Table 1. A summary of molecular changes occurring in R6/1 and WT mice at 20 wk of age following
chronic cannabinoid drug treatment compared to vehicle treatment.

Brain Region Drug R6/1 WT

Aggregate number Striatum HU210 Increased N/A

CB1 ligand binding Striatum URB597 Increased None

Hippocampus THC None Decreased

CB1 mRNA Striatum HU210 URB597 None Decreased

GABAA ligand binding Globus pallidus URB597 None Increased

5HT2A ligand binding Striatum HU210 URB597 None Decreased

Hippocampus URB597 None Decreased

Motor cortex URB597 None Decreased
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The study challenges the extant literature on the subject by revealing no significant
downregulation of CB1 receptors due to chronic drug therapy. This discrepancy may
be attributable to variations in treatment durations and the specific brain regions ana-
lyzed. Moreover, the study underscores the unexpected increase in seizure events in the
R6/1 mice following HU210 treatment, thereby raising questions regarding the safety and
appropriateness of utilizing highly potent cannabinoid agonists in HD therapy (Figure 1).
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Collectively, these observations offer nuanced insights into the intricate relationship
between cannabinoids and HD, thereby accentuating the need for further research. The
study highlights the necessity to clarify the role of CB1 receptors in disease progression
and assess the viability of targeted therapeutic interventions [139] (Table 2).
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Table 2. Cannabinoids and neurodegenerative diseases.

CB1 Receptor CB2 Receptor Endocannabinoid
Levels

Endocannabinoid
Synthesis

Endocannabinoid
Degradation

Alzheimer’s
disease

CB1 receptor expression
initially increased, followed
by a decline during disease
progression [140].
CB1 receptor was
functionally impaired [141].

CB2 receptor
increased in the
entorhinal cortex and
parahippocamus [142].

Decreased AEA levels in
the midfrontal and
temporal cortex [143].

DGLalfa and
DGLbeta levels
were increased in
AD patients (Braak
stage IV) [144].

Increased FAAH
levels [145].
Increased MGL levels
in AD patients (Braak
stage IV) [144].

Parkinson’s
disease

CB1 receptor expression
decreased in the substantia
nigra.
CB1 receptor expression
increased in dopaminergic
projecting areas [146]

AEA levels increased in
cerebrospinal fluid.
A sevenfold increase in
2AG levels in the globus
pallidus [147].

- Decreased levels of
anandamide
membrane
transporter and
FAAH [145].

Huntington’s
disease

CB1 receptor expression
decreased in the caudate
nucleus, putamen, and
globus pallidus [148].

CB2 receptor
expression increased
in striatal
microglia [137].

AEA and 2AG levels
decreased in the striatum.
AEA levels increased and
2AG levels decreased in
the cortex [145].

NAPE-PLD and
DGL levels
decreased in the
striatum [145].

FAAH levels
increased and MGL
levels decreased in
the cortex [145].

4.4. Multiple Sclerosis

The potential therapeutic efficacy of cannabinoids in treating the symptoms associated
with multiple sclerosis (MS) and spinal cord injury has gained some empirical support,
primarily from a limited set of eight clinical trials and a solitary case study focused on
spinal cord injury. Among these, five studies concentrated on the administration of oral
THC, offering preliminary evidence of its beneficial effects for symptom relief in both
MS and spinal cord injury. Although the current corpus of data does not definitively
establish cannabis or particular cannabinoids as effective treatments for muscle spasticity,
spasms, or pain in these conditions, it provides a crucial foundation for future research
endeavors [149].

Indeed, given the inadequacies of existing treatment modalities for MS, a growing
number of patients are exploring alternative therapeutic approaches, including cannabis
extracts. There is increasing empirical validation for anecdotal claims of symptom alle-
viation through the use of cannabinoids, especially concerning muscle stiffness, spasms,
neuropathic pain, sleep disturbances, and bladder issues. However, investigations tar-
geting symptoms such as tremors and nystagmus have yet to yield favorable outcomes.
In terms of safety profiles, cannabinoids generally appear to be well tolerated, with no
major safety concerns reported during the testing phases. Moreover, improved tolerability
has been observed with extended and gradual dosing regimens [150]. Recent advances in
research methodologies and trial designs are actively being deployed to overcome exist-
ing limitations. Furthermore, burgeoning evidence suggests that cannabinoids may exert
a modulatory influence on the core physiological processes pertinent to MS, including
anti-inflammatory mechanisms, remyelination support, and neuroprotective functions.
Consequently, ongoing clinical trials are investigating whether cannabinoids could not only
provide symptomatic relief but also mitigate the progression of disability in MS patients,
aligning with emerging insights in this research domain [150].

Emerging evidence suggests that the antispasticity effect observed in CREAE mice
following treatment with AM374, an irreversible fatty acid amide hydrolase inhibitor, may
be mediated through CB1/CB2 receptors. Studies have shown that the compound’s anti-
spasticity impact is somewhat diminished with combined pre-treatment using SR141716A
and SR144528, similar to findings involving R-(+)-WIN55212. However, the individual
administration of SR141716A or SR144528 has been reported to exacerbate spasticity in
CREAE mice. Despite these limitations, AM374 still holds promise for alleviating spasticity
by stimulating endogenous CBRs. Additionally, it is noteworthy that multiple sclerosis
patients using an oromucosal spray or oral DRO cannabis extracts can self-adjust dosages
to minimize side effects without compromising therapeutic benefits. Moreover, there is
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evidence that the frequency of adverse events diminishes over the course of treatment
without leading to a rapid adaptation to the medicinal effects of cannabinoids [151,152].

The utility of cannabinoids as immunosuppressive agents in chronic inflammatory con-
ditions is further substantiated by research employing Theiler’s murine encephalomyelitis
virus (TMEV), an animal model that mimics human multiple sclerosis. The administration
of synthetic cannabinoids like WIN 55,212-2, ACEA, and JWH-015 during the established
phase of TMEV infection yielded marked and sustained improvement in neurological
deficits. Specifically, treatment with WIN 55,212-2, a non-selective CB1/CB2 agonist, led to
a significant enhancement in RotaRod performance in TMEV-infected mice both immedi-
ately after treatment and 25 days post treatment. Similar outcomes were noted with ACEA,
a selective CB1 agonist. Although the CB2 selective agonist JWH-015 did not achieve
full restoration of motor function, significant improvement was still observed. Impor-
tantly, these functional gains persisted for at least 25 days after the cessation of treatment,
underscoring the potential long-term benefits of cannabinoid therapy [153].

4.5. Mechanisms of Cannabinoid Action in Neurodegeneration

In the realm of neurodegenerative diseases such as Alzheimer’s, Parkinson’s, and
Huntington’s (AD-PD-HD), neuroinflammation has been identified as a pivotal element
contributing to neuronal degeneration. Various studies have demonstrated the efficacy
of cannabinoids in ameliorating this inflammatory burden. For example, JWH015, a
selective CB2 receptor agonist, has been shown to counteract the upregulation of CD40
in interferon-gamma-treated mouse microglial cells via interfering with the JAK/STAT
pathway. This action further inhibits the production of proinflammatory cytokines while
simultaneously promoting Ab phagocytosis. Additionally, compounds like CBD and the
synthetic cannabinoids WIN 55212-2 and JWH-133 have been implicated in attenuating
ATP-induced increases in intracellular Ca2+, a critical factor in microglial activation and the
onset of inflammatory responses [111,134].

Acute neurodegeneration, such as the neurodegeneration resulting from cerebral
ischemia due to stroke, trauma, or cardiac arrest, calls for immediate intervention. The
existing research corroborates the neuroprotective properties of cannabinoids (CBs) in
such scenarios, particularly in ameliorating secondary damage following the initial injury.
Intriguingly, endogenous cannabinoids exhibit increased levels of production following
brain trauma, suggesting a potential role in mitigating secondary injuries. For instance,
levels of anandamide (AEA), an endocannabinoid, are elevated following controlled blood
flow disruptions, a change that is attributed to the decreased expression and activity
of the FAAH enzyme. Moreover, studies involving models of middle cerebral artery
occlusion (MCAO) as well as clinical studies on stroke patients have corroborated the
trend of elevated anandamide levels. Interestingly, levels of 2-arachidonoylglycerol (2-AG),
another endocannabinoid, are noted to increase following physical traumas like concussive
head injuries or seizures. However, its levels were found to decrease in mice subjected to
MCAO-induced ischemia [83,154–156].

In the recent literature, cannabinoids have emerged as potent medicinal agents, partic-
ularly in the realms of appetite stimulation and antiemetic treatment for conditions such as
cancer and AIDS. THC and CBD, the principal active compounds within the cannabinoid
class, interact with G-protein-coupled receptors—CB1 receptors predominantly located in
the CNS and CB2 receptors mainly found in immune cells. The body’s endogenous cannabi-
noids (ECBs), notably anandamide, virodhamine, and 2-arachidonoylglycerol (2-AG), bind
to these receptors, facilitating various physiological responses such as cognitive function
and pain perception. Elevated ECB levels have been observed in several neurodegenerative
diseases, suggesting their potentially neuroprotective roles. Intriguingly, cannabinoids
can function as agonists, antagonists, or inverse agonists when binding to CBRs, thereby
modulating their neuroprotective effects. For instance, CBD has been shown to miti-
gate the toxicity caused by beta-amyloid peptides, resulting in reduced levels of reactive
oxygen species, lipid peroxidation, and pro-apoptotic proteins. Additionally, CBD has
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demonstrated an ability to downregulate the production of proinflammatory cytokines and
specific secretase enzymes. These attributes are promising for the use of cannabinoids in the
treatment of neurodegenerative conditions like Parkinson’s and Alzheimer’s diseases [157]
(Figure 2).
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Over the past 15 years, scholarly attention has concentrated on elucidating the neu-
roprotective potential of agents that target the ECS, encompassing cannabinoid agonists,
endocannabinoid degradation inhibitors, and allosteric modulators. These compounds
have demonstrated a capacity to neutralize a variety of neurotoxic elements, including
excitotoxicity, oxidative stress, and inflammation, thereby supporting neuronal health and
longevity. Given the complexity of neurodegenerative disorders—which are often char-
acterized by the simultaneous occurrence of multiple deleterious stimuli—an efficacious
neuroprotective strategy necessitates a multifaceted approach to counteract these cytotoxic
agents. In this context, cannabinoids distinguish themselves via their versatile neuroprotec-
tive properties. Unlike other compound classes under investigation for neuroprotective
potential—such as antioxidants, N-methyl-D-aspartate (NMDA) receptor antagonists, and
calcium channel blockers—cannabinoids offer a more comprehensive range of protective
attributes. As a result, they have emerged as viable candidates for therapeutic interventions
in conditions like stroke and traumatic brain injuries (TBI). It is imperative to note that most
existing studies were conducted using animal models and often involve the administration
of cannabinoids prior to the introduction of potentially cytotoxic factors. The relevance
of such administration sequences to human pathology requires cautious interpretation.
Among the various cannabinoids showing promise in preclinical models are Dexanabinol
(HU-211), a synthetic compound with structural similarities to traditional cannabinoids
but lacking cannabinoid receptor affinity; nonselective synthetic agonists like HU-210,
WIN 55,212-2, TAK-937, and BAY 38-7271; and phytocannabinoids, including THC and
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CBD. The endogenous counterparts, such as 2-arachidonoylglycerol (2-AG) and anan-
damide, also hold significant therapeutic potential. These compounds have frequently been
observed to confer a range of neuroprotective outcomes, including improved neurological
function, diminished infarct sizes, and reduced edema and inflammation, alongside the
modulation of immunomodulatory responses [158].

Cannabinoids demonstrate impressive antioxidative abilities by engaging the CB1
and CB2 CBRs to counteract free radical damage and modulate the production of ROS,
as well modulating antioxidative defense mechanisms. The activation of CB1 receptors
=initiates complex signaling pathways that play an essential role in supporting antioxida-
tive responses and cellular survival, including the phosphoinositide 3-kinase (PI3K)/Akt,
mitogen-activated protein kinase (MAPK), and Nrf2 pathways [159–162]. Furthermore,
the activation of CB1 receptors governs key aspects of glutamatergic signaling such as
activating the N-methyl-D-aspartate (NMDA)-receptor-activated regulation of calcium
influx and the orchestration of Ca2+-dependent signaling cascades. CB2 receptors’ neuro-
protective abilities derive from their capacity to reduce microglial activation and the release
of pro-oxidative and proinflammatory agents. CB2 activation therefore plays a crucial
role in mitigating neuroinflammation’s potentially damaging effects while also creating an
environment that is conducive to cell integrity and sustained wellbeing. By harmonizing
all of these intricate mechanisms, cannabinoids exert a multifaceted neuroprotective influ-
ence that promotes balance within an ecosystem conducive to sustained well-being [163]
(Figure 3).
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5. Cannabinoids and Cancer
5.1. Antitumor Effects of Cannabinoids

The investigation into cannabinoids as potential anticancer agents has expanded in
recent years, although it remains relatively nascent. Limited to a small number of human
studies, including one phase I/II clinical trial and three experimental studies, the body of
evidence does reveal some promise. One of these studies distinguished itself through a
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rigorous methodological approach, aligning closely with the evaluation criteria outlined
by the Cochrane Collaboration Manual. This meticulousness facilitated a more reliable
interpretation of its experimental methodologies and outcomes, accentuating the need for
further high-quality research to substantiate the antitumor effects of cannabinoids. Beyond
merely serving as palliative agents in cancer treatment, cannabinoids hold potential as
primary or adjunctive antineoplastic agents. However, the need for an expansive array
of well-designed clinical trials remains critical for validating the antitumor efficacy of
cannabinoids in oncological settings [164].

Recent advancements have particularly spotlighted the antiproliferative attributes of
CBD, a nonpsychoactive cannabinoid. In a focused in vitro study examining the effects of
CBD on U87 and U373 human glioma cell lines, a significant reduction in the mitochondrial
oxidative metabolism was observed, along with a decrease in cell viability. The antiprolifer-
ative impact was noted within 24 h of exposure to CBD and was partially attenuated by
specific agents like SR144528 and α-tocopherol. Intriguingly, other cannabinoid antagonists
failed to reverse CBD’s effects. For the first time, the study linked CBD’s antiproliferative
activity with the induction of apoptosis, which was confirmed via a cytofluorimetric analy-
sis and single-strand DNA staining. Furthermore, in vivo studies on nude mice implanted
with U87 human glioma cells demonstrated significant tumor reductions following the
subcutaneous administration of CBD, reinforcing its potential role as an antineoplastic
agent. These findings contribute substantially to our understanding of CBD’s antitumor
properties, both in vitro and in vivo, advocating for its further exploration as a potential
antineoplastic agent [165].

The therapeutic potential of Cannabis sativa, particularly its bioactive components like
cannabinoids and terpenes, has garnered substantial attention in contemporary research. In
a study involving female C57BL/6 mice treated with azoxymethane (AOM) and dextran sul-
fate sodium (DSS), THC exhibited both anti-inflammatory and antitumoral properties [166].
THC administration led to marked reductions in the severity of inflammation and tumor
formation, as evidenced via the hematoxylin and eosin staining of the colonic tissue. Addi-
tionally, THC was found to mitigate the production of interleukin-22, a cytokine implicated
in inflammation-driven colon cancer, by intraepithelial cells. Both cannabinoids and ter-
penes such as β-caryophyllene, limonene, and myrcene have demonstrated promise in
inducing apoptosis, inhibiting cell proliferation, and suppressing angiogenesis in colorec-
tal cancer (CRC). Of significance is the synergistic interaction between cannabinoids and
terpenes, which may amplify therapeutic efficacy in treating CRC [167].

In a separate investigation focused on elucidating the antitumoral mechanisms of
cannabinoid compounds, particularly those that are high in CBD, three extracts of Cannabis
sativa were evaluated. The study centered on their effects on cell mortality, cytochrome
C oxidase activity, and lipid composition in SH-SY5Y neuroblastoma cells. The results
indicated that these extracts induce cell mortality by inhibiting the activity of cytochrome
C oxidase. Importantly, this cytotoxicity was comparable to the cytotoxicity induced by
known cannabinoid agonists like WIN55,212-2. While this effect could be partially attenu-
ated by the selective CB1 receptor antagonist AM281 and antioxidants like α-tocopherol, it
underscores the critical role of oxidative stress in mediating the antitumoral properties of
cannabinoids. Furthermore, the extracts with high CBD contents revealed diverse antitu-
moral effects against human neuroblastoma cells which appeared to operate via multiple
mechanisms, not only by affecting cannabinoid receptor activity but also by disrupting
mitochondrial electron transport and increasing oxidative stress. Interestingly, the study
suggested that whole-plant extracts may offer superior antitumoral effects compared to
isolated cannabinoids. However, the study did not account for the potential mitigating im-
pact of antioxidants, such as α-tocopherol. This omission is noteworthy since α-tocopherol,
a well-known antioxidant commonly used to alleviate adverse reactions in chemotherapy,
could potentially diminish the antitumoral efficacy of cannabinoid-based treatments [168].
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5.2. Cannabinoids in Cancer Therapy

The expression levels of cannabinoid receptors (CB-Rs), particularly CB1-R and CB2-R,
in breast cancer tissues have been illuminated through microarray technology analysis. The
findings indicate that while CB1-R immunoreactivity was observed in 28% of carcinoma
samples, a staggering 72% displayed CB2-R immunoreactivity. This is in stark contrast to
non-transformed mammary tissues, which showed negligible immunoreactivity for both
CB1-R and CB2-R. The association between elevated CB2-R expression and increased tumor
aggressiveness is noteworthy. For instance, tumors devoid of estrogen and/or progesterone
receptors, which generally have a poorer prognosis, frequently exhibit elevated levels of
CB2-R. This trend is also seen in particularly challenging triple-negative tumors, which are
characterized by their lack of both steroid hormone receptors and HER2/neu receptors.
These tumors often display high CB2-R levels which correlate with poor differentiation,
an increased likelihood of early local recurrence, and distant metastasis. The therapeutic
landscape for breast cancer could potentially be revolutionized by targeting CB-Rs, partic-
ularly CB2-R and CB1-R. This avenue may offer effective treatment options for patients
who experience recurrence post anti-HER2-targeted therapies. Beyond CB1-R and CB2-R,
other CB-Rs like GPR55 also merit attention. The elevated expression of GPR55 has been
observed in metastatic MDA-MB-231 cells, and its proliferative effects are thought to be
linked to extracellular signal-regulated kinase (ERK) activation and the subsequent ex-
pression of the c-FOS proto-oncogene. Furthermore, cannabinoids (CBs) present potential
therapeutic agents for challenging HER2-expressing breast tumors. Combining CBs with
targeted therapies like lapatinib, a tyrosine kinase inhibitor, may potentiate antitumoral
effects and enhance synergy with conventional chemotherapy agents such as cisplatin.
Empirical studies have corroborated the synergistic effect between CBs and other oncologic
agents including cisplatin [169–171].

From a translational standpoint, the synergistic potential of cannabinoids with existing
chemotherapy treatments should not be overlooked. Preclinical studies have demonstrated
that CBD and THC in particular can enhance the effectiveness of conventional chemother-
apies. Although the scientific literature has yet to present data on the possible synergies
between FAAH or MAGL inhibitors and classical chemotherapy or immunotherapies,
cannabinoids have already been successfully employed in a clinical setting to mitigate
the side effects associated with chemotherapy, such as nausea, vomiting, and pain. Re-
cent work has also indicated the utility of MAGL inhibitors like MJN110 in reversing
chemotherapy-induced neuropathy. Consequently, future research endeavors should pri-
oritize combination studies with traditional chemotherapy agents to evaluate potential
synergistic effects on tumor growth inhibition and metastasis reduction while simultane-
ously assessing the ability to alleviate chemotherapy-induced side effects [172,173].

In parallel, CBD has garnered an increasing amount of research interest for its analgesic
properties in neurologically mediated conditions. One notable pharmacological formula-
tion, Nabiximols (Sativex), which is a composite of CBD and THC, has gained regulatory
approval in specific jurisdictions for mitigating spasticity associated with multiple sclerosis
and as an adjunct in cancer-related pain management. CBD’s interaction profile is broad,
encompassing not just the canonical CB1R and CB2R but also other receptors like TRPVs,
5-HT1A, GPR55, and PPARg. In the realm of oncology, CBD has exhibited anticancer
properties through various mechanisms, including the induction of apoptosis and the
inhibition of cell migration and metastasis across diverse cancer types [174].

Adding to the complexity of the cannabinoid landscape are compounds like cannabigerol
(CBG), O-1602, and URB-602, which have shown promising anti-neoplastic effects in
experimental models, notably in decreasing tumor volume and averting the formation of
aberrant crypt foci (ACF) [175].

The ECS has emerged as a focal point of medical research owing to its regulatory role
in an array of physiological and pathological processes, encompassing pain modulation
and memory formation. Deviations in the activity of the ECS have been identified across a
gamut of medical conditions, ranging from oncological to neurodegenerative disorders such
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as Parkinson’s disease, Huntington’s chorea, and multiple sclerosis (MS). Consequently,
pharmacological interventions aiming to modulate the activity of the ECS have gained
considerable momentum, often employing plant-derived or synthetic cannabinoids as
active agents. Such pharmacological strategies have yielded tangible benefits in clinical
contexts such as AIDS-related cachexia and MS-associated spasticity, among other palliative
care applications. Prominent examples of these pharmaceutical agents include Sativex, a
standard plant extract formulation of nabiximols, and synthetic compounds like Nabilone
(Cesamet) and DRO (Marinol). While preliminary evidence suggests a potential utility of
oral cannabinoids in ameliorating chemotherapy-induced nausea and vomiting (CINV),
further empirical investigations are requisite to substantiate and consolidate this therapeutic
application [176].

5.3. Potential Mechanisms of Cannabinoid-Mediated Anticancer Effects

Cannabinoids’ neuroprotective and antioxidant effects are produced via several com-
plex mechanisms, the primary one of which is their effect on mitochondrial function.
CB receptors typically reside on cell membranes. However, 30% of neuronal mitochon-
dria contain CB1 receptors on their outer membranes, evidence that cannabinoids play
an integral role in energy balance through the modulation of the mitochondrial electron
transport chain (mETC), thus impacting learning processes as well as other physiological
processes. The activation of the mitochondrial CB1 receptor pathway involves multiple
components, including the Gai protein, soluble-adenylyl cyclase (sAC), and protein kinase
A (PKA) [177,178]. Studies have also demonstrated that cannabinoids influence OXPHOS
via non-receptor mechanisms, as supported by previous research [179]. Another study
provides further evidence of a correlation between the inhibition of cytochrome C oxidase
activity in SH-SY5Y cell lines and the concentration of THC in Cannabis sativa extracts
and their ability to modulate the metabolism as well as the cannabinoids’ involvement in
mitochondria-related toxicity and oxidative stress [168]. Cannabinoids’ production of ROS
has been shown to cause changes to cell membranes, including the peroxidation of lipids
that affect normal and cancer cells alike [180].

Limonene, a cyclic monoterpene found in citrus fruit peel oils, has been demonstrated
to exert notable anticancer properties both in vitro and in vivo across various types of can-
cer. It can reduce tumor growth while simultaneously inducing apoptosis through multiple
pathways. Limonene displayed significant cytotoxicity against T24 human bladder cancer
cells by inducing G2/M-phase cell cycle arrest, decreasing migration and invasion, increas-
ing apoptosis rates, and upregulating Bax/caspase-3 expression levels while attenuating
Bcl-2 [181]. Limonene produced changes in gene regulation related to apoptosis, signal
transduction, inflammation, and DNA repair within HepG2 cells. D-limonene demon-
strated similar results in colon cancer cells, where it inhibited cell viability by inducing
apoptosis through intrinsic pathway activation and suppressing PI3K/Akt activity [182].
For gastric cancer cells, however, the activation of the mitochondria-mediated intrinsic
pathway was evidenced. Notably, the combination of limonene and berberine yielded
amazing anticancer effects that surpassed their individual potencies [183]. Neuroblastoma
cells were observed to exhibit autophagy through lipidated Light chain 3 (LC3) indepen-
dent of the generation of ROS or ERK activation and in conjunction with decreased levels
of p62 protein [184]. Lung cancer cell lines also displayed autophagy; D-limonene showed
promising results at curtailing tumor growth in murine models [185]. D-limonene caused
cell apoptosis through two distinct mechanisms in murine T-cell lymphoma cells: at lower
concentrations, it caused the production of H2O2 and activated the ERK pathway, while
at higher concentrations, it inhibited protein farnesylation and the production of O2 [186].
Niosomes containing 20uM D-limonene showed significant cytotoxicity against HepG2
cell lines as well as other cell lines; when combined with docetaxel, the effect was further
amplified through an escalation in the production of ROS and an increase in the expres-
sion of apoptotic proteins, suggesting the involvement of the mitochondrial apoptosis
pathway [187].
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In an exploration of the mechanistic underpinnings of CBD and CBG treatments, one
study focused on their impact on the expression of genes that are pertinent to cannabinoid
activity and the pathobiology of mesothelioma. Notably absent from this analysis was
CNR2 as its expression was not observed across any mesothelioma cell lines. The treat-
ments with both CBD and CBG led to the substantial upregulation of key genes associated
with cannabinoid activity and the pathology of mesothelioma across the three mesothe-
lioma cell lines examined [188]. Specifically, noteworthy upregulations were observed for
cannabinoid CB1 receptor (CNR1), G-protein-coupled receptor 55 (GPR55), and 5-HT1a
receptor (5HTR1A) when compared to vehicle-treated controls, with an approximately
50-fold increase in the expression of GPR55. Interestingly, the CBD treatment had a variable
impact on the mRNA expression of transient receptor potential vanilloid type 1 (TRPV1).
While it influenced the expression of TRPV1 across most mesothelioma cell lines, an excep-
tion was noted in the case of H2452 cells [188]. The expression of TRPV2 or peroxisome
proliferator-activated receptor gamma (PPARG) demonstrated cell-line-dependent vari-
ability. Moreover, CBD treatment led to a reduction in the endogenous CXCR4 agonist
C-X-C motif chemokine 12 (CXCL12), while CBG’s effects on CXCL12 expression varied
across different cell lines. To delve deeper into the mechanistic landscape, gene pathway
analyses were conducted. Both CBD and CBG were observed to similarly influence cell
cycle regulation pathways. Intriguingly, the Gaq/PLC signaling pathways may have been
disrupted through the upregulation of GPR55 receptors by cannabinoids, affecting calcium
homeostasis [189]. Furthermore, CBG appeared to stimulate the nuclear factor of activated
T cells (NFAT) signaling pathways, a group of transcription factors that could also be
activated via GPR55 receptors. Among the salient findings was the consistent activation of
nuclear factor kappa-light-chain-enhancer of activated B cells (NF-kB) by both CBD and
CBG. NF-kB is implicated in multiple inflammatory pathways, including the release of
various cytokines and chemokines (such as CXCL12-CXCR4), along with cell cycle regu-
lators, anti-apoptotic factors, and adhesion molecules. Overall, these preliminary results
underscore the impact of CBD and CBG on human mesothelioma cell lines, indicating a
clear avenue for further investigation [190].

In a subsequent investigation, a research team explored the antitumoral potential of
WIN 55,212-2 against pediatric osteosarcoma. The study delineated that WIN 55,212-2
induced cell cycle arrest and prompted the upregulation of crucial markers of endoplas-
mic reticulum stress such as GRP78, CHOP, and TRB3, followed by autophagy [191–193].
These findings align with previously reported mechanisms in adult cancers. For example,
Fisher et al. conducted a study on the impact of both THC and CBD on pediatric neu-
roblastoma cells, revealing significant reductions in cell viability. Additionally, CBD was
observed to inhibit xenograft growth in vivo. Although the precise mechanisms underlying
CBD’s antitumoral effects remain to be elucidated, the compound induced apoptosis in
neuroblastoma cells both in vitro and in vivo, effectively causing cell death directly and
indirectly [194].

Collectively, these preclinical findings demonstrate the prospective anticancer efficacy
of cannabinoids against a range of pediatric cancers, albeit via multiple mechanisms. It is
important to recognize that pediatric cancers are heterogeneous, originating from various
cell types and tissues and often driven by specific mutations. One limitation of these
studies is their reliance on long-term cultured cell lines that may not fully represent the
complexity of human cancers. Furthermore, a dearth of studies have corroborated their
findings through animal models or orthotopically xenografted models, consequently failing
to replicate the authentic tissue contexts of these malignancies [195]. Moreover, no clinical
trials have assessed the potential antitumoral effects of cannabinoids in the treatment of
pediatric cancer. Anecdotal evidence exists, however, suggesting potential benefits. For
instance, Foroughi et al. reported two cases of female patients experiencing spontaneous
regressions of low-grade glioma coinciding with cannabis inhalation. While a retrospective
study linked the expression of CB1R to tumor regression, suggesting a plausible mechanism,
Foroughi et al. did not investigate CB1R expression in their reported cases [196,197].
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A growing body of literature supports the notion that the therapeutic benefits of
cannabis are not merely attributable to individual constituents but are the result of syn-
ergistic interactions among various compounds within the plant. For instance, evidence
has emerged that a holistic botanical preparation of cannabis exhibits greater potency
in both in vitro and in vivo models for breast cancer treatment compared to isolated
9-THC [198]. Furthermore, in vivo experiments yielded compelling results, showing addi-
tive effects when cannabis terpenes such as α-humulene and β-pinene were combined with
WIN55,212-2 in mouse models [199]. These findings suggest that the inclusion of terpenes
enhances the activity of isolated cannabinoids, likely through a synergistic mechanism.
Parallel lines of inquiry have delved into the molecular mechanisms underlying potential
pharmacological interventions against prostate cancer. Various prostate cancer cell lines,
including PC3, DU145, and LNCaP, have demonstrated reduced migration, implicating
cannabinoids as promising agents in combating cancer cell motility. Specifically, the CB1 ag-
onist WIN-55,212 was observed to decrease the activity of RhoA GTPase, a critical regulator
of cell migration [200]. This led to a subsequent disruption in actin/myosin microfilament
formation and a reduction in cell migration. Reinforcing RhoA protein activity resulted
in an increase in microfilament formation and cell spreading, whereas the exogenous CB1
agonist anandamide mimicked the reduction by disrupting actin/myosin microfilaments.
In this context, Roberto et al. reported significant, dose-dependent decreases in the mi-
gration and invasion capabilities of PC3 and DU145 cells when treated with the synthetic
cannabinoid WIN-55,212 [201].

6. Clinical Applications and Challenges
6.1. Cannabinoids as Therapeutic Agents

Emerging combined cancer therapies have generated widespread interest in the use
of cannabis botanicals for treating glioblastoma (GB). Their polypharmaceutical nature
offers distinct advantages over current therapies. They may complement standard-of-care
treatments more effectively by fully harnessing their anticancer properties. Moreover, they
have off-target effects that are less toxic than those of traditional chemotherapeutics. The
use of cannabinoids has already proven successful as palliative care in many GB patients.
Cannabinoids as anticancer agents can be seen in numerous academic publications, demon-
strating tumor-specific cytotoxic and cytostatic effects in experimental models as well as
clinical studies, including those on GB patients [202]. Furthermore, GB stands out in that its
aggressive infiltration within the brain parenchyma limits metastatic spread outside it; this
paradoxical behavior underscores both its complexity and resistance to treatment. Cancer
stem cells (CSCs) play an essential role in the resistance of GB to therapy, with active DNA
repair mechanisms and efficient xenobiotic export systems being key determinants [203].
Therapy-resistant CSCs may lie dormant in protective niches before becoming aggressive
cells that trigger tumor regrowth elsewhere in the brain. The findings of Lah et al. show that
all three cannabinoids induced a significant apoptotic rate of approximately 30% among
GB cancer stem cells at their respective IC50 concentrations, suggesting the significant
inhibition of cell viability mechanisms as cytotoxins, with the significant inhibition of cell
viability mechanisms being a key mechanism of their cytotoxicity and the inhibition of via-
bility mechanisms. Notable among CBG’s signaling effects is the activation of caspase-3/7,
which is further amplified with CBD and temozolomide (TMZ) [204].

Experiments using a spinal nerve ligation neuropathic pain model revealed that
administering CB1 receptor-selective agonist ACEA led to decreased mechanically evoked
responses in spinal neurons. This effect could only be prevented with CB1 antagonists
such as AT1077. When applied systemically and locally in rats suffering chemotherapeutic-
agent-induced neuropathic pain, both the systemic and local administration of ACEA
demonstrated attenuated mechanical allodynia without inducing psychoactive side effects
at the administered doses [205].

Another compound, the CB1/CB2 dual agonist CRA13, demonstrated powerful anti-
hyperalgesic properties in an animal model of neuropathic pain. Both the oral administra-
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tion and local injection of CRA13 were effective at reversing mechanical hyperalgesia caused
by established mechanical hyperalgesia. Importantly, its anti-hyperalgesic action occurred
via peripheral CB1 receptors, as evidenced by its responsiveness to CB1 antagonist [206].
Preclinical studies showed AZD1940, an orally active mixed CB1/CB2 receptor agonist, to
have an analgesic effect in both inflammatory and neuropathic pain models without leading
to the development of tolerance or a high level of brain uptake at effective antinociceptive
doses in rats or primates [207]. Its analgesic action was CB1-receptor-dependent, acting
peripherally without leading to the formation of tolerance; the brain uptake at effective
antinociceptive doses was low. However, clinical studies of AZD1940 yielded mixed results.
While preclinical trials demonstrated promising effects against capsaicin-induced pain
and hyperalgesia in human trials, its analgesic properties failed to reduce post-operative
dental extraction pain in healthy subjects, and mild-to-moderate gastrointestinal and CNS
side effects were reported in clinical studies of this compound [207–209]. While certain
compounds showed promising analgesic and peripheral-site-of-action effects in animal
studies, their translation into human clinical trials yielded variable outcomes and side ef-
fects. Furthermore, harnessing cannabinoids as pain management solutions is both possible
and difficult due to how intricately connected CBRs and pain pathways are.

Cannabis has long been used to treat various conditions, and one such ancient use
was to manage epilepsy. Epilepsy, a chronic neurological condition affecting millions
worldwide, is characterized by recurrent seizures which are often coupled with cognitive
impairments and mood disturbances. Efforts at management typically revolve around
modulating neuronal ion channels as well as GABA/glutamate receptors, yet approxi-
mately one-third of epileptic patients remain resistant to the current treatments available to
them [210]. Cannabinoids may help alleviate epileptic seizures due to the presence of CB1
receptors in key brain areas involved in partial seizure initiation, such as the hippocam-
pus and amygdala [211]. The studies conducted to date have highlighted the significant
anticonvulsive properties of various cannabinoids, especially CBD, and more recently,
CBDV/D9-THCV [212]. Unfortunately, however, its exact antiepileptic mechanisms remain
unknown due to its relatively low affinity for CB1 and CB2 receptors. CBD may exert its
effects through several pathways, including interactions with the equilibrative nucleoside
transporter and GPR55, TPRV-1, and 5-HT1A receptors, as well as the a3 and a1 glycine
receptors [213,214]. Another possible antiepileptic mechanism of CBD could involve its
interactions with mitochondrial Na2+/Ca2+ exchanger [215].

CBD’s therapeutic potential goes well beyond epilepsy, with applications across a
broad range of both nonpsychiatric and psychiatric disorders including anxiety, depression,
bipolar-disorder psychosis, and sleep disturbances, and a significant amount of research
into its pharmacological effects across various biological systems has been undertaken to
understand its mechanisms of action as medicine. Animal models suggest that CBD may
produce anxiolytic-like effects by activating post-synaptic 5-HT1A receptors located in key
brain regions associated with defensive responses, such as the dorsal periaqueductal grey
dorsal periaqueductal grey bed nucleus of the stria terminalis and the medial prefrontal
cortex [216].

Due to opioids’ shortcomings and risks, cannabis’ potential as an effective pain remedy
has garnered increasing consideration. Legalizing cannabis has proven its safety potential
by leading to a decrease in opioid overdose deaths. In general, healthcare providers have
shown an encouraging outlook towards the therapeutic uses of cannabis for patients,
actively helping to facilitate access to medical cannabis. Patient perspectives support this
sentiment, with many believing in cannabis’ effectiveness as an analgesic and considering
it an alternative medication to opioids. Some patients perceive cannabis to be both safe and
effective for treating multiple medical conditions, prompting their cannabis use. Sometimes
patients combine cannabis use with prescription drugs; the impact on overall well-being
remains uncertain in such instances [217].

Secondary metabolites derived from both cannabinoids and non-cannabinoids have
vast therapeutic potential across a wide range of conditions, from cancers, diabetes, cardio-
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vascular issues, neurodegenerative disorders, inflammatory diseases, and viral infections
to neurodegeneration disorders and viral infections. Unlike THC—one of the best-studied
cannabinoids—most of these phytochemicals lack psychotropic effects, enabling them to
provide therapeutic benefits without creating the psychoactive responses associated with
THC [218].

6.2. Clinical Trials and Evidence-Based Medicine

Until now, limited and disparate research findings have illuminated the effects of
cannabinoids on mental health during the prepubertal stages. Studies have demonstrated
that providing CBD during peri-pubertal periods may reduce the behavioral abnormalities
seen in animal models of schizophrenia. Preclinical evidence also shows that exposure to
both THC and stress during peri-adolescence could result in impaired fear extinction in
adulthood for mice, though this was not evident among animals who only received either
THC or stress alone [219]. Therefore, further clinical investigations must be conducted
in order to ascertain whether concurrent exposure to cannabis and stress during teenage
years might contribute to long-term anxiety disorders or pathological fear in adulthood.
Studies have demonstrated that frequent cannabis users may suffer neurocognitive deficits,
including reduced psychomotor speed and working memory, but these effects can be effec-
tively and affordably improved through aerobic fitness activities—showing the potential of
physical fitness to ameliorate the cognitive deficits associated with cannabis consumption
in adolescents [220–222].

Multiple sclerosis (MS) spasticity therapy aims to increase functional capacity, facilitate
rehabilitation, prevent contractures, and alleviate discomfort among individuals diagnosed
with MS. Cannabinoids stand out as notable interventions within neurological disorders,
particularly MS. Cannabinoids have proven to be particularly successful at managing
MS-related spasticity in several recently conducted studies, demonstrating its benefits
among complementary medicine approaches like pharmaceutical cannabinoids. Nabix-
imols has emerged from multiple rigorous randomized controlled clinical trials against
placebos to gain approval as an effective medication for alleviating spasticity-related symp-
toms. Notably, one recent enriched-design methodology study demonstrated that adding
Nabiximols provided more effective relief from MS spasticity than simply adjusting an
anti-spasticity medication regimen. Another investigation known as SAVANT explored the
use of oromucosal Nabiximols as adjunctive therapy against moderate-to-severe spasticity
symptoms [223–227].

Studies exploring means of reducing opioid doses for managing chronic pain may not
always produce reliable findings due to the incomplete reporting of dose adjustments and
analgesic outcomes. Notable recent analyses have not yielded evidence that cannabis exerts
any opioid-sparing properties. Preclinical evidence points toward cannabinoids’ effective-
ness for treating inflammatory bowel diseases; preclinical findings demonstrate CBD’s
protective impact against intestinal inflammation. Yet more rigorous clinical trials must
still be conducted on a larger scale to ascertain whether cannabinoids or their derivatives
offer any advantages when treating individuals afflicted with IBDs [228,229].

In a landmark interventional pilot clinical trial, the first of its kind to document
anti-inflammatory effects following cannabinoid administration in humans, a focus was
placed on individuals living with HIV (PWH) and undergoing antiretroviral therapy
(ART). The study successfully completed treatments involving eight participants who
were administered oral cannabinoids. The results displayed significant reductions in
surrogate markers linked to gut mucosal damage, systemic inflammation, immune cell
activation, fatigue, and cellular senescence. These initial outcomes advocate for extended
investigations through larger clinical trials, aiming to determine the feasibility of using
cannabinoid capsules to mitigate chronic inflammation in PWH on ART [230]. Within the
scope of this pilot trial, safety and tolerability were the principal concerns. Additionally, the
study probed the impact of oral cannabinoids on the integrity of the gut mucosal barrier.
This was achieved by monitoring the dynamics of REG-3a and I-FABP throughout the

304



Biomolecules 2023, 13, 1388

treatment period. REG-3a is instrumental in modulating interactions between humans and
gut microbiota, whereas I-FABP is released upon the death of enterocytes. Elevated plasma
levels of these markers were previously noted among pregnant women on ART; however,
these levels were observed to decline following a 12-week regimen of oral cannabinoid
therapy. This corroborates the results of earlier studies elucidating the beneficial impacts
of CBD and palmitoylethanolamide on gut mucosal permeability, which are attributed
to CBD’s activation of CB1R in the ECS [231]. Although substantial anti-inflammatory
benefits were evident in the trial, the precise mechanisms underlying these effects remain
unclear. An additional layer of complexity is introduced by the dual nature of THC as
both a partial agonist and antagonist for CB1R. Furthermore, THC can interact with other
endocannabinoid receptors to exert anti-inflammatory effects [230,232].

6.3. Safety Considerations and Adverse Effects

Notable precautions regarding cannabis and THC revolve around their neuropsychi-
atric side effects, which often determine their maximum tolerated dose and can result in
discontinuation. Clinical trials conducted using DRO have demonstrated its potential to
exacerbate conditions like mania, depression, and schizophrenia. Recent meta-analyses
conducted on cannabinoids demonstrated an almost threefold increased likelihood of
experiencing adverse mental or nervous system effects compared to comparator groups,
although individual symptoms such as anxiety or depression did not show statistically
significant variations [233]. The FDA recommends pre-screening patients before initiating
THC therapy as well as medical cannabis treatments; pre-screening should extend across
both treatments. Furthermore, THC has the potential for the development of a depen-
dency among individuals with histories of substance use disorders involving nicotine,
alcohol, opioids, or illicit drugs [234]. While recreational users may seek certain effects
specifically from THC use, clinical trial participants have reported adverse side effects
like disorientation, dissociation, euphoria, and hallucinations, which can pose particular
dangers to medically vulnerable populations such as older adults [235]. Recent prescribing
information for newly approved products has highlighted the elevated risk of suicidal
behavior and ideation associated with psychoactive medications, such as antihypertensives,
antidepressants, and opioids [236]. As with CBD recommendations—though with more
emphasis being given to THC-containing products—individuals experiencing depression
or those who are taking medications which share similar risk should exercise extreme
caution when considering medical cannabis products as alternatives. Antipsychotic and
antidepressant users should prioritize selections with reduced potential for drug—drug
interactions (DDIs) in keeping with the principle of prudent medication management.

Cannabinoids are widely perceived as harmless substances by the general population,
and any long-term health implications are overlooked. Comparing cannabinoid users and
non-users within the broader population highlights their potentially negative impact on
cognitive function. There is an increasing amount of evidence linking acute cannabinoid use
to deficits in neurocognitive decision making across areas like processing speed, sustained
attention span, verbal fluency, and executive functioning. Over time, chronic cannabinoid
consumption among teenagers and young adults has shown adverse impacts across various
cognitive domains like learning memory, attention, executive function, and psychomotor
speed [237,238].

Cannabinoids’ growing prevalence, both recreationally and clinically, has increased
the possibility of the co-administration of cannabinoids with selective serotonin reuptake
inhibitors (SSRIs), potentially leading to adverse outcomes. A comprehensive analysis
was performed on adverse event reports submitted through the FAERS of the U.S. Food
and Drug Administration’s Adverse Event Reporting System; the results demonstrated
significant instances in which cannabis or its derivatives caused adverse events that demon-
strated an interaction risk between this substance and other medications. Notably, adverse
events reported have shown an upward trend over time due to the increased availability of
marijuana-derived products, both prescription and over-the-counter (OTC) THC/CBD for
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medical and recreational use. Although direct clinical interactions remain an evolving area
of research, one case report has hinted at an association between cannabis hyperemesis
syndrome and the concurrent use of an SSRI medication [239]. By analyzing a vast dataset
encompassing nearly 15 million patient reports from the FDA, specific cohorts were formed
in order to analyze the frequencies of side effects. This included medications (sertraline,
escitalopram, and citalopram), cannabinoids (THC, CBD, and other cannabinoids) and com-
binations which were metabolized via CYPC219 [240]. The frequencies of sertraline side
effects served as baseline for comparison against the cannabinoids/combinations cohorts;
23 side effects each, with an occurrence rate exceeding 5% on sertraline or escitalopram
labels, were selected for benchmarking purposes. Established pharmacovigilance metrics,
relative risks, and safety signals were employed to identify potential associations between
drug or combination side effects and strict statistical methodologies, such as Benjamini–
Hochberg–Yekutieli tests, to ensure accurate statistical significance with a threshold set
at 0.05 while also compensating for the false discovery rate (FDR) [241]. As is evident by
an increase in adverse events associated with the co-administration of cannabinoids and
SSRIs, careful consideration must be paid when researching potential interactions between
them [240].

7. Future Perspectives and Conclusions
7.1. Promising Avenues for Future Research

THC interacts with the ECS in an interesting fashion by acting as both a partial ago-
nist of CB1 and CB2 receptors and an agonist for GPR55 receptors, while CBD acts as an
antagonist or negative allosteric modulator of these same receptors, leading to its ability to
modulate THC’s psychotropic effects when co-administered. While CBD displays weak
binding to CB1 and CB2 receptors at therapeutic doses, its influence on GPR55 curtails intra-
cellular calcium release, thus potentially mitigating the neuronal hyperactivity associated
with conditions like epilepsy. The administration of CBD has been linked to elevated serum
levels of anandamide (AEA), potentially contributing to its therapeutic effects in schizophre-
nia patients [242]. Unfortunately, however, its exact mechanism for elevating AEA levels
remains incompletely understood and requires further study. Some evidence suggests
that both THC and CBD preferentially bind fatty-acid-binding proteins that are essential
for the intracellular transport of anandamide and its subsequent degradation via FAAH
within cells, contrary to rodent studies which demonstrated an inhibition of FAAH activity.
Such results highlight the limitations of animal models as research tools in cannabinoid
research [243]. Cannabinoids such as THC and CBD exhibit potency anti-inflammatory
actions through COX-2 inhibition, leading to a reduced production of pro-inflammatory
prostaglandins [244]. This may indirectly raise endocannabinoid levels, thereby contribut-
ing to their antiepileptic properties. CBD’s influence on CYP isoenzymes in the brain may
further modulate the production of specific eicosanoids like EETs, EET-EAs, and HETE-
EAs which may exert indirect influence upon receptors via the regulation of downstream
eicosanoid pathways; its influence on CYP isoenzymes, in addition to its inhibition of their
production, show its intricate interaction with various molecular pathways [245]. CBD’s
ability to decrease 5-LOX activity and its related metabolites in human tumor cells raises the
possibility that CBD could have anti-seizure properties [246]. This possibility is particularly
intriguing given the possible link between the targeted inhibitors of Cys-LT synthesis and
reduced seizure risk, although further validation will likely be required before this can be
established [247].

Regarding anxiety modulation, due to their widespread presence in key regions of the
brain associated with emotional responses such as the prefrontal cortex, amygdala, and
hippocampus, CB1Rs have attracted increased scrutiny as potential sources for reducing
anxiety. CB1R has been linked with controlling behavioral responses associated with altered
emotional states [248,249]. Studies have demonstrated that cannabinoid agonists exhibit a
two-pronged approach to controlling anxiety and stress, with lower doses showing attenu-
ated effects, while higher ones could induce anxiety-inducing responses. CB1R-mediated
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responses involve diverse molecular mechanisms, including contradictory roles played
by different areas in modulating anxiety, the activation of specific CB1R populations on
GABAergic or glutamatergic neurons, and the potential engagement of non-CB1R-related
pathways [250–252]. Environmental factors, including stress-induced changes in GABA
responses to CB1R agonists, also play a part. CB1Rs are found not only on GABAergic and
glutamatergic neurons but are also present in raphe nuclei to influence serotonergic nerve
cell function. Studies involving mice lacking CB1R-deficient serotonergic neurons have
revealed increased anxiety levels and diminished socialization skills. Neuroinflammatory
processes have long been implicated in anxiety and depression. Both CB1R and CB2R
possess the power to alleviate neuroinflammation, offering multiple avenues for anxiolytic
effects. Notably, CB2R polymorphisms in Japanese individuals with depression have been
linked to altered behavior. The antisense oligonucleotide targeting of CB2R mRNA expres-
sion in mice led to reduced anxiety-like behaviors. Studies involving CB2R-overexpressing
mice and spontaneously anxious mice have indicated that CB2R can play an essential role
in modulating anxiety-like behaviors through its interactions with GABA receptors. The
deletion of CB2R from dopaminergic neurons located in the ventral tegmental area (VTA)
of mice was demonstrated to significantly affect anxiety, depression, and psychomotor
behavior. Given the adverse neurological reactions associated with CB1R antagonism by
rimonabant, other therapeutic avenues involving CB2R modulation may offer promising
solutions [253–257].

7.2. Implications for Cannabinoid-Based Therapies

Immunity plays an integral role in protecting against foreign agents and pathogens,
so for over four decades, researchers have investigated how cannabinoids impact immune
responses against pathogens. Notably, in 1977, a groundbreaking study by Bradley et al.
demonstrated how THC combined with lipopolysaccharide (LPS) caused increased toxicity
while amplifying the lethality of heat-killed bacteria [258]. Subsequent investigations by
this same group explored the effects of THC and cannabis extracts on host resistance to
Listeria monocytogenes and herpes simplex virus, ultimately showing decreased levels of
pathogen resistance in subsequent investigations [259,260]. Subsequent studies revealed the
roles of the ECS in initiating immune responses against pathogens, with specific CB2 geno-
types correlating with susceptibility to certain viral illnesses. Conversely, in vitro studies
demonstrated the microbicidal activity of cannabinoids against various bacteria and fungi,
as well as some instances of the regulation of viral pathogenesis by cannabinoids [261];
moreover, the oral administration of cannabis increased survival in murine models of
malaria with enhanced host immunity, while increased levels were detected within their
lungs and intestines [262]. This was further evidenced by increased host immunity, which
was observed with elevated endocannabinoid levels which increased survival when orally
administered to infected animals, indicating its protective nature. Cannabinoid-based treat-
ments for infectious diseases are determined by two key elements: their anti-inflammatory
and pathogen-targeting capabilities [263,264].

Another intriguing area is vaccination and how Cannabis/CBD treatments impact
vaccine-related immunity. Dotsey et al. explored this connection using a transient CB2
blockade on immune reactions of young and aged mice undergoing vaccination; intensified
antigen-specific immune reactions were noted following immunization [265]. However, a
prospective study of humoral/cellular immune responses during hepatitis B vaccination
among habitual marijuana smokers did not reveal significant alterations to the development
of systemic immunity [266].

Inflammatory bowel disease (IBD) represents a category of autoimmune gastroin-
testinal disorders that includes ulcerative colitis (UC) and Crohn’s disease (CD). Evidence
from various studies has substantiated the anti-inflammatory potential of cannabinoids
in mitigating colitis in murine models. Interestingly, these effects were found to be re-
versed when CBRs were either blocked or deficient. In the realm of preclinical research,
phytocannabinoids have been employed in models of gastrointestinal inflammation, and
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their efficacy has further been examined in clinical trials involving IBD patients [267]. A
study utilizing a DSS-induced murine model of colitis revealed a particular sensitivity to
cannabinoid-based interventions. Intriguingly, cannabis extract treatments outperformed
their pure-cannabinoid counterparts, possibly due to the synergistic interactions and dis-
tinct anti-inflammatory attributes conferred by other phytochemicals present in the whole
plant [267]. Macrophages, which are aberrantly regulated in IBD, play a pivotal role in the
pathogenesis of the disease. These cells are notably abundant in the inflamed mucosa of IBD
patients and display an altered phenotype and function compared to normal conditions,
such as the elevated expression of co-stimulatory molecules and the production of the
inflammatory cytokines IL-12 and IL-23. The research indicated that cannabinoid-based
treatments were effective in inhibiting the infiltration of macrophages into the colons of DSS-
induced mice, with the severity of the disease directly correlating with the average number
of infiltrating macrophages. Moreover, different cannabinoid treatments had varying effects
on cytokine levels in murine models. CBD was observed to reduce interferon-beta and
interleukin-6 levels, whereas THC primarily diminished interleukin-6 levels. CBDE exerted
an impact on TNF-alpha and IL-6, while THCE significantly curtailed the levels of all three
investigated cytokines. Importantly, all the cannabinoid treatments examined influenced
IL-6 and TNF-alpha, key cytokines associated with IBD. CBDE emerged as particularly ef-
fective in downregulating TNF-alpha levels, which is noteworthy considering the frequent
clinical usage of anti-TNF agents due to the cytokine’s central role in disease pathogenesis
in both human and murine models [267,268].

In a comprehensive analysis aimed at evaluating the impact of cannabinoids on lym-
phocyte function, in vitro methodologies were employed. The study particularly focused
on cannabis extracts enriched in CBD Botanical Drug Substance (CBD BDS) or THC Botan-
ical Drug Substance (THC BDS), with concentrations ranging from 20% to 30% of each.
The inclusion of these cannabis extracts alongside pure cannabinoids served a dual pur-
pose. Firstly, it acknowledged the prevalence of cannabis-based medicines over isolated
cannabinoids in patient care. Secondly, it allowed for an exploration of the putative ad-
vantages conferred by the entourage effect. Activated lymphocyte proliferation was the
primary outcome measure under investigation. Anti-CD3 antibodies were employed to
activate mouse splenocytes (C57BL/6 or BALB/c), which were subsequently exposed to
various concentrations of pure cannabinoids or their botanical drug substance counter-
parts. An FACS analysis was then utilized to assess cell proliferation. Interestingly, it was
revealed that the pure cannabinoids were more potent in inhibiting lymphocyte activation
compared to cannabis extracts. Among the pure cannabinoids, CBD was found to be
more effective at curtailing proliferation than THC irrespective of the form in which it
was administered [269]. Similar outcomes were also observed in human peripheral blood
mononuclear cells (PBMCs). Upon the activation of anti-CD3, an increase in the CD8 cell
percentage was noted, an effect that could be efficaciously mitigated by CBD, CBD BDS,
and, to a lesser extent, THC BDS treatments [269].

7.3. Concluding Remarks on the Potential of Cannabinoids

Cannabis is an impressively complex plant, boasting more than 100 cannabinoids in
addition to various terpenes and flavonoids. Our understanding of its effects is further
complicated by cannabinoids’ demonstrated activity across numerous receptors. This
characteristic bestows cannabinoids—and by extension, cannabis itself—with the label of
being promiscuous drugs; though often seen as disadvantageous, the promiscuity of a drug
actually provides distinct advantages, the most important of which is the ability to engage
various pathways within an illness with just a single therapeutic agent. Medical cannabis
has seen a rapid expansion in recent years as more patients turn to using it as a solution
for various ailments. With more patients turning to this botanical remedy for treatment
purposes, a growing demand exists among the scientific and medical communities to
investigate how cannabis orchestrates its effects within the body; this goes beyond simply
understanding potential merits and risks. Optimal routes of administration vary according
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to each condition and must also be investigated carefully. As the use of medical cannabis
continues to expand, research initiatives become ever more necessary. These endeavors
must not only dissect how the components of cannabis interact within the body but
also establish safe routes of application for various medical scenarios. Furthermore, an
understanding of all of its complexities must be obtained before effective use can occur
within clinical environments [270].

Cannabinoids and eCBs have quickly become one of the most exciting areas of biomed-
ical and chemical research, witnessing over 1000 publications annually with an expected
upward trajectory. The investigation into cannabinoid delivery systems has also witnessed
tremendous activity, with companies filing patents relating to localized or transdermal
administration. Innovative formulation strategies provide an effective avenue for produc-
ing swift systemic effects with sustained long-term effects, as evidenced by the potential
synergy between intranasal cannabinoid sprays and patches for fast absorption and an
immediate systemic impact. Furthermore, compelling findings include using terpenes from
cannabis sources (CBD and THC) as penetration enhancers to increase the efficacy of thera-
peutic constituents, further underscoring quality control’s important role in shaping the
composition, dosage, and safety profiles of cannabis-derived components. Amid today’s
evolving therapeutic paradigms are possibilities for innovative therapeutic paradigms
combining established cannabinoids in new applications with engineered cannabinoid
derivatives. Nanotechnology presents particularly encouraging avenues, with SEDDS
representing one promising route towards realizing the clinical use of Cannabis, involving
both oral and pulmonary routes of administration [271]. The integration of carbon nan-
otubes is still in its infancy but holds promise as an efficient delivery system; however,
thorough scrutiny is required to optimize cost-effectiveness and the long-term safety of
nano-delivery systems before adopting them into mainstream applications. As the surge in
interest in cannabinoids coincides with advances in pharmacology, pharmaceuticals, and
technology, an enabling environment is set up for the creation of innovative therapeutic
strategies that leverage established cannabinoids and their synthetic derivatives. Science
meets innovation while quality and safety issues come together to shape cannabinoid-based
interventions for therapy in the near future.
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CHS Cannabinoid Hyperemesis Syndrome
THC ∆9-tetrahydrocannabinol THC
ECS The Endocannabinoid System
CNS Central nervous system
eCBs Endocannabinoids
CBD Cannabidiol
THCV D9-tetrahydrocannabivarin
ROS Reactive Oxygen Species
CBRs Cannabinoid Receptors
DRO Dronabinol
CBG Cannbigerol
CBC Cannabichromene
CBDV Cannabidivarin
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GPCR G Protein-Coupled Receptor
CBDA Cannabidiolic Acid
CBN Cannabinol
CBL Cannabicyclol
CBE Cannabielsoin
CBF Cannabifuran
TRP Transient Receptor Potential
PPAR Peroxisome Proliferator-Activated Receptors
TRPV1 Transient Receptor Potential Vanilloid Type 1
DSI Depolarization-Induced Suppression of Inhibition
DSE Depolarization-Induced Suppression of Excitation
5-HT 5-hydroxytryptamine
CYP450 Cytochrome P450
D11-OH-THC D11-hydroxy-THC
D11-COOH-THC D11-carboxy-THC
CBND Cannabinodiol
EEG Electroencephalography
ERP Event Related Potentials
AD Alzheimer’s Disease
Ab Amyloid Beta
PSEN1 Presenilin-1
PSEN2 Presenilin-2
BDNF Brain-Derived Neurotrophic Factor
LOAD Late-Onset Alzheimer’s Disease
PD Parkinson’s disease
LIDs Levodopa-Induced Dyskinesias
GPl Globus Pallidus
HD Huntington’s Disease
MS Multiple Sclerosis
CREA Chronic Relapsing Experimental Allergic Encephalomyelitis
AEA Anandamide
FAAH Fatty Acid Amide Hydrolase
MCAO Middle Cerebral Artery Occlusion
NMDA N-methyl-D-aspartate
PEA Palmitoylethanolamide
OEA Oleoylethanolamide
AraS N-arachidonoyl-L-serine
MAPK Mitogen-Activated Protein Kinase
CRC Colorectal Cancer
MAGL Monoacylglycerol Lipase
LC3 Light Chain 3
NFAT Nuclear Factor of Activated T Cells
LNCaP Lymph Node Carcinoma of the Prostate
GB Glioblastoma
TMZ Temozolomide
CSCs Cancer Stem Cells
PWH People Living with HIV
ART Antiretroviral Therapy
DDIs Drug–Drug Interactions
SSRIs Selective Serotonin Reuptake Inhibitors
OTC Over the Counter
IBD Inflammatory Bowel Disease
UC Ulcerative Colitis
CD Crohn’s Disease
BMT Bone Marrow Transplant
EAE Experimental Autoimmune Encephalomyelitis
MM Medical Marijuana
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Abstract: Music is a complex phenomenon with multiple brain areas and neural connections being
implicated. Centuries ago, music was discovered as an efficient modality for psychological status
enrichment and even for the treatment of multiple pathologies. Modern research investigations
give a new avenue for music perception and the understanding of the underlying neurological
mechanisms, using neuroimaging, especially magnetic resonance imaging. Multiple brain areas were
depicted in the last decades as being of high value for music processing, and further analyses in
the neuropsychology field uncover the implications in emotional and cognitive activities. Music
listening improves cognitive functions such as memory, attention span, and behavioral augmentation.
In rehabilitation, music-based therapies have a high rate of success for the treatment of depression
and anxiety and even in neurological disorders such as regaining the body integrity after a stroke
episode. Our review focused on the neurological and psychological implications of music, as well as
presenting the significant clinical relevance of therapies using music.

Keywords: pitch perception; cognitive enhancement; memory encoding; limbic system; rehabilitation;
music-based therapies

1. Introduction

The inherent complexity of music renders it a multifaceted subject that eludes simple
definitions. While many describe it as an ordered arrangement of sounds, musical elements
such as harmony or the bass line require intricate understanding and considerable effort
to master. In this research, our focus is on the neurological and psychological benefits of
music listening, especially the potential usage of musical therapies, and how the brain
might respond during varied activities set within a musical context [1].

Music is a universal phenomenon that utilizes a myriad of brain resources. Engaging
with music is among the most cognitively demanding tasks a human can undergo, and it is
identified across all cultures; therefore, it underscores its fundamental human nature [2].
The proclivity to create and appreciate music is ubiquitous among humans, permeating
daily life across diverse societies [3]. This inherent connection to musical expression is
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deeply intertwined with human identity and experience. Molnar-Szakacs further empha-
sizes music’s unique capacity to evoke memories, stimulate emotions, and enrich social
interactions [3]. Historical examples underscore the therapeutic potential of music. For
instance, Johann Sebastian Bach’s Goldberg Variations (BWV 988) was purportedly com-
posed to alleviate a count’s insomnia, underscoring music’s therapeutic potential [4–6]. The
profound emotional impact of music, whether it be the melancholy evoked by a nocturne
from F. Chopin or the elation induced by W. A. Mozart, has inspired ongoing research into
its relationship with emotions and psychological disorders [7]. Fundamental to understanding
music are the concepts of pitch perception, rhythm perception, and tonality perception.

1.1. Pitch Perception

Predominantly processed in the auditory cortex, pitch perception pertains to the
brain’s handling of sound information. The auditory cortex features a tonotopic map
wherein specific regions are sensitive to distinct frequencies. Human auditory perception
ranges from 20 to 20,000 Hz, with distinct pitches resonating at precise locations on the
basilar membrane. Yost et al. expound that understanding pitch necessitates a grasp of
the biomechanical mechanisms and neurological shifts in sound as well as the diverse
ways pitch can be conceptualized and potentially quantified [8]. Often, pitch is defined as
the attribute of sound that sequences it from low to high levels. Musically, pitch aids in
recognizing melodies and discerning intervals, with quantification methods ranging from
equal-temperament tuning scales to the perceptive mel scale [9].

For instance, a standard 1000 Hz tone delivered at a 40 dB sound pressure level
corresponds to 100 mels on the mel scale. It is important to note that variations in perceived
pitch proportionately influence mel values. Much of pitch perception research delves into
complex sounds, with the pitch of basic tones like sinusoids determined by frequency.
Intricacies in encoding high-frequency and low-frequency tonal signals differentiate them,
and while amplitude modulation is absent in simple tonal sounds, temporal mechanisms
might play a role in low-frequency pitch perception [10].

In summary, understanding sound transformations, coupled with a range of defi-
nitions and measurement techniques, is imperative for accurate pitch perception. This
encompasses melody recognition capacity, interval discernment, and frequency perception,
with various mechanisms, both spectral and temporal, influencing pitch perception [11].

1.2. Rhythm Perception

Beat perception engages specific brain regions associated with motor planning and
timing, notably the basal ganglia and the supplementary motor area. Interestingly, even
passive listening to music can activate these neural domains [12]. The ability to discern
a steady pulse underlying a rhythmic stimulus defines beat perception. This inherent
pulse, which rhythmically structures the music, is an elemental consistency that the human
cognitive apparatus innately detects. By accentuating beats in specific patterns, we can
synchronize our movements (e.g., dancing or foot tapping) and regulate our temporal
perception, culminating in the creation of meter. Rhythmic perception necessitates a
combination of interval-based (absolute) timing and beat-based (relative) timing. While
interval-based timing is observed in both humans and various animal species, beat-based
timing might be unique to humans [13,14].

Motor theories centered on timing are primarily focused on beat-based timing. Active
motor engagement seems to actively mold our perception of beats. For instance, the nega-
tive mean asynchrony effect, where one’s taps often precede the actual beat, underscores
the pivotal role of anticipation in beat-based timing. Humans establish rhythmic timing
anticipations and maintain a versatile perception of the intrinsic rhythmic architecture,
even when confronted with alterations in tempo. Notably, rhythm perception is not merely
passive; it is influenced by an individual’s active cognitive processing and volitional control,
underpinned by metric interpretation [15]. Moreover, the very act of motor engagement
shapes the perception of beats, manifests bodily movements, enhances temporal perception,
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and influences interpretations of ambiguous rhythms. Both overt motor actions and their
covert counterparts play a role in refining perceptual sharpness. Even in scenarios devoid
of visible motion, there is accumulating evidence that motor engagement modulates the
perception of beat and meter. Contemporary research posits that the motor system not
only influences beat perception but can also augment synchronicity with music [13]. Faster
movements can also modulate the perceived pace of music segments [16].

To encapsulate, beat perception involves recognizing a steady pulse amidst rhythmic
stimuli, a process that is dynamically shaped by motor activity, conscious modulation,
adaptive tempo perception, and anticipatory mechanisms. Remarkably, even in scenarios
devoid of overt motion, our sense of rhythm and meter remains intricately linked with the
motor system [17,18].

1.3. Tonality Perception

The comprehension of key and harmony in music engages distinct neural domains, in-
cluding the auditory, prefrontal, and parietal cortices. Scientific investigations are currently
delving deeper into understanding the brain’s intricacies in processing musical harmony.
The notion of harmony primarily stems from the amalgamation of sounds in Western tonal
music. Within this musical paradigm, pitches are hierarchically arranged based on their
congruence within a specific tonal context. Scales utilized in Western tonal compositions
emanate from this pitch hierarchy. While the behavioral science community acknowledges
the hierarchical essence of pitch organization, the neural substrates underpinning it remain
a realm of exploration [19].

In a distinct study centered on J. S. Bach’s compositions, researchers probed the
psychological relevance of musicians’ conception of tonality. Here, musically trained
listeners were tasked with singing the first scale that resonated with them post hearing
snippets from Bach’s Preludes in The Well-Tempered Clavier. The selected tonic (starting
note) and mode (major/minor) were then juxtaposed against Bach’s original specifications.
The data revealed that listeners could often discern the designated tonic and mode merely
from the initial quartet of notes. However, as the piece progressed, there was a marked
tendency to gravitate toward tonalities divergent from the original key, notably within the
initial eight bars. By the concluding quartet of bars, the original tonic was often reaffirmed.
Such findings not only spotlight the cognitive intricacies of tonality perception but also
align with the postulations of music theorists regarding tonal discernment by listeners [20].

Tonality serves as the linchpin in music, underpinning the creation and comprehension
of musical constructs such as melodies. A contemporary dynamic theory on musical tonality
posits a nonlinear response of auditory neuron networks to musical stimuli. This tonal
cognition, the intrinsic interconnections perceived amidst tones, arises from the robust and
harmonious associations among brain frequencies, a phenomenon attributable to nonlinear
resonance [21,22].

2. Materials and Methods

We conducted a comprehensive search on PubMed database for the most relevant
articles regarding music studies, musicology mechanisms, and music-based therapies. For
the search formula, we used the following terms: “pitch perception”, “rhythm perception”,
“tonality perception”, “memory encoding”, “limbic system”, “neuroplasticity”, “motor
coordination”, “evoked memories”, “rehabilitation”, and “music-based therapies”. Initially,
PubMed database showed 341 studies. Furthermore, each title of those articles was re-
viewed to include minimally one of the searching terms. Those studies that did not respect
the inclusion criteria or were focused on other subjects besides musicology were excluded.
After the analyses, only 132 studies were included in our study.

In this comprehensive review segment, we delve into existing studies, results, and
theoretical postulations regarding the neurological implications of music and its therapeutic
applications. The aim is to furnish a meticulous analysis of the current state of knowledge
within this field, accentuating pivotal research endeavors, methodologies, and discoveries.
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Subdivisions within this section are delineated based on thematic content, research domains,
or specific dimensions of the topic.

3. Results
3.1. Emotion and Reward Mechanisms in Musical Perception

Music possesses the unique capability to induce profound emotional responses, often
intertwined with personal memories of significance. The neuroscientific underpinnings
of this phenomenon suggest that music’s emotive power is rooted in the activation of the
brain’s reward system. Notable neural regions involved include the nucleus accumbens and
the ventromedial prefrontal cortex, elucidating the intrinsically rewarding and emotionally
charged nature of musical experiences.

3.1.1. The Interplay of Music with the Limbic System

Central to our emotional resonance with music is the limbic system, an intricate
assembly of neural circuits and pathways. Key components of this system, such as the
amygdala—responsible for emotional processing—and the hippocampus—integral to
memory consolidation—become activated during musical exposure (Table 1). Such neural
activities account for the evocative power of music to invoke vivid emotional and mnemonic
experiences. The consequential effects can be observed when an individual is emotionally
transported to a distinct temporal or spatial context upon hearing a particular musical piece
or when a gamut of emotions is experienced in response to auditory stimuli [23].

Table 1. Brain areas activated during music listening. Auditory cortices from temporal lobe and
limbic system areas are the most frequently implicated brain regions in music processing, as well as
other eloquent areas depicted in the table.

Region (Brodmann Area)

Temporal cortex

Right Primary auditory cortex (41)
Secondary auditory cortex (22 and 42)

Superior temporal sulcus (21 or 22)
Temporal pole (22 or 38)

Middle temporal gyrus (21)

Left Primary auditory cortex (41)
Superior temporal sulcus (21 or 22)

Limbic areas

Right Anterior insula
Hippocampus

Left Retrosplenial cortex (29 or 30)
Anterior cingulate cortex (32)

Anterior insula
Subcallosal cingulate gyrus (11 or 25)

Others brain areas

Lingual gyrus (18 and 19)
Inferior parietal lobule (39)

During passive listening to unfamiliar yet positively perceived music, there was
a spontaneous activation in both the limbic and paralimbic regions. Consistent with
prior research on passive auditory experiences, primary and secondary auditory cortices
displayed activations, corroborating findings from studies that analyzed listening to either
monophonic or harmonized auditory sequences [24]. Furthermore, there were observed
activations in the temporal pole, subcallosal cingulate gyrus, affective segment of the
anterior cingulate cortex, retrosplenial cortex, hippocampus, anterior insula, and nucleus
accumbens. It is plausible that these observed neuroanatomical patterns are a result of
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the intricate musical nature of the stimuli, which were highly favored by the participants.
There is a prevailing theory suggesting that the left hemisphere predominantly facilitates
positive emotions. This is in line with our findings that indicate a predominance of limbic
and paralimbic activations on the left side, potentially mirroring the participants’ positive
aesthetic reactions. The acquired functional neuroanatomical insights augment existing
literature on music–emotion interplay, especially those employing high-temporal-resolution
methodologies such as electroencephalography and magnetoencephalography [23].

Contrasting minor with major melodies showed multiple activation sites (Figure 1)
with the right parahippocampal gyrus (RPHG) being an eloquent brain area (Figure 2).
Another discernible activation, when subjected to cluster-level correction, spanned both
the left and right ventral anterior cingulate cortex (VACC) (BA 24) and extended into the
left medial frontal gyrus (LMFG) within the medial prefrontal cortex (BA 10) (Figure 3).
Remarkably, the inverse contrast (major over minor) did not yield significant activations.
In a peak-voxel analysis, the response to the chromatic scale was intermediary when
juxtaposed against the major and minor mode melodies for three of the aforementioned
regions. These differential responses between the chromatic scale and melodies were not
statistically significant, with an exception. Within the LMFG, the chromatic scale evoked
the most prominent (least negative) response, trailed by the minor and subsequently the
major mode. Notably, the contrast between the chromatic scale and the major mode was
statistically significant in this context [25].
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VACC activation is generally associated with affective processing, while its dorsal
counterpart is linked with cognitive functions [26]. Moreover, the existing literature indi-
cates that the VACC displays heightened sensitivity to emotional content characterized
by negativity or sadness [27]. The observed engagement of the VACC might be consistent
with the perception of minor mode melodies as possessing a sadder tonality in comparison
to major melodies. Notably, prior neuroimaging research on mode-based contrasts has not
reported VACC activation in contrasts between minor and major modes [28].

The detected involvement of the left medial frontal gyrus (LMFG) may be attributed
to its robust neural connectivity with the anterior cingulate cortex and other limbic systems.
Such a connectivity profile underscores the proposed function of the medial prefrontal
cortex as an integrative nexus for emotional input from these associated regions [29].

Research encompassing neuropsychology, neurophysiology, and health science do-
mains suggests that patients in a low-awareness state exhibit both anatomical and behav-
ioral divergences in response to auditory stimuli. These differences underline the auditory
channel’s pivotal role in evaluating such patients. More specifically, the distinct auditory
responses between individuals in a vegetative state (VS) and those in a minimally con-
scious state (MCS) when exposed to emotionally significant auditory stimuli imply that
interventions incorporating personally resonant auditory content could lead to discernible
outcomes, thus aiding diagnosis. However, diagnostic endeavors are often confounded by
non-intentional emotional, or “limbic”, reactions observed in VS patients [30].

Multiple studies have documented elevated neural activity in MCS patients when
exposed to emotionally significant auditory cues, suggesting these individuals possess the
capability for discriminatory auditory responses. For instance, Boly et al. observed that
stimuli like distress calls or a patient’s own name elicited more extensive neural activations
compared to irrelevant noises [31]. In addition, cognitive-evoked potentials in response
to an individual’s own name differed from those induced by other names, reinforcing the
clinical premise and observational data that personally significant stimuli are more likely
to induce pronounced behavioral alterations [32].

3.1.2. Music Seems to Encourage Enhanced Connectivity between the Auditory and
Emotional Regions of the Brain

Listening to music engages not only the auditory cortex, responsible for sound process-
ing but also several emotional centers within the brain. For instance, a musical composition
perceived as melancholic might enhance the connectivity between the auditory cortex and
the hippocampus, a region integral to memory and emotional processing. This interconnec-
tion can trigger the recollection of somber memories or evoke feelings of sadness.
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Activations were prominently observed bilaterally in the anterior sections of the
middle and superior temporal gyri. Prior research has identified the anterior temporal
lobe’s involvement in comprehension at the sentence level, distinct from the temporal
assimilation of significant auditory cues. Notably, this region’s activation is rather selec-
tive for sentence-level stimuli. It does not exhibit pronounced responses to unstructured
meaningful auditory cues like word lists or random sequences of environmental noises.
Nevertheless, it does react to both coherent sentences and nonsensical pseudoword sen-
tences. The study’s authors noted the unresolved question of whether this region also
becomes active during musical engagements [33].

Positron emission tomography (PET) studies focused on auditory imagery for music
have documented the active involvement of the supplementary motor areas (SMAs) during
image generation. This indicates the SMA’s potential role in an internalized “singing”
process during auditory imagery tasks [34,35]. However, these studies did not explicitly
associate SMA activity with the rhythmic elements of music. Notably, research involving
patients with SMA lesions unequivocally demonstrates their difficulties in replicating
rhythms [36]. The observed diminishing correlation of SMA activity with rhythmical
performance following each alteration in the degree of temporal deviations from the
reference interval ratio (DRIR) mirrors the decline in SMA activity as a motor task is
reiterated. This parallel highlights the analogous motor-related neural activations during
both motor activities and musical perception [37].

3.2. Motor Systems

Engaging in musical activities necessitates intricate motor tasks that demand precise
timing and coordination. The cerebellum, an integral part of the brain dedicated to timing
and motor coordination, demonstrates heightened activity among musicians. Other motor-
related regions, such as the premotor cortex and the basal ganglia, play pivotal roles in
both producing and perceiving music. Comprehensive motor systems, spanning from fine
motor skills to broad motor coordination, are crucial for regulating the physical actions
inherent in playing a musical instrument or singing [38].

Fine Motor Control: Precision in playing musical instruments necessitates exceptional
motor control, specifically in muscles such as the fingers and hands.

Finger Dexterity: Musicians cultivate nuanced finger motions, granting them the
capability to adeptly handle their instrument’s keys, strings, or frets. This proficiency
enables diverse pitch generation and the execution of intricate melodies or chords. Notably,
pianists, aspiring to master compositions like Liszt’s “Transcendental Studies”, S. 139, or
Beethoven’s Piano Sonata No. 21 “Waldstein”, Op. 53, commonly practice upward of 6 h
daily [39].

Hand Coordination: Instruments such as pianos or guitars necessitate meticulous
coordination between hands. A harmonious interplay is required where one hand typ-
ically manages the melody or leads, while the counterpart offers harmonic or rhythmic
accompaniment [40].

Embouchure Control: Wind instrument performers, encompassing flutists and trum-
peters, are reliant on meticulous muscle control of their mouth and lips for tone production
and airflow modulation [41].

Gross Motor Coordination: Distinct from precision-centered fine motor control, gross
motor coordination emphasizes the integration of larger muscle group activities.

Body Movement: Many musicians incorporate physical gestures to accentuate rhythm
or enhance their presentations, such as rhythmically swaying or foot tapping [42].

Posture and Breathing: Vocalists and wind instrument practitioners stress the impor-
tance of appropriate posture and breath management. Optimal posture underpins efficient
breathing, ensuring voice projection and breath modulation [43].

Sensorimotor Integration: An intimate synergy between motor coordination and
sensory feedback is paramount for musical endeavors.
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Visual Feedback: Musicians harness visual indicators like music notations or the
synchronized actions of co-performers to facilitate timing coordination and group harmo-
nization [44].

Tactile Feedback: Musicians depend on tactile sensations and muscle memory, under-
pinning finger positioning and pressure modulation on their instruments [45].

Auditory Feedback: By closely monitoring their auditory output, musicians can
fine-tune pitch, pace, and tonal quality. This auditory feedback loop enables real-time
adjustments, promoting accuracy [46].

In summation, the intricate interplay of fine motor skills, gross motor coordination,
and sensorimotor integration embodies the complexity of musical performance. Through
relentless training and practice, musicians refine their motor capabilities, striving for both
mastery and evocative expression.

3.2.1. Music and Rhythm Processing

Music, at its core, engages our motor systems predominantly through the element
of rhythm. The basal ganglia and the supplementary motor area (SMA) stand out as
pivotal neural regions governing rhythm processing. Specifically, the basal ganglia take
center stage in organizing movements, determining timing and sequencing, and forecasting
forthcoming rhythmic beats [47,48].

To delve deeper into rhythm cognition within music, one should familiarize oneself
with the PRISM framework. This framework elucidates three central mechanisms: precise
auditory processing, synchronization of brain oscillations to rhythmic stimuli, and the
interplay between sensory perception and motor action known as sensorimotor coupling.
Collectively, these mechanisms facilitate rhythm processing in both musical and speech
domains [48,49].

Accurate Auditory Processing: This entails discerning minute time deviations and pro-
vides the bedrock for rhythm perception, enabling the detection of intricate temporal patterns.

Brain Oscillation Synchronization: This mechanism concerns the brain’s ability to
anticipate ensuing events and conform to hierarchical rhythm structures. It ensures the
alignment of rhythmic components, contributing to the holistic rhythm experience [47].

Sensorimotor Coupling: This establishes a link between perception and execution,
implicating the motor system in tasks like timing, prediction, and integrating auditory cues
with motor actions.

The PRISM framework offers an innovative lens through which rhythm processing
in music and speech is perceived. By illuminating shared neural mechanisms between
music and speech, this model enriches our understanding of rhythm processing, thereby
opening avenues for further research, particularly in the arena of speech and language
impediments [48].

However, beyond the neurocognitive realm, rhythm perception and production are
intertwined with cultural nuances. While cognitive and physiological components might
offer a universal rhythm perception baseline, cultural experiences undeniably play a signif-
icant role. Infants, for instance, exhibit an inclination toward rhythmic patterns emblematic
of their culture’s music, suggesting cultural influences even at infancy [50]. Cultural as-
pects also influence language rhythm perception, with speech patterns often mirroring a
given culture’s musical rhythms. A comparison between Western and East African mu-
sic presents a stark difference in rhythm complexities and significance, highlighting the
cultural diversity in rhythm processing [51].

Furthermore, cultural disparities might not only dictate how rhythm is perceived
but also the range of rhythmic frequencies one aligns with. For instance, African music’s
inherent metrical ambiguity might afford listeners the flexibility to engage with multiple
rhythmic levels, diverging from the more rigid Western musical counterparts [52].

In summary, rhythm’s multifaceted nature intertwines neural processing with cultural
nuances. Cultural exposure and familiarity undoubtedly mold our rhythmic preferences
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and processing capabilities, underscoring the intricate relationship binding music, language,
and societal constructs [14].

3.2.2. Music and Motor Coordination

Playing a musical instrument, especially the piano, is a testament to the intricate dance
of our motor systems. Brain scans of musicians highlight heightened activity in regions like
the motor cortex and cerebellum, both critical for motion and coordination. Notably, the
cerebellum emerges as the linchpin for fine motor control and timing, skills indispensable
to instrumentalists. Music is not just an art; it reshapes the brain. Lifelong musical tutelage
can cause an enlarged motor cortex and cerebellum, imprinting physical markers of musical
expertise [53].

One striking feature of our motor system is its redundancy. With a plethora of joints
and muscles at our disposal, multiple movement combinations can yield the same outcome.
Renowned pianists like Martha Argerich and Dinu Lipatti exemplify this by leveraging re-
dundancy to achieve specific acoustic effects, each using unique motor configurations [54].
This fluidity arises from neuroplasticity, where the neuromuscular system continually
reshapes itself, enhancing the finesse of advanced motor activities. By juxtaposing skilled
versus novice pianists, researchers probe into the interplay of neuroplasticity, motor re-
dundancy, and the nuanced organization of piano-playing movements. While gauging
the long-term impact of training remains challenging, such comparisons offer valuable
glimpses into the artistry of motor skills [55].

The redundancy in pianists’ motor systems is multilayered. They can achieve the
same note with various force and movement patterns at the fingertip, navigate multiple
joint combinations to produce identical fingertip movements, and leverage various forces
to generate the same joint rotation [56]. Amidst this intricate web, muscular torque stands
out. It is birthed from the balance of forces exerted by opposing muscles around a joint.
Given the motor system’s richness, pianists have countless ways to strike a single note.
Masters of the craft excel in navigating this maze by optimizing energy use, achieving
physiological efficiency. Their prowess is evident in their enhanced coordination, minimal
muscle discomfort, and adeptness at offsetting mechanical interactions [50].

How pianists employ joint rotations and balance various forces exemplifies the inter-
play of kinematic and kinetic configurations. Elite pianists adopt strategies like optimized
postures and sequential joint movements, optimizing movement and conserving muscle
energy. By harnessing gravity, they also conserve energy when pressing keys, further show-
casing motor redundancy. A consistent finding in studies contrasting expert versus novice
pianists is the former’s unique upper limb motion organization, honed through rigorous
practice. Such an organization is attuned to physiological efficiency, minimizing energy
costs for known tasks. It is no surprise then that seasoned pianists, even in demanding
performances, manage to retain their performance quality, all while fending off muscle
fatigue [57].

In a fascinating dive into the world of jazz improvisation, Setzler M and colleagues
explore how mutual coupling influences the coordination dynamics of professional jazz
performers. The study revolves around understanding the interplay of rhythmic and tonal
patterns as musicians exchange and spontaneously produce musical elements. With expert
pianists from the vibrant New York City jazz circuit as participants, the study juxtaposes
a unique one-way scenario, where a pianist improvises to a pre-recorded duet, against
two dynamic duo conditions: a coupled setting where both pianists are improvising in
real-time. While the one-way setup showcases unilateral coordination, in the duo scenario,
the pianists adjust to each other’s rhythms and tones. The catch? The improvisations are
uninhibited by any predefined song structure, key, or tempo [58].

The study dives deep into the data, examining parameters like tonal consonance (how
harmoniously musical combinations sound) and onset density (the extent of rhythmic
activity). The findings are illuminating: when pianists are connected and responding to
each other in the duo setup, they consistently exhibit enhanced coordinated behavior. They
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create more harmonious tonal structures and display heightened rhythmic synchronization,
compared to the unilateral one-way condition. Notably, these observations align with both
the pianists’ personal experiences and the auditory preferences of lay listeners [58].

But why does this matter? The implications of this research are manifold. Firstly, it
propels the domain of collaborative action studies and music technology. By understanding
the nuances of how mutual coupling impacts musical coordination, we gain insights into
complex, unrestrained coordination typical of stellar artistic performances. Such insights
go beyond controlled lab environments. Moreover, the findings can shape the future of
interactive music systems, potentially revolutionizing how ensemble performances are
evaluated in musical training. The study’s roster boasts 28 seasoned pianists, all with robust
backgrounds in jazz improvisation, along with a diverse listening panel comprising both
jazz maestros and undergraduate psychology students. In essence, this research provides
a valuable lens into the intricate dance of coordination during musical improvisation,
shedding light on how it elevates the quality of the resultant melodies [59].

3.2.3. Music and Rehabilitation

Music’s healing touch has progressively found its way into motor rehabilitation,
offering a rhythmic respite to those grappling with motor skill challenges. Music-based
therapeutic interventions, for instance, have emerged as powerful tools for stroke patients,
helping them regain lost motor functions. The rhythmic predictability embedded within
music seems to have a harmonious effect on patients with Parkinson’s disease, addressing
their movement-related issues like gait and timing disruptions. This rhythmic auditory
stimulation (RAS), as is known, offers an external rhythmic pulse that works wonders in
steadying and regulating motor timing. This incorporation of music in treating age-related
neurological ailments is backed by numerous studies [6].

The global surge in age-related neurological disorders, propelled by an aging popula-
tion, has escalated the economic burdens associated mainly with non-acute treatments. This
has ignited the quest for cost-efficient rehabilitative methods to complement traditional
approaches like physiotherapy. While there is a limit to how much adult brain neurogenesis
can contribute to healing, functional restoration does not share this limitation. Shifting
from targeted training of impaired functions, some modern methods are championing a
holistic rise in brain activity through sensory and cognitive stimulations [4].

Research has illuminated how musical pursuits like playing an instrument can reshape
the brain. Even mere listening to music has been observed to bolster neuronal connections
in certain brain areas, such as the auditory and visual cortices. Music’s therapeutic touch
extends to post-operative recovery as well, alleviating pain and anxiety and reducing the
dependence on painkillers [60]. Certified music therapists employ both active and receptive
music-based therapies, encompassing musical expressions ranging from singing to playing
instruments [61]. While initial studies revolved around music’s impact on acquired brain
injuries, comprehensive investigations into its effect on major neurological diseases are still
unfolding [6].

The review delves into music-based therapies’ impact on ailments like stroke, demen-
tia, Parkinson’s, epilepsy, and multiple sclerosis, gauging the therapies’ efficacy through
randomized controlled trials. The “effect size” metric offers insights into the degree of
improvement observed [5].

Further, the study zooms in on the potential of dance and RAS in rehabilitating
individuals with cerebral palsy (CP) [62]. Preliminary evidence champions the benefits
of dance and RAS in enhancing physical functionalities, especially areas like balance,
walking, and cardiorespiratory fitness in CP patients. Despite the extensive categories in
the International Classification of Functioning, Disability and Health (ICF), there remain
research voids, especially in areas concerning participation and environmental factors [63].
Bridging these gaps, the review synthesizes quantitative rehabilitation findings within the
ICF framework, pinpointing further research avenues. It concludes by celebrating dance
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and RAS’s potential in enhancing not just physical processes but also emotional expression,
social interactions, and overall well-being [64].

3.2.4. Entrainment

Entrainment, a captivating phenomenon where we unconsciously synchronize our
movements to an external rhythm, emerges as an inherent human response when engaged
with music. This almost involuntary response—be it foot tapping or dancing—is not just
about moving to the beat. It is an intricate interplay of various brain regions responsible
for auditory processing, motor functions, and even prediction [65].

Music, a rich tapestry of sensory, cognitive, and emotional experiences, is not just about
the melody or rhythm. When we engage with music, it evokes a spectrum of emotions—from
joy and sorrow to more nuanced feelings like wonder or nostalgia. These complex emotions
do not necessarily fit into conventional neuroscientific emotion categories, leaving a vast
realm still largely unexplored [66]. The authors delve deep into these intricate emotions,
suggesting they are possibly birthed from the confluence of multiple brain areas, including
those responsible for attention, motor functions, and memory, intertwined with emotional
and motivational pathways. Such an understanding holds profound implications, especially
in therapeutic realms, potentially aiding conditions marred by attention, motor, or affective
disruptions [67,68].

“New Music” presents another dimension to our musical discourse. Unlike its classical
counterpart, defining “New Music” is like capturing lightning in a bottle—it is ever-
evolving, challenging norms, and shunning traditional tonality and rhythms. The listener,
when immersed in the world of New Music, must recalibrate their cognitive tools to truly
appreciate this avant-garde genre. While it is a mosaic of styles, some dominant shades
include the second Vienna School, electronic synthesis, microtonal music, and more [9,69].
Branching further, genres like Ambient Music and Postclassical Minimal emerge, each with
its unique essence.

Recognizing the need for a deeper dive into “New Music” and its neurological inter-
play, a dedicated research topic was launched, casting a wide net from embodied cognition
to technological impacts and even neuroimaging techniques like EEG and fMRI [9]. The
selected studies ventured into diverse terrains—from tempo perceptions, the philosophy of
sound objects, and networked music performances to the nuances of atonal music, espe-
cially with pioneers like Arnold Schönberg at its helm [70]. Truly appreciating New Music
mandates unconventional cognitive frameworks, from embodiment to heightened attention
to recurring or absent elements. Functional brain imaging, though still in its nascent stages,
promises insights into our cerebral engagement with these novel musical narratives. While
the current discourse sheds light on New Music’s mysteries, a harmonious symphony of
extensive and collaborative research is imperative for a deeper understanding [71].

3.3. Memory

Music and memory share an intimate bond. Often, a song can trigger a cascade
of vivid memories, while melodies and lyrics, even from years past, can be effortlessly
recalled. Such connections correlate with activations in areas like the hippocampus, pivotal
in memory storage and retrieval.

3.3.1. Memory Encoding with Music

Harnessing a song’s melody and rhythm can be a powerful mnemonic device. Infor-
mation set to a catchy tune tends to stick, an approach adopted in education to teach topics
ranging from languages to science.

Smith et al. (1985) posited a compelling idea—using music as a backdrop during
the encoding of words can be a catalyst in context-dependent memory during retrieval.
This effectively boosts the recall of the encoded words [72]. Extending this thought, there
is mounting evidence that suggests music’s potency in facilitating episodic encoding of
events [73]. Across various studies, employing musical stimuli like background tunes or
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sung texts consistently showed improvements in verbal memory for both standard [74]
and clinical groups [75,76]. However, while these studies underscore music’s ability to
enhance the recall of encoded items, most have not delved into the musical context during
the retrieval process. Among those that did, outcomes have been mixed [77].

Using fNIRS studies, it has been found that musical backdrops during verbal material
encoding can bolster both item and source memory, linked to the modulation of prefrontal
cortex activity [78]. However, some limitations exist, primarily since these studies only
compared musical contexts to silence, leaving unanswered questions regarding the impact
of non-musical auditory stimulations on memory.

Contrary to the majority, El Haj et al. (2014) proposed that musical backgrounds might
impede source memory performance across age groups, adding more layers to the ongoing
debate [77].

Ferreri et al. (2015) shed more light on the subject, indicating that specifically a musical
backdrop (and not just any sound) can enhance verbal encoding. The ongoing discussion
shifts to which specific elements of music augment memory. Past research has indicated that
factors like perceptual characteristics, the emotional undertone, and interpretive variations
in musical stimuli play pivotal roles in boosting memory and learning [79]. Adding depth
to this understanding, it is noted that emotional inputs modulate musical memory akin to
their influence in other domains [80].

A salient aspect of the music–memory nexus is the role of rewarding stimuli in cog-
nitive tasks. Music stands tall as one of the most rewarding stimuli, and recent insights
suggest its potential in augmenting cognitive performance [81].

3.3.2. Evoking Memories

Music has an uncanny ability to immerse us back into past moments, often reviving
the very emotions we felt during those times. This phenomenon arises because music not
only captures the essence of our emotional state when memories form but also acts as a
potent cue to rekindle them. Thus, a mere tune or lyric can instantaneously propel us to a
distinct time or place, evoking associated feelings.

This intricate bond between music and memory has led to the term “musical memory”.
This refers to the unique connection between certain songs and personal experiences,
elucidating why particular melodies can instantaneously remind us of specific past events
or people.

Music-evoked autobiographical memories (MEAMs) are often charged with intense
emotions—be it joy, excitement, or nostalgia [82]. For instance, a study by Janata et al.
(2007) found that popular music-triggered MEAMs were profoundly emotional. They
noted that when participants resonated deeply with a song, they were more inclined to
associate it with a personal memory [83]. Neuroimaging research supports the emotionally
charged nature of MEAMs and illuminates music’s ability to evoke memories of varying
specificity [84]. Such revelations underscore music’s prominence as a memory catalyst.

Research also explores music’s role in memory recall among Alzheimer’s patients.
For instance, Foster and Valentine (2001) noted that Alzheimer’s patients retrieved more
personal memories post music exposure compared to when exposed to white noise or
silence [85]. Similarly, a study by Irish et al. (2006) found that Alzheimer’s patients
exhibited enhanced episodic memory recall when exposed to Vivaldi’s Spring from the
Four Seasons [86]. However, since music in these studies played in the background and
not as a direct memory cue, the results showcase music’s influence on memory recall but
do not differentiate music-evoked memories from those elicited by other stimuli.

When pitting memories triggered by music against those by faces, the former emerged
as more vivid. However, the total number of internal details remained consistent across
both. The primary distinction was in external details—face-induced memories contained
more such details, often rich in semantic information about the pictured individual [87].
Interestingly, gender dynamics were evident in memory retrieval; women consistently
described more vivid autobiographical memories than men, regardless of the cue. Sev-
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eral studies have hypothesized that this could be attributed to gender-specific encoding
styles, with women registering memories more intricately. Additionally, Piefke et al. (2005)
proposed that men and women employ distinct cognitive strategies during memory re-
trieval [88]. Another variable impacting the vividness of autobiographical memories is age.
Typically, older adults recall memories that are less specific and contain fewer episodic
details compared to their younger counterparts [89].

3.3.3. Neurological Basis

Our understanding of music’s influence on the brain is intricate, involving numerous
regions that process auditory information, emotions, and memories.

During music perception, the auditory cortex plays a central role, processing the
sound. Simultaneously, areas associated with emotional responses, like the amygdala,
and memory, such as the hippocampus, become activated. The medial prefrontal cortex
is particularly interesting; it springs into action when we hear familiar tunes. It is also
significant to note that this region is one of the last to degenerate in Alzheimer’s disease,
hinting at its role in the robust link between music and autobiographical memories.

Delving into the neural mechanics of music performance, Langheim et al. (2002)
discovered activations in various brain areas, including the supplementary motor and
premotor regions, right superior parietal lobule, right inferior frontal gyrus, bilateral
midfrontal gyri, and the bilateral lateral cerebellum, during imagined musical performance.
Notably, they did not observe activation in primary sensorimotor areas and auditory
cortices [90]. The specific activation of the right inferior frontal gyrus is believed to be tied
to music production. This idea is reinforced by other studies highlighting the involvement
of this area in selective attention, working memory, and motor synchronization with
auditory cues [91,92].

In another exploration, Nirkko et al. (2001) demonstrated that playing a musical
sequence on a violin led to activation in several brain regions. Notably, they highlighted
the involvement of bilateral fronto-opercular regions, suggesting their role in timed motor
sequences present in both music and language production [93].

Another crucial region, the superior temporal gyrus, processes complex patterns
formed by individual musical notes [94]. Platel et al. (1997) observed that the activation of
specific parts of this gyrus, coupled with the left inferior frontal gyrus, indicates semantic
access to melodic elements [95].

Popescu et al. (2004) noted early activations around primary and secondary auditory
cortices, as well as in posterior parietal areas post stimulus onset [96]. These regions are
critical for language and music processing. Furthermore, activations in the supramarginal
and postcentral gyri have been associated with processing the basic attributes of sound [97].
Meanwhile, music listening’s impact on the precuneus has been documented in several
studies, emphasizing its role in sound processing [98].

In sum, our brain’s reaction to music, whether in perception or production, is a
symphony of neural activations across multiple regions, underpinning our rich emotional
and cognitive experiences with melodies.

3.3.4. Music in Therapeutics

Music, renowned for its potent link with memory, has been harnessed therapeutically
in numerous medical scenarios. In conditions like Alzheimer’s disease and dementia,
where individuals frequently grapple with short-term memory loss, familiar tunes can
rekindle past memories and experiences. This often enhances mood and bolsters social
interactions. In the realm of stroke rehabilitation, music therapy has been instrumental in
assisting patients in regaining verbal memory (Figure 4).

The potential of music-based interventions in the neurological realm is immense,
particularly in mending motor or cognitive functions. However, the design of these in-
terventions often targets a specific pathology group. Among these, the evidence is most
compelling for bolstering motor skills in stroke patients. It is imperative to approach these
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findings with caution; there is a risk of attributing improvements solely to the interventions,
overlooking the role of natural recovery. Some studies, for instance, that employed biman-
ual piano training or gait training to musical cues, may not have utilized the most accurate
measures to gauge improvements in coordination, dexterity, or balance. Nevertheless, the
adaptability of music-based interventions in a clinical setting is noteworthy. They can be
tailored to the individual, offering both a progression in therapy and personalization in
treatment choice [99].
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Figure 4. This image depicts examples of the main possibilities of clinical therapies using music. The
given context is music therapies and daily music listening in various situations, such as in groups or
individually and active or passive listening. Music offers multiple cognitive advantages and might
be perceived in multiple ways which are described as “capacities”. Underlying mechanisms of music
processing were aforementioned in this study, audio-motor functions and neuroplasticity being of
high interest. Multiple behavioral-cognitive benefits, as well as motricity and psychological status,
are highly improved [61,104].
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One salient area where music-based interventions shine is in addressing cognitive–motor
interference, a common challenge in many neurological ailments [100]. Parallel executive
deficits can sometimes hinder the effective rehabilitation of cognitive or motor shortcom-
ings [101].

Here, music-based approaches emerge as dual-task training, transcending mere motor
or cognitive training. Consider, for instance, an intervention utilizing a musical instrument.
Here, the act of producing music, which involves moving parts of the body like the
fingers (motor system), dovetails with the cognitive system, which processes new musical
data, such as rhythm or pitch. This is especially pertinent, as significant cognitive–motor
disruptions arising from such dual tasks are prevalent in many neurological conditions and
can escalate the risk of falls [102,103].

In essence, the therapeutic power of music, weaving together cognitive and motor sys-
tems, can be a beacon of hope in the multifaceted landscape of neurological rehabilitation.

3.4. Language Processing

Music and language are intricately linked, both weaving together structured sequences
of sound and resonating in similar domains of the brain’s left hemisphere. Evidence
suggesting that musical training can bolster language skills lends weight to the idea that
the neural mechanisms underpinning both might overlap.

3.4.1. Musical Training’s Influence on Language Skills

It has been established that musical education can enrich language abilities. This is
likely due to the shared demands both disciplines place on discerning differences in pitch,
timing, and tone. Musicians often exhibit heightened skills in phonetic discrimination (the
capacity to differentiate between speech sounds), enhanced verbal memory, and superior
reading capabilities. Furthermore, rhythmic competencies, which are sharpened through
music, correlate with improved reading and linguistic prowess.

The nexus between musical training and intelligence has been a subject of rigorous
debate in recent times. Music training and its duration have been consistently linked with
higher intelligence across age groups, from children to adults [105,106]. This relationship is
evident in various studies, where notable differences in non-verbal reasoning skills emerge
between those with and without musical training [107,108]. Moreover, a correlation exists
between non-verbal intelligence and musical aptitude. However, a potential confounder
is the fact that children who receive music lessons often hail from affluent backgrounds,
which could potentially skew the interpretation of these findings, especially in studies
relying on correlation [109,110].

Recent data reveal that consistent participation in music playschools augments the
development of phoneme processing abilities and vocabulary in children aged 5–6. In
contrast, dance lessons did not exhibit a comparable impact. The disparities in children’s
development crystallized over our two-year monitoring period. Interestingly, children
exposed to both musical and dance education did not display a noticeable edge in vo-
cabulary development. One theory is that these children had relatively high scores at
the onset, leading to a potential ceiling effect as the study progressed. However, by the
study’s conclusion, children who only attended music playschool and initially exhibited
lower scores gravitated toward the higher-scoring group. This suggests that music-centric
activities might especially benefit children who initially lag in linguistic tasks, at least
within the observed age bracket of 5–6 years [111].

In essence, the confluence of music and language is undeniable, and the enriching
impact of musical training on linguistic skills is evident, shedding light on the profound
interconnectedness of these domains.

3.4.2. Music and Speech Prosody

Music’s ties to the prosody of speech are compelling. Prosody, encompassing pitch,
rhythm, and volume, is pivotal for embedding emotion and context in speech. Notably,

337



Brain Sci. 2023, 13, 1390

these facets are fundamental to music, underlining a profound link between the musical
and the expressive elements of language.

However, the waters are murkier when exploring pitch. While studies on pitch
perception distinctly delineate between global and local processing, research on human
voice recognition often treats pitch as a unified acoustic/perceptual element. The role of
pitch in identifying talkers remains an enigma. Idiosyncratic prosodic alterations, especially
the dynamics of the F0 contour, prove useful for distinguishing speakers [112]. However,
absolute pitch height is another identifier, rooted in the individual’s unique laryngeal
structure. For instance, by adjusting the pitch of synthetic speech, one can shift listeners’
perception of the number of dialogue participants [113]. A focus on individual differences
can illuminate pitch perception’s role in talker identification, potentially disentangling the
different ways pitch is processed in this context. Earlier studies indicate that global and local
pitch processing can be separated, especially when linked to other linguistic proficiencies
like reading [114]. Connecting differences in global versus local pitch perception with
listeners’ variability in talker identification can provide a clearer understanding of pitch’s
role in this process.

Long-term musical training is reputed to enhance pitch discernment [115]. This
perceptual edge extends beyond musical pitch, touching the linguistic realm. A compelling
connection between music and language is evident in studies examining lexical tone
processing. For instance, musical training or aptitude can predict non-tonal language
speakers’ prowess in identifying lexical tones [116] and in mimicking them, as well as their
competency in learning them [117].

These findings, which underscore improved talker identification via experience in mu-
sic and language, carry significant ramifications for understanding auditory perception’s
adaptability. The evidence suggests that long-term engagement with music or consistent
lexical tone use can augment listeners’ pitch sensitivity. This challenges the rigid compart-
mentalization of cognitive systems dedicated to music, language, and talker identification,
pointing toward a more fluid, interconnected cognitive landscape [118]. In essence, mu-
sic and language are not just standalone entities but intertwined realms, each enriching
the other.

3.4.3. Therapeutic Applications

The bond between music and language not only provides insight into cognitive
function but has also been harnessed for therapeutic means. A salient example is melodic
intonation therapy (Table 2), a method designed to assist aphasia patients (those who have
lost language abilities typically due to brain damage, often resulting from a stroke) in
regaining their speech. By engaging a patient’s preserved musical processing abilities, the
therapy facilitates language recovery.

Table 2. Optimal profile for a patient with high responsiveness to melodic intonation therapy.

Significantly restricted speech ability, or nonfluent speaking

Left-hemisphere stroke, usually unilateral

Possibility to reproduce words while singing well-recognized songs

Moderate integrity of auditory function

Continuously failed attempts to speak

Motivated patients with a great psychological stability

Difficult capacity of repetition

However, the therapeutic application of this connection has seen a myriad of inter-
pretations. Initial accounts [119] present deviations from the original protocol, indicating
the use of three pitches instead of the initially outlined two. Anecdotal evidence further
showcases this diversity: therapists, based on observational data from across the U.S., each
bring their own flair to the technique. Variations range from employing two pitches with
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specific intervals and crafting unique melodies for phrases incorporating multiple pitches
to using the piano as an accompaniment or even tapping a sequence of notes on a patient’s
arm as words or phrases are sung. Such diverse interpretations, while possibly tapping
into right hemisphere regions pivotal for speech, might deter therapists lacking a musical
foundation from adopting the therapy, given its intricate nature [120].

Additionally, the act of tapping the left hand could activate the right hemisphere’s
sensorimotor network, responsible for both hand and mouth movements [121]. This action
might bolster sound–motor mapping—an essential facet of meaningful vocal exchanges.
Moreover, akin to the consistent beat of a metronome, tapping could offer a rhythmic guide,
ensuring regular pacing and ongoing cues for the production of syllables [122]. In essence,
the nuanced interplay between music and language has profound therapeutic potential,
albeit varied in its execution.

4. Discussion

Music training has been identified as a catalyst for neurological transformation, ex-
emplifying the phenomenon of neuroplasticity. Notably, individuals with a background
in music often exhibit more pronounced auditory and motor regions compared to their
non-musical counterparts. Such changes have far-reaching implications, encompassing
areas like memory enhancement and heightened attention [123].

4.1. Anatomical Adaptations

Long-term involvement in musical endeavors can result in discernible anatomical
shifts within the brain. Such transformations mirror the refined skills inherent to musicians,
encompassing areas like auditory discernment, sound-associated emotional interpretation,
and intricate motor control. Musicians, for instance, typically possess a more substantial
corpus callosum—the neural bridge uniting the brain’s two halves. This could arise from
the necessity of synchronized hand movements or the amalgamation of sensory–motor
data. Moreover, regions governing motor functions, like the precentral gyrus, often exhibit
greater development in musicians. Likewise, areas pivotal for auditory functions, such as
the superior temporal gyrus, are frequently more evolved [124].

4.2. Operational Modifications

Beyond anatomical alterations, enduring musical training can usher in functional
adaptations. When undertaking specific tasks, musicians often demonstrate unique brain
activation patterns, emphasizing the brain’s adaptability in response to persistent training.
For instance, the auditory cortex in musicians may exhibit heightened activity during music
perception, signifying their adeptness in deconstructing musical elements [125].

4.3. Neurochemical Interactions and Neuronal Growth

Musical interactions influence more than just the brain’s physical contours; they also
modulate its internal chemistry. Engaging with musical elements can spur dopamine
release, linked with pleasure sensations, serotonin, regulating mood, and oxytocin, associ-
ated with social trust and bonding [126]. Furthermore, music might bolster neurogenesis,
or the genesis of novel neurons. Preliminary animal research suggests that music expo-
sure can amplify hippocampal neurogenesis, a core component in learning and memory.
While promising, particularly concerning conditions like Alzheimer’s, further studies are
imperative for a comprehensive grasp [127].

4.4. Cognitive Enhancement through Music

Music-induced neuroplasticity can elevate cognitive prowess, transcending just musi-
cal abilities. Musical children often outpace their non-musical peers in areas like reading,
linguistics, and mathematical proficiency. Additionally, their attention span, memory, and
executive functionality are frequently more advanced. Such augmentations are theorized
to emerge from the transfer effect, where proficiency in one domain (e.g., music) ampli-
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fies skills in another (e.g., math). In essence, the cognitive tools sharpened by musical
immersion—such as pattern detection and motor coordination—might be applicable across
diverse domains [128].

4.5. Therapeutic Application of Music

The neurological adaptability influenced by music has been harnessed therapeutically,
especially in neurorehabilitation post traumatic events like strokes [129]. Music-centric
therapies can instigate restorative neuroplasticity. An illustration is music-supported ther-
apy, wherein patients rehabilitate motor functions by playing musical instruments. Playing
instruments mandates recurrent, meticulous movements, essential for reinstating motor
command. Furthermore, the intrinsic reward of music amplifies patient motivation [130].
Another intervention, melodic intonation therapy (MIT), targets non-fluent aphasia patients,
aiding their speech recovery. This method capitalizes on the brain’s adaptive potential,
utilizing unharmed singing capacities to reinvigorate linguistic prowess [131].

An important point of view for an efficient rehabilitation process is using comprehen-
sive approaches, especially in those patients who suffered a myocardial infarction or an
ischemic stroke. In a recent study [132] focused on the effect of implementing robot-assisted
physiotherapy technology for heart infarction treatment, great results were obtained in
ADLs (activities of daily living) and motor functions. Moreover, in ischemic stroke scenar-
ios, multidisciplinary combined healthcare management provides a better outcome, and
by utilizing therapeutic modalities and behavioral-cognitive tests, assessing psychomotor
status, and implementing robotic-based therapies, significant results are obtained [133].
Therefore, all the available therapeutical possibilities have to be used according to the
patient’s status for a decrease in morbidity and mortality, as well as the patient’s ability
improvement and reintegration into society. In this context, the capacity of music to re-
configure our brains, sharpening various abilities, provides an outstanding avenue as a
therapeutic tool in healthcare situations.

5. Conclusions

The compendium of research synthesized in this review, titled “Cognitive Crescendo:
How Music Shapes the Brain’s Structure and Function”, serves as a seminal contribution to
the burgeoning interdisciplinary field at the intersection of musicology, cognitive neuro-
science, and clinical psychology. By dissecting a range of subtopics—from rudimentary
perceptual features such as pitch, rhythm, and tonality to complex interactions involving
emotion, memory, and motor systems—the review offers a comprehensive, integrative frame-
work for understanding how music orchestrates a vast array of neurocognitive processes.

One of the salient contributions of this review is its focus on the bidirectional in-
teractions between music and the limbic system, which has elucidated the underlying
neurobiological mechanisms by which music modulates emotional states. The evidence for
enhanced connectivity between auditory and emotional regions of the brain brings a new
layer of complexity to our understanding of affective regulation and provides fertile ground
for future investigation into targeted music-based therapeutic interventions. Regarding
motor systems and coordination, the review casts a spotlight on the neural entrainment
mechanisms that facilitate synchrony between external rhythmic stimuli and internal neural
oscillators. These findings are particularly germane for envisaging music-based rehabili-
tation paradigms, and the integration of rhythmic elements could revolutionize existing
therapeutic approaches.

Furthermore, the review explicates the linguistic dividends of musical training, pro-
viding compelling empirical support for shared neural resources between musical and
language processing. The implications here are not merely academic but could inform
educational curricula that seek to leverage musical training for enhanced linguistic and
cognitive skills in children and adults alike. As a corollary to the wide-ranging topics
covered, this review also outlines a number of prospective avenues for research. For in-
stance, the operational modifications and neurochemical interactions triggered by chronic
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exposure to music demand longitudinal studies to ascertain the sustainability of these
neural changes. There is also a discernible gap in the literature concerning how these cog-
nitive enhancements translate to real-world skills and well-being, an area ripe for further
empirical inquiry.

Another promising avenue for exploration pertains to the therapeutic applications of
music. While the existing literature, as summarized in this review, posits a strong case for
music as a potent therapeutic tool, the exact protocols, durations, and modalities through
which optimal therapeutic outcomes can be achieved remain to be standardized.

In summation, this review serves as both an analytical repository and a conceptual
springboard, illuminating the multifaceted ways in which music interacts with the human
cognitive apparatus. Its contributions are manifold, offering academic, clinical, and ped-
agogical insights that advance our understanding of the potent neurocognitive effects of
musical engagement. By highlighting nascent areas warranting further exploration, this review
not only synthesizes current knowledge but also catalyzes future interdisciplinary research
aimed at decoding the myriad ways music intricately shapes our brains and our lives.
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Abstract: Alcohol-related cognitive disorders have long been an area of study, yet they continue
to pose challenges in the diagnosis, treatment, and understanding of underlying neuropsychiatric
mechanisms. The present article offers a comprehensive review of Wernicke’s Encephalopathy and
Korsakoff’s Syndrome, two conditions often seen on a continuum of alcohol-related brain damage.
Drawing on current medical literature, neuroimaging studies, and clinical case reports, we explore
the neuropsychiatric and neuropsychological profiles, symptomatology, and differential diagnoses of
these disorders. We delve into the biochemical pathways implicated in the development of WE and
KS, notably thiamine deficiency and its impact on neurotransmitter systems and neural networks. The
article also addresses the challenges in early diagnosis, often complicated by non-specific symptoms
and co-occurring psychiatric conditions. Furthermore, we review the current state of treatment
protocols, including pharmacological and non-pharmacological interventions. Finally, the article
highlights gaps in current knowledge and suggests directions for future research to improve diagnosis,
treatment, and patient outcomes. Understanding the nuanced interplay between the neuropsychiatric
and neuropsychological aspects of WE and KS is crucial for both clinicians and researchers alike, in
order to provide effective treatment and to advance our understanding of these complex conditions.

Keywords: Wernicke’s Encephalopathy; Korsakoff’s Syndrome; alcohol-related cognitive disorders;
neuropsychiatric symptoms; neuroimaging research

1. Introduction
1.1. Wernicke’s Encephalopathy (WE) and Korsakoff’s Syndrome (KS): Brief History and Linkage

Carl Wernicke first described WE, now named in his honor. This condition featured
symptoms like lethargy, ophthalmoplegia, ataxia and cognitive impairment. At roughly
the same time, but independently from Wernicke’s, work Sergei Korsakoff presented his
doctoral thesis entitled “Alcoholic Paralysis”, discussing a particular form of memory loss
found among chronic alcoholism cases known as circumscribed amnesia.

Over fifty years later, it took an unusually long time for researchers to uncover a
shared cause between these two disorders: thiamine deficiency was identified as being
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at the core of both conditions, contributing to their symptoms in both WE and KS and
becoming recognized as their link.

Now we understand more fully the temporal relationship between WE and KS, with
two distinct phases:

1. WE typically presents with acute/phase lesions to areas such as the periventricular
nuclei, thalami and components of Papez’s circuit (including mammillary bodies).

2. Korsakoff’s Syndrome progresses into its chronic phase with lesions developing into
more permanent bilateral damage that causes global amnesia.

Noting this correlation, the combined condition is often referred to as Wernicke-
Korsakoff Syndrome (WKS). Amnesia played an instrumental role in connecting WKS to
neuropsychology; further exploration into memory processes as well as identification of
distinct neural substrates responsible for different aspects of memory function ensued from
this linkage [1].

KS often develops in those who have experienced WE but failed to receive appropriate
thiamine replacement therapy promptly and appropriately. The most recognizable feature
of KS is an amnesia which may be profound; combined with additional cognitive and
behavioral impairments that often appear with more serious cases, its effects can signifi-
cantly impact an individual’s daily functioning and quality of life [2]. Research endeavors
examining the scope, arrangement and essence of episodic memory impairments within
KS have significantly advanced our understanding of memory as an abstract concept.
Furthermore, these studies have shed light on memory being not an all-inclusive function,
and have demonstrated its multidimensional nature. Furthermore, examination of KS
has highlighted diencephalic structures’ vital importance to memory processes—leading
researchers into further exploring distinct brain structures or neural pathways responsible
for individual memory processes to create more intricate mnemonic components [3].

1.2. Connection to Alcohol-Related Cognitive Disorders

KS and WE are two distinct neurological conditions; however, they frequently share
similarities due to a deficiency of thiamine (vitamin B1) which often stems from chronic
alcohol misuse. Current diagnostic frameworks for cognitive impairment related to alcohol
consumption can be divided into two primary syndromes: Wernicke-Korsakoff syndrome
(WKS) and alcohol/related dementia (ARD) [4].

WE can be identified clinically by three distinct symptoms, including changes to
mental status, dysfunction in oculomotor capabilities and issues with cerebellar func-
tion. Note, however, that not all patients exhibit all three symptoms at once. According
to Western studies, up to 90% of WE cases can be linked to alcohol misuse [5]. Left
undiagnosed or untreated, WE can progress into KS, which occurs in 56–84% of those
with an alcoholism history and possibly less frequently among cases unrelated to alcohol
consumption. The main cognitive manifestation of KS is intense amnesia, characterized
by difficulties forming new memories (anterograde) and recalling old ones (retrograde),
although it can also produce other cognitive and behavioral symptoms [6]. Alcohol-related
dementia (ARD), as an identifiable clinical entity, has generated much discussion, due to
the uncertainty regarding its causes, lack of diagnostic criteria and difficulties assessing
affected populations. Due to this lack of clarity regarding ARD classification as a distinct
clinical entity, some scholars prefer the term ‘alcohol-related brain damage’ which en-
compasses neurocognitive impairments caused by chronic alcohol consumption such as
Wernicke-Korsakoff Syndrome and ARD [4].

Uncertainty remains as to whether alcohol-related dementia (ARD) results directly
from neurotoxic effects of alcohol consumption (neurotoxicity hypothesis), alternative
pathologies like thiamine deficiency or from multiple interlinked factors. Oslin et al.
have developed preliminary diagnostic criteria for ARD. Their five-year period with men
drinking an average of 35 standard drinks weekly (30 for women) over this five-year period
should be enough to induce this disorder [7].
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Diagnosing alcohol-related dementia (ARD) can be complex, due to other related
conditions, including head trauma, substance abuse, co-occurring psychiatric disorders,
and elevated cardiovascular risk factors. Although neuropsychological characteristics of
ARD have received limited study, observations indicate a more comprehensive cognitive
decline compared to WKS [4].

This comprehensive review covers many facets of alcohol-related cognitive disorders.
These aspects include diagnostic criteria, the cognitive aftermath and the neuropathol-
ogy underlying these disorders, and concurrent physical health conditions and trends in
epidemiology, as well as available treatment approaches, the impact on quality of life for
affected individuals, mental capacity considerations, and the role neuroimaging plays in
both diagnosis and management.

This comprehensive article’s overall aim is to serve as an indispensable reference for
researchers, healthcare practitioners, and clinicians. Its objective is to illuminate various
dimensions of WE and Korsakoff’s Syndrome so as to advance early-detection practices,
enhance patient outcomes, and raise awareness regarding these debilitating conditions.

2. Assessment and Diagnostic Work-Up

1. Criteria for Diagnosing WE: Diagnosing WE can be challenging, given the various
ways it manifests clinically; however, the latest diagnostic criteria suggest at least
two of four signs should be present—diet inadequacy, abnormalities in oculomotor
function abnormalities, deficits in cerebellar function and altered mental state or mild
impairment of memory are indicators. While not all patients will necessarily exhibit
all these classic signs, an elevated sense of suspicion is necessary in order to accurately
confirm diagnosis [8].

Caine et al. [8] recently developed operational criteria for the clinical diagnosis of WE
called the Caine criteria (Table 1). While these criteria could greatly facilitate diagnosis,
histopathological evidence still forms the cornerstone of WE diagnosis [9].

2. Criteria for Diagnosing Korsakoff’s Syndrome (KS): Recognizing Korsakoff’s Syn-
drome, often the result of chronic thiamine deficiency or WE, requires the identification
of certain markers. These include both anterograde (inability to form new memories)
and retrograde amnesia, with difficulty recalling past memories; anterograde amnesia
is often accompanied by confabulations (fabricated or altered memories used to fill
memory gaps), which cannot be attributed to any other medical cause; furthermore
patients might exhibit executive dysfunction or have limited awareness regarding
memory impairments affecting them.

At present, there is a lack of consensus on a universal definition or diagnostic criteria
for Korsakoff’s Syndrome (KS) [10]. According to the Diagnostic and Statistical Manual of
Mental Disorders, Fifth Edition (DSM-5), KS is characterized as “an alcohol-induced major
neurocognitive disorder with amnestic confabulatory features” [11]. This current classifi-
cation is problematic, since it erroneously presumes that the etiology of KS is exclusively
alcohol-related, thereby limiting its diagnostic scope since it fails to establish a direct rela-
tionship with Wernicke’s Encephalopathy (WE). The International Classification of Diseases,
Tenth Edition (ICD-10), offers a separate categorization for alcoholic and non-alcoholic forms
of KS, but this further complicates the diagnostic landscape. Non-alcoholic forms are
categorized under organic mental disorders, whereas those induced by alcohol abuse fall
under the F10.26 code category, thereby rendering the application of ICD-10 criteria more
cumbersome [12].

One objective of the present research was to formulate an exhaustive definition and
outline potential diagnostic criteria for KS [2].
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Table 1. The operational criteria for the diagnosis of WE, as elaborated by Caine et al [8].

Symptom or Sign As Evidenced by One or More of the Following

Nutritional deficiencies

– Undernutrition

– A record of significantly impaired nutritional intake

– An unusual thiamine status

Oculomotor impairments

– Nystagmus

– Gaze palsy

– Ophthalmoplegia

Cerebellar impairment

– Abnormalities of past pointing

– Instability or ataxia

– Dysdiadokokinesia

– Impaired heel–shin testing

Either an altered mental state

– Disorientation in two of three fields

– Confused

– An abnormal digit span

– Comatose

or or

Mild memory dysfunction

– Failure to remember two or more words in the four-item
memory test

– Impairment on more elaborate neuropsychological tests of
memory function

Notes: When two out of these four criteria apply, the clinical diagnosis of WE is made. Abbreviation: WE,
Wernicke’s encephalopathy.

2.1. Neuroimaging

Early neuroradiological studies of WE from the 1970s relied on computed tomography
(CT) to identify third ventricle enlargement, but struggled with limitations in detecting
edema or localized damage [13,14]. The advent of magnetic resonance imaging (MRI)
revolutionized this field, offering higher sensitivity to tissue-water content [15]. MRI was
more effective in diagnosing WE, identifying abnormalities in 7 of 15 studied WE patients
compared to just 2 of 15 through CT. It also highlighted further affected regions like the
periaqueductal gray matter and mammillary bodies [16]. MRI’s sensitivity thus underscores
its importance in detecting subtle neuropathological changes, especially in alcohol abusers
without overt symptoms of WE.

Initial MR techniques for enhancing the visibility of edematous lesions in WE focused
on T2-weighted late-echo sequences. Bilateral hyperintensity in areas like mammillary
bodies and thalamic nuclei is a key neuroradiological feature of acute WE, observed in
both alcoholic and nonalcoholic cases [17,18]. These MRI findings are consistent with post-
mortem reports [19,20]. Neuropathology affecting both brain hemispheres could exacerbate
clinical symptoms. Although less common in WE, a specific MR study noted excess fluid in
the central pons of patients with Wernicke-Korsakoff Syndrome (WKS), correlating with
markers like macrocytic anemia and cognitive fluency in non-WKS alcoholic patients [21].

The FLAIR (MR fluid-attenuated inversion recovery) sequence marked a significant
technological leap from traditional T2 methods by incorporating additional T1 contrast
mechanisms. FLAIR effectively suppresses signals from cerebrospinal fluid (CSF), enhanc-
ing the visibility of edematous tissue regions [22]. One case study involving hyperemesis
gravidarum documented high signal intensity in the mammillary bodies and hypothala-
mus, which subsided following thiamine treatment [23]. FLAIR imaging of nonalcoholic
WE cases showed hyperintense signals in specific brain regions. Follow-up assessments
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indicated recovery in cases without prior cortical damage, while no improvement was
observed in those with existing damage [17].

Magnetic resonance diffusion-weighted imaging (DWI) has shown high accuracy in
detecting brain pathology related to WE. Interestingly, what would intuitively appear as
high diffusivity levels actually show up as hyperintense on DWI due to a phenomenon
known as the T2 shine-through effect [24]. This counterintuitive brightness represents low,
rather than high, diffusivity levels.

Unlu et al. (2006) found that WE often features abnormalities in periventricular and
thalamic tissues [25]. A case study showed that a distinct DWI bright signal originated from
abnormally low diffusivity in the cerebellum, which improved with thiamine treatment but
left lingering motor impairment [26]. Acute WE studies consistently reveal increased DWI
signal intensity and decreased diffusivity as captured via apparent diffusion coefficient
(ADC) images [26]. Although DWI signals can be affected by the T2 shine-through effect,
combining DWI with ADC imaging allows for a more comprehensive characterization of
WE lesions as they evolve from high- to low-diffusivity states.

2.2. Biomarkers

Alcohol-related health complications are widespread, yet frequently go undetected.
Precise screening for alcohol misuse hinges on tests that can both sensitively and specifically
spot those engaging in dangerous drinking habits and track their behavior. By coupling
laboratory indicators like AST, ALT, MCV, and GGT with self-reported data, it becomes
feasible to identify and monitor those engaging in harmful drinking patterns [27].

While much research on alcohol dependence has primarily centered on men, studies
tailored to the unique experiences of women underscore their heightened susceptibility.
This vulnerability stems from differences in physiology, metabolism, hormonal interactions,
and additional concerns during pregnancy [28].

It is worth spotlighting several key alcohol biomarkers:

1. Blood alcohol concentration (BAC): Determined from samples of blood, breath, saliva,
or urine, BAC can confirm alcohol intoxication. Notably, men and women often
display significant variances in their BAC levels.

2. Gamma-glutamyltransferase (GGT): A spike in GGT signals potential early-stage
liver damage from alcohol. It is a useful marker for alcohol-triggered harm, although
it might not be as effective in discerning dangerous drinking habits in younger
individuals and women.

3. Transaminases AST and ALT: A rise in ALT points to liver damage. The AST/ALT
ratio serves as a tool for identifying alcohol-related liver diseases, though its accuracy
can waver across different age segments.

4. Mean corpuscular volume (MCV): a heightened MCV can be an indicator of consistent
excessive drinking, particularly in women.

5. Carbohydrate-deficient transferrin (CDT): this marker is adept at indicating heavy al-
cohol consumption but may not be as effective for women, especially those expecting.

6. Fatty acid ethyl esters (FAEEs): they efficiently differentiate between casual and
excessive drinkers and can pinpoint alcohol consumption during pregnancy.

7. Ethyl glucuronide (EtG): this marker excels at detecting excessive drinking instances,
even if other traditional indicators might miss them.

8. Phosphatidylethanol (PEth): a highly specific and sensitive sign of prolonged alcohol
consumption, PEth can be detected in the blood for up to two weeks post drinking.

9. Thiamine and its esters: Chronic alcohol users often have a thiamine deficiency.
By directly measuring thiamine and its esters in red blood cells, this deficiency can
be gauged.

Leveraging these biomarkers can offer invaluable data on alcohol misuse, subsequently
facilitating diagnosis and treatment, especially for women and during their pregnancies.

Even though many of these markers are used to determine the health of the liver
in general, they should be taken into consideration when trying to diagnose WE or KS.
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Markers like CDT, EtG, FAEEs and Peth should also be kept in mind when trying to
diagnose these two diseases, being of great value in interpreting the etiology of the liver
damage, and thus detecting alcoholism.

To summarize, pinpointing conditions like WE and KS involves a comprehensive
evaluation of clinical symptoms, cognitive tests, and neuroimaging to detect the brain
anomalies tied to thiamine deficiency. The relentless pursuit of dependable biomarkers and
innovative tools is poised to significantly boost early detection and management strategies
for these intricate neurological conditions [29].

3. Neuropsychiatric and Cognitive Sequelae

As previously highlighted, WE and KS are typically perceived as being interrelated,
since both originate from a deficiency in thiamine. Consequently, medical professionals
should simultaneously assess both conditions. While WE is conventionally associated with
a combination of cognitive disturbances, ophthalmoplegia, and ataxia, it is worth noting
that less than a fifth of patients will manifest all these symptoms [30].

WE patients frequently exhibit impairments in neuropsychological functioning that
become increasingly evident as their physical condition improves. Neuropsychological
functioning encompasses various cognitive abilities ranging from fundamental processes
like attention and concentration to more intricate ones like memory, executive function-
ing, and reasoning; all these higher-order cognitive processes play a key role in overall
quality of life for an individual, although unfortunately clinicians sometimes overlook
this assessment [31].

When delving deeper into KS, in contrast to Wernicke’s encephalopathy, specific
cognitive deficiencies surface. These encompass anterograde amnesia, which severely
hampers the ability to assimilate new information, and retrograde amnesia, as well as
executive function disorders leading to reduced self-restraint and challenges in areas
like judgment, strategizing, and problem resolution [32]. A key manifestation of antero-
grade amnesia is confabulation, where individuals unconsciously fill memory gaps with
fabricated details [33].

Assessing memory function—an essential factor for maintaining quality of life (QOL)—
was conducted via PGI-BBD evaluation once the physical condition had improved. Kor-
sakoff memory impairments were evident immediately upon assessment, correlating with
initial assessments; however, cases where assessments could take place post improvement
proved challenging, due to symptoms overlapping globally with memory dysfunction and
memory deficits; pinpointing exactly when cognitive confusion recedes, paving the way for
memory deficits, was often difficult and required in-depth discussion amongst participants.

Memory dysfunction was so debilitating in these initial cases that these individuals
experienced difficulty maintaining an acceptable quality of life (QOL), accompanied by
noticeable occupational impairments. Early administration of thiamine led to improve-
ments in ataxia and ophthalmoplegia; however, confusion and neurological dysfunction
persisted for an extended period, according to neuropsychological assessments [34], even
when confusion eventually resolved itself in later phases; deficits in memory function, as
well as the capacity for learning new material, persisted for an extended timeframe.

In KS, while anterograde amnesia stands out as a major symptom, the patient’s
remote memory is also impacted. This leads to retrograde amnesia that affects both general
knowledge—such as facts from the news—and personal autobiographical events [35]. For
those with KS, their memory loss can span numerous years or even multiple decades,
though memories from early life, like childhood, tend to remain intact [36]. This pattern of
losing more recent memories while retaining distant ones in KS and other conditions has
been termed a “temporal gradient”. Théodule Ribot first documented this observation
in 1881, leading to its designation as Ribot’s law. While many studies on KS identify a
pronounced temporal gradient, some suggest an even memory impairment across all past
timelines [37]. These differing findings may arise from methodological challenges or the
type of memory being examined: general vs. personal [38]. Autobiographical episodic
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memories entail personal experiences set in specific places and times, like recalling the
exact moment of meeting a significant other on a balmy evening at a poolside bar. Fewer
studies focus on these autobiographical memories, due to their complex nature compared
to general memories. A recent investigation by Rensen et al. [38] confirmed that the
temporal gradient also influences episodic autobiographical memory, supporting earlier
research findings.

WE and Korsakoff’s Syndrome can have severely disabling consequences. Impaired
memory and executive function make even basic daily tasks daunting for patients. This
impairment often results in challenges in sustaining relationships and jobs. The hindered
ability to recall new events or acquire new skills drastically affects their independence and
life quality. Emotional health deteriorates as patients confront their cognitive restrictions
and the loneliness stemming from social disconnect [2].

In essence, both WE and Korsakoff’s Syndrome arise primarily from a thiamine
deficiency, frequently linked to prolonged alcohol consumption. These conditions present
with psychiatric symptoms and profound cognitive deficits, and significantly hinder daily
activities and overall life satisfaction. Prompt identification, thiamine replenishment, and
holistic rehabilitation are vital to counteract these conditions’ effects.

4. Neuropathology of Wernicke’s Encephalopathy and Korsakoff’s Syndrome

Thiamine is prevalent in various parts of the body, notably in skeletal muscles, liver,
heart, kidney, and brain. The balance of thiamine in the body is maintained through
adequate dietary intake, absorption in the intestines, reuptake in the kidneys, and storage
and release in the liver, when necessary. The brain has a safety buffer of thiamine, and
noticeable neuropsychiatric symptoms only emerge when thiamine levels drop below 20%
of the usual amount [39].

The primary active form of thiamine in the central nervous system is thiamine py-
rophosphate (TPP). It acts as a critical component or cofactor for three significant enzymes
in glucose metabolism: transketolase, pyruvate dehydrogenase, and α-ketoglutarate de-
hydrogenase. These enzymes participate in crucial metabolic processes like the pentose
phosphate pathway, glycolysis, and the citric acid cycle. These processes produce vital
molecules for functions in neurons and glial cells, such as nucleic acids, neurotransmitters,
myelin, and energy-rich compounds like ATP [40]. Moreover, because of its involvement
in cellular energy processes, thiamine aids in defending cells against oxidative stress. In
its triphosphorylated form (TTP), thiamine is essential for nerve membrane functionality
(Figure 1).

Thiamine Deficiency in Relation to Alcohol

Chronic alcohol consumption can lead to thiamine deficiency due to several reasons:

1. Alcoholics often opt for diets high in carbohydrates but low in vitamins [41].
2. Without proper supplementation, thiamine reserves are exhausted within 2–3 weeks.
3. Acute alcohol consumption can hamper thiamine absorption from the gut.
4. Alcohol’s impact on renal epithelial cells results in greater thiamine loss through the

kidneys.
5. Chronic alcoholic liver disease can slash the liver’s thiamine storage capability by up

to 73%.
6. Alcohol can reduce the enzymatic activity of thiamine pyrophosphokinase (TPK),

which in turn lowers the amount of available TPP.
7. Reduced TPK activity further impedes the facilitated diffusion of thiamine into cells.
8. Alcohol can decrease the absorption of thiamine produced by colonic bacteria.
9. Many alcoholics have hypomagnesemia, a deficiency of magnesium, which is a vital

cofactor in thiamine utilization.
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In essence, alcohol can induce a state of thiamine deficiency through both direct and
indirect mechanisms [42].

In situations where Wernicke–Korsakoff Syndrome (WKS) arises without alcohol
as a factor, thiamine deficiency can be attributed to one of these four reasons: limited
supply, hindered usage, increased consumption, or augmented loss of thiamine. Limited
supply often happens during times of starvation, malnourishment, poor absorption,
excessive losses, or vomiting. Hindered usage takes place when the body struggles to
process thiamine due to diminished enzyme activity or coenzyme deficiencies. Thiamine
consumption increases when there is a spike in the body’s glucose metabolism, such as in
instances of heightened metabolic rate, enhanced carbohydrate metabolism, or situations
with swift cell regeneration. Interestingly, even when on a diet considered sufficient,
thiamine deficiency can still occur under these conditions. Specifically, in the context
of cancers, particularly the types associated with rapid cellular growth like leukemia
and lymphoma, there is a surge in thiamine consumption [43]. Cancer can often lead
to a reduced thiamine intake, either due to the disease’s direct effects, loss of appetite,
chemotherapy side effects, or vomiting (see Table 2) [44]. If patients are started on total
parenteral nutrition (TPN) without the necessary thiamine supplementation, they can
end up being deficient. Lastly, augmented thiamine loss is observed in hemodialysis,
since thiamine is expelled into the dialysate [45].
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Table 2. Clinical Examples of Medical Comorbidities Associated with Thiamine Deficiency, Grouped
by Mechanism.

Mechanism of
Thiamine Deficiency Etiology Clinical Examples

Accelerated usage

Hypermetabolic state

Systemic illness
Infection/sepsis
Thyrotoxicosis
Pregnancy

Rapid cell turnover/high cell density Hematological malignancy
Fast-growing tumor

Excess glucose metabolism
Seizures, following rapid
influx of glucose
Alcohol withdrawal

Impaired utilization Decreased enzyme activity
Malignancy
Co-factor deficiency
Chemotherapy-induced

Increased losses Iatrogenic Hemodialysis

Decreased availability

Malabsorption Bariatric surgery
Crohn’s disease

Malnutrition

Anorexia nervosa
Hunger strike
Fad dieting
Bariatric surgery
Homebound elderly
TPN (if not supplemented)

Starvation

Anorexia nervosa
Hunger strike
GI obstruction
Chemotherapy
Systemic illness

Vomiting

Hyperemesis gravidarum
Chemotherapy-induced
Status post abdominal surgery
GI obstruction
Pancreatitis
Bariatric surgery

For an in-depth exploration of the physiological impacts of thiamine deficiency, refer
to the work by Sechi and Serra. When the brain experiences a lack of thiamine, it can
result in cell-damaging swelling and an increase in astrocyte volume within just 4 days.
Between the 7th and 10th day, a drop in transketolase activity brings about dysfunction in
endothelial cells, leading to the production of nitrous oxide and the spilling of intracellular
glutamate into surrounding spaces. This results in disrupted osmotic balances and the
generation of free radicals, further causing swelling and increased permeability in the
blood-brain Barrier (BBB). By the time 14 days of thiamine deficiency have passed, the
damage to neuronal DNA and increased lactic acid lead to permanent structural harm
and neuronal cell death [46]. During the process of alcohol withdrawal, the heightened
sensitivity of the NMDA-receptor can compound the neurotoxic effects, releasing even
more glutamate. Some brain regions are more susceptible to these damaging effects than
others. For instance, in one study, the mammillary bodies displayed signs of damage in
every examined case. However, the reasons for the particular vulnerability of areas like the
mammillary bodies, the region around the aqueduct, and the tectum are not entirely clear,
as factors like the embryonic origin of cells, blood flow patterns, and tissue characteristics
do not seem to provide a full explanation. As scientists delve deeper into the molecular
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mechanisms behind cell damage resulting from thiamine deficiency, the reasons behind
the selective harm to specific brain regions, including the mammillary bodies, remain
a mystery [47].

5. Somatic Comorbidity and Epidemiology

If WE is suspected, immediate treatment is crucial. On average, symptoms of this
condition, such as lethargy, confusion, and difficulty walking that may lead to a fall,
manifest around 3 to 4 days prior to a subsequent hospitalization [48]. However, within a
hospital setting, WE can be triggered by refeeding syndrome in just 2 to 3 days [49]. This is
because most patients with thiamine deficiency may have neglected proper nutrition for
months, and in some cases, might not have consumed any food for days or even weeks.

For such patients, it is essential to reintroduce calories slowly and under the guidance
of a dietitian. Continuous monitoring is necessary in the initial days of hospitalization,
and includes regular checks of blood glucose levels and electrolytes. Refeeding syndrome
is typified by imbalances in water and electrolytes, especially low levels of phosphorus,
potassium, and magnesium, alongside glucose intolerance, signs of thiamine deficiency,
and excessive fluid retention [50]. Administering glucose or reintroducing carbohydrates
without supplementing thiamine can pose a risk of triggering Wernicke encephalopathy,
particularly in individuals with already low thiamine levels.

Criteria that indicate a high likelihood of developing refeeding syndrome can be
found in the recommendations set forth by the American Society for Parenteral and Enteral
Nutrition (ASPEN). If no abnormal laboratory results are observed for elements like phos-
phate, calcium, potassium, magnesium, and glucose, monitoring in relation to refeeding
syndrome can cease after 72 h.

Various other risk factors can also play a significant role in leading to thiamine de-
ficiency. These include infections, esophageal narrowing (Barrett’s esophagus), colitis,
and, notably, the renal loss of thiamine experienced in conditions like diabetes mellitus
or nephropathy [51]. Loss of appetite and vomiting can both result from and exacerbate
thiamine deficiency [52].

Examination of Epidemiological Data and Demographics

There is a limited amount of epidemiological information regarding cognitive disor-
ders tied to alcohol. To truly grasp the impact of diseases like Wernicke-Korsakoff syndrome
(WKS) and alcohol-related dementia (ARD), it is essential to have updated data on their
incidence and mortality rates within populations [53].

The current knowledge about the frequency and occurrence of WE and alcohol-related
dementia (ARD) has significant gaps. Most of our insights into these conditions are based
on research from the 1970s and 1990s, which might now be considered outdated. Autopsy-
based data from the past indicated that WE impacted between 0.4% and 2.8% of the overall
population, and an alarming 12.5% to 59% of those with alcoholism or deaths related to
alcohol consumption [54]. However, modern research is not without its own challenges
in methodology and reach. For KS, data from the Netherlands estimated a prevalence of
3–4.8 per 10,000 people, based on healthcare records. Meanwhile, data from Glasgow
suggested an annual KS rate of 12.5 to 81.25 per million inhabitants between 1990 and 1995.

The frequency of ARD shows significant variance across studies. Some assessments
derive their estimates from associating dementia rates with alcohol use patterns or by
examining particular groups. Among various research studies, ARD prevalence varied
wildly, from 0.119% in general hospital stays to a staggering 25.6% in elderly patients
with alcoholism being treated in substance abuse clinics [55]. Broader population-focused
research indicated prevalence rates as low as 0.0066% in those aged 30–64 and as high as
0.7% in US Medicare beneficiaries aged 68 or older.

The future outcomes and prolonged mortality trends of both WKS and ARD remain
underexplored. A previous study examining 245 WKS patients reported an immediate
mortality rate of 17%, with subsequent deaths primarily attributed to infections, liver
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diseases, and cancers [56]. Contemporary studies highlight an acute mortality rate of 5.3%
to 10% for those diagnosed with WE. Hospital patients diagnosed with alcohol-linked WE or
KS exhibited a median survival rate of 8 years and a death rate of 7.4 per 100 person-years.
The predominant causes of death were bacterial infections and cancers [55].

6. Pharmacological and Nonpharmacological Treatments

Alcohol impacts the gut in a way that unpredictably hinders thiamine absorption.
To ensure an adequate concentration of thiamine in the bloodstream, it should be given
through injection or infusion. The reasoning for elevated blood levels of thiamine links
back to how it is transported to the central nervous system (CNS). As noted, thiamine’s
secondary method of reaching the CNS, through simple diffusion, does not meet the
expected quantity. Theoretically, with increased serum levels, thiamine can penetrate the
CNS more effectively [57].

The exact definition of a “high dose” of thiamine remains undefined. Back in 1950,
Victor and Adams opted for 100 mg of thiamine to combat WE, using their best judgment
of what might be considered a high dose [58]. Some experts advise treating alcoholic WE
patients with 500 mg or more, although this suggestion is built on sparse evidence. The sole
published randomized trial evaluating thiamine for treating WKS contrasted five thiamine
doses (ranging from 5 to 200 mg daily) over two days for patients undergoing alcohol
withdrawal treatment [59]. Those on the highest dose showcased superior performance
in delayed alternation, a task pinpointing WKS-related cognitive issues. Yet the findings
did not exhibit a consistent dose–response relationship. An updated 2008 Cochrane review
concluded that evidence is too scant to give clear guidance on thiamine’s dosage, frequency,
delivery method, or duration for treating or preventing WKS in alcoholics.

Both the Royal College of Physicians (RCP) and the European Federation of Neu-
rological Societies have released guidelines on preventing WE in alcoholics (refer to
Table 3). Despite the distinctions between them, both emphasize the need for vigilance
when it comes to WE and advocate for robust treatment. This stance arises from the
diagnostic challenges in a clinical context and the favorable risk–benefit profile of using
high thiamine doses [60].

The safety profile of intravenous (IV) thiamine was examined in a study where
1070 doses of 100 mg thiamine hydrochloride were rapidly given to 989 patients [61].
Minor reactions, including transient arm burning lasting from a few seconds to minutes
occurred in about 1.02% of cases. One major reaction was observed, which was widespread
itching without other symptoms, occurring at a rate of 0.093%. Although there have been
documented cases of severe allergic reactions to IV thiamine, the likelihood is extremely
low, with a recorded risk of one reaction per five million thiamine vials in the UK [42]. A
survey from emergency department doctors estimated that out of around 300,000 patients
receiving thiamine through injection, none experienced severe allergic reactions. In contrast,
there is a 1–10% risk of allergic reactions to penicillin, a 2–3% risk of a reaction to contrast
agents, and a 1–18% risk of reaction to streptokinase. Hence, thiamine is typically regarded
as safe for injectable use [62].

For alcoholics, replenishing magnesium is crucial, as their diminished magnesium
levels can render thiamine treatment ineffective.

The appropriate timing for administering thiamine in relation to carbohydrate has been
a topic of discussion. Given thiamine’s role in glucose metabolism, a spike in metabolic rate
can lead to a relative thiamine deficiency, potentially triggering WKS. Several case studies
and animal experiments have reported such outcomes [63]. However, a recent review
of WKS emergency management posits that a single dose of glucose will not induce this
condition, suggesting that in emergencies glucose administration should not be postponed
because of thiamine [58].
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Table 3. Comparison of Guidelines for Diagnosis and Treatment of Suspected WE.

Who to Treat Route Frequency Duration

European
Federation of
Neurological
Societies (EFNS)

People with a
combination of any
two of the following:
(1) inadequate
nutrition
(2) oculomotor
abnormalities
(3) cerebellar
dysfunction
(4) mild memory
problem

IVpreferred TID Until the symptoms
are resolved.

Royal College of
Physicians (RCP)

Signs of alcohol abuse
with one of the
following:
(1) acute confusion
(2) reduced level of
consciousness
(3) ataxia
(4) ophthalmoplegia
(5) memory problems
(6) hypothermia with
hypotension

IV TID

Three days. If a
positive response is
observed, continue
with a daily dose of
250 mg
administered
intravenously or
intramuscularly for
5 days, or until
clinical
improvement stops.

6.1. Effectiveness and Limitations of Nonpharmacological Interventions

Emerging evidence is challenging the long-standing view that Korsakoff’s Syndrome
(KS) is an unmodifiable condition resistant to further cognitive recovery. This paradigm
shift is bolstered by a growing body of research advocating the efficacy of memory re-
habilitation in KS patients [32]. Among various interventions, compensatory memory-
enhancement techniques, which encompass traditional aids like agendas and memory
cards, as well as digital tools such as smartphones and smartwatches, appear to be partic-
ularly promising. A meta-analysis of six studies highlights the fact that these techniques
are most effective when (1) the therapeutic objectives are clearly defined, (2) adequate
time is committed to individualized patient instruction, and (3) these aids are cohesively
integrated into comprehensive learning methodologies.

In this context, errorless learning emerges as a theoretically ideal approach that
aligns well with the unique cognitive strengths and vulnerabilities of KS patients. The
core principle of this strategy lies in minimizing the opportunity for errors during the
acquisition phase of learning. By eliminating the margin for guesswork, errorless learning
fortifies the patient’s procedural memory system against the incorporation of maladaptive
or erroneous strategies. This is particularly crucial for KS patients whose episodic memory
impairments would otherwise be incapable of correcting such errors [64]. Although
empirical studies directly comparing errorless learning with traditional trial-and-error
methods are sparse and yield mixed results, the technique holds promise, especially within
specific learning contexts. Importantly, the utility of errorless learning extends beyond the
domain of procedural memory, potentially offering advantages in the realm of semantic
memory as well. Given that KS patients often suffer from episodic memory deficits,
the errorless learning approach compensates by reinforcing and leveraging more robust
procedural and semantic memory systems, thereby providing a more holistic strategy for
cognitive rehabilitation.
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6.2. Emerging Therapies and Future Directions
6.2.1. Thiamine in the Treatment and Prevention of Wernicke-Korsakoff Syndrome for
Alcohol Abusers

While WKS is conventionally treated with thiamine once diagnosed, the efficacy of this
treatment, especially regarding cognitive symptoms, remains uncertain. Current guidelines
concerning the dosage and treatment duration with thiamine are largely based on best
guesses. We aimed to find randomized controlled trials that either contrasted thiamine
with placebos or other treatments, or assessed varying thiamine treatments. From our
search, two studies met the prerequisites for inclusion. However, one did not provide any
analyzable data, and the other’s analysis was hampered by design flaws and inadequate
data presentation. Consequently, there is an absence of solid evidence from these trials to
guide doctors on the optimal thiamine treatment parameters to prevent or address WKS
stemming from alcohol misuse [65].

6.2.2. How the Intervention Might Work

This analysis delves into WKS resulting from alcohol abuse, which is the predominant
cause in developed nations. Between 30% and 80% of those abusing alcohol exhibit
either clinical or biochemical indications of a thiamine deficit. Notably, alcohol seems to
amplify the thiamine quantity essential for effective treatment compared to cases where the
deficiency stems primarily from nutritional reasons [66]. Even with data pointing towards a
significant undetected neuropathological impact due to thiamine shortage, comprehensive
studies evaluating thiamine’s therapeutic potency in alcohol abusers remain scant. Rapid
improvements in ataxia and eye movement anomalies with thiamine administration have
been noted, yet its influence on memory remains ambiguous. One comprehensive look into
this area revealed the absence of systematic, placebo-controlled studies exploring the usage
of injectable B-complex vitamins (thiamine-inclusive) in alcohol abuse scenarios. Hence,
before suggesting varied treatment strategies for those at risk of WE and those currently
afflicted by it, more research is imperative [67].

7. Quality of Life and Mental Capacity

The term quality of life (QoL) is frequently associated with an individual’s overall
well-being. Despite the apparent increase in patients with KS, there is a significant gap
in our understanding of their QoL. Presently, most insights are derived from dementia
care. This study aims to juxtapose various QoL facets in KS patients against those with
dementia from identical care settings, in a bid to deepen our grasp on the socio-emotional
dimensions of KS [68].

Measurements: The QUALIDEM scale was employed to evaluate Quality of Life
(QoL). To contrast the QoL of patients with KS against those with dementia, multivariate
linear regression analysis was utilized, considering the variables “age”, “gender”, and
“nursing home”.

Results: Out of the 147 participants, 72 (48.9%) had a KS diagnosis. KS patients ex-
hibited a higher overall QoL. On the QUALIDEM subscales, KS patients outperformed
dementia patients in areas such as “Restless tense behavior”, “Social relations”, and “Hav-
ing something to do”. There was a noticeable inclination for KS patients to score higher on
“Positive affect” and lower on the “Feeling at home” subscale.

Conclusions: KS presents distinct QoL disparities when compared to dementia. Those
with KS tend to experience richer social connections and heightened positive emotions
than their dementia-afflicted counterparts. While dementia patients exhibit more restless
tendencies, KS patients generally feel a lesser sense of belonging in nursing homes. The
findings underscore the necessity for tailored nursing homes and care programs to meet
the unique requirements of both patient groups.

Individuals diagnosed with KS often exhibit stronger social connections and a higher
frequency of positive emotions compared to those with dementia. On the other hand,
dementia patients tend to demonstrate increased restless behaviors in contrast to their
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KS counterparts. The variances between the two patient groups might stem from their
distinct cognitive impairments. Specifically, KS is characterized by deep-seated amnesia
and often executive dysfunction, necessitating structured and well-organized daily routines.
Consequently, we advocate for tailored nursing homes and care plans designed to address
the unique requirements of KS patients [68].

8. Patient Care, Nursing, and Mental Capacity
8.1. Assessment of the Patient

Evaluations should rule out other potential reasons for the patient’s symptoms. This
could require drug tests, checks for anemia, leukemia, and variations in blood sugar levels.
It is essential to conduct blood tests, including y-glutamyl transpeptidase, serum B1, pyru-
vate level, and an assessment of thiamine status by measuring erythrocyte transketolase
activity, as these can assist in the diagnosis.

Furthermore, EEG is needed only when trying to monitor patients with seizures, while
CT or MRI scans can identify brain alterations [69].

8.2. Management of the Patient

Whenever patients exhibit the described signs and symptoms, a potential diagnosis of
Wernicke’s/Korsakoff’s should be taken into consideration, regardless of their age. These
indicators might not always be clear-cut. If other health issues can be dismissed, a history
of alcohol consumption should be obtained, if not already documented [70].

If WE or KS is confirmed, the primary treatment involves a high-dose thiamine
injection, ideally intravenous, with a maximum limit of 300 mg for intense deficiencies.
This replenishes the body’s essential vitamin B1 levels, potentially averting brain injury or
even death. After this intervention, the patient’s condition should be re-evaluated. While
the risk of an allergic response to high thiamine doses is minimal, nursing staff should be
vigilant and ready to address anaphylactic reactions [71].

Daily electrolyte levels should be assessed and tracked for a duration of 7–10 days.
Monitoring both food and fluid consumption and excretion is crucial. Due to the difficulties
in metabolizing and absorbing vital nutrients caused by extended alcohol use, a treatment
plan should incorporate parenteral nutrition [72].

It is essential to avoid triggering the “refeeding” syndrome. This occurs when patients
suddenly consume high-protein calories beyond their standard capacity, potentially leading
to cardiac issues [50].

Administering glucose before thiamine is discouraged, given the potential imbal-
ances in electrolytes and fluids and a possible surge in insulin levels due to the abrupt
nutritional influx.

9. Neuroimaging Research and Future Directions
Advanced Imaging Techniques

Previous studies employing magnetic resonance imaging (MRI) to investigate alco-
holism have predominantly focused on cerebral structures, often sidelining the cerebellum.
However, advancements in neuroimaging techniques, particularly the utilization of voxel-
based morphometry (VBM) [62], have expanded the scope of investigation to include a
comprehensive analysis of multiple brain regions, such as the diencephalon, midbrain,
and cerebellum. The efficacy of VBM has been substantiated in the examination of var-
ious neurological and psychiatric conditions, including schizophrenia [73], aging, and
Alzheimer’s disease [74].

In the realm of alcoholism research, VBM has been employed to elucidate structural
brain differences between alcohol-dependent and non-dependent controls [75]. One study
conducted a comprehensive analysis of gray and white matter in a cohort of 22 alcohol-
dependent individuals, contrasting their neuroanatomy with age- and gender-matched
controls. The findings revealed marked reductions in gray matter volume in regions such
as the thalamus, posterior hippocampus, and frontal cortical areas among the alcohol-
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dependent subjects. Concurrently, the study observed white matter atrophy in the pons
and cerebellum. A subsequent investigation compared gray matter volumes in 45 abstinent
alcoholics and 50 controls, identifying significant reductions in the lateral prefrontal cortex,
medial frontal cortex, and posterior cingulate gyrus in the alcoholic group [75].

Such morphological alterations in gray matter have also been documented in other
substance-dependent populations, such as cocaine, cannabis [76], methamphetamine, and
heroin users [77]. However, research on polysubstance abusers remains limited [78]. Note-
worthy studies in this niche have highlighted reduced gray matter volume in the bilateral
prefrontal lobes, as identified by Liu et al. [77], and in the medial orbital frontal cortex, as
observed by Tanabe et al. [78].

Prior research conducted at the NIH Clinical Center focused on the forebrain volumes
of alcohol-dependent patients, categorizing them into monosubstance and poly-substance
abusers [79]. This research revealed minimal differences in overall gray and white matter
volumes between the two subcategories of alcoholics. Nonetheless, the study had lim-
itations in its narrow focus on forebrain structures, excluding potential changes in the
diencephalon or midbrain—regions previously implicated in alcoholism effects [69].

A more recent investigation employed VBM to conduct a nuanced examination of
regional brain volumes between alcohol-dependent subjects and non-dependent controls.
The study postulated that alcohol-dependent individuals would manifest reduced gray
matter volume in specific brain regions, such as the frontal lobes and cerebellar cortex. The
investigation also aimed to identify whether volume differences existed within subregions
between alcoholics who were polysubstance abusers and those who were exclusively
alcohol-dependent. Given the absence of global gray matter volume differences in prior
studies [79], the study endeavored to unearth regional volume discrepancies.

The use of VBM is particularly advantageous for differentiating Wernicke-Korsakoff
Syndrome (WKS) from general alcohol-related cognitive disorders. VBM’s capacity for
detailed regional analysis enables a more nuanced understanding of the specific struc-
tural brain changes attributed to WKS. This level of specificity provides crucial insights
into the distinct pathophysiology of WKS, thereby facilitating more targeted therapeutic
interventions compared to broader alcohol-induced cognitive impairments.

10. Conclusions

Nearly a century and a half has elapsed since Carl Wernicke first identified the symp-
toms indicative of persistent thiamine deficiency. Despite this lengthy period, the condition
often remains overlooked, underdiagnosed, and inadequately treated. The challenge of
accurately diagnosing the condition arises from its symptoms, which closely mimic those
of other conditions like acute alcohol intoxication. This diagnostic ambiguity makes rapid
treatment paramount, often taking precedence over an exhaustive diagnosis. Intravenous
thiamine replenishment remains the gold standard for quick treatment, although healthcare
providers have traditionally been hesitant to administer it. For instance, a retrospective
analysis found that merely one-fifth of head injury patients at risk of thiamine deficiency
were actually treated with thiamine, and of these, the majority were given low doses orally
for a limited duration.

This hesitancy is compounded by misconceptions surrounding the rarity of the con-
dition and the notion that a diagnosis requires the presence of a classic symptom triad.
Swift and decisive treatment with intravenous thiamine is crucial to prevent irreversible
brain damage due to biochemical and metabolic imbalances. An estimated 80% of those
experiencing WE, the acute and treatable phase, may evolve into Korsakoff’s syndrome, a
chronic condition marked by persistent memory impairments and potential confabulation.
In the most severe cases, the syndrome can be fatal, accounting for approximately 20% of
such cases.

Though the optimal thiamine administration regimen remains to be definitively es-
tablished, identifying at-risk individuals and debunking common myths about Wernicke-
Korsakoff syndrome can play a significant role in reducing both morbidity and mortality in
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this vulnerable population. Future research should focus on fine-tuning thiamine adminis-
tration protocols to improve further outcomes.
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Abstract: It is yet unknown how the formation of an aneurysm inside the human body occurs.
Thus, understanding and analyzing the Coanda effect will result in a better overview of the overall
fluid mechanics that develop inside such a structure, leading not only to better treatment plans, but
also to diminished postoperative risks. This paper presents how the fluid behaves in this situation,
and takes into consideration how this physical phenomenon influences the hemodynamics inside
numerous anatomical regions, located in the central nervous system, where aneurysms usually
develop. Analyzing the three main areas in which cerebral aneurysms form, the Coanda effect can
potentially lead to the rupture of the aneurysm by changing the blood flow trajectory; this should
be taken into consideration when choosing a treatment plan, especially in postoperative care. In
addition, there are other factors that can influence the evolution of an aneurysm, such as its shape,
size, localization and the patient’s health condition. Understanding and analyzing the Coanda effect
will result in a better overview of the overall fluid mechanics that develop inside such a structure,
leading not only to better treatment plans, but also to diminished postoperative risks.

Keywords: Coanda effect; aneurysm; hemodynamics; Willis Polygon; pathology

1. General Data
1.1. Historical Facts

Henri Coanda was born in Bucharest on the 7th of June 1886. His early education
consisted mostly of military training due to the fact that his father was a general in the
Romanian Army. At just 19 years of age, he constructed his first prototype of a rocket-
powered airplane. Later that decade, Henri Coanda created the “Coanda 1910”, an airplane
without a propeller, following his graduation from “ Institut Supérieur de l’Aéronautique
et de l’Espace”.

Through the years, he invented other aircrafts, including “Coanda 1911” and “Bristol-
Coanda”, both with propellers, and “Coanda 1916”, which he invented while working at
“Saint-Chamond” in Saint Denis.

Coanda’s inventions not only had a great impact on further discoveries in the aeronau-
tical domain, which were used in the First World War, but also in fields such as medicine,
architecture, transport and construction, among others.

In 1930 [1], he obtained a French patent for the observation and description of the
“Coanda Effect”, a physical phenomenon that, besides medicine, has numerous appliances
in fields such as aeronautics, fluids, and meteorology. Henri Coanda died on the 25th of
November 1972.
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1.2. The Physics of the Coanda Effect

The Coanda effect is a physical phenomenon that describes the tendency of a fluid
or gas to attach to a surface after passing through an asymmetrical narrowing, exerting
force on neighboring fluid or gas. We believe that the Coanda effect is overlooked when
taking into consideration the formation and development of numerous types of aneurysms,
and also the postsurgical events that can occur after clipping an aneurysm. This physical
phenomenon is of great importance, both when the blood passes through a narrowing of the
lumen, as well as when the blood travels through an arterial passage that is physiological
or pathologically enlarged in comparison to the rest of the artery.

Recognizing the effect of the Coanda effect in aneurysms is vitally important for several
reasons. First, it provides insights into its genesis. When blood flow is attached to irregular
surfaces within vessel walls due to this effect, the shear stress levels may be altered, leading
to remodeling that contributes to aneurysm formation. Furthermore, understanding these
effects can assist with identifying individuals at a greater risk of aneurysm development
and suggest preventative measures that should be implemented accordingly.

From a medical standpoint, a narrowing inside the body develops, for example, when
a cholesterol plaque is created. In addition, being a protuberance (convex structure), it
will divert the blood flow on the opposite side of the artery, creating a pressure gradient
between the blood jet and the rest of the lumen. When this phenomenon develops, the
blood flow will become adherent to the wall, creating further pressure on the afferent wall
while also recruiting adjacent liquid particles into the stream. It is important to mention
that the Coanda effect occurs for Reynold’s numbers as small as 50, meaning that it is
present both in laminar and turbulent flows. Also, the Coanda effect is viable for both high
and extremely low pressure [2]. It is important to note that if the narrowing of the vessel is
developed close to a junction of an artery, the blood flow will tend to become asymmetrical,
thus creating a flux gradient between the two ramifications. The effect on the boundary
wall makes the blood tend to stick to the wall and create a pressure gradient, with the jet
adhering more to a ramification; this results in the possibility of some blood joining the
ramification where the pressure is higher, creating a retrograde flow (Figure 1).
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According to [2], the protuberance will create an asymmetry inside the blood vessel,
resulting in the jet being diverted to the opposite wall; thus, the jet will create, according to
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the Coanda effect, a pressure gradient that will cause a retrograde flow from the A2 artery
to the A1 artery, a phenomenon that can lead to dangerous ischemic damage.

However, when the surface of the blood vessel is concave the phenomenon will
become opposite to the one previously described. The blood jet will tend to attach to the
concave surface due to the low pressure inside the pit, thus creating small-scale swirls that
exert pressure on the arterial wall. This event will divert the blood flow on the wall with
the concavity, and, according to the Coanda effect, will promote neighboring liquid to join
the newly created jet. This will, once again, result in an asymmetry of the blood flow if this
event happens before a junction (Figure 2).
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2. Typical Aneurysms

An aneurysm is a vascular structure that implies a weakening of a blood vessel (with
all its layers) that can be localized along the route of both arteries and veins. It takes form
as a dilatation of the blood vessel and can be classified based on various factors such as
location (abdominal, thoracic, cerebral or peripheral), shape (fusiform, saccular), size (small,
large, giant) and cause (congenital, infectious, gained, tumorous, dissecting, traumatic).
A special classification of aneurysms is based on their association with the surrounding
vessels; this has been proven to be useful in treating cerebral aneurysms [3].

3. Typical Form of Cranial Aneurysms

Regarding cranial aneurysms, based on their form, they can be either fusiform or
saccular.

Fusiform—This type of intracranial aneurysm is represented by cylindrical dilata-
tions formed at a relatively short distance on the vessel and is usually associated with
atherosclerosis and a high blood pressure [4].

Coanda effect in fusiform aneurysm—In this case, the Coanda effect appears on the
blood vessel wall due to the presence of concavities. This physical phenomenon will
promote the stream to behave in a certain way: a part of the jet will be bound to one wall,
another part will be bound to the other side, and a part of the jet will flow through the
center of the blood vessel (in the case of a bilateral fusiform aneurysm). The volume of
the stream that will be bound to one side or another can be influenced by a number of
factors, such variations in the pressure, a more specific level of contraction force in the
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walls, the number of particles involved, the temperature of the environment, the flow rate,
the viscosity of the blood, and also the size and shape of the aneurysm [5]. Inside these
types of concavities, micro swirls will be created, applying continuous pressure upon the
vessel’s walls. In time, this will lead to an overall increase in the size of the aneurysm.

Another important factor is how the aneurysm is clipped intraoperatively; if the
aneurysm is clipped too tight or the placement is not perfect, the Coanda effect will
produce a deviation in the jet and an asymmetrical blood flow. This effect causes the
blood to follow the curved walls of the vessel, contributing to an increase in the pressure
inside the blood vessel [2]; as a result, it will progressively expand, potentially leading to
a potential rupture. The vascular complications are caused not only by an increase in the
pressure, but also by the fact that the Coanda effect causes the blood to stagnate in certain
parts of the aneurysm, resulting in the formation of thrombi. In addition to the progression
of the aneurysm, taking the Coanda effect into consideration can change the treatment
approach, especially when using endovascular techniques. In this case, the catheter is
guided by this physical phenomenon on the wall and can be used to direct the blood flow
away from the aneurysm. In this way, the risk of rupture is lowered and the normal jet
stream is restored [6].

Saccular—This type of intracranial aneurysm is represented by small sac-like dilata-
tions in an artery that are usually associated with the weakening of the blood vessel wall
caused by an increase in the hemodynamic pressure, as well as the distension of the
artery [7]. It can also be associated with tumorous structures or with infections such as
tuberculosis [8].

Coanda Effect in Saccular Aneurysms

Our understanding of saccular aneurysms develops from convex structures inside
the blood vessels. As mentioned before, convex structures appear inside the body when,
for example, a cholesterol plaque forms inside an artery. The blood will interact with the
convex structure and stick to the opposite wall of the artery, according to the Coanda effect.
Subsequently, the resistance of the afferent wall decreases and, in time, will lead to the
formation of a concavity. As previously stated, due to the Coanda effect, a concavity will
cause the blood flow to adhere to it, a vicious cycle that will, in time, lead to the formation
of a saccular aneurysm.

It Is mandatory to perform surgery on an aneurysm under conditions of hypotension;
thus, after clipping an aneurysm, if the clip is placed too tightly and too close to the base of
the aneurysm, post-operatively we may identify a protrusion inside the vessel, generating
other life-threatening complications.

4. Special Types of Brain Aneurysm and How They Are Affected by the Coanda Effect

Serpentine (Giant)—This type of aneurysm is a giant aneurysm that is formed by an
evolving saccular or fusiform type. It has a complex form and a sinuous vascular channel.
From an angiographic perspective, the features presented by a serpentine aneurysm are as
follows: a diameter greater than 25 mm; an undulating intra-aneurysmal vascular channel;
and a common association with partial thrombosis [9]. The Coanda effect appears when
the blood jet flows through the aneurysm and can cause the stream to bind to the walls
of the blood vessel. As a result, areas of stagnating blood will appear, thus increasing the
risk of blood clots forming within the aneurysm. The micro swirls that form within the
environment of the blood vessel will also contribute to increasing the pressure of the jet
stream and to its deviation on the opposite wall from the one on which the aneurysm is
situated. There are a number of techniques that address the Coanda effect in serpentine
aneurysms, such as surgical clipping or using stents to redirect the blood flow and minimize
the risk of blood clots appearing; these methods are very relevant considering the increased
risk of stroke compared to other types of aneurysms.
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5. Coanda Effect Inside the Main Aneurysmal Areas of the Willis Polygon

1. Anterior communicating artery

Aneurysms appear commonly at the junction between the anterior communicating
artery, the pericallosal artery and the anterior cerebral artery. Recent studies [10] have
shown that for these types of aneurysms, the most common approach is clipping, because
endovascular treatment is often too inefficient when performed in this segment. The
parallel clipping of these types of aneurysms will lead to the formation of a protuberance
in the walls of the anterior cerebral artery; this protuberance will divert the majority of
the flow either through the pericallosal artery, through the anterior communicating artery,
or into the opposite pericallosal artery. Therefore, the Coanda effect can lead to serious
ischemic damage in postoperative care (Figure 3).
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2. Bifurcation of Internal Carotid Artery in Anterior Cerebral Artery and Middle
Cerebral Artery

ICA aneurysm is a type of cerebral aneurysm that develops in the internal carotid
artery; this is one of the main arteries that supplies blood to the brain and is mostly saccular,
considering the shape. The junction in this region is formed by the internal carotid artery,
anterior cerebral artery and the middle cerebral artery, thus forming a T-shape with an
alpha angle of approximately 180 degrees. The constriction of the wall appears on the
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internal carotid artery, but it has to be at a very high level in order for the Coanda effect
to appear; however, if it appears, the blood flow will adhere to the opposite wall of the
artery and will be lead to the anterior cerebral artery [2]. The main risk is represented by
the progression of the aneurysm, which can lead to rupture as well as the risk of blood clots
forming inside the aneurysm; therefore, the localization of the aneurysm at this bifurcation
is relevant and can influence the form treatment. Lower aneurysms can be clipped using
any technique, while higher ones need to be clipped at the right angle; otherwise, the
Coanda effect can appear, leading to other treatment plans needing to be addressed in
order to minimize the risk that arises with the occurrence of this phenomenon, as well
as to a deviation in the blood flow. Other factors that can influence the manifestation
of fluid mechanics disturbances, as well as the Coanda effect, are the size, location, and
shape of the aneurysm, as well as the patient’s age, overall health state, and other medical
conditions (Figure 3).

3. Bifurcation of Basilar artery in the two Posterior Cerebral arteries

A basilar artery aneurysm is a type of cerebral aneurysm that appears in the basilar
artery, which is a large blood vessel inside the brain that supplies the brainstem and the
cerebellum. These aneurysms are extremely rare and are mostly saccular. The junction
in this region is Y-shaped, which makes it a textbook case of the Coanda effect, which
causes the blood flow to deviate to the opposite wall of the aneurysm into the posterior
cerebral artery. In this case, the Coanda effect plays a most significant role in determining
the blood stream’s trajectory change, as well as the progression of the aneurysm. Treatment
options include clipping, flow diversion and endovascular coiling, reducing the main risk
of rupture in this area. In some cases, for example, after clipping, a convection can appear
below the clipping area, which can determine the occurrence of another aneurysm; in this
instance, multiple treatment plans should be applied. The treatment plan also can depend
on other factors, such as the shape or size of the aneurysm, the patient’s health condition
and the risk of rupture (Figure 3).

6. Discussion

It is of great importance, when looking at the human body as a whole, to take into
consideration all the physical phenomena that occur naturally inside it. The tendency of
the fluid to attach to a part of the artery can lead to a deviation in the blood flow, resulting
in serious ischemic damage in the absence of thrombosis [11]. This effect can explain both
how aneurysms are created, and also how they develop. Using actual methods, such as
Doppler echocardiography, computing tomography and magnetic resonance imaging, we
can detect the Coanda effect and use different treatment plans in order to minimize the
risks that can occur.

Understanding how the Coanda effect influences hemodynamics might be an invalu-
able asset when performing surgical aneurysm treatments and postoperative interventions.
First and foremost, understanding this phenomenon allows medical practitioners to ap-
proach aneurysm clipping procedures with greater caution and precision. Taking into
account the intricate dynamics of blood flow during such procedures, surgeons can make
more informed decisions during clipping processes, thus ensuring adequate aneurysm
treatment while mitigating the risks associated with complications.

Further study of the Coanda effect in aneurysms is essential to our comprehension
of their complex hemodynamics. Although its influence on blood flow within aneurysms
has long been recognized, more needs to be explored and understood regarding this
phenomenon’s role in aneurysm formation, progression, and rupture.

Incorporating knowledge of the Coanda effect into clinical practice guidelines will
allow healthcare providers to benefit from consistent protocols and recommendations
for managing aneurysms. Such guidelines may outline considerations to account for its
impact, enabling physicians to tailor treatment strategies according to this knowledge, thus
furthering consistency, uniformity, and improving treatment outcomes overall.
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Overall, an extensive examination of the Coanda effect in aneurysms could signifi-
cantly advance our knowledge. By deciphering how it affects aneurysm hemodynamics
and discovering its underlying mechanisms, a detailed investigation could pave the way
for improved diagnostic, therapeutic and preventive strategies that will ultimately benefit
those suffering from these complex vascular conditions.
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Abstract: This review initiates by outlining the clinical relevance of IA, underlining the pressing
need to comprehend its foundational elements. We delve into the assorted risk factors tied to IA,
spotlighting both environmental and genetic influences. Additionally, we illuminate distinct genetic
syndromes linked to a pronounced prevalence of intracranial aneurysms, underscoring the pivotal
nature of genetics in this ailment’s susceptibility. A detailed scrutiny of genome-wide association
studies allows us to identify key genomic changes and locations associated with IA risk. We further
detail the molecular and physiopathological dynamics instrumental in IA’s evolution and escalation,
with a focus on inflammation’s role in affecting the vascular landscape. Wrapping up, we offer a
glimpse into upcoming research directions and the promising horizons of personalized therapeutic
strategies in IA intervention, emphasizing the central role of genetic insights. This thorough review
solidifies genetics’ cardinal role in IA, positioning it as a cornerstone resource for professionals in the
realms of neurology and genomics.

Keywords: intracranial aneurysm; genetic syndromes; genome-wide association studies; molecular
mechanisms; inflammatory status; genomic modifications

1. Introduction

About 80% of all non-traumatic subarachnoid hemorrhages (SAHs) are caused by in-
tracranial aneurysms (IAs), commonly referred to as saccular or berry aneurysms. Between
2% and 5% of people have intracranial aneurysms. Of these, 0.7% to 1.9% will experience a
rupture leading to subarachnoid hemorrhage [1,2].

An SAH is the predominant initial sign of cerebral aneurysms in both adults and kids.
In children, the incidence of an SAH varies between 1.9% and 4.6%. The growing detection
of SAHs in children can probably be attributed to better diagnostic tools and heightened
clinical vigilance [3].

However, the occurrence of an IA seems to increase with age [4]. For those over
30 years old, the likelihood of having an IA ranges from 3.6% to 6.5% [5]. Women are more
predisposed to aneurysms than men, with a 3:1 ratio in cases of unruptured IAs. About
70–75% of IAs appear individually, whereas 25–30% occur as multiple aneurysms [6,7].
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Among adults, unruptured IAs have a prevalence rate of about 2% to 6%. They
generally do not show symptoms and are usually discovered during MRI or CT scans for
other neurological reasons or when screening high-risk individuals [8].

The frequency of SAHs due to IAs varies globally. Finland and Japan have the highest
rates, between 22.5 and 32 per 100,000 people annually. Globally, this rate stands at 9.1 per
100,000 individuals every year [9]. An SAH strikes early in life and is fatal, contributing to
more than 25% of years of life lost for stroke sufferers below 65 years of age [10].

The majority of individuals are unaware that they have an aneurysm until it bursts.
Some might experience precursor symptoms like pain around the eye, nerve paralysis in
the face, or headaches and neck pain from a minor aneurysm leak, known as a “sentinel
bleed” [11].

2. Risk Factors Associated with IAs

Habits and health conditions such as active smoking, a high blood pressure, and
excessive alcohol consumption are recognized as separate risk factors that can contribute to
the development of an aneurysmal subarachnoid hemorrhage [12]. Additional risk factors
include an advancing age and being female, since the yearly occurrence rate for men was
determined to be 4.5 per 100,000 with a confidence interval (CI) of 3.1 to 5.8, while for
women, it was 7.1 per 100,000 with a CI of 5.4 to 8.7. The risk for women, when compared to
men, had a relative value of 1.6 with a CI of 1.1 to 2.3 [13]. Moreover, having a family history
of intracranial aneurysms, and the consumption of drugs that stimulate the sympathetic
nervous system, commonly known as sympathomimetic drugs, are other risk factors [14].
Genetic conditions can further heighten the risk of an aneurysmal SAH. For instance, those
with autosomal dominant polycystic kidney disease or vascular Ehlers-Danlos syndrome
(often referred to as type IV EDS) are more susceptible.

Recent research, like the PHASES study, indicates that one’s geographical origin,
such as being of Finnish or Japanese descent, can be a strong determinant for aneurysmal
rupture. This potentially suggests that genetic predispositions, associated with certain
regions or ethnicities, can play a significant role in rupture risk [15]. The 1999 study by the
MARS group provided clarity on the importance of screening close relatives of a patient
diagnosed with an IA. Their findings underscored the preventive value of screening: for
every 149 first-degree relatives screened using Magnetic Resonance Angiography (MRA),
one SAH could be averted. To prevent a single SAH-related death, 298 patients would need
to be screened [16]. A family history of IA stands out as the most telling risk marker for the
condition. To illustrate, family members from a family with at least two patients diagnosed
with IA have about a four-fold increased risk of having an IA, as shown by MRA screening,
compared to the general public [4].

Although several inheritable conditions, including autosomal dominant polycystic
kidney disease, neurofibromatosis type I, Marfan syndrome, multiple endocrine neoplasia
type I, pseudoxanthoma elasticum, hereditary hemorrhagic telangiectasia, and Ehlers-
Danlos syndrome types II and IV, have links to the formation of IAs, they represent less
than 1% of all IAs in the general population. As such, these genetic syndromes cannot
account for the majority of familial clusters of IA cases. However, when family histories are
thoroughly researched, familial occurrences of IA seem to be more frequent than initially
thought. By studying extended family trees over multiple generations based on affected
individuals, we might quickly identify a significant number of familial cases [17].

2.1. Genetic Syndromes with Increased Intracranial Aneurysm Incidence

Autosomal Dominant Polycystic Kidney Disease (ADPKD): Through comprehensive lit-
erary reviews, it has been established that individuals with ADPKD have a roughly 11%
prevalence rate of intracranial aneurysms [18]. ADPKD’s genetic origin lies in the loss-of-
function of either the polycystin 1 (PKD1) or polycystin 2 (PKD2) genes. This primarily
results in the development of cysts in the kidneys, which can impair renal function and
eventually progress to kidney failure [19]. Beyond the kidneys, ADPKD can impact other
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organs, particularly the liver. A common comorbidity among ADPKD patients is hyperten-
sion, which is a known risk factor not just for IA, but for other cardiovascular diseases as
well [20]. The life expectancy for those with ADPKD is notably reduced, with PKD1 and
PKD2 patients in Europe averaging lifespans of 53 and 69 years, respectively [21].

Microcephalic Osteodysplastic Primordial Dwarfism Type II (MOPDII): This is the most
prevalent variant of microcephalic primordial dwarfism. It presents with an exceptionally
short stature, microcephaly, and unique facial attributes. The features that distinguish it
from other primordial dwarfism types, which might require medical attention, encompass
irregular dental structures, a fragile bone skeletal dysplasia leading to hip deformities
or scoliosis, tendencies towards insulin resistance or diabetes, chronic kidney ailments,
heart defects, and a broad spectrum of vascular diseases. This wide-ranging vascular
ailment category encompasses neurovascular conditions like moyamoya vasculopathy and
intracranial aneurysms (potentially causing strokes), early-onset coronary artery diseases
(potentially resulting in premature heart attacks), and kidney-related vascular issues. The
frequent occurrence of hypertension is complicated due to multiple potential origins tied
to the array of associated conditions [22].

Observationally, from birth onwards, 25 out of 47 individuals were identified with
intracranial aneurysms (30 of them had multiple aneurysms), 22 showed signs of moy-
amoya vasculopathy, 17 exhibited both conditions, and 17 had neither. Roughly 50% of
those diagnosed with either moyamoya vasculopathy or aneurysms eventually experi-
enced a stroke, be it ischemic or hemorrhagic. The risk of an aneurysm remained fairly
consistent throughout childhood, while the risk associated with moyamoya vasculopathy
was accentuated before the age of five [23].

Type IV Ehlers–Danlos Syndrome (Vascular Subtype): This autosomal dominant condi-
tion, affecting between 1 in 50,000 to 200,000 individuals, is a connective tissue disorder. It
is chiefly marked by pronounced vascular fragility, heightening the risk of a hemorrhage
and premature death [24]. The underlying cause of vascular EDS is the presence of muta-
tions or variants in the Col3a1 gene. This gene is responsible for producing a protein that
plays a crucial role in reinforcing connective tissue throughout the body [25].

Microcephalic/Majewski’s Osteodysplastic Primordial Dwarfism, Type II (MOPD2):
This exceedingly rare autosomal recessive disorder is characterized by a notably short
stature, alongside skeletal abnormalities, especially a significantly small head size in pro-
portion to the body [26]. Given the scant occurrence of MOPD2, establishing a precise
prevalence of IA in affected individuals remains challenging. However, current evidence
indicates that as many as half of those with MOPD2 might develop an IA [27]. The ge-
netic basis for MOPD2 is traced back to mutations in the Pericentrin 1 (PCNT) gene. This
gene encodes for a protein that is central to chromosomal segregation. Additionally, a
loss-of-function in PCNT disrupts cilia formation in epithelial cells and impacts PDK2
positioning at the basal bodies [28]. The intricate interaction between PCNT and PDK2 and
the potential implications of PCNT insufficiency in an IA becomes even more evident when
considering the presence of rare PCNT variants in multiple IA-affected families. Some
family members also presented with kidney cysts [29].

However, in these families, it is crucial to understand that other genetic variants, apart
from PCNT, may exist. These additional variants might play significant roles in disease
manifestation and progression.

Loeys–Dietz Syndrome (LDS): LDS shares similarities with type IV Ehlers–Danlos, being
an autosomal dominant connective tissue disease. Caused by mutations in the genes of the
Tgf-β pathway (mainly TGFBR1, TGFBR2, SMAD3, and TGFB2), patients exhibit severe
vascular anomalies. Arterial aneurysm dissections and bleeding events, which often appear
early in life, are frequent complications. A significant portion, roughly one-third, of LDS-
related deaths, result from cerebrovascular hemorrhages. The incidence of an IA among
those with LDS ranges from 10% to 28% [30].

Marfan Syndrome is among the prevalent hereditary disorders impacting connective
tissue. It is an autosomal dominant condition, manifesting in approximately 1 out of
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every 3000 to 5000 individuals. The underlying genetic flaw is in the FBN1 gene on
chromosome 15, which is responsible for producing fibrillin, a vital connective tissue
protein. The heightened risk associated with the aorta in males has been recognized for a
while, yet its underlying reason remains unclear. In this context, the influence of gender
was evident across all molecular categories. Patients with PTC displayed a trend towards
earlier surgeries, and the lifetime aortic risk for males was double compared to females who
possessed in-frame pathogenic variations [31]. Though some studies suggest a link between
Marfan’s syndrome and IAs, autopsies and family analyses with multiple members having
both an IA and Marfan’s syndrome do not consistently support this association [32,33].

Neurofibromatosis type 1: NF1 is a condition marked by tumors in the skin and nervous
system. The two primary forms, types 1 and 2, are both inherited in an autosomal dominant
manner. Type 1, often referred to as von Recklinghausen disease, is typified by features
like neurofibromas, cafe-au-lait spots, freckling, and optic gliomas. In contrast, type 2 is
distinguished by the presence of bilateral vestibular schwannomas and meningiomas [34].

In a 2005 research study by Schievink et al. [35], 39 patients with neurofibromatosis
type 1 were examined, with an average age of 30.4 years, ranging from 3 to 64 years.
Incidental intracranial aneurysms were found in 2 (5%) out of the 39 patients through MRI
scans. When focusing only on the 22 patients who had an MRI, the detection rate rose to
9%. This rate was notably higher (p < 0.005) than the 0% detection rate in the control group
of 526 individuals, therefore concluding the existence of a correlation between NF1 as a
genetic risk factor for IA development.

CDKN2BAS: The 9p21.3 locus first gained attention during a 2007 genome-wide associ-
ation study (GWAS) related to cardiovascular disease. In this study, it was highlighted that
the specific genetic variations associated with cardiovascular diseases also had a connection
with intracranial aneurysms (IAs). Interestingly, the 9p21.3 region itself does not house
any known protein-coding genes. However, in its vicinity—just a few kilobases away—are
protein-coding genes, including CDKN2A and CDKN2B [36]. It is worth mentioning that
the 9p21.3 gene cluster (CDKN2A-CDKN2B) has emerged as a frequently identified region
in GWASs for several prevalent conditions, such as heart diseases, type 2 diabetes, brain
tumors (gliomas), and skin cancers (basal cell carcinomas) [37].

One significant discovery came from a study that pinpointed the CDKN2BAS SNP
(rs6475606) as a contributing factor for IA vulnerability, particularly in the US population.
This was a monumental finding, as understanding genetic predispositions can be the key
to predicting and potentially preventing the onset of conditions like IAs [38].

Subsequent GWAS research involving both Asian and Caucasian populations has
further underscored this genetic link. Numerous single-nucleotide polymorphisms (SNPs)
of CDKN2BAS have been identified as being associated with intracranial aneurysms.
This consistent finding across diverse populations suggests a robust genetic connection
and underscores the importance of this genetic region in understanding, and potentially
addressing, IAs [39].

Other Syndromes: Several conditions, such as multiple endocrine neoplasia type I [40],
pseudoxanthoma elasticum [41], and hereditary hemorrhagic telangiectasia (HHT) [42],
are frequently highlighted in relation to intracranial berry aneurysm. While there are
individual patient case studies documenting the existence of intracranial aneurysms in
these conditions, the evidence is not as comprehensive as it is for other syndromes that
were previously discussed [43].

2.2. Genetic Implications

A predominant strategy for discerning genetic risk factors related to intracranial
aneurysms (IAs) entails genotyping polymorphisms within sporadic cases and controls.
The genetic markers frequently employed in these endeavors are termed single nucleotide
polymorphisms (SNPs). Genetic association investigations can be segmented into two main
categories: Candidate Gene Association Studies (CGASs) and genome-wide association
studies (GWASs). A CGAS involves the examination of select common polymorphisms in

375



Brain Sci. 2023, 13, 1454

genes, specifically chosen based on existing biological evidence suggesting their relevance
to IA development. Additionally, candidate genes for IAs have been sourced from genetic
studies focusing on connective tissue disorders like vascular Ehlers–Danlos syndrome;
known genetic diseases where an IA is a manifestation, such as polycystic kidney disease;
and from gene expression studies [44].

A plethora of recognized mendelian disorders is known to elevate the risk of IA de-
velopment. Over recent decades, there has been a recalibration in our understanding of
genetic causation. Previously, the paradigm centered on single gene mutations that are di-
rectly correlated with distinct clinical phenotypes. However, the contemporary perspective
emphasizes the intricate interactions between singular gene mendelian phenotypes and
allelic variants located elsewhere in the genome, termed transacting regulatory elements.
Consequently, our understanding of genetic inheritance in diseases has evolved from a
binary approach to a more nuanced, spectrum-oriented view [45].

The proclivity towards IAs, stemming from these genetic anomalies, likely emanates
from structural deficiencies in the brain’s vasculature due to the malfunctioning of specific
genes. In illuminating this, a recent meta-analysis concerning the ACE insertion/deletion
(I/D) polymorphism (rs4646994) demonstrated a linkage between the I allele and increased
IA susceptibility. Specifically, individuals possessing ACE I/I and I/D genetic configura-
tions displayed a heightened IA risk. The exact mechanisms by which the ACE I allele
influences the development of an IA remain nebulous [46].

Enriching the discourse, Yasuno and colleagues amalgamated more datasets, thereby
analyzing a larger sample consisting of 5891 cases and 14,181 controls. Their findings
revealed a total of five IA-specific loci. Among these, the SOX17 (8q11.23; rs9298506) and
CDKN2BAS1 (9p21; rs1333040) loci were previously identified, and their association with
IAs was fortified in this research. Although the SNP rs10958409 (8q11.23; rs10958409) did
not manifest an association, the study unveiled three novel IA associations with CNNM2
(10q24.32; rs12413409), STARD13 (13q13.1; rs9315204), and RBBP8 (18q11.2; rs11661542). It
is pivotal to acknowledge that certain SNPs, despite achieving genome-wide significance
like rs700651 and rs11661542, did not exhibit replicability in subsequent studies and thus
were not deemed significant in the encompassing meta-analyses [47] (Figure 1 and Table 1).
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Figure 1. A genetic blueprint highlighting locations related to intracranial aneurysms is presented.
Next to the chromosome diagrams, dark red lines point out regions identified through DNA linkage
research. Light red lines suggest regions supported by family links to two specific spots. Blue star
symbols mark the places where SNPs were identified in wide-ranging genetic studies, while green
circular markers show where SNPs were pinpointed in targeted gene association studies.
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Table 1. Linkage analyses of DNA related to intracranial aneurysms.

Chromosomal Region Study Design LOD Score Genetic Marker Phenotype IDs and OMIM Locus

1p36.21-p36.13 Non-parametric 3.18 D1S2826-D1S234 609122; ANIB3

1p34.21-p36.13 Family, AD 4.2 609122; ANIB3

4q32.2 Non-parametric 2.5 Rs1458149

4q32.3 Parametric 2.6

5p15.2-p14.3 Family, AD 3.57 D5S1954 610213; ANIB4

5q22-q31 Affected sib pair 2.24 D5S471-D5S2010

7q11 AR 2.34 D7S2421 105800; ANIB1

7q11 Affected sib pair 3.22 D7S2415-D7S657 105800; ANIB1

8p22 Family, AD 3.61 D8S552 614252; ANIB11

11q24-q25 Family 4.3 rs618176-rs1940033 612161; ANIB7

12p12.3 Parametric 3.1

13q14.12-q21.1 Family 4.56 rs7983420-rs17054625

14q23-q31 Family 3.0 rs235991-rs2373098 612162; ANIB8

14q22 Affected sib pair 2.31 D14S258-D14S74

17cen Non-parametric 3.0 D17S921-D17S1800

19q13 Non-parametric 2.15 D19S198-D19S596 608542; ANIB2

19q13 Affected sib pair with covariates 5.70 D19S178-D19S545 608542; ANIB2

19q13.3 Affected only, parametric 4.10 D19S198-D19S902 608542; ANIB2

Xp22 Non-parametric 2.16 DXS987-DXS7593 300870; ANIB5

Xp22 Affected sib pair 2.08 DXS987 300870; ANIB5

Xp22.32-p22.2 Non-parametric 4.54 DXS6807-DXS1224 300870; ANIB5

AD = autosomal dominant; AR = autosomal recessive.

There exist certain genetic syndromes that are transmitted through an autosomal
recessive manner or stem from spontaneous genetic alterations. These are known to be
associated with intracranial aneurysms, albeit at a lesser frequency compared to more
prevalent syndromes. An exemplar of such conditions is pseudoxanthoma elasticum. This
disorder is linked to mutations found within the ABCC6 gene situated on chromosome
16p13 [48]. One prevailing theory proposes that IAs in individuals with this syndrome
originate due to irregularities in the elastic lamina of the intracranial blood vessels, with
the intracranial internal carotid artery being a primary site [41]. Whole exome sequencing
(WES) has spotlighted the potential significance of the PCNT gene in relation to cerebrovas-
cular diseases. The protein encoded by this gene plays a pivotal role in orchestrating
microtubule nucleation and ensuring the orderly progression of the cell cycle. Importantly,
mutations where both copies of the gene are dysfunctional lead to a condition known as
microcephalic osteodysplastic primordial dwarfism type II. Astonishingly, in over half of
these cases, it is surmised that individuals bearing specific mutations in the PCNT gene are
susceptible to IAs. Intriguingly, these genetic variations might also amplify the risk of a
single individual manifesting multiple IAs [27].

While these genetic anomalies offer invaluable insights into the genesis of aneurysms,
comprehending the specific risks tied to aneurysm rupture in these distinct syndromes
necessitates further exploration. Beyond merely identifying the genetic markers related
to the onset or presence of IAs, there exists a trove of data ripe for analysis to pinpoint
genetic locations that might dictate the propensity for aneurysmal rupture and the subse-
quent clinical aftermath of a subarachnoid hemorrhage (SAH). The post-rupture genetic
landscape of the disease becomes murkier, as there could be other genetic factors influ-
encing various aspects of SAH care. One such aspect is vasospasm—a contraction of
blood vessels—which is widely acknowledged as a key contributor to grievous outcomes
due to delayed cerebral ischemia (DCI) [49]. Presently, there is a noticeable scarcity of
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comprehensive studies elucidating outcomes post aneurysm rupture. The limited studies
available in the scientific literature often lack the rigorous sample sizes required for drawing
incontrovertible conclusions. Most of these outcome-centric studies place their emphasis
on the ever-fluctuating gene expression profiles. This dynamic nature contrasts with static
genetic anomalies, which could potentially offer a constant measure of risk, hence posing
challenges in consistently assessing the genetic basis of the outcomes [50].

2.3. Genome-Wide Association Studies

Genome-wide linkage analyses are sophisticated methods utilized to pinpoint the
specific chromosomal location, referred to as loci, that houses the gene that is responsible
for certain diseases. To accomplish this, these analyses probe specific genetic markers,
such as single nucleotide polymorphism (SNP) and Variable Number Tandem Repeat
(VNTR) [51]. Thanks to the versatility of the linkage analysis method, researchers have
managed to unveil genes that drive the onset of complex disorders. These range from
metabolic conditions like diabetes and obesity to cardiovascular issues such as hypertension.
The breakthroughs provided by these analyses have deepened our understanding of the
genetic underpinnings of such multifaceted ailments [52,53]. Over time, numerous studies
have leveraged linkage analysis to unearth insights about IAs. The allure of non-parametric
methodologies is particularly potent when it comes to IAs. This is primarily because the
penetrance—referring to the likelihood that an individual with a mutation will display
symptoms—may not be absolute. In simpler terms, not every individual harboring the
mutation will be afflicted. Summarily, non-parametric linkage studies have unveiled
several loci that may play roles in the formation and potential rupture of IAs. However,
only a select few, namely 1p34.3-p36.13, 7q11, 19q13.3, and Xp22, have seen consistent
results across various populations [54–56].

Current research furnishes the most compelling evidence concerning regions on chro-
mosomal arms 7q and 19q. Numerous independent studies have reported linkage hits
on these arms, signaling their potential significance in IAs. Alg et al., in a comprehensive
meta-analysis involving a staggering 116,000 participants, spotlighted 19 SNPs that exhib-
ited a significant correlation with IAs under at least one genetic model. GWASs emerged
as particularly illuminating, uncovering 12 robustly associated SNPs. Some of the most
telling associations are related to chromosomes 9, 8, and 4. Meanwhile, the CGAS method
identified eight significant SNPs, with SERPINA3 and two collagen-related variants show-
casing the strongest links. Notably, 9 out of the 19 SNPs exhibited significant statistical
variance, mandating random-effects and sensitivity evaluations for those reported in over
two publications [57].

A recent genome-wide association study, centered on both familial and sporadic IAs
in a Caucasian population, identified six SNPs in the 9p21.3 region as being significantly
associated with IA. Of these, one (rs6475606) achieved a stellar level of statistical significance
for its association with both types of IAs. Additionally, the study reaffirmed the association
of the rs1333040 SNP with IAs, bolstering the belief in its relevance [58].

The endothelin receptor type A (often abbreviated as EDNRA) gene encodes a recep-
tor that is activated by endothelins, a group of proteins instrumental in regulating both
the constriction and dilation of blood vessels, particularly following any hemodynamic
disturbances. Specifically, Endothelin-1, which is the primary variant present in vascu-
lar smooth muscle cells, is responsible for triggering EDNRA. This endothelin signaling
pathway becomes particularly active at sites of vascular injuries, leading to heightened cell
proliferation—a critical step in the body’s reparative process [59]. There is a potential that
a diminished activity, or downregulation, of EDNRA signaling might be a precursor to
compromised vascular repair mechanisms. When this repair process does not function op-
timally, it could make the vascular system more susceptible to the formation of aneurysms
following injuries or disturbances. Adding credence to this theory is the functional analysis
of the EDNRA gene variants. Specifically, the rs6841581 risk allele has been shown to
have reduced transcriptional activity. This essentially means that the gene’s ability to
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produce its associated protein might be diminished, which could potentially contribute to
the aforementioned vulnerabilities in the vascular repair system [60].

Continuing research using genome-wide association studies recently highlighted
another intriguing discovery. The SNP denoted as rs6841581A.G, located on chromosome
4q31.23, which codes for the EDNRA gene, has caught researchers’ attention. This particular
SNP displayed a significant association with intracranial aneurysms. What is particularly
noteworthy is that this association was not restricted to just one ethnic group or population;
it emerged as a consistent pattern across Dutch, Finnish, and Japanese populations. This
widespread correlation accentuates the potential global relevance and importance of the
EDNRA gene in understanding and potentially addressing IAs [61] (Table 2).

Table 2. Key research findings on intracranial aneurysm genetics: loci, candidate genes, and associ-
ated functions.

Type of Genetic Analysis Loci Candidate Genes Functions

GWAS 13q13.1 STARD 13 Movement of endothelial cells

GWAS 18q11.2 RBBP8 Cell cycle

GWAS 2q PLCL1, BOLL Similarity to phospholipase C, positioned
after VEGFR2 in the signaling pathway

GWAS 4q31.23 EDNRA Vasoconstriction

GWAS 8q21.3 SOX17 Endothelial sprouting

GWAS 9p21.3 CDKN2A/B Smooth muscle proliferation

GWAS 10q24.32 CNNM2 Epithelial absorption of Mg2+

GWL 1p34.3-p36.13Xp22 PERLECAN
Promote endothelial cell growth and renewal,

maintain the endothelial barrier function,
and inhibit smooth muscle cell proliferation

GWL 7q11, 14q22, 5q22 ELASTIN Elasticity of the parietal vessel

GWL 11q24, 14q23

GWL 19q13, Xp22

Abbreviations: GWL = genome wide linkage; GWAS = genome wide association studies.

3. Molecular and Physiopathological Mechanisms Implicated in IA Formation
and Progression

Human IA samples serve as a treasure trove for researchers, offering them a unique
glimpse into the intricate molecular mechanisms underpinning an IA’s onset and rupture.
At the heart of IA pathology is the degradation of the internal elastic lamina (IEL), which
sits as a protective barrier separating the intima from the media layers of blood vessels.
Alongside this, various other signs, like an uneven vessel inner surface, thickening due
to myointimal growth, the chaotic nature of the muscular media, reduced cell presence,
and heightened inflammatory cell infiltration, paint a complex picture of an IA’s internal
environment [62].

As a critical component in arteries, the IEL comprises elastic fibers that grant flexibility
to these vessels. In a healthy state, the IEL presents as consistent and intact in intracranial
arteries. However, when confronted with an IA, the IEL tends to become fragmented or
torn, or may even vanish completely, which is especially evident at the aneurysm’s base.
This degradation is a significant red flag pointing towards an IA’s pathology [63].

One of the more striking aspects of IAs, whether from human patients or those
mimicked in animal models, is the formation of pronounced outward bulges and deep
inward crevices in the intimal lining. These anomalies become evident through the intricate
imaging of transmission electron microscopy [64].

The degradation of the IEL acts as a trigger. It allows for the migration of smooth
muscle cells from the media to the intima layer. Here, they multiply, leading to myointimal
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hyperplasia, resulting in a pronounced thickening of the intima layer, which is a recurring
characteristic in IA samples [65].

IAs mark a shift in the medial layer’s cellular configuration. Here, smooth muscle
cells transition or “switch” from their primary contractile state to a more synthetic one.
This new state is marked by heightened inflammatory and remodeling tendencies. In the
context of an IA, there is a heightened influx of inflammatory cells. Both animal models
and human samples consistently reveal the presence of cells like macrophages, T cells, B
cells, and neutrophils. Significantly, macrophages, apart from their standard functions,
release matrix-degrading enzymes such as MMP2 and MMP9. These enzymes, alongside
various cytokines, serve to attract a greater volume of inflammatory cells to the site [64].

Microarray-based mRNA profiling stands out as a holistic tool, allowing for the clear
demarcation of molecular markers in both healthy and diseased states. While arteries have
their distinct mRNA expression profiles, the same type of artery from varied individuals
tends to have more similarities than different arteries within one individual. This high-
lights the necessity for meticulous control tissue selection when conducting expression
studies [66].

To truly discern the molecular markers specific to an intracranial artery, researchers
utilized RNA samples from both IA-affected and unaffected arteries, applying two microar-
ray platforms. Intriguingly, almost half of the genes on these platforms were expressed
in these arteries. Further, DNA linkage studies spotlighted around 800 diverse genes
present in intracranial arteries. Utilizing advanced bioinformatics tools like GO and KEGG,
researchers found a significant clustering around biological pathways, including the likes
of Notch and MAPK signaling channels [67].

Genome-wide studies focusing on both mRNA and miRNA expressions offer a com-
prehensive, unbiased pathway to dive into an IA’s pathophysiology. Tools like GO and
KEGG not only facilitate a more structured understanding of gene expression, but also
throw light on the intricate web of interconnected pathways, providing a holistic view of
the underlying pathology defining an IA.

4. Adherens Junction, MAPK, and Notch Signaling, Which Are Functionally Relevant
to the Pathogenesis of an IA

Adherens Junction: When delving into the intricate world of intracranial aneurysms,
the most pivotal biological pathway that emerges is the adherens junction pathway. These
adherens junctions, far from being static structures, are vibrant, multifaceted assemblies
comprising both adhesive and signaling molecules. Their primary roles are to oversee and
maintain the inhibition of endothelial cell growth in response to contact. Additionally, they
play pivotal roles in regulating vascular permeability, ensuring a controlled environment
against inflammatory cells and solutes. Another feather in their cap is their responsibility in
steering the formation of new blood vessels during angiogenesis. Zooming in on vascular
endothelial cells, adherens junctions wear the badge of honor in preserving the vessel
wall’s sanctity. They also play crucial roles in remodeling the endothelium during both
physiological and pathological events. An interesting tangent to this is how proteins within
these junctions can channel signals to β-catenin, which can then make its journey to the
nucleus. Once there, it synergizes with transcription factors to govern the expression of
genes that are instrumental in the endothelial cell’s life cycle, influencing their growth,
differentiation, and programmed cell death [68]. What catches one’s eye is the CTNND2
gene. Located on chromosome 5p and aligned with the IA locus, it encodes for catenin delta-
2. This protein could potentially be the puppet master in regulating adhesion molecules
within the brain’s confines. Drawing a parallel, another gene, CTNNA1, which encodes
catenin alpha-1, is also seen as a prominent positional IA candidate. This particular
gene might be tasked with ensuring that the integrity of the intracranial arteries remains
uncompromised [69].

In certain IA patients, a rather unique phenomenon can be observed: the presence
of red blood cells not just in the intima but also the media. One could theorize that such
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dissections could stem from underlying defects in the cohesion and integrity between
endothelial cells, involving the trifecta of adherens, tight, and gap junctions. Offering
further insight, mouse models have demonstrated that the absence of SOX17 in endothelial
cells paves the way for IA formation. Furthermore, it disrupts VE-cadherin, a pivotal
element in adherens junctions. This gives rise to the notion that proper cell-to-cell adhesion
might be a protective barrier against an IA’s formation. Diving deeper, it is believed that
SOX17, acting as a transcription factor, might have a diverse set of downstream targets,
with VE-cadherin and its regulators being among them [70].

Another intriguing gene that emerges in the context of IAs is THSD1. This gene holds
the reigns to the assembly of adherens junctions, as evidenced by reduced or misplaced
VE-cadherin in endothelial cells devoid of THSD1. As researchers peer into the future, a
tantalizing prospect is uncovering whether THSD1 also operates under the influence of
SOX17. This could potentially unveil an additional layer of governance over VE-cadherin’s
activity within endothelial cells [71].

Taking a deeper dive into THSD1 reveals it as a single-span transmembrane protein
that intricately intertwines with FAK signaling and cellular adhesion. Proteomic studies
originally spotlighted Thsd1 as a potential partner of talin based on mass spectrometry
analyses of talin immunoprecipitation [72].

Current databases detailing protein–protein interactions have not yet painted a com-
plete picture concerning Thsd1 interactions. A significant reason behind this gap might be
the predominant presence of THSD1 in endothelial cells, thereby limiting the breadth of
available data. But given the monumental role that talin plays in integrin-mediated focal
adhesion, it is plausible that THSD1 could influence endothelial focal adhesion and FAK
signaling. To further bolster this hypothesis, experiments on human umbilical vein en-
dothelial cells have pointed towards THSD1′s regulatory role over focal adhesion stability.
When THSD1 was silenced using RNA interference techniques, there was a noticeable dip
in the number of focal adhesions, paralleled by a reduced capability of cells to adhere to
collagen. Interestingly, subsequent rescue experiments threw light on how most THSD1
variants exhibited a diminished ability in both focal adhesion and cell attachment [62]
(Figure 2).

MAPK Signaling: The MAPK (Mitogen-Activated Protein Kinase) pathway is a cen-
tral hub of biological signaling, with a vast interconnected network. This intricate pathway
splits into three main branches: the classical MAPK pathway, the c-Jun NH2-terminal
kinase (JNK) and p38 MAPK pathway, and the ERK5 pathway. All of these play crucial
roles in managing a cell’s life cycle, covering everything from its proliferation and differen-
tiation to inflammation and programmed cell death. When it comes to the cardiovascular
system, MAPKs are present in various vascular cell types such as cardiomyocytes, vascular
endothelial cells, and vascular smooth muscle cells (VSMCs). They are entrusted with the
pivotal task of controlling cardiovascular signal transduction pathways. These kinases
act as translators, converting signals from cytokines, growth factors, and environmental
stressors (like ischemia and shear stress) into cellular responses. In-depth studies of the
cardiovascular system have underscored the significance of these MAPK cascades, which
govern various vital functions, including regulating vascular endothelial cell permeabil-
ity, producing cytokines, modulating vasomotor function, and mediating the effects of
reperfusion injuries [73]. In the context of intracranial aneurysms, 18 identified candi-
date genes have been found that are intricately linked with MAPK signaling. Some of
the key players include MAPK7, TGFB3, and CDC42. Interestingly, genes encoding heat
shock proteins, such as HSPA9B and HSPB1, also make their presence felt in IA. Further
widening the MAPK network in intracranial arteries, other significant genes include EGFR,
TGFBR1, and IL1B. Within this intricate web, HSP5A emerges as a potential candidate
gene for IAs, with a major role in negatively regulating JNK. Similarly, DUSP10 encodes
a dual-specificity MAPK phosphatase, functioning primarily in both innate and adaptive
immune responses by inhibiting JNK and thus influencing the transcription factor activator
protein-1 (AP1) [67].
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Figure 2. Diagram showing IA genes in vascular endothelial cells. Three key IA genes, THSD1, SOX17,
and ARHGEF17, are emphasized in red. THSD1 interacts directly with the integrin complex via talin
at emerging focal adhesions. As these focal adhesions mature, THSD1 relocates to a new emerging
focal adhesion site through an endosome-based recycling mechanism. Without THSD1, there are
impairments in focal adhesion, which is vital for the actin cytoskeleton and for influencing various
subsequent pathways. SOX17 acts as a transcriptional regulator, affecting VE-cadherin expression.
A decrease in VE-cadherin weakens cell-to-cell binding and raises permeability. ARHGEF17, a
guanidine exchange factor, may play a role in the restructuring of the actin cytoskeleton.

Notch Signaling: The Notch signaling pathway wears multiple hats. It is instrumental
in the development of cardiovascular structures within mammals, facilitating the formation
of arteries and veins by acting upon endothelial and smooth muscle cells. This pathway’s
significance does not wane in adult vascular systems. Mutations in the NOTCH3 gene have
been associated with cerebral autosomal dominant arteriopathy with subcortical infarcts
and leukoencephalopathy (CADASIL). This condition stands out as the predominant hered-
itary stroke disorder [74]. Underlying CADASIL is the progressive degeneration of VSMCs
within arteries. Mutations within the NOTCH3 gene lead to the anomalous accumulation of
the Notch3 receptor at the VSMCs’ cytoplasmic membrane within intracranial vessels [75].
CADASIL patients exhibit disruptions in the typical anchoring of VSMCs to the extracellu-
lar matrix and neighboring cells. Coupled with alterations to the cytoskeleton, this might
set off the chain reaction, leading to VSMC degeneration [76]. VSMC loss brings about
abnormalities in the endothelial cell tight and gap junctions. Such adhesion pathways are
interwoven with others, and are responsible for maintaining cell junctions, involving not
just adherens junctions but also cell adhesion molecules, actin cytoskeleton regulation, and
the previously mentioned MAPK and Ca2 signaling pathways [77].

An intracranial aneurysm exhibits marked differences in the collagen gene expression
levels, with a spike in transcription for TIMP-3. These observations hint at extensive
extracellular matrix (ECM) remodeling within the aneurysm, aligning with the findings of
elevated levels of matrix metalloproteases (MMPs)-2 and -9 in aneurysmal tissues [78].

Intracranial aneurysms showcase an overexpression of the factors believed to be active
participants in collagen metabolism, including big-h3 and CTGF. The exact role of big-h3
remains an enigma, though it is thought to potentially bridge collagen interactions within
the ECM [79]. Though big-h3′s exact function remains a topic of ongoing research, it is
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postulated that it might serve as a bridge, facilitating or stabilizing the interactions between
collagen and other integral ECM structures [80].

Another molecule of interest in this context is SPARC (osteonectin), a counter adhe-
sive glycoprotein found across various tissues, from vascular endothelium and smooth
muscles to fibroblasts. Beyond inhibiting endothelial cell adhesion and proliferation, ele-
vated SPARC protein and mRNA levels have been documented in renal vascular injury
scenarios [81]. The intricate dance of ECM remodeling may be choreographed, in part, by
specific interactions between SPARC and type I collagen, highlighting the delicate balance
and interplay within the vascular system [82]. Intriguingly, within the realm of acidic
proteins, another significant member is hevin. Located primarily in the high endothelial
venules of lymphoid tissues, hevin possesses antiadhesive properties. What is captivating
is its striking similarity to SPARC. Drawing a parallel with SPARC, hevin’s expression is
noticeable within intracranial aneurysms, yet it remains conspicuously absent in STA [83].

Intracranial aneurysms reveal an overexpression of several factors that align with
extracellular matrix (ECM) remodeling. However, the presence of some of these factors
is less anticipated. A case in point is OSF-2, a transcription factor that is typically asso-
ciated with cells from the osteoblast lineage, hinting at its primary role in bone-related
functions [84]. While OSF-2 has been implicated in the activation process of collagenase-3
(MMP-13) during bone development, its association with arterial conditions remains largely
uncharted territory. As of now, no conclusive evidence ties it to arterial pathologies [85].
Venturing deeper into the cellular world, cathepsins emerge as notable entities. Specifically,
Cathepsin B, a lysosomal cysteine protease, plays a pivotal role in intracellular protein
breakdown. Its involvement has been noted in conditions like cancer and chronic inflamma-
tory diseases, particularly those affecting airways and joints. On the other hand, Cathepsin
D, an aspartyl endoproteinase, boasts a ubiquitous presence in lysosomes [86]. While
cathepsins are primarily recognized for their protein-degrading prowess in lysosomes and
phagosomes, their influence extends beyond this. They play a cardinal role in activating
biologically active protein precursors within the prelysosomal compartments of specialized
cells [87]. The association of cathepsins with tumor progression, especially in the context of
invasion and metastasis, is hard to overlook. Their ability to dissolve the ECM grants them
a pivotal role in such processes. Due to this, cathepsins have found utility as prognostic
markers, offering insights into the potential metastatic tendencies of tumors [88]. Although
cathepsins exhibit characteristics that are synonymous with tissue remodeling in vascular
structures, their roles in arterial disorders have not been thoroughly explored. In the past,
various studies have pointed towards their potential involvement in the pathogenesis of
abdominal aortic aneurysms, prompting a closer examination of their significance in arterial
conditions [89]. However, recent studies show that in the progression of abdominal aortic
aneurysm (AAA) formation, there is a marked elevation in the expression and enzymatic
activity of cathepsins, as substantiated by several studies [90,91]. Through the applica-
tion of immunohistochemical techniques and a Western blot analysis, it was elucidated
that cathepsin L is absent or negligibly expressed in healthy vascular tissues. However,
in contrast, AAA tissues exhibited robustly positive staining for cathepsin L. Further, a
quantitative assessment of the mRNA levels revealed that cathepsin L expression in AAA
lesions was augmented by 22% relative to that in normal aortic tissues. Moreover, when
comparing protein levels in AAA lesions to those in aorta tissues acquired from patients
diagnosed with an artery occlusion, cathepsin H exhibited a substantial increase, registering
at 330% higher in AAA lesions. This significant disparity underscores the potential role
and importance of cathepsins in the pathogenesis and progression of an AAA [92].

Inflammation Contribution

A defining characteristic of an intracranial aneurysm is the pervasive infiltration of
inflammatory cells, which significantly contributes to its pathophysiology [64]. While
various inflammatory cells find their way into the IA wall, macrophages stand out as
the predominant infiltrators. Interestingly, both unruptured and ruptured IAs experience
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macrophage infiltration. However, ruptured IAs present a considerably higher degree of
infiltration, highlighting a close link between vascular inflammation and the likelihood
of IA rupture [93]. There is a pronounced correlation between the degree of leukocyte
infiltration and degenerative changes in the IA wall. Such alterations include the notable
loss of medial smooth muscle cells and the degradation of the extracellular matrix [94].
Studies utilizing animal models, such as mice and rats, have shed light on macrophages’
roles in IAs. Notably, the early stages of experimentally induced IAs in these displayed
animals can stymie the degenerative changes observed in the IA wall. Moreover, mast
cell degranulation has been linked to the enhanced expression and activation of matrix
metalloproteinases (MMPs)-2 and -9, and inducible nitric oxide synthase (iNOS) in primary
cultured SMCs. Given mast cells’ established roles in allergic inflammation, they seem to
play integral roles in an IA’s inflammatory response [95]. An apparent link exists between
the humoral immune reaction, driven by inflammatory cells, and an IA’s progression.
Notably, antibodies like IgM and IgG predominantly line the luminal side of human
IAs [96]. Tulamo et al.’s studies on human IA walls emphasized complement activation,
especially in ruptured cases. They posited that this activation is correlated with an IA
rupture and wall deterioration. As complement activation also triggers the release of
pro-inflammatory cytokines, it might act as an ignition point for inflammatory cascades
within the IA wall [97].

Endothelial cells are pivotal for maintaining vascular equilibrium. Significant morpho-
logical alterations in ECs within the IA wall have been documented, with noticeable gap
formations at EC junctions. Furthermore, proteins that are integral for tight junctions, like
occludin and zona occludens-1 (ZO-1), have been shown to be reduced in early stages of
experimentally induced rat IAs [98]. Beyond mere morphological alterations, the functional
impairment of the endothelium has garnered attention in an IA’s pathogenesis. Endothelial
dysfunction is manifested through the activation of proinflammatory genes. For instance,
certain chemokines and cell adhesion molecules, expressed in ECs within the IA wall,
facilitate macrophage infiltration. Monocyte chemotactic protein-1 (MCP-1) stands out for
its pivotal role in directing monocyte/macrophage traffic to areas impacted by various
vascular conditions [99]. Early-stage rat IA formation showcases an upregulation in MCP-1
gene expression. Experiments with MCP-1-deficient mice revealed a marked decline in
IA formation. Furthermore, treatments employing a dominant negative mutant of MCP-1
effectively hindered IA progression in rats [100]. To anchor monocytes/macrophages,
vascular cell adhesion molecule-1 (VCAM-1) plays a significant role, fostering the firm ad-
hesion of monocytes to ECs. Investigations into human IA samples have reported VCAM-1
expression, with gene expression profiling further underscoring its heightened presence
in IAs [101]. The exact role that VCAM-1 plays in the development of an intracranial
aneurysm is still under investigation. However, VCAM-1 is emerging as a pivotal molecule
bridging endothelial dysfunction with the accumulation of macrophages. The transcrip-
tional factor family, nuclear factor-kappa B (NF-κB), is integral to this process. It oversees
the expression of numerous genes, including VCAM-1 and MCP-1, in response to inflamma-
tory stimuli [102]. The signaling connection between prostaglandin E2 and prostaglandin
E receptor 2 serves as a conduit between hemodynamic stress and IA genesis, primarily
through the activation of NF-κB. PGE2 itself is birthed from arachidonic acid, thanks to
the sequential actions of cyclooxygenase and PGE synthase. Of the many variants of these
two enzymes, COX-2 and microsomal PGES1 (mPGES1)—which are usually upregulated
in numerous inflammatory diseases—also exhibited increased expression in the walls of
both rat and human IAs. This expression pattern coincided with that of EP2 [103]. Studies
have shown that both an EP2 deficiency and COX-2 inhibition led to a significant curtailing
of NF-κB activation and IA development. Intriguingly, COX-2 expression in the IA wall
was suppressed by NF-κB inhibition, hinting at a positive feedback loop between COX-2
and NF-κB via EP2. Given that excessive shear stress can stimulate COX-2 and EP2 in
cultured endothelial cells, it is plausible that this feedback mechanism, initiated by such
stress, perpetuates chronic inflammation in the IA wall [104]. Research spearheaded by
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Jayaraman and colleagues has uncovered an elevation in TNF-α expression in human IA
samples using both reverse transcription polymerase chain reaction (RT-PCR) and Western
blotting methodologies [105]. The augmented presence of TNF-α was further corroborated
in experimentally induced rat IAs. This increase was parallel to the heightened activity
of the TNF-α converting enzyme (TACE), an enzyme that is instrumental in releasing
TNF-α [106]. In the context of atherosclerosis, TLR-4 has been known to stimulate NF-κB
activation in arterial walls. This expression was noted in the endothelial cell layers of
both human and mouse IAs [107]. The concurrent expression patterns of TLR4 and NF-κB
activation provide a solid ground for the hypothesis that the TNF-α/TLR4/NF-κB pathway
could be instrumental in IA genesis. This, along with other observations, underscores the
significance of TNF-α in IA pathogenesis [108]. Moreover, a study conducted by Wei et al.
(2020) [109] showed that there is a connection between coronary artery ectasia (CAE) and
inflammation, as well as between coronary artery aneurysm (CAA) and atherosclerosis,
which are being intricately studied and are of interest in cardiovascular research. A notable
characteristic of endothelial dysfunction is the diminished expression of eNOS. Rat IAs
demonstrated a decline in eNOS expression when juxtaposed with the contralateral cerebral
arterial wall devoid of IAs [110] (Figure 3).
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Figure 3. Inflammation pathways in the formation of intracranial aneurysms. COX-2 stands for
cyclooxygenase-2; MCP-1 is known as monocyte chemotactic protein-1; PGE-2 refers to prostaglandin
E2; MMP-2, -9 represent metalloproteinase types 2 and 9; EP-2 denotes prostaglandin receptor 2; ROS
stands for reactive oxygen species; TNF-α is short for tumor necrosis factor-alpha; iNOS indicates
inducible nitric oxide synthase; IL-1β refers to interleukin 1 beta; VCAM-1 represents vascular cell
adhesion molecule-1; LOX is known as lysyl oxidase; NF-κB stands for nuclear factor kappa B; ECM
is an abbreviation for extracellular matrix; TNFR1 is short for tumor necrosis factor receptor 1; TLR4
denotes Toll-like receptor 4; eNOS indicates endothelial nitric oxide synthase; nNOS stands for
neuronal nitric oxide synthase.

IL-6, a pivotal proinflammatory cytokine, has been of interest in IA studies. Some re-
searchers have shown an association between the IL-6 promoter polymorphism—572G>C—
and IAs in Caucasians [111]. Moreover, the IL-6-572GG genotype was linked to a height-
ened IA risk in Chinese populations [112]. Both IL-12A and IL-12B seem to be implicated
in IA susceptibility, either independently or jointly. Mounting evidence accentuates the
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importance of inflammatory processes in the onset and progression of IAs. Recent research
has drawn connections between polymorphisms in the TP53 gene, inflammation, and
inflammatory diseases [113]. Research has illuminated a significant association between
IA and the rs6841581 polymorphism on chromosome 4q31.23, located just ahead of the
endothelin receptor type A. Additionally, there is augmented evidence connecting IA to two
other chromosomal regions: 12q22 and 20p12.1. These discoveries suggest that targeting
the endothelin pathway could be pivotal for both the prevention and treatment of IAs [114].

A plethora of gene candidates implicated in the development of intracranial aneurysms
are intertwined with the inflammatory cascade. This includes matrix metalloproteinases,
transforming growth factor-beta (TGFβ) proteins, and endothelial nitric oxide synthase.
Their presence underlines the functional significance of inflammation in the development
of aneurysms. One primary mechanism involves the inflammatory response that becomes
activated due to endothelial dysfunction and the degradation of the structural integrity
of the cell wall [64]. There is a proposed model that outlines the process of aneurysm
development initiated by inflammation. In this model, when inflammatory mediators
are recruited to the cell wall, they disturb the internal elastic lamina, setting the stage
for aneurysm formation. As the inflammation persists, the cellular wall undergoes more
damage, leading to cell death and structural decay, and increasing the propensity for
rupture. This model further gains strength when considering the role of nuclear factor-
kappa B. Accumulating research underscores NF-κB’s importance in the genesis of cerebral
aneurysms, particularly through its facilitation of the inflammatory process that recruits
and activates macrophages [115,116]. The role of the immune response in the development
and rupture risk of IAs is not just theoretical; empirical evidence also supports this claim.
Advancements in RNA sequencing technologies have unearthed the involvement of cer-
tain pathways and components in IA pathogenesis. Specifically, studies spotlighted the
lysosomal pathway and various immunoglobulins as key elements in the context of IAs.
These findings strengthen the hypothesis that the immune system’s response is intricately
woven into the tapestry of IA development and the subsequent risk of rupture [117].

Moreover, a key component that can contribute to the formation of an aneurysm
through an inflammatory pathway is represented by the Renin–Angiotensin–Aldosterone
System (RAAS).

A research study conducted by Cassis et al. (2009) [118] underscores a notable obser-
vation: ANG II-induced abdominal aortic aneurysms (AAAs) manifest through pathways
that are not contingent upon blood pressure fluctuations. Furthermore, this investigation
corroborates the notion that the exacerbation of atherosclerosis, when ANG II is introduced,
transpires irrespective of the hypertensive effects attributed to ANG II.

It is scientifically fascinating to acknowledge that the infusion of ANG II can trigger
two differentiated vascular malfunctions, both of which manifest without direct correlation
to increased blood pressure metrics. Delving into the intricacies of ANG II’s broader
implications, it is plausible to postulate that its primary impact might be anchored in
inflammatory processes inherent to these variegated vascular dysfunctions.

In a broader therapeutic context, these findings illuminate a promising avenue. Medi-
cations that target and inhibit the renin–angiotensin system might present a dual advan-
tage. According to Zhong et al. (2022) [119], for hypertensive patients with intracranial
aneurysms, the administration of RAAS inhibitors notably reduced the risk of rupture,
irrespective of their effect on blood pressure control.

5. Conclusions and Future Perspectives

The results from comprehensive genomic expression studies related to intracranial
aneurysms have laid the groundwork for subsequent investigations. There is evidence
suggesting that microRNAs play crucial roles in regulating vascular remodeling. This
knowledge could be instrumental in pinpointing targets for potential treatments that
might stabilize or decelerate the progression of an IA. It is also essential to identify the
transcription factors that govern the transcriptional regulation of gene expression. The
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concentration of messenger RNA and microRNA in the blood samples of individuals with
an IA might offer diagnostic solutions, acting as biomarkers. Such data could assist in
discerning markers indicative of an impending rupture. Moreover, employing techniques
like laser-capture microdissection to segregate distinct cell groups found in the IA wall
would facilitate a comprehensive understanding of their roles in the pathobiology of IAs.

Intracranial aneurysms are perceived as multifaceted conditions typified by their onset,
progression, and potential rupture. They are influenced by a myriad of genetic and external
risk determinants that may affect one or multiple stages of the disease. While determining
the impact of all recognized determinants on the likelihood of an individual developing
an IA, or on the progression and potential rupture of an existing IA, it is imperative to
also account for the interplay among these factors. This includes considering external risk
determinants like tobacco usage. Undertaking such extensive analyses necessitates large
cohorts with exhaustive data, demanding the collaboration of multiple research centers.
The overarching objective of these molecular and genetic explorations is to harness the
derived knowledge to construct advanced risk evaluation algorithms. These algorithms
could anticipate an individual’s susceptibility to develop an IA, or monitor its potential
progression or rupture, thereby proving to be invaluable in a clinical setting.

Another vital objective is to innovate therapeutic approaches based on insights into the
mechanisms underlying the disease, with the aim to either preclude the onset or impede the
progression of an IA. There is also a potential genetic commonality across diverse aneurysm
types, as the same genetic variant on the 9p21 locus is associated with an increased risk for
conditions such as myocardial infarction, abdominal aortic aneurysms (AAAs), and IAs.
This suggests a predisposition towards a dysfunctional response to vascular injuries.

In recent times, the FIA consortium has propelled the study of the genetics of hereditary
forms of IAs into the realm of whole-exome sequencing. Extensive familial histories,
inclusive of American, Australian, and New Zealander populations affected by IAs, were
amassed to scrutinize the entire coding sequences from fifty individuals, irrespective of
whether they had an IA. Several pertinent genetic mutations were pinpointed, and there
are ongoing efforts to further evaluate the affected genes [120].

There exists a comprehensive collection of studies in the scientific literature that
associates genetic mutations and variations with the development and progression of
intracranial aneurysms. The quality of these studies varies. It is likely that certain inherited
genetic variations, with differing degrees of expressivity, contribute to the risk of IAs. The
intricacies and full spectrum of interactions among multiple genes in relation to IAs still
need to be explored in depth. Several genes have been identified as potential key players
and deserve continued scrutiny. The rationale behind considering immune-altering agents
for treatment might be based on the genetic underpinnings that drive IAs. Future research
should focus on unbiased, comprehensive genomic analyses to uncover the roles of novel
genes in the development and rupture of aneurysms. Such studies could offer crucial
insights into potential biomarkers for this condition. As research progresses, there is a
pressing need to create predictive models that integrate well-established genetic alterations.
Given the advanced tools at our disposal in this era after the mapping of the human genome,
comprehensive genomic studies involving large groups of patients diagnosed with IAs are
essential to deepen our grasp on the genetic intricacies of this multifaceted disease.

In spite of significant strides in intracranial aneurysm research, the precise mechanisms
through which blood flow induces inflammation remain elusive. It is unequivocal that
changes in localized blood flow play pivotal roles in endothelial malfunction and adverse
remodeling of the IA wall. The introduction of computational flow dynamics (CFD) in the
early 2000s in IA research marked a significant advancement, offering a robust method
for assessing flow characteristics within IAs and the associated mechanical properties of
the aneurysm wall. Looking ahead, merging experimental approaches from molecular
biology with engineering techniques holds promise to revolutionize our understanding
of how flow dynamics influence biological alterations in the aneurysm wall. The specific
mechanisms leading to IA rupture are still not entirely understood. Comparing ruptured

387



Brain Sci. 2023, 13, 1454

and unruptured IAs has yielded insights into certain histopathological characteristics of
those that rupture. In most unruptured IAs, inflammation and deterioration in the blood
vessel wall undergo a natural healing process. Persistent inflammatory processes within the
aneurysm wall, maintained by reinforcing feedback mechanisms, could provide insights
into the molecular foundations of IA ruptures. In the coming years, imaging techniques
such as MRI that can depict active inflammation within the aneurysm wall might become a
pivotal diagnostic tool in identifying high-risk IAs that are more susceptible to rupture.

Moreover, screening should also be taken into account, since it plays an important
role in preventing the rupturing of the aneurysm. Present guidelines do not recommend
routine screening for intracranial aneurysms in the general public. However, they advise
using CTA/MRA to screen for intracranial aneurysms in people who have at least two
family members with intracranial aneurysms or subarachnoid hemorrhages. Additionally,
screening is considered reasonable for patients with conditions like autosomal dominant
polycystic kidney disease, fibromuscular dysplasia (FMD), aortic aneurysms, coarctation of
the aorta, and microcephalic osteodysplastic primordial dwarfism, especially if they have a
family history of these conditions [121].
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Abstract: The pituitary gland, a puzzling medical subject up until the 20th century, had its early
pathologies first documented in the 19th century by Pierre Marie and Hutchinson, where the gland’s
meaningful study was hindered by its hard-to-reach location. This paper revisits the pioneering
work of Romanian doctors such as Gheorghe Marinescu, Nicolae Paulescu, and Grigore T. Popa in
surgical techniques targeting the pituitary gland. Marinescu’s 1892 experiment, albeit unsuccessful,
laid the groundwork for future research in this area. Before Paulescu, surgical attempts could be
classified into three types: oral, cranial, and sphenopalatine fossa approaches—all of which were
notably dangerous and often resulted in fatal bleeding. Paulescu was the first to successfully and
safely perform a complete in vivo hypophysectomy, opting for an innovative subtemporal method.
He also conducted extensive research over four years to identify the gland’s essential functions. Later,
a 1938 study by Popa and Harris demonstrated a temporal approach to the hypothalamo-hypophysial
region in a rabbit. These groundbreaking contributions significantly influenced the trajectory of
pituitary gland surgery.

Keywords: pituitary gland; Romanian physicians; surgical approach; hypophysectomy; Nicolae
Paulescu; Gheorghe Marinescu; Grigore T. Popa; medical history; in vivo; hemorrhage; subtemporal
approach; oral approach; cranial approach; sphenopalatine fossa

1. Early Milestones in Pituitary Gland History

The initial investigations into the role of the pituitary gland in human physiology were
predominantly symptomatic in nature, focusing on the clinical manifestations resulting
from the gland’s dysfunction. In the late 19th century, a pioneering revelation was made
by French physician Pierre Marie, who identified acromegaly as a distinct pathological
condition [1]. While Marie initially failed to discern the explicit relationship between
acromegaly and pituitary abnormalities, it was in the year 1890 that a seminal publica-
tion was released, co-authored by Marie and Romanian neurologist Gheorghe Marinescu
(1863–1938) (Figure 1).

This body of work was instrumental in delineating the anatomopathological features
of acromegaly, specifically emphasizing its correlation with perturbations in pituitary mor-
phology, including glandular hyperplasia and interstitial sclerosis. Although Marie and
Marinescu initially postulated that acromegaly was the result of pituitary insufficiency
rather than hyperfunction, the crux of their contributions lay in establishing the funda-
mental link between the pituitary gland and acromegaly, thereby catalyzing subsequent
research trajectories within endocrinology and neurobiology [1,2].
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The scholarly pursuits of Gheorghe Marinescu did not culminate with this collaborative
endeavor; he continued to expand upon his initial findings. In 1892, Marinescu published
another pivotal paper detailing an experimental hypophysectomy performed on a feline
subject. Utilizing a transpalatal approach, he employed thermal cauterization to excise the
pituitary gland. While the experiment was compromised by subsequent infection, Marinescu
concluded that his data corroborated the feasibility of pituitary gland ablation through an
oral route in felines, sustaining survival for a period of several weeks post-operation. The
methodological shortcomings notwithstanding, Marinescu’s experiment provided invaluable
impetus for future investigations within the realm of pituitary research.

Later citations of Marinescu’s work, particularly by researchers such as Paulescu,
underscore its impact on the field. Paulescu recognized Marinescu as the inaugural investi-
gator to physically interact with, and experimentally manipulate, the pituitary gland. He
further noted that Marinescu’s experimental endeavors lent credence to the hypothesis—
initially proposed in conjunction with Pierre Marie—that pituitary gland alterations could
potentially be implicated in the pathogenesis of acromegaly [3]. Thus, the collaborative and
independent contributions of Pierre Marie and Gheorghe Marinescu served as cornerstones
in the foundational understanding of pituitary gland function and its role in systemic
endocrine disorders, notably acromegaly.

The scientific inquiry into the pituitary gland presented substantial methodological
challenges, owing in part to the anatomical complexity and inaccessibility of its location
within the cranial cavity. Early attempts to approach this endocrine organ surgically were
fraught with difficulty, primarily because the surgical techniques available at the time
risked damaging adjacent neurological structures. One of the earliest recorded endeavors
to surgically access a pituitary adenoma was undertaken by Sir Victor Horsley in 1889.
Despite his pioneering efforts, the procedure was ultimately deemed unsuccessful due to
excessive force applied during the retraction of the frontal and temporal lobes, which led to
undesirable collateral damage [4].

In 1903, a momentous leap in pituitary research was achieved by Romanian physiolo-
gist Nicolae Paulescu (1869–1931) (Figure 2). By employing a methodological approach
that was meticulous enough to avoid the complications that had plagued earlier attempts,
Paulescu successfully performed a total pituitary ablation on a canine subject. Subsequently,
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in his 1907 publication, he conclusively demonstrated the irreplaceable role of the pituitary
gland in sustaining life [5].
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The progression of surgical methodologies seeking to access the pituitary gland con-
tinued to evolve during the early 20th century. In 1907, Hermann Schloffer (1868–1937) in-
troduced the first trans-sphenoidal approach to address pituitary growths, thereby offering
an alternative that mitigated some of the risks associated with intracranial procedures [6].
This method was further refined by Harvey Cushing (1869–1939), an American neurosur-
geon who became a seminal figure in pituitary research. Cushing initially perfected the
trans-sphenoidal approach through a sublabial route, chronicling his findings in a series
of publications released in 1912, 1914, and 1922. However, in 1929, he transitioned to a
different surgical approach, the transfrontal method, adopting this subfrontal route as his
exclusive technique for pituitary adenomectomy [7].

The history of pituitary gland research represents a chronology of methodological
refinement, evolving from initial efforts to understand its physiopathological role, through
to the implementation of surgical interventions, ranging from subtemporal approaches to
trans-sphenoidal partial lesionectomies, and finally, to subfrontal adenomectomies. This
trajectory underscores the incremental advancements that have been made in both the
conceptual understanding of the pituitary gland and the surgical techniques employed to
study and treat it.

2. Pituitary Gland Surgery: The Enigma and the Skill

The genesis of Nicolae Paulescu’s (1869–1931) scholarly interest in the pituitary gland
remains an unchronicled facet of his career. Nonetheless, this curiosity led him to devise an
idiosyncratic surgical method to access this endocrine organ: the transtemporal approach.
Paulescu’s journey in developing effective surgical approaches for pituitary gland research
can be seen as a series of methodological explorations, each with its own distinct advantages
and shortcomings.
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Initially, Paulescu, in collaboration with Dr. Paul Reyener, experimented with an oral
approach to studying the pituitary gland. Conducted in Paris during the years 1897 and
1898, within the physiology laboratories of the Sorbonne, these experiments utilized canine
subjects. Regrettably, the outcomes were suboptimal, with all animal subjects succumbing
to either hemorrhage or suppurative meningeal infection. Given the catastrophic results,
the investigators ultimately decided to discontinue this line of surgical approach.

In addition to the oral approach, other surgical routes were also carefully scrutinized
and ultimately deemed untenable for varying reasons. For instance, a cranial approach
via the upper part of the skull was dismissed by Paulescu, due to its propensity to induce
extensive cerebral lesions. The sphenopalatine approach, although contemplated, was
similarly ruled out, primarily because it did not afford an adequate visualization of the
gland and carried an elevated risk of neurological damage.

Consequently, Paulescu opted for an innovative surgical route, the subtemporal ap-
proach, which emerged as a more viable option given the limitations of alternative tech-
niques. After a series of preliminary attempts that commenced in Paris during the years
1897 and 1898, Paulescu successfully executed a complication-free total pituitary ablation
on a canine subject on 11 March 1903. The operation was facilitated by the surgical expertise
of Dr. Balacescu.

Paulescu’s contributions to pituitary gland research can be viewed as a meticulously
constructed iterative process. Beginning with an exploration of various surgical approaches,
each with distinct challenges and limitations, he ultimately devised the subtemporal
approach, which demonstrated both the feasibility and a reduced risk of complications. This
methodological refinement represents a significant milestone in the annals of endocrinology
and neurosurgery, setting the stage for further advancements in our understanding of
pituitary physiology and pathology.

Nicolae Paulescu elucidated his pioneering surgical methodology for accessing the
pituitary gland in a seminal work entitled L’Hypophyse de Cerveau, published in 1908
(Figure 3). The operative procedure was delineated in nine elaborate steps, providing a
comprehensive framework for pituitary ablation [5].
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Figure 3. Paulescu’s work: L’Hypophyse du Cerveau—1908.

The nine steps of Paulescu’s operative procedure for accessing the pituitary gland are
as follows:

1. Cutaneous Incision and Muscle Dissection: The procedure begins with a midline
incision on the skin, commencing slightly below the eyebrows and extending posteri-
orly to a few finger-widths behind the occipital protuberance. The platysma muscle,
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which adheres to the deep face of the skin, is longitudinally sectioned and disinserted.
Sterilized compresses are employed to secure the skin edges.

2. Temporal Muscle Incision: On the left temporal region, a semicircular incision parallel
to the superior insertion of the temporal muscle is made, extending from the external
orbital apophysis to 2–3 cm below and lateral to the occipital protuberance. Subse-
quent dissection reveals the underlying temporal bone, and this is mirrored on the
right side with slight variations.

3. Zygomatic Arch Manipulation: The zygomatic arch on the right side is cut at both ends
and maneuvered outward and downward. This affords greater surgical accessibility
to the temporal region.

4. Cranial Trepanation: A trephine is employed to create holes in the parietal bones on
either side, through which further bone sections are made. Specialized forceps are
used to minimize diploic hemorrhage.

5. Dura Mater Incision: A longitudinal incision is made on the dura mater, parallel to
the previous bone incisions, creating a dural flap.

6. Temporal Lobe Elevation: A specialized instrument is inserted beneath the right
temporal lobe to elevate it gently. The pituitary gland, recognizable by its characteristic
red-yellow hue, becomes visible once the lobe is sufficiently elevated.

7. Pituitary Gland Extraction: Employing a specialized curette, the pituitary gland is
carefully detached from its posterior anchoring and then fully excised from the base
of the skull.

8. Dural and Muscular Closure: After pituitary removal and hemostasis, the dural flap is
repositioned (Paulescu initially used thin catgut sutures for this, but later abandoned
them, deeming them unnecessary). The zygomatic arch and temporal muscle are then
sutured back into place.

9. Final Closure and Dressing: The incisions are sutured and sterilizing compresses are
applied to the surgical site. Special attention is given to protect the eyes and ears of
the animal with sterilizing cotton wool, and a compressive dressing is applied to the
head, allowing unimpeded respiration and deglutition.

This elaborate surgical schema, developed by Paulescu, marked a significant advance-
ment in the field of neuroendocrinology, providing a sophisticated and structured approach
for pituitary gland access and removal. The methodological rigor of Paulescu’s opera-
tive procedure laid the groundwork for subsequent innovations in pituitary surgery and
significantly enhanced our understanding of endocrine physiology and pathology.

3. Pioneering Anesthesia in Pituitary Gland Surgery

In the early 20th century, Nicolae Paulescu developed an innovative anesthesia pro-
tocol to facilitate his groundbreaking pituitary surgeries. He initially induced anesthesia
using ether and then maintained the narcotic state with periodic administrations of chloro-
form. Paulescu found that this dual-agent approach mitigated complications and appeared
to reduce the tendency for hemorrhages as compared to using ether alone. This practice
was thoroughly documented in 1908, subsequent to its initial employment in 1907 [5].

Paulescu’s surgical technique was via a transtemporal approach, wherein the temporal
lobe was carefully moved to provide access to the pituitary gland. His seminal research
yielded compelling evidence for the critical role of the pituitary in maintaining life. Paulescu
found that all dogs subjected to total pituitary ablation died within 24 hours post-surgery.
However, some animals survived considerably longer after partial hypophysectomy—two
lived for five months, and another for a year. These observations led him to conclude that
the pituitary gland is indeed indispensable for life.

In the following years, Harvey Cushing and other leading neurosurgeons, including
Crowe and Homans in 1910 and Reford in 1909, replicated Paulescu’s pioneering work.
They utilized Paulescu’s surgical techniques to perform an extensive series of hypophysec-
tomies on dogs [8]. The results corroborated Paulescu’s conclusions: the pituitary gland
was crucial for survival.
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The validation of Paulescu’s work by Cushing and his team not only lent credibility to
Paulescu’s groundbreaking contributions, but also amplified the global understanding of
the critical role of the pituitary gland in physiological regulation. Collectively, these early
surgical explorations laid an important foundation for the modern field of neuroendocrinol-
ogy, demonstrating the pituitary’s indispensable role in sustaining life and paving the way
for subsequent advancements in both surgical techniques and endocrine therapies.

4. The Legacy of a Lost Approach: A Timely Reassessment

Although Nicolae Paulescu’s subtemporal approach to the pituitary gland marked a
milestone as the first in vivo approach with long-term survival and without complications,
it did not become the primary surgical technique for addressing pituitary pathology. In-
stead, Harvey Cushing and Oskar Hirsch pioneered the trans-sphenoidal approach in 1909,
which later gained wider acceptance [7].

Cushing acknowledged Paulescu’s contributions in his own reports, particularly em-
phasizing Paulescu’s discovery that retaining a fragment of the pituitary gland is essential
for survival [8]. The significance of Paulescu’s work was also recognized by Sir Sharpey
Shafer in his 1926 treatise, “The Endocrine Organs”. According to Shafer, Paulescu was the
first to definitively show that the complete removal of the pituitary gland results in fatal
outcomes. This landmark finding has been verified across various classes of vertebrates
and was subsequently confirmed by Cushing and other researchers, including Bield, B.A.
Houssay, Asoli and Lagnani, Blair Bell, and Dotti.

Further cementing Paulescu’s legacy, Evelyn Anderson and Webb Haymaker high-
lighted his contributions in their 1974 treatise, “Progress in Brain Research,” particularly
in the chapter on “Hypothalamic and Pituitary Research”. According to them, Paulescu
was among the early trailblazers in the field and was notably the first to develop a superior
operative technique for pituitaryectomy in dogs [9].

Overall, although Paulescu’s subtemporal approach may not have been adopted
as the primary surgical technique for treating pituitary disorders, his groundbreaking
work established critical principles concerning the gland’s physiological importance and
introduced a pioneering surgical method. His contributions have been acknowledged by
subsequent generations of researchers and clinicians, affirming his role in the historical
development of neuroendocrinology and pituitary surgery.

5. Temporal Approach—Revisiting Traditional Views

Another significant step forward in the evolution of experimental research with regard
to the pituitary gland took place in 1938, with the work of Grigore T. Popa and Geoffrey
Wingfield Harris. Popa had previously gained attention for his landmark publication in
The Lancet in 1930, which was co-authored with Una Fielding, where he described the
hypothalamo-hypophyseal portal system for the first time. This discovery set the stage
for his later work with Harris, aiming to improve access to the hypothalamo-hypophyseal
region for further study [10].

Moreover, their 1938 publication, A Technique for Operations on the Hypothalamo-Hypophysial
Region of the Rabbit [10], introduced a four-stage temporal approach on rabbits to better expose
the region of interest:

First Stage:The authors initiated the process with the surgical removal of a part of the
zygomatic arch. The skin and superficial fascia were incised, and the periosteum
over the zygomatic arch was carefully reflected. The arch was then removed, with
caution taken not to damage large vessels in the masseter muscle. If hemorrhage
occurred, it could be controlled by applying pressure.

Second Stage:The procedure continued with the removal of the upper ramus of the mandible.
The overlying masseter muscle was cut, and the periosteum was removed. The
mandibular articular surface was separated from the mandible through gentle pres-
sure, followed by a bone cut.
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Third Stage:The next stage involved exposing and removing part of the squamous temporal
bone. The pterygomaxillary fossa was cleared, and the skull was accessed in the
temporo-sphenoidal region. Once reached, the dura mater was incised and reflected
to expose the underlying structures.

Fourth Stage:The final stage involved retracting the temporal lobe of the brain to expose the
hypothalamo-hypophyseal region. Upon retraction, the tentorium cerebelli became
visible, and the hypothalamus could be identified above it. In this exposed region,
the small internal carotid artery was visible, and the hypophyseal stalk was located
postero-medially to this artery.

The research by Popa and Harris further advanced the field’s understanding of the
hypothalamo-hypophyseal system and introduced a new surgical technique that facilitated
the exploration of this critical region. Their work stands as a notable contribution to
the lineage of research that aims to better understand the physiological and anatomical
complexities of the pituitary gland and its surrounding structures.

6. Conclusions

Initially regarded as a relatively unimportant anatomical structure, the pituitary
gland’s significance has become increasingly evident, thanks to the seminal contribu-
tions of pioneering researchers and surgeons. The evolving understanding of this essential
gland is a story of intellectual pursuit, marked by breakthroughs and advances that have
fundamentally shifted our understanding of its role in physiology.

The journey to unravel the complexities of the pituitary—also known as the hypophysis—
began with early trailblazers like Pierre Marie and Gheorghe Marinescu. They laid the initial
groundwork by investigating the correlation between acromegaly, a disorder characterized by the
abnormal growth of bones and tissues, and the pituitary gland. Their work hinted at the critical
functions that this once-overlooked organ might serve, setting the stage for further investigations.

Subsequently, Nicolae Constantin Paulescu emerged as a key figure who dispelled the
notion of the pituitary as an inconsequential organ. Through rigorous experimentation,
Paulescu conclusively demonstrated that the pituitary is indispensable for life itself. His
surgical techniques for pituitaryectomy in dogs paved the way for more in-depth studies,
effectively shifting the perception of the gland from that of a mere anatomical curiosity to
an organ of vital importance.

The story, however, does not end with Paulescu. Surgeons and researchers like Victor
Horsley and Hermann Schloffer carried the baton forward, each contributing valuable
insights and methodologies. However, it was perhaps Harvey Cushing who most dramat-
ically advanced the field by pioneering new surgical approaches to pituitary disorders.
His work, in collaboration with others on his team, not only validated earlier findings
pertaining to the pituitary’s essential functions, but also opened a new chapter in medical
history—the era of surgical interventions focused on the pituitary gland.

Thus, what began as an exploration of a seemingly inconsequential organ eventually
evolved into a rich, multidisciplinary field of study. Today, the pituitary is recognized not
merely as a gland, but as a cornerstone of the endocrine system, influencing a range of
physiological processes, from growth and metabolism to the functioning of other glands. This
sea of change in pituitary gland knowledge is a testament to the generations of scholars and
practitioners who dedicated themselves to unraveling the mysteries of the pituitary gland.
Their collective work has not only deepened our biological understanding, but also introduced
surgical and therapeutic options that continue to improve and save lives to this day.
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Abstract: Chiari Malformation and Syringomyelia are neurosurgical entities that have been the
subject of extensive research and clinical interest. Globally prevalent, these disorders vary demo-
graphically and have witnessed evolving temporal trends. Chiari Malformation impacts the normal
cerebrospinal fluid flow, consequently affecting overall health. Key observations from canine stud-
ies offer pivotal insights into the pathogenesis of Syringomyelia and its extrapolation to human
manifestations. Genetics plays a pivotal role; contemporary knowledge identifies specific genes,
illuminating avenues for future exploration. Clinically, these disorders present distinct phenotypes.
Diagnostically, while traditional methods have stood the test of time, innovative neurophysiological
techniques are revolutionizing early detection and management. Neuroradiology, a cornerstone in
diagnosis, follows defined criteria. Advanced imaging techniques are amplifying diagnostic precision.
In therapeutic realms, surgery remains primary. For Chiari 1 Malformation, surgical outcomes vary
based on the presence of Syringomyelia. Isolated Syringomyelia demands a unique surgical approach,
the effectiveness of which is continually being optimized. Post-operative long-term prognosis and
quality of life measures are crucial in assessing intervention success. In conclusion, this review
amalgamates existing knowledge, paving the way for future research and enhanced clinical strategies
in the management of Chiari Malformation and Syringomyelia.

Keywords: Chiari 1; Chiari 2; cerebral malformation; syringomyelia; neurosurgery; syrinx
pathologies; genetic implications

1. Introduction
1.1. Brief Overview of Chiari Malformation, Syringomyelia and Related Disorders

Chiari Malformation is a structural defect in the architecture of the skull and brain,
particularly involving the position of the cerebellum. The cerebellum, which is a vital part
of the brain responsible for regulating balance, muscle coordination, and some cognitive
functions, descends abnormally below the skull’s base in individuals with this condition.
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Instead of resting entirely within the skull, a portion of the cerebellum protrudes into the
upper segment of the spinal canal [1].

This protrusion can result in multiple issues. Primarily, it has the potential to exert
pressure on the brainstem, a critical area of the brain responsible for basic life functions like
breathing and heart rate. Additionally, this malformation can hinder the normal flow of
cerebrospinal fluid (CSF). CSF is a clear, protective fluid that circulates around the brain
and spinal cord, cushioning them from injury and helping to maintain the brain’s chemical
balance. When the flow of CSF is disrupted, it can cause a range of neurological symptoms
that vary in intensity and type [2].

To understand and manage the condition better, medical professionals typically clas-
sify Chiari Malformation into distinct types. These classifications are based on the mal-
formation’s severity and the extent to which the cerebellum herniates or protrudes into
the spinal canal. Each type has specific characteristics and implications for diagnosis and
treatment [3].

Syringomyelia refers to a cavity filled with fluid that forms within the spinal cord
tissue or the central canal. Over time, various theories have been proposed to shed light on
the development of syringomyelia, especially when it results from blockages in the spinal
subarachnoid space. Despite a century of dedicated experimental and clinical studies, the
exact pathophysiological underpinnings of syringomyelia remain elusive [4].

A central topic of debate is the origin of the fluid within the syrinx and the mechanisms
driving its formation. Dominant theories suggest that this cavity, or syrinx, is filled with
cerebrospinal fluid (CSF). It is believed that a surge in pressure within the subarachnoid
space pushes the CSF into the syrinx. Yet, this notion is counterintuitive because increasing
external pressure on a cavity would typically compress it, not fill it. Moreover, it is puzzling
how CSF could infiltrate the syrinx when the pressure within the syrinx is either higher
than or equal to the surrounding CSF pressure [5].

Recent innovative research has started to shift the perspective on this medical enigma.
Instead of focusing on external factors, contemporary studies have begun to consider
internal spinal cord dynamics. This fresh viewpoint suggests that the cavity forms due
to heightened pulse pressure within the spinal cord tissue. Additionally, the fluid inside
the cavity may not be CSF as traditionally believed but could be extracellular fluid. The
so-called “intramedullary pulse pressure theory” offers a novel explanation that seems to
account for various aspects of syringomyelia, irrespective of what causes the related lesion
in the subarachnoid space [6].

The various merits and limitations of past theories on syringomyelia have been metic-
ulously dissected in thorough reviews by experts like Klekamp and Levine.

Tethered cord syndrome is a condition where the spinal cord becomes abnormally
anchored to surrounding tissues, limiting its typical movement. This anomaly can give
rise to complications, including Chiari Malformation and Syringomyelia. The syndrome
is characterized by motor and sensory dysfunctions resulting from the undue tension
exerted on the spinal cord due to this abnormal tethering. Traditionally, it is linked with
the presence of a low-situated conus medullaris. The primary mode of treatment is surgical
intervention, with outcomes varying from patient to patient. Even though tethered spinal
cord syndrome is seldom diagnosed in emergency settings, emergency physicians must be
vigilant and consider this condition in patients exhibiting symptoms reminiscent of cauda
equina syndrome [7].

The aim of this comprehensive review is to put into perspective the classifications of
Chiari malformation and related disorders, the therapy management of these pathologies
and their genetic etiology. Therefore, this paper’s main goal is to decipher the past, present,
and future perspectives of Chiari malformation.

1.2. Materials and Methods

The search process was conducted using specific databases such as PubMed and Web of
Science. Search terms used were “MRI imaging in Chiari malformations”, “Syringomyelia”,
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“Syrinx Pathologies”, and “Chiari malformations type I, II, III, and IV”, among others. The
inclusion criteria specified articles written in English that referred to diagnostic imaging,
surgical interventions, and outcomes of Chiari malformations. The initial search resulted
in 369 articles, and after removing all duplicates, they were reviewed regarding their
relevance, selecting 121 of them meeting our criteria.

1.2.1. Tonsillar Configuration

The extent of tonsillar descent does not necessarily align with symptom severity, as a
significant portion (around 30%) of patients with pronounced tonsillar descent may not
display any symptoms [8]. Instead, the shape of the tonsils has been considered more
indicative [9,10]. Pronounced compression results in peg-like tonsils that could further
impede CSF flow. Such peg-shaped tonsils are more prevalent in patients with a herniation
greater than 5 mm (85%), in contrast to those with rounded or intermediary forms [11].

1.2.2. Magnetic Resonance Imaging (MRI)—Craniocervical Junction—Dynamic Evaluation
Dynamic Flow Studies

Dynamic studies play a role in evaluating CM-I symptoms and anticipating surgical
outcomes. Healthy individuals exhibit CSF flow at the craniocervical junction that alternates
in a cranial and caudal direction, mirroring cardiac and respiratory-induced variations in
intracranial blood volume [12]. The spinal arachnoid space serves as a cushion, moderating
intracranial pressure spikes [13]. Due to enhanced intracranial compliance, children exhibit
quicker caudal velocities [14]. Phase contrast cine MRI has pinpointed notable variances in
CSF velocity in symptomatic CM-I patients. Specifically, a heightened peak velocity at the
FM and diminished overall volume motion were observed alongside flow jets displaying
regions dominated by flow in a single direction or exhibiting concurrent bidirectional
flow [2,15,16]. In symptomatic CM-I patients, unusual pulsatile actions of the cerebellar
tonsils were noted, with post-surgical improvements in tonsillar pulsation amplitude and
arachnoid space reduction [17,18].

CSF dynamic investigations aim to differentiate between symptomatic and asymp-
tomatic CM-I patients, but research outcomes have been mixed [19,20]. However, in
predicting surgical enhancements, CSF velocity patterns in CM-I patients might be piv-
otal [2,21–23]. Interestingly, patients who showcased normal preoperative hindbrain CSF
flow had an almost five-fold increased likelihood of post-operative symptom resurgence, re-
gardless of their tonsillar herniation extent or syringomyelia presence. In contrast, full CSF
flow blockage prior to surgery correlated with sustained symptom relief [22]. Currently,
dynamic studies assess craniocervical junction obstructions and can be indicative of a
patient’s aptness for surgery. While not universally applicable, identifying obstructed flow
can help forecast favorable surgical outcomes in borderline scenarios or during follow-up
evaluations in cases of symptom reemergence.

1.2.3. Magnetic Resonance Imaging (MRI)—Spinal Evaluation
Syringomyelia

A significant proportion of individuals with symptomatic CM-I, as many as 50%, might
develop a syrinx [24]. The preferred imaging method for visualizing syrinxes is sagittal
MR T2-weighted scans of the entire spinal cord, supplemented by axial T2 views. When
a syrinx appears without an accompanying CM-I, contrast-enhancing sequences become
essential to investigate any linked tumors, although they are less relevant when CM-I
is evident [25]. Syrinx development is more frequent in patients who have pronounced
tonsillar herniation and CSF flow obstruction, predominantly appearing between the C4
and C6 spinal levels [26,27]. A terminal syrinx, situated in the tail end of the spinal cord,
often correlates with conditions like a tethered cord or spinal dysraphism. Recognizing a
syrinx via pre-surgery imaging, even if it does not manifest symptoms, is instrumental for
surgical planning and post-surgical success evaluation.
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1.3. Tethered Cord Syndrome

Tethered Cord Syndrome (TCS) is present in about 14% of CM-I patients [28]. While
the phrase “tethered cord” denotes a fixed segment of the spinal cord, TCS specifically
alludes to the lumbar-level anchoring of the spinal cord [29]. It is typically diagnosed
when the conus medullaris is positioned below L2. However, there are other diagnostic
criteria, such as a thick or fatty filum, spina bifida oculta, terminal syringomyelia, lower
thoracic scoliosis, and a dorsal arrangement of the filum in prone or upright MRI scans [22].
Lumbar MRI aids in identifying the conus medullaris level, the thickness of the filum
terminale, and any related dysraphic conditions. A CT scan for intricate bone anomalies and
electrophysiological evaluations for urological complications might be deemed necessary
in certain instances. Although surgically addressing a radiologically apparent tethered
cord in patients with symptomatic CM-I and/or terminal syrinx is a recognized treatment
approach, some experts suggest intervening on a regular filum when treating CM-I patients,
although this method is debated [30,31].

2. Epidemiology of Chiari Malformation, Syringomyelia and Related Disorders
2.1. Global Prevalence and Distribution: Demographics Affected

Chiari I malformation (CM) often coexists with a spinal cord syrinx. However, gauging
the actual prevalence of CM and syrinx is challenging due to the absence of a flawless
diagnostic tool applicable to the entire population. Instead, medical professionals often de-
pend on approximations, primarily sourced from extensive retrospective studies examining
brain and spinal imagery [32].

In imaging-based prevalence studies, a CM diagnosis is typically based on the cere-
bellar tonsil protruding 5 mm or more beneath the foramen magnum. Estimates suggest
CM affects anywhere from 0.24% to 3.6% of individuals. This variance can be attributed to
differences in the diagnostic sensitivity for CM and the diverse populations studied [33].

Age plays a significant role in CM’s prevalence. Research indicates that CM is more
commonly found in children. Notably, MRI scans reveal that the position of the cerebellar
tonsil varies with age, descending during early life and rising again in adulthood [9].

Imaging studies offer the most accurate prevalence estimates for CM, especially when
considering the many asymptomatic individuals who meet the imaging diagnostic criteria.
Interestingly, females are more likely to have CM based on imaging results. They also tend
to exhibit a lower position of the cerebellar tonsil across all ages when compared to males.
On the other hand, factors like obesity or an increased body mass index do not seem to
correlate with CM’s prevalence in imagery [8].

In summary, CM prevalence differs across age and gender demographics. Truly
estimating its occurrence within the general population remains a complex task. Ongoing
research aims to gain a clearer understanding of how age impacts tonsil positioning and
the related conditions to better grasp CM’s epidemiology.

2.2. Temporal Trends

In studying Chiari malformation (CM) and associated disorders, temporal trends refer
to the analysis of how the prevalence, incidence, or specific features of these conditions
have transformed over various periods or generations.

For instance, a study conducted by Luzzi et al. [34], spanning from January 2015 to
December 2019, highlighted several findings. Among these, the surgery was found to
effectively alleviate headaches and mitigate symptoms like dysesthetic pain, weakness, and
dissociated sensory loss within a six-month period post-operation. Nevertheless, there was
a limited improvement noted in atrophy and spasticity post-surgery. These findings can be
referenced in Table 1.
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Table 1. The study reported on the preoperative symptoms and postoperative outcomes of patients
who underwent surgery.

Preoperative Symptoms Postoperative Outcomes Atrophy and Spasticity

Dissociated sensory loss, headache, lower
cranial nerve dysfunction, and weakness.

The headache immediately disappeared
after surgery, indicating a successful

resolution of this symptom.

Atrophy and spasticity were largely
unaffected by surgery, suggesting that the

treatment may not have a significant
impact on these symptoms.

The involvement of C2–C5 metameres All treated patients experienced a full
recovery within 6 months after surgery.

A substantial amount of research has been directed towards understanding the con-
nections between syringomyelia and other diseases. However, there is a noticeable deficit
in exhaustive and unbiased accounts of the research progress of syringomyelia. The
present study endeavored to perform a bibliometric analysis to bridge this gap, charting
the research trajectory of syringomyelia and identifying emergent themes over the past
two decades.

Between January 2003 and August 2022, an impressive 9556 authors from 66 na-
tions contributed to a total of 1902 research papers on syringomyelia, published across
518 scholarly journals. The majority of these contributions originate from the United States,
China, the United Kingdom, and Japan, with the United States taking the lead. Both Nan-
jing University and the University of Washington stand out as the most prolific contributors.
Among individual researchers, Dr. Claire Rusbridge boasts the highest publication count,
and Miholat leads in co-citations. The Journal of Neurosurgery is prominent in the most
co-cited articles, primarily in the domains of neurology, surgery, and biology. Notably,
terms like syringomyelia, Chiari-I malformation, children, surgical treatment, and spinal
cord emerged as high-frequency keywords.

Over the past twenty years, there has been a consistent upward trend in the publication
of articles focusing on syringomyelia. Current research gravitates toward understanding
the age at which the disease manifests, evaluating potential therapeutic strategies, the
efficacy of surgical interventions, recurrence prevention, and pain delay. The therapeutic
surgical approaches to the ailment and exploration into advanced treatment modalities are
at the forefront of contemporary research. Key areas of interest also encompass the link
between trauma and inherent factors, practical applications, post-operative recurrence, and
potential complications. Insights from these areas could pave the way for groundbreaking
therapeutic solutions for syringomyelia in the future [35].

3. Pathophysiology of Chiari: Hydrodynamics of Cerebro-Spinal Fluid Flow
3.1. An Overview of the Normal Cerebro-Spinal Fluid Flow

The cerebrospinal fluid (CSF) is a clear liquid derived primarily from blood plasma
and is found within the brain’s ventricles and the subarachnoid spaces of both the skull
and spine. This fluid plays several crucial roles, including delivering nutrients to the brain,
facilitating waste removal, and offering a protective buffer for the brain. In adults, the total
volume of CSF is approximately 150 mL, of which around 125 mL is located in the subarach-
noid spaces and 25 mL in the ventricles. The main source of CSF production is the choroid
plexus, although there are other less understood contributors. In adults, the amount of CSF
produced varies between individuals but typically falls within 400 to 600 mL daily [36].
This continuous production ensures the CSF is replaced four to five times daily in a typical
young adult. As people age or in certain neurodegenerative conditions, a decline in CSF
circulation might lead to a buildup of metabolites. The precise composition of CSF is
meticulously maintained, and any deviations in its constituents can serve as significant
indicators for diagnostic evaluations [37].
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3.2. Changes Observed in Chiari Malformation

Chiari malformation Type I (CMI) is a complex anomaly of the craniospinal system.
Traditionally, it is identified through radiology as a downward displacement or herniation
of the cerebellar tonsils (CTH) by more than 3–5 mm beneath the foramen magnum (FM)
into the spinal subarachnoid space (SSS). However, in-depth retrospective studies have
indicated that the depth of CTH does not always align with the severity of CMI symp-
toms. Interestingly, patients with pronounced CTH can sometimes exhibit only minor
neurological symptoms and vice versa [38].

From a fluid dynamics perspective, CTH result in a narrowing at the craniovertebral
junction (CVJ). This narrowing impedes the rhythmic flow of cerebrospinal fluid (CSF)
between the brain and spinal subarachnoid spaces. While the CSF flow is approximately
1 cc per heartbeat, the restriction at the CVJ can amplify CSF pressure gradients, leading to
significant neurological issues [39].

Currently, MRI techniques are under development to gauge CSF pressure gradients
without invasive methods. However, these techniques are not yet mainstream and require
further validation [40]. Theoretically, changes in CSF pressure gradients connect to factors
like resistance to CSF motion, CSF flow rates, neural tissue movement, and the overall
adaptability of the craniospinal system. It is believed that evaluating these biomechanical
factors might offer insights into the conditions at the CVJ in CMI patients [41].

Many patients diagnosed with syringomyelia accompanying Chiari I malformation
demonstrate a two-phase systolic-diastolic CSF flow pattern, as captured in cine phase-
contrast MRI. Posterior fossa decompression (PFD) can rapidly decrease these flow rates
within the syrinx and at the FM. These flow rates can potentially predict positive outcomes,
especially in terms of swift recovery from symptoms like headaches, pain, weakness, cranial
nerve issues, and specific sensory losses [34].

Chiari II malformation (CM-II), also referred to as Arnold-Chiari malformation, repre-
sents a congenital anomaly that is frequently identified and characterized by a constellation
of neuroanatomical abnormalities. These include a beaked appearance of the midbrain
and caudal displacement of the cerebellar tonsils and vermis, in conjunction with spinal
myelomeningocele. There is a prevalent misconception that posits CM-II as a mere exacer-
bation of Chiari I malformation (CM-I); however, these entities are distinct, albeit with some
similar radiological presentations. A notable correlation exists between myelomeningocele
and CM-II, with the latter condition often co-occurring with hydrocephalus [42].

A spectrum of additional pathological features is associated with CM-II, such as
cerebellar dysplasia, caudal elongation of the pons and medulla oblongata, and caudal
migration of the fourth ventricle into the cervical spinal canal. Magnetic Resonance Imaging
(MRI) remains the cornerstone of diagnostic evaluation, offering a detailed assessment of
the patient’s neuroanatomy [43].

Therapeutic approaches for CM-II are predominantly surgical, aiming to address
structural anomalies and ameliorate associated symptoms. The prognosis for individuals
with CM-II is variable and is contingent upon the severity of the anatomical malformations
and the clinical manifestations exhibited by the patient.

Among the spectrum of Chiari malformations, Type III is acknowledged as the least
common variant. Magnetic Resonance Imaging (MRI) serves as a non-invasive diagnostic
modality for Chiari Type III malformation. During the prenatal phase, the implementation
of MRI, specifically employing a Single Shot Fast Spin Echo (SSFSE) sequence, can provide
crucial insights following sonographic indications of this malformation [44]. This imaging
technique empowers obstetricians to anticipate potential delivery complications, strategize
the method of delivery, and engage neurosurgical collaborators. The symptomatic mani-
festations of Chiari Type III are diverse, encompassing hypotonia, hyperreflexia, seizures,
developmental delays, central apnea, dysphagia, and dystonia, with symptom severity
not necessarily corresponding to the extent of hindbrain or cervical cord herniation. The
prognosis for individuals with Chiari Type III malformation is not universally unfavorable
but hinges on multiple factors, including herniation locale, encephalocele constituents, sac
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coverage, associated anomalies, and the age at surgical intervention. The timing of neuro-
surgical measures is contingent upon the child’s stability and factors like encephalocele
size, neurological symptom progression, sac coverage integrity, and the risk of infection
associated with compromised skin coverage. Prognostic assessment is informed through
the constellation of neurological deficits at birth, such as respiratory distress, hypotonia,
and dysphagia [45]. MRI plays a pivotal role in gauging the extent of herniation, which
may inform symptom severity predictions, particularly given that critical medulla oblon-
gata impairment often results in spontaneous breathing challenges. Therefore, a prudent
approach is advised in the classification of Chiari Type III malformations, recognizing
that the presence of a fluid-filled sac in the nuchal region does not unequivocally consti-
tute this condition. Variability in presentation warrants meticulous scrutiny for accurate
identification, which may alter prognostic expectations and therapeutic decisions.

In his work of 1895, Hans Chiari expanded the nosology of congenital hindbrain
anomalies with the introduction of a fourth category, which he designated as “Chiari IV
malformation”. This addition to the pre-existing triad of malformations—Chiari I, II, and
III—was predicated on the pathological findings observed in two patients. Distinct from
the herniation characteristic of the posterior cranial fossa contents into the spinal canal,
which is a hallmark of the other Chiari malformations, the Chiari IV subtype is defined by
cerebellar hypoplasia in the absence of such herniation [46].

The delineation of Chiari IV malformation with Chiari elucidated a separate clinical entity,
thereby refining the understanding and classification of cerebellar developmental anomalies.

The Chiari zero malformation (CM0), an infrequent subclass within the Chiari mal-
formation spectrum, is characterized by the absence of hindbrain herniation—a defining
feature of other Chiari malformations [47]. Initially, CM0’s hallmark was the presence of
syringomyelia, which was observed to resolve following posterior fossa decompression.
However, contemporary findings have led to a revision in the diagnostic criteria, with
the presence of syringomyelia no longer deemed a prerequisite for diagnosis. Although
uncommon, there is also an established association between CM0 and syringobulbia [48,49].

This reevaluation of the diagnostic framework for CM0 reflects an evolving under-
standing of the condition and underscores the variability of its presentation. The acknowl-
edgment of CM0 as a distinct clinical entity despite the absence of cerebellar herniation
represents an advanced comprehension of the Chiari malformation spectrum.

3.3. Implications of These Changes on Overall Health

Any enlargement within the central nervous system can elevate venous pressure.
This is because veins, being compressible, can experience decreased blood flow when
there is a rise in CNS volume. This can potentially lead to an incremental increase in
the cerebrospinal fluid (CSF) volume. Any condition that limits the space available for
venous volume can trigger venous insufficiency. Healthy CSF circulation aids in optimizing
venous drainage by regulating pressure within the central nervous system, facilitating its
movement between the head and the spine. Conversely, any obstruction to this flow can
spike localized pressures, hampering venous drainage [50].

Chiari malformations are tied to herniation of the hindbrain, often attributed to
a disparity where spinal pressures are lower than those in the cranium. This leads to
symptoms related to the hindbrain, often stemming from compression of the cerebellum
and brainstem. When spinal damage arises from a Chiari malformation, the core issue is
typically an underdeveloped posterior fossa, leading to heightened spinal pressures. This
restricted posterior fossa space obstructs the CSF’s movement from the spine to the brain
as blood flows into the central nervous system during motion. As a result, periodic spikes
in spinal pressure, especially during movements, can harm the spinal cord. It is believed
that this underdevelopment of the posterior fossa, which begins in the fetal stage, can lead
to syringomyelia post-birth and, subsequently, spinal cord damage in conditions like spina
bifida. There is also a theory that hydrocephalus might be a byproduct of this posterior
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fossa underdevelopment. Here, pressure increases due to obstructed CSF flow from the
brain to the spine, and in cases like anencephaly, this can lead to brain injury [38].

The prevailing understanding of dysraphism is that it results from diminished cen-
tral nervous system pressure and the harmful effects of amniotic fluid on the CNS. The
perspective presented here leans toward viewing spina bifida as a progressive fetal hy-
drocephalus manifestation. It is suggested that inadequacies in mesodermal growth can
influence both the closure of the neural tube and the pressure within the CNS, culminating
in dysraphism [51].

4. Pathogenesis of Syringomyelia: Lessons from Observations in Dogs
4.1. Summarized Key Findings from Canine Studies

Chiari-like malformation (CM) and syringomyelia (SM) frequently occur in small toy
breed dogs, especially in the Cavalier King Charles Spaniel (CKCS), often leading to severe
clinical symptoms [52].

Various terms such as caudal occipital malformation syndrome (COMS), occipital
hypoplasia, Chiari malformation, and hindbrain herniation have been used to describe
CM in veterinary literature. However, the Chiari-like Malformation and Syringomyelia
Working Group has recently reached a consensus to refer to this condition as Chiari-like
malformation (or CM) when discussing canines. Notably, this malformation is observed as
an inherent trait in the CKCS breed, with a staggering occurrence rate of 100% [53].

CM/SM is characterized by a series of structural deformities in the skull and occipital
bone, causing compression and, in certain instances, a posterior shift of the cerebellum
(CM), as well as the presence of fluid inside the spinal cord tissue, known as SM.

Given the widespread nature of CM and SM within the CKCS breed, multiple studies
have been conducted to analyze breed-specific skull shapes and dimensions to shed light
on their role in causing SM [54]. A detailed breakdown of recent morphometric analyses,
their findings, and potential implications on SM’s onset can be found in Table 2.

Table 2. Significance of Published Morphometric Studies in Understanding the Etiology of Sy-
ringomyelia. The table presents the essential traits that amplify the likelihood of CM/SM develop-
ment, with a focus on dog breeds in these studies.

Fundamental Characteristic Mechanism Supportive Findings Citations

The early fusion of the
spheno-occipital synchondrosis
leads to brachycephalicism and

miniaturization.

Easly fusion leads to reduced
skull length, triggering

compensatory elongation of other
calvarial bones.

• A smaller skull width:length ratio guards
against SM.

• Dogs with a less prominent, caudally distributed
cranium shape have protective attributes.

• CM dogs show a shorter distance between the
FM and the pons.

• CKCS dogs with CM have a shorter
spheno-occipital junction to atlas length and a
reduced spheno-occipital angle.

[55,56]

Overcrowding of the whole brain
leads to the displacement of the

cerebellum and brainstem
towards the caudal region.

• Dogs with CM display shorter cerebral:cranial
length than control brachycephalic dogs.

• Greater cerebellar herniation links to decreased
cerebral:cranial length.

• CM-affected dogs show reduced
FM-to-pons distance.

• CM in CKCS dogs leads to rostral forebrain
flattening and a distinct combo of shortened
basicranium with heightened cranial height.

[57,58]

The cause of overcrowding is
linked to a smaller caudal

cranial fossa.

• CKCS with SM have smaller CCF volume than
mesaticephalic dogs.

• Reduced caudal CCF volume in CM/SM CKCS
compared to CM alone.

[27,57,59]
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Table 2. Cont.

Fundamental Characteristic Mechanism Supportive Findings Citations

CM leads to secondary effects that
raise uncertainty about their

impact on the development of
syringomyelia.

CM leads to the herniation of the
cerebellum and brainstem.

• CKCS dogs with CM/SM show stronger
cerebellar pulsations during systole, potentially
affecting CSF flow further;

• Higher medullary kinking index links to SM
presence and severity.

[60,61]

Occipital hypoplasia undergoes
gradual development.

• As the foramen magnum (FM) gets bigger,
cerebellar herniation increases.

• Over time, both the FM height and cerebellar
herniation length consistently increase.

[60]

A shortened skull base can
decrease the size of the jugular

foramen and increase ICP.

• CKCS with CM/SM have a smaller JF volume
than CM alone. Moreover, venous congestion
may influence CSF pulse pressures and result
in SM.

[26,62]

Clinical signs related to CM/SM
are impacted by issues in the

craniocervical junction.

Simultaneous CJA influence both
symptoms and SM progression

• CKCS shows a greater occurrence of AOO
compared to other small toy breeds.

• Atlantoaxial bands are linked to increased SM
severity and noticeable clinical symptoms.

[63,64]

Brain parenchyma size results in
overcrowding.

Overcrowding occurs as a
consequence of an

enlarged cerebellum

• CKCSs have larger caudal fossa parenchyma
than other small breed dogs with similar
CCF sizes;

• CKCS with SM have a larger CCF parenchyma
size but similar CCF size than those without;

• The cerebellum is the larger portion of the
CCF parenchyma.

[58]

AOO, atlanto-occipital overlapping; CKCS, Cavalier King Charles Spaniel; CCF, caudal cranial fossa; CM, Chiari-
like malformation; CSF, cerebrospinal fluid; CJA, craniocervical junction abnormalities; SM, Syringomyelia; FM,
foramen magnum; ICP, intracranial pressure; JF, jugular foramen.

4.2. Extrapolation to Human Pathogenesis

CM in canines presents a naturally occurring counterpart to CMI in humans, offering
valuable insights into the human SM research sphere.

Caudal Cranial Fossa (CCF) Anatomy

The CCF is the internal cranial space housing the cerebellum, pons, and medulla
oblongata. Inside, it is bordered by the tentorium cerebelli on the top and front, and its base
stretches from the petrosal crests and dorsum sellae to the foramen magnum. Externally, it
is framed by the triangular occipital bones: the supraoccipital, basioccipital, and paired
exoccipitals. The posterior fossa’s volume is pertinent to CMI, as it is notably reduced in
children with both CMI and SM [65].

Researchers have employed a 3D volumetric approach to contrast the craniocerebral
volumes of CKCS with those of other small breeds and Labrador retrievers. Interestingly,
while CKCS had a CCF volume comparable to smaller breeds, the tissue volumes within
this CCF were akin to those in Labradors. This hints at a potential volumetric congestion of
the CCF. Subsequent discoveries affirmed that this increased congestion correlated with
the existence and severity of SM [66].

This leads to the hypothesis that CKCS’s brains, irrespective of their short-skulled
(brachycephalic) nature, might be disproportionately large for their cranial encasement.
A study by Shaw et al. [67] revealed that the CKCS possessed a larger cerebellum in
comparison to both smaller breeds and Labradors. The cerebellum’s volume also showed
an association with SM. These structural anomalies might contribute to aberrant cerebellar
functionality, with a recent analysis indicating CKCS exhibits varied gait patterns indicative
of ataxia [68].
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Two primary hypotheses have been put forth to explain this volumetric disparity. The
first suggests that premature cranial suture closure (craniosynostosis) disrupts regular skull
growth trajectories. This theory aligns with observations in human CMI patients, where
there is an underdevelopment of cranial base bones [69]. In CKCS, a short basioccipital
bone was associated with SM [70]. Studies have indicated that CKCS tend to exhibit
notably earlier skull base growth plate (synchondroses) sealing when compared to both
short-skulled (brachycephalic) and medium-skulled (mesaticephalic) breeds [71].

The second theory postulates a communication breakdown between the distinct
cartilage-forming mesodermal precursors responsible for the occipital bones and the sealing
neural tube, resulting in a limited volume for the CCF tissue. In human embryos, the CCF’s
growth mirrors that of the cranial fossae, seemingly independent of cerebellar development.
Given that cerebellar expansion is a late-stage event in fetal development and continues
post-birth in species like dogs and cats, it is plausible that the CCF might not sufficiently
accommodate CKCS’s relatively large cerebellum. This congestion is especially pronounced
in the CCF’s posterior region, potentially altering CSF dynamics [72].

5. The Role of Genetics in Chiari Malformation and Syringomyelia
5.1. Current Understanding of the Genetic Basis

While CM was once believed to be an isolated disease, research involving families
suggests that genetics play a role in its development. The presence of the disease in
multiple family members points to a possible genetic link, and pinpointing the exact genes
or mutations responsible could enhance diagnostic and therapeutic approaches [73].

The term “familial aggregation” denotes the appearance of a disease or condition
within several family members, suggesting its incidence is higher than what might be
expected in the general population. With respect to CM, studies indicate that immediate
family members (like parents, siblings, and children) of those afflicted have a significantly
increased risk of developing the condition, underscoring the potential role of genetic
predisposition [74].

The nuances and severity of CM can differ even among relatives, hinting at the
potential influence of multiple genetic variations. In certain families, CM might be passed
down as an autosomal dominant trait, where a single mutated gene from one parent is
enough to manifest the disease. However, in other scenarios, the development of CM could
arise from a combination of several genetic elements and environmental factors, leading to
a more intricate inheritance pattern [75].

5.2. Identified Genes and Their Impact

The study by AvŞar T et al. [74] examines two families with members diagnosed
with CMI. In the first family, surgical intervention for CMI was performed on two female
siblings, while in the second family, both the mother and the second son underwent surgery
for the same condition. The predominant clinical symptoms among these individuals
were occipital headaches that intensified during straining or post-coughing, difficulty
swallowing, extremity numbness, and an impaired ability to distinguish between hot and
cold sensations, particularly in the legs.

Members of both families who did not exhibit symptoms were given cranial MRI
scans, and the diagnosis of CMI was excluded for them. Every patient across both families
was treated using a standard surgical method known as posterior fossa decompression
combined with an extensive duraplasty.

The data from the microarray was analyzed using two primary methodologies. Firstly,
single nucleotide variations (SNVs) from both affected and unaffected family members were
juxtaposed. The mutations discovered in the symptomatic members of both families are
detailed in a table. Secondly, a different table (Table 3) showcases chromosomal differences
across all members, both affected and unaffected, from the two families.
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Table 3. List of common single nucleotide variations in both families.

Chr. Location Gene Biological Process/
Gene Ontologya Variant Classc Enhanced Expressiond

9q34.11 USP20 Endocytosis, Ubl
conjugation pathway Intronic Low tissue specificity

5q31.1 TRPC7 Calcium transport Intronic
Adrenal gland, brain,
intestine, kidney, pituitary
gland, testis

9q33.2 TRAF1 Apoptosis Intronic Low tissue specificity

5q31.3 SLC4A9 Anion transmembrane
transporter activity Missense Kidney, heart

9q33.2 PHF19 Chromatin regulator Intronic Low tissue specificity

9q33.3 OLFML2A Protein homodimerization
activity Missense Low tissue specificity

5q31.3 NR3C1 Apoptosis, cell cycle,
transcription regulation Intronic Low Tissue Specificity

13q33.3 MYO16 Motor activity, actin binding Intronic Brain

9q33.3 MVB12B Protein transport Intronic Brain

9q34.11 LOC101929331 N/A Intronic N/A

5q31.3 LOC101926941 N/A Intronic N/A

5q31.1 LOC100996485 N/A Intronic N/A

17q21.33 LOC100288866 N/A Intronic Low tissue specificity

5q23.1 LINC00992 N/A Intronic Pancreas, colon

3p24.1 LINC00693 N/A Intronic Brain

7q22.3 LHFPL3–AS2 N/A Intronic Kidney

7q22.2 LHFPL3 N/A Intronic Brain

5q32 HTR4 G protein-coupled
receptor activity Intronic Brain, heart muscle,

intestine, pituitary gland

5q31.1 FSTL4 Calcium ion binding, metal
ion binding Intronic Brain

5q31.3 FGF1 Angiogenesis, differentiation Intronic Brain, heart muscle, kidney

13q33.3 FAM155A Calcium ion import across
plasma membrane Intronic Brain, pituitary gland

13q.34 COL4A2 Basal membrane formation Intronic Placenta

13q.34 COL4A1 Basal membrane formation 5’UTR Placenta

9q32 COL27A1 Extracellular matrix
structural constituent Intronic Brain, uterine, cervix

9q33.2 CNTRL Cell cycle, cell division Intronic Low tissue specificity

9q33.1 BRINP1
Inhibits cell proliferation with
negative regulation of the
G1/S transition

Intronic Brain

9q33.1 ASTN2 Protein transport Intronic Low tissue specificity

5q31.3 ARHGAP26 GTPase activity Intronic Low tissue specificity

5q32 ADRB2 G protein-coupled
receptor activity Intronic Blood

Single nucleotide variations (SNVs) were assessed in both families, and shared varia-
tions were cataloged in a table. The majority of these variations were found within introns.
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Still, two missense variations and a single 5’UTR variation were identified. None of the
variations highlighted in the table have been previously marked as clinically significant in
the ClinVar database [76].

5.3. Potential Avenues for Future Research

Investigating the genetic underpinnings of Chiari malformation and syringomyelia is
an evolving field of research. Potential research directions include:

1. Genome-wide Association Studies (GWAS):
Initiate expansive GWAS to pinpoint genetic variants correlated with the onset of

Chiari malformation and syringomyelia. This could reveal specific genes or pathways
implicated in these conditions [77].

2. Gene Expression Analysis:
Assess the gene expression patterns in individuals diagnosed with Chiari malforma-

tion and syringomyelia in comparison to their healthy counterparts. This could shed light
on molecular pathways that are disrupted and potential treatment targets [78].

3. Functional Experiments:
Undertake functional experiments to discern the biological impact of genetic variants

linked to Chiari malformation and syringomyelia. This could encompass experiments
using cell cultures or organoids as disease models [79].

4. Exploring Gene Therapy:
Investigate the feasibility of gene therapy as a therapeutic approach for Chiari mal-

formation and syringomyelia. Cutting-edge gene-editing tools like CRISPR/Cas9 present
novel avenues for rectifying genetic mutations that cause diseases [80].

By exploring these research paths, we can enhance our comprehension of the genetic
factors underlying Chiari malformation and syringomyelia. This could pave the way for
refined diagnostic techniques, specialized treatments, and, ultimately, improved patient
care and prognosis.

6. Clinical Phenotypes in Chiari and Syringomeylia
Presentation and Clinical Features in Chiari Malformation

Clinical manifestations of CMI are varied. Symptoms can encompass head, neck, and
back discomfort, pain in the shoulders (cape pain), limb pain that’s not linked to nerve
roots, weakness, tingling sensations, balance disturbances, double vision, ringing in the
ears, hearing impairment, fainting, slurred speech, difficulty swallowing, urinary issues,
and disrupted sleep [81]. Observable clinical signs can include issues with cranial nerves
(like nystagmus, swallowing difficulties, and sleep apnea), compression of the brainstem
(resulting in fainting, hearing loss, and heart rate abnormalities), cerebellar indications (like
coordination problems), and spinal cord complications (such as heightened reflexes and
spasticity) [81].

The most commonly observed symptom in CMI is a distinct headache in the back
of the head or upper neck region, characterized as sharp or pulsating and intensified by
actions like coughing, Valsalva maneuvers, changes in posture, or physical activity [82].
This type of headache is classified by the International Headache Society as 7.7, specifically
attributed to Chiari malformation type I (Q0.70).

There have been studies aiming to distinguish the various headache types in CMI
and their causal relationships. Pascual et al. studied 50 CMI patients and found that
52% experienced headaches [83]. Based on IHS criteria, these headaches varied in type.
While 14 patients had the typical CMI-associated headache, others experienced migraines,
tension-related headaches, or even trigeminal neuralgia. Interestingly, the severity of pain
was related to the extent of the cerebellar tonsil herniation but not to the deformity of
the occipital bone. Toldo et al. identified that among 45 young patients with CMI, the
primary symptom was typically a headache, with the classic CMI type being most prevalent.
If a headache coexisted with three other CMI clinical signs, it was a strong indicator of
pronounced tonsillar displacement [84].
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Wu et al. undertook a retrospective evaluation of 49 children with CMI, all under
14 years old [85]. The most frequent symptoms were headaches, neck pain, and coordina-
tion issues. However, only three experienced the classic CMI headache. The study found
no significant correlation between the severity of symptoms and the degree of tonsillar
herniation or MRI CSF flow abnormalities. This sample, however, was relatively small.

Pujol et al. proposed that rather than the size of the cerebellar tonsils, the extent
of their movement could be the determinant of cough-induced headaches [17]. Patients
experiencing such headaches showed greater tonsillar motion than those who did not. The
conclusion was that the intensity of tonsillar movement and the reduction of the arachnoid
space were linked to this specific symptom but not to the occurrence of syringomyelia.
Such findings prompt further exploration into CMI’s origins.

Furthermore, Wu et al. [85] suggested that clinical manifestations might arise when
scarring and adhesive formations occur in the arachnoidal layers at the foramen magnum,
potentially due to continuous contact of the cerebellar tonsils with the bone. This might
amplify hindbrain compression, producing signs and symptoms and even initiating the
development of syringomyelia. This is among the various hypotheses proposed to explain
the genesis of CMI.

This study aimed to evaluate the clinical presentations, imaging results, treatment
outcomes, and importance of post-traumatic syringomyelia (PTS).

The study group was composed of nine males aged between 30 and 68, with an average
age of 51.2 years. When injured, their average age was 27.7 years, with ages ranging from
20 to 45 years. Injury causes included motor vehicle crashes for four participants, falls for
another four, and a spinal injury for the remaining one. Among them, seven had spinal
fractures, one had a spinal dislocation, and another had an SCI. The period between the
initial trauma and the emergence of new symptoms varied widely, from 3 to 44 years, with
an average of 21.9 years. The most common new symptom was motor weakness, observed
in five patients. This was followed by sensory issues and pain in four patients and urinary
dysfunction in one patient [86].

7. Diagnostic Investigations: Old and New Neurophysiological Methods
7.1. From Traditional Diagnostic Methods to Newer Neurophysiological Techniques—Comparison
and Evaluation of Effectiveness
7.1.1. Introduction

For diagnosing CM-I, neuroradiology plays a pivotal role, providing insight into
the related anatomical structures and fluid dynamics. Techniques include magnetic reso-
nance imaging (MRI) with dynamic and upright perspectives, alongside myelography and
computed tomography (CT) [87].

The growing reliance on neuroimaging has led to an increase in the number of indi-
viduals termed “victims of contemporary imaging technology” [88]. While over 1% of the
population receives a CM-I diagnosis, the majority of these cases are incidental discoveries
that do not necessitate intervention [9,89]. Receiving a Chiari malformation diagnosis
can stir anxiety among patients and might be attributed as the cause of a wide range of
symptoms. However, many of these symptoms do not see improvement even after surgical
intervention. The extent of tonsillar herniation is not always a reliable indicator of its
clinical importance or an indicator of functional impairment. The foundational step in any
assessment is a thorough clinical history gathering, followed by a comprehensive physical
and neurological evaluation (Figure 1).
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7.1.2. Computed Tomography (CT)

Despite the proliferation and accessibility of advanced neuroimaging techniques,
many patients initially receive their diagnosis via a CT scan. Even though the majority
of patients eventually undergo MRI, CT scanning remains indispensable for evaluating
bone structures, especially in those with innate or developed bony irregularities at the
craniocervical junction. Such scans can also assist with dynamic investigations (refer to the
section on dynamic mobility studies). Various anomalies, including basilar invagination,
platybasia, Klippel-Feil, atlanto-occipital assimilation, and other intricate abnormalities,
might be identified [8]. Furthermore, CT can be employed in CT myelography to examine
potential hidden spinal CSF leaks. Although MR myelography might offer greater precision,
there are existing apprehensions regarding the use of intrathecal gadolinium [90].

7.1.3. Magnetic Resonance Imaging (MRI)—Brain
Tonsillar Herniation

For the primary assessment of CM-I, MRI scans of the brain and cervical spine are
the preferred imaging methods. While a CM-I diagnosis is typically made on the T1 or T2
sagittal midline MRI view, evaluating the vertical distance between the tip of the herniating
tonsil and the foramen magnum (McRae’s line), it is crucial to recognize that tonsils are
three-dimensional and can vary in size, shape, and extension (Figure 2). Therefore, coronal
views can offer additional critical data for diagnosis and surgical planning [10].

7.2. Newer Neurophysiological Techniques

Several grading systems based on tonsillar descent and patient age have emerged.
Aboulezz et al. (1985) [91] proposed that tonsillar positions be deemed normal up to 3 mm,
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borderline between 3 and 5 mm, and abnormal beyond 5 mm. Age-dependent thresholds
were subsequently suggested: 6 mm for up to 10 years, 5 mm for ages 10–30, 4 mm for
ages 30–70, and 3 mm for those over 70 [11,92]. This upward shift of the cerebellar tonsils
with age may be more linked to the overall reduction in brain volume over time than to
CM-I’s inherent characteristics.

A specific millimeter value for tonsillar descent can be misleading [93], except when it
indicates a growing intracranial pressure or persistent spinal subarachnoid hypotension.
Terms like Chiari 0 and Chiari 0.5 have been introduced, referring to patients with 0 mm
or <5 mm of tonsillar descent, respectively, who still exhibit related symptoms and benefit
from surgery. Comprehensive radiological imaging should primarily focus on thoroughly
examining the 3D anatomy and CSF dynamics at the craniocervical junction.
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Figure 2. MRI in sagittal T1-weighted sequence (A) and T2-weighted sequence (B) are shown. Both
sequences illustrate a moderate hypoplasia with the characteristic of Chiari malformation peg-like
appearance of the cerebellar tonsils; moreover, important downward herniation below the McRae
line is depicted (Personal case of Assoc. Prof. Horia Ples MD. PhD.).

7.2.1. The Size of Posterior Cranial Fossa (PCF)

The most commonly believed origin of a CM-I is an abnormality in the paraxial
mesoderm, which results in a developmental disparity between neural and bony compo-
nents [94]. The size of the PCF can be evaluated using distinct linear markers. In CM-I pa-
tients, the lengths of elements like the clivus, supraocciput, and exocciput tend to be shorter
than in their healthy counterparts, though normal values can vary substantially [94–96]. A
category defined as classical CM-I has been proposed for those with occipital bone hypopla-
sia and a smaller PCF volume without other causal factors [97]. Another research group
developed a prediction model for CM-I symptomatology, independent of tonsillar hernia-
tion level, with an accuracy of 93% sensitivity and 92% specificity, based on measurements
like the osseous PCF area and clival length [98].

Patients with symptoms resembling Chiari but without significant cerebellar tonsillar
herniation exhibited similar morphological findings [38,99]. Nevertheless, certain studies
found no link between the size of the PCF and clinical symptoms [100]. Given these
inconsistent results, the present consensus is that linear measurements of the PCF do not
add much value to the radiological assessment.
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Newer neurophysiological techniques.
Explorations into volumetric analysis show promise. The standard volume of the

posterior fossa in healthy individuals stands at about 190 mL [97]. A volume ratio, which is
the brain volume relative to the cranial volume in the PCF, was examined and found to be
significantly larger in CM-I patients compared to healthy ones [95]. Moreover, a smaller
PCF to supratentorial volume ratio was associated with better post-surgery outcomes,
and this was also true for the craniectomy extent and the PCF volume increase [101].
Predictions about the necessary craniectomy extent and optimal PCF volume increase
could be drawn from pre-surgery MRI data [102]. Even with these potential benefits
in diagnosis and prediction, PCF volume assessments are seldom employed in clinics
due to the intricate volume calculation process, though this could change as automatic
segmentation technologies advance.

7.2.2. Hydrocephalus

Chiari proposed that CMs might stem from prolonged hydrocephalus. However,
only about 7–11% of CM-I patients present with hydrocephalus or idiopathic intracranial
hypertension (IIH) [94,103]. The causal dynamics could differ among patients. For instance,
hydrocephalus might result from the obstruction of the foramen of Magendie and the
associated CM-I impeding the IVth ventricle outflow, or hydrocephalus or IIH might
cause tonsils to herniate downwards, leading to a CM-I [104,105] (Figure 3). In initial
patient evaluations, symptoms and indicators of hydrocephalus are examined. If detected,
the primary treatment target becomes the hydrocephalus over the CM-I [106]. Tools like
MRI scans, MR or CT venography, intracranial pressure monitors, and venous pressure
measurements can guide treatment decisions.
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8. Surgery in Chiari 1 Malformation with and without Syringomyelia
8.1. Indications for Surgery

The availability of multiple surgical treatments for CM-I underscores that no single
procedure is ideal for every patient. Numerous clinical series indicate that a combination of
suboccipital craniectomy, the removal of C1’s posterior arch, and augmentative duraplasty
is the foundational surgical approach. This is frequently applied to most Chiari I patients
and is commonly adopted by many neurosurgeons. The combination of suboccipital poste-
rior fossa decompression and atlas laminectomy is seen as the standard surgical strategy for
the majority of symptomatic CM-I patients [107,108]. Clinical series have reported between
95 and 97% improvements in their patients’ preoperative symptoms [107,108]. Nonetheless,
positive results have been documented from alternative procedures, such as modified
osseous posterior fossa decompression [109,110]. Sindou et al.’s [109,111] recommendation
for a comprehensive suboccipital craniectomy and broader foramen magnum opening has
not shown superiority over the conventional suboccipital craniectomy. Moreover, the ex-
tended craniectomy might introduce additional risks, including potential vascular injuries,
longer surgery durations, and a heightened likelihood of postoperative CSF leaks.

In the same vein, extensive arachnoidal adhesion lysis has not conclusively shown
benefits over duraplasty alone. However, in reoperations, using arachnoid dissection can
be beneficial in addressing adhesions and restoring CSF flow. An essential aspect to note is
that detecting arachnoidal veils or posterior fossa compartmentalization on preoperative
MRI suggests the need for more intensive arachnoidal dissection to rectify compromised
CSF flow [112]. But in initial operations, especially in children, arachnoidal adhesions are
infrequent. Furthermore, the dissection might provoke additional postoperative arach-
noidal adhesions. The matter of cerebellar tonsil reduction or removal remains debated.
The paucity of comparative studies hampers the evaluation of this technique’s efficacy. In
situations where cerebellar tonsils are significantly affected, their removal might aid CSF
circulation. But, surgeons must be wary of nearby posterior inferior cerebellar arteries
during this procedure. An additional consideration is that tonsil removal might lead to
postoperative complications like nausea and vomiting. Alden et al.’s [110] and Valentini
et al.’s [113] findings incorporated tonsil removal in their procedures, which aligned with
outcomes from series that avoided tonsil resection. Another technique involves obstruct-
ing CSF flow via the obex in CM-I management [114]. Its efficacy in improving patient
outcomes remains uncertain.

8.2. Current Surgical Techniques and Their Outcomes

Reports indicate that foramen magnum decompression (FMD) for syringomyelia
related to Chiari I malformation leads to the shrinkage of the syrinx cavity and relief from
neurological symptoms [115,116].

Pain throughout the body, including the limbs, is a primary concern for syringomyelia
patients. The underlying causes remain somewhat elusive, and only a few studies have
thoroughly examined the relationship between syrinx location and body pain in this
malformation [117,118].

Surgical interventions for syringomyelia linked to Chiari I malformation aim to di-
minish the syrinx size via enhancing cerebrospinal fluid flow. Employing procedures like
FMD and syringosubarachnoid shunts, there has been progress in achieving this objec-
tive. Nevertheless, the clinical symptoms do not always align with the reduction in the
syrinx size, posing challenges in treatment [117]. Pain stands out as a primary symptom of
syringomyelia. With the prevalent use of MRI, early detection has improved. However,
some patients continue to experience persistent pain. The exact mechanisms causing pain
related to syringomyelia remain a subject of inquiry. Currently, predicting post-surgical im-
provements is challenging, and treatment outcomes can be unpredictable. The type of pain
associated with syringomyelia is known as deafferentation pain and is believed to be linked
with spontaneous pain, hyperesthesia, allodynia, or dysesthesia. Disruptions in the pain
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pathway anywhere from the spinal cord’s dorsal horn to the cerebral cortex might trigger
this pain. In syringomyelia cases, the dorsal horn’s involvement has been highlighted.

Nakamura et al. observed that the syrinx’s shape at the spinal cord level corresponded
with the pain site’s dermatome. They found that post-surgery pain is often persistent in
the deviated type, where the MRI shows the syrinx on the spinal cord’s posterolateral side.
Here, the syrinx’s location aligns with the spinal cord’s dorsal horn gray matter, indicating
a potentially irreversible alteration in the dorsal horn [118].

Milhorat et al. [117] pointed out that when there is persistent pain, the syrinx often
reaches the spinal cord’s dorsal horn, where there is a heightened concentration of substance
P in the Rex I–III layers of the same section. They proposed that the spinal dorsal horn
plays a role in syrinx development and pain onset.

They also found that among the enlarged-type syrinxes, those that are either resolved
post-surgery or transition to a central type likely originate from the expanded central canal
of the spinal cord. It was noted that nerve fibers in the afferent pathway, specifically those
traversing the anterior gray commissure (lateral spinothalamic tract), tend to experience
functional recovery, leading to relief from deafferentation pain. This is attributed to the
syrinx size reduction and the subsequent decompression. It is theorized that a deviated-
type syrinx might either extend from the enlarged central canal to the dorsal horn or
originate directly at the dorsal horn, independent of the central canal. In both scenarios,
if the dorsal horn neurons sustain irreversible damage, the deafferentation pain remains
unrelieved, regardless of the post-surgery reduction of the syrinx size.

Literature is limited concerning the relationship between the syrinx’s shape, pain, and
the surgical outcomes of syringomyelia linked to Chiari I malformation. There is also a
notable scarcity of studies using a quantitative VAS (Visual Analog Scale) to assess pain
before and after surgery.

In the study in question, it was demonstrated that in cases with a deviated-type syrinx,
the dermatome level in the upper limb, corresponding to the pain location, aligned with the
spinal cord level where the syrinx deviated. The pain intensity was further quantified using
the VAS score. The findings revealed that individuals with a pre- and post-surgery deviated-
type syrinx on MRI usually experienced more severe pain compared to those with other
syrinx types. This suggests that the pain’s intensity, pre- and post-surgery, is heightened
when the syrinx deviates towards the spinal dorsal horn, as visualized on an MRI. Patients
suffering from syrinx-related pain, especially the deviation type, were diagnosed early and
received prompt surgical intervention. The pain associated with a syrinx seems to hinder
daily activities significantly. Exploring the pain related to syringomyelia appears to be a
crucial area of future research [117].

A succinct synthesis of a retrospective analysis was conducted by Goel et al. [119–121]
on a cohort of 388 patients diagnosed with Chiari formation (CF), with a focus on the
application of atlantoaxial fixation. It encapsulates the postoperative clinical enhancements,
corroborated using the radiological diminution of syrinx dimensions, and underscores a
paradigm shift in the etiopathogenetic understanding of CF, positing atlantoaxial instability
as a pivotal factor (Table 4).

Table 4. Surgical approach and clinical outcomes of Chiari type 1 malformation.

Category Details

Patient Cohort 388 patients with Chiari formation

Surgical Approach Atlantoaxial fixation

Clinical Outcomes 99.4% of patients showed immediate postoperative and sustained improvement

Radiological Outcomes
Reduction in syrinx size in 65 out of 221 patients in the immediate post-operative
phase; significant syrinx size reduction in 95 out of 110 cases on delayed
post-operative scans
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Table 4. Cont.

Category Details

Pathogenesis Perspective Proposed atlantoaxial instability as a nodal point of pathogenesis for
Chiari 1 formation

Treatment Goals Achieve firm atlantoaxial fixation resulting in segmental arthrodesis; no foramen
magnum decompression or syrinx manipulation

Surgical Technique Lateral mass plate and screw fixation; avoidance of metal spacers post-2013 in favor
of bone grafts for realignment and arthrodesis

Postoperative Management Hard cervical collar for 3 months to facilitate bone fusion

Complications Vertebral artery injury in a few cases; technical difficulties due to complex
craniovertebral junction anatomy

Improvement Indicators Immediate postoperative improvements in clinical symptoms such as voice volume,
breathing, pain relief, and motor function; progressive improvement over time

Long-term Observations Reversal of spinal deformities and recovery from major presenting symptoms in the
im-mediate postoperative period

Clinical Assessment Utilized Goel clinical grading scale, JOA score, VAS, and patient self-assessment;
reviewed by independent neurosurgeons

Radiological Assessment Postoperative CT and MRI to evaluate syrinx size reduction and tonsillar
herniation re-gression

Considerations for Pediatric Patients Symptoms and alterations in pediatric cases likely depend on the onset and degree
of at-lantoaxial instability

8.3. Conclusions

The morphology of the cavity and related pain of syringomyelia linked to Chiari I
malformation were prospectively analyzed using the VAS score, both before and after
surgery. The findings indicate that pre- and post-surgery pain tends to be more pronounced
when the syrinx shifts towards the spinal dorsal horn, as observed on an MRI [55].

9. Surgical Strategies in Isolated Syringomyelia
9.1. Indications for Surgery

A variety of surgical interventions have been proposed to treat post-traumatic sy-
ringomyelia. However, some techniques, like omental grafting, are now rarely per-
formed [56]. The two primary methods employed are direct drainage of the syrinx cavity
and the reconstruction of the spinal subarachnoid pathways. The syrinx can be drained into
spinal subarachnoid channels or the pleural or peritoneal spaces. However, direct drainage
often encounters issues, such as blockage of the tubes, prompting follow-up surgeries.
These procedures typically involve a myelotomy, which can result in the loss of dorsal
column function in individuals who have retained some neurological function in their
lower limbs. Moreover, syringomyelia cavities can be compartmentalized, complicating or
even preventing the proper placement of a drainage catheter. Lastly, even if the syrinx is
effectively drained, new cavities can form adjacent to the original one unless the root cause
is addressed.

Reconstructing the subarachnoid channels seeks to restore the flow of cerebrospinal
fluid, addressing the root cause of syrinx formation. If successful, this technique can
lead to the complete or near-complete and lasting collapse of the syrinx. This surgical
procedure also allows for the simultaneous placement of a drainage tube in the syrinx, if
desired. In fact, some successful outcomes from primary drain insertions might actually
stem from the surgical exposure itself, like the laminectomy and the restoration of spinal
CSF pathways [57].
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9.2. Overview of Different Surgical Strategies/Effectiveness and Outcomes

Diverse perspectives surround the causes and surgical treatments of syringomyelia
and Chiari malformations. A debated aspect is the use of surgical adjuncts for treating
symptomatic Chiari malformation patients. While cervicomedullary decompression is
the conventional surgical method, the benefits of dural patch grafting, intradural dis-
section, and fourth ventricular shunting are still under scrutiny by several experts [58].
The approach and significance of preventative surgery in patients without symptoms is
another contentious area. Due to advancements in MR imaging, patients with Chiari I
malformations are being diagnosed at younger ages and often present with milder or no
neurological indications [8]. Consequently, neurosurgeons increasingly find themselves
assessing patients who exhibit tonsillar herniation or syringomyelia but are asymptomatic.

9.2.1. Study Profile

A vast majority, 78% of participants, dedicated over half of their professional practice
to pediatric neurosurgery, with 55% dedicating over three-quarters. A minor 5% allocated
less than a quarter to pediatric neurosurgery.

On average, each participant annually evaluated ten patients with confirmed sy-
ringomyelia and operated on seven of them.

Cumulatively, the respondents had performed 4049 procedures for syringomyelia,
averaging 56 operations per respondent throughout their career [59].

9.2.2. Monitoring Asymptomatic Patients

Additionally, 63% of the surveyed believed that patients with asymptomatic sy-
ringomyelia seldom develop symptoms.

The majority suggested semi-annual neurological exams (84%) and MRI scans (75%).
A small fraction (16%) proposed cine-mode MRI for initial or subsequent assessments.
Some recommended biannual neurometrics (5%) or initial somatosensory evoked

potentials (4%).
Fewer participants advised physical restrictions for asymptomatic patients with sy-

ringomyelia (31%) or Chiari malformation (36%), with avoidance of contact sports being
the most common. This figure rose to 42% when Chiari malformation co-existed with
syringomyelia [60,61].

9.2.3. Criteria for Surgery

A mere 9% always advocated for preventative surgery in syringomyelia or Chiari
malformation cases.

At least 83% wouldn’t operate on asymptomatic individuals unless they manifested
related symptoms.

Nonetheless, 61% favored surgical intervention if an MRI revealed syrinx growth
without clinical progression [62].

9.2.4. Treatment Preferences

For symptomatic patients with just syringomyelia and no Chiari malformation signs,
71% preferred shunting. Amongst them, the syringosubarachnoid shunt was the top choice
(72%). Multiple shunt types were chosen by some respondents.

While all participants endorsed surgery for symptomatic Chiari malformation patients,
the ideal procedure remained contested.

25% supported bone decompression without dural manipulation for Chiari I malfor-
mations, while a majority opted for a suboccipital decompression with dural patch grafting.
Intradural dissection recommendations marginally increased for cases with concurrent
syringomyelia.

For Chiari II malformations, tonsillar manipulations were less favored.
Most participants (75%) who utilized intradural dissection excluded a fourth ventricu-

lar stent from their procedure. An overwhelming 95% advocated for a dural patch graft in
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at least one suggested surgical approach, with pericranial and bovine grafts being the most
popular [109].

9.2.5. Surgical Outcomes

According to the respondents, syringomyelia patients usually displayed improved
syrinx appearances post-surgery. In contrast, Chiari malformation patients mainly experi-
enced pain relief [63].

Multiple theories surround Chiari malformations’ onset and cause. A significant major-
ity, 78%, believed Chiari I and II malformations had distinct genetic or pathogenic origins.

10. Outcome Measures in Chiari and Syringomyelia Long-Term Follow-Up
10.1. Parameters for Assessing Outcomes

Post-surgical evaluation for Chiari malformation type 1 (CM1) is challenging due to
the absence of a consistent and dependable rating system. CM1 symptoms can vary widely
from patient to patient. Some pronounced indicators, such as sudden falls, swallowing
difficulties leading to aspiration, breathlessness, and the occurrence of a syrinx, strongly
suggest the need for posterior fossa decompression (PFD). However, it is ambiguous
whether other signs and symptoms justify surgical intervention. The potential benefits of
such interventions are typically gauged based on past results, which do not always provide
a clear picture. In response, Aliaga et al. introduced a straightforward and measurable
outcome evaluation tool named the Chicago Chiari Outcome Scale (CCOS), which was
applied retrospectively to 146 patients [120]. Each aspect is rated on a scale from 1 to 4,
with different levels of severity or improvement associated with each rating, as follows:

Pain: The level of pain experienced by individuals with Chiari malformation. The
scale ranges from 1 to 4, with higher values indicating worse pain:

1—Worse.
2—Unchanged and refractory to medication.
3—Significantly improved or efficient medication.
4—Resolved.
Non-pain Functionality: This column evaluates the individual’s ability to perform

daily activities and attend events, with higher values indicating more significant limitations:
1—Inability to attend.
2—Moderate impairment (<50% attendance).
3—Mild impairment (>50% attendance).
4—Fully functional.
Complications: The analysis of the presence and control of complications related

to the disease is revealed in this column. Higher values indicate more persistent or
serious complications:

1—Persistent complication, poorly controlled.
2—Persistent complication, well controlled.
3—Transient complication.
4—Uncomplicated course.
Total Score: The last column displays the cumulative score achieved by adding up the

scores from the previous three columns. It provides an overview of the overall outcome for
individuals with Chiari malformation:

4—Incapacitated outcome.
8—Impaired outcome.
12—Functional outcome.
16—Excellent outcome.
Earlier studies typically categorized outcomes as “improved,” “unchanged,” or “worse,”

or a similar categorization. Yet, the CCOS offers a more comprehensive view, capturing the
intricacies of each outcome. It recognizes that not all symptoms of a patient presenting multiple
Chiari signs might be alleviated post-surgery.
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10.2. Long-Term Prognosis Post-Surgical Interventions

The CCOS employs four post-surgery categories, each with a 4-point scale, culminating
in a total potential score. When juxtaposed with traditional broad-brush evaluations of
“improved”, “unchanged”, and “worse”, we discerned a dependable correlation between
these general outcome assessments and the individual scores across the four categories.
Those deemed improved primarily received scores of 4 and 3. The unchanged group
mainly earned 3s and 2s, whereas the worsened group predominantly scored 2s and 1s.
Moreover, we identified a consistent correlation between the traditional I/U/W outcome
classification and the aggregated scores of patients. Predominantly, patients who showed
improvement post-PFD registered cumulative scores ranging from 13 to 16. A threshold
score of 13 conveniently demarcates the “improved” designation. Out of 28 patients who
scored 13, 27 were categorized as improved and one as unchanged. From this group, 21
(all under the improved bracket) had one category scoring a perfect 4, with the rest at 3,
suggesting significant improvement in at least three categories and a stellar result in one.
The score distribution for the other seven was two 4’s, one 3, and one 2, suggesting that
while there was enhancement in some areas, one category remained static. Nevertheless,
this score set still comfortably qualifies under the “improved” bracket. Remarkably, no
patients recorded a score pattern of three 4’s coupled with a 1, which would total 13. Such
a distribution was improbable as it would imply a sharp decline in one domain, even when
the other areas showed complete resolution [108].

While the CCOS scores generally aligned with the I/U/W evaluations, there were
some deviations. Some patients received scores that did not quite match their I/U/W
evaluations. For instance, patients classified as “improved” in the I/U/W system but who
only secured scores of 10, 11, or 12 on the CCOS typically had more severe conditions prior
to PFD. As a result, their final CCOS scores were relatively low, even though they showed
an “improved” outcome compared to their starting point on the I/U/W scale.

Conversely, those labeled “unchanged” on the I/U/W scale yet who had scores of
7 or 8 on the CCOS typically presented with pronounced symptoms before PFD. Despite
their stagnant status, their preoperative conditions did not allow for a score above 8.
This highlights the CCOS’s tendency to emphasize the absolute outcome over relative
improvement compared to pre-surgical conditions.

This CCOS characteristic becomes valuable when assessing a patient’s absolute progress
against the severity of their condition before the surgery—something the I/U/W evaluation
cannot offer. An outlier was an “unchanged” patient in the I/U/W system who achieved a
score of 13 on the CCOS. This patient, having minor pain and very few non-pain symptoms
before PFD, saw a major decrease in non-pain symptoms post-surgery. However, their pain
symptoms returned in full. Compared to other patients classified as “unchanged” under
I/U/W, this individual had a relatively milder condition before PFD, allowing them to
amass a higher CCOS score than most of their counterparts.

The significance of the CCOS becomes evident here: a patient could achieve a high
score with or without PFD. This brings up a crucial question about the necessity of the PFD
procedure in such cases [64].

11. Conclusions

In this detailed exposition, we undertake an extensive analysis of Chiari malformation
and syringomyelia, ranging from their epidemiology and genetic underpinnings to sophis-
ticated diagnostic and therapeutic modalities. Through methodical examination, we have
deepened our comprehension of the pathophysiology, clinical manifestations, diagnostic
methodologies, neuroimaging techniques, surgical treatments, and resultant outcomes
pertinent to these intricate neurological entities.

We examined the multifaceted interaction of genetic predispositions, environmental
determinants, and developmental aberrations that contribute to the onset of Chiari malfor-
mation and syringomyelia. Grasping this multifactorial etiology enhances our ability to
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discern potential at-risk populations, thereby facilitating prophylactic interventions and
tailored therapeutic modalities.

Furthermore, we detailed the varied clinical presentations of these disorders, ranging
from nuanced neurological indications to severe symptomatology. We underscored the
significance of cutting-edge diagnostic instruments, especially neuroimaging modalities,
in deriving prompt and precise diagnoses. This diagnostic acuity empowers clinicians to
formulate and administer patient-specific therapeutic regimens.

We elaborated on surgical therapies, elucidating the manifold surgical techniques and
their ensuing outcomes. By dissecting the intricacies of procedures, from posterior fossa
decompression to syrinx drainage modalities, we have illuminated the technical nuances
and post-operative prognosis.

Throughout our discourse, we advocated for the establishment of uniform outcome
metrics to gauge therapeutic effectiveness and longitudinal patient well-being. Institut-
ing these robust evaluative benchmarks enables more judicious clinical decision-making,
optimizing patient-centric care, and refining therapeutic paradigms.

In summation, our meticulous exploration offers a roadmap for prospective research
avenues and clinical stewardship in the domain of Chiari malformation and syringomyelia.
The knowledge lacunae identified herald avenues for advanced research, encompassing
targeted genetic explorations, innovative therapeutic strategies, and advancements in
neuroimaging modalities. By championing a holistic and collaborative methodology, we
aim to further elucidate these neurological anomalies and ameliorate the prognosis for
those afflicted.

Ultimately, this exposition stands as an invaluable compendium for academicians,
practitioners, and healthcare stakeholders, offering an exhaustive insight into Chiari malfor-
mation and syringomyelia. By leveraging this collective wisdom and fostering innovation,
we edge closer to demystifying these disorders, providing solace and hope to those grap-
pling with Chiari malformation and syringomyelia.

Funding: This research received no external funding.

Institutional Review Board Statement: The study was conducted in accordance with the Decla-
ration of Helsinki, and approved by the Ethics Committee of Centre for Cognitive Research in
Neuropsychiatric Pathology 6 (NeuroPsy-Cog), Timis, oara, Romania.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: All data is available online on libraries such as PubMed.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Bejjani, G.K. Definition of the adult Chiari malformation: A brief historical overview. Neurosurg. Focus 2001, 11, 1–8. [CrossRef]

[PubMed]
2. Armonda, R.A.; Citrin, C.M.; Foley, K.T.; Ellenbogen, R.G. Quantitative cine-mode magnetic resonance imaging of Chiari I

malformations: An analysis of cerebrospinal fluid dynamics. Neurosurgery 1994, 35, 214–223, discussion 223–224. [CrossRef]
[PubMed]

3. Appleby, A.; Foster, J.B.; Hankinson, J.; Hudgson, P. The diagnosis and management of the Chiari anomalies in adult life. Brain J.
Neurol. 1968, 91, 131–140. [CrossRef] [PubMed]

4. Klekamp, J. The pathophysiology of syringomyelia—Historical overview and current concept. Acta Neurochir. (Wien) 2002, 144,
649–664. [CrossRef]

5. Levine, D.N. The pathogenesis of syringomyelia associated with lesions at the foramen magnum: A critical review of existing
theories and proposal of a new hypothesis. J. Neurol. Sci. 2004, 220, 3–21. [CrossRef]

6. Greitz, D. Unraveling the riddle of syringomyelia. Neurosurg. Rev. 2006, 29, 251–264. [CrossRef]
7. Catmull, S.; Ashurst, J. Tethered Cord Syndrome. Clin. Pract. Cases Emerg. Med. 2019, 3, 297–298. [CrossRef]
8. Elster, A.D.; Chen, M.Y. Chiari I malformations: Clinical and radiologic reappraisal. Radiology 1992, 183, 347–353. [CrossRef]
9. Meadows, J.; Kraut, M.; Guarnieri, M.; Haroun, R.I.; Carson, B.S. Asymptomatic Chiari Type I malformations identified on

magnetic resonance imaging. J. Neurosurg. 2000, 92, 920–926. [CrossRef]

424



Brain Sci. 2023, 13, 1658

10. Spinos, E.; Laster, D.W.; Moody, D.M.; Ball, M.R.; Witcofski, R.L.; Kelly, D.L. MR evaluation of Chiari I malformations at 0.15 T.
Am. J. Neuroradiol. 1985, 6, 203–208. [CrossRef]

11. Smith, B.W.; Strahle, J.; Bapuraj, J.R.; Muraszko, K.M.; Garton, H.J.; Maher, C.O. Distribution of cerebellar tonsil position:
Implications for understanding Chiari malformation. J. Neurosurg. 2013, 119, 812–819. [CrossRef] [PubMed]

12. Wilson, M.H. Monro-Kellie 2.0: The dynamic vascular and venous pathophysiological components of intracranial pressure. J.
Cereb. Blood Flow Metab. 2016, 36, 1338–1350. [CrossRef] [PubMed]

13. Whedon, J.M.; Glassey, D. Cerebrospinal fluid stasis and its clinical significance. Altern. Ther. Health Med. 2009, 15, 54–60.
[PubMed]

14. Ohara, S.; Nagai, H.; Matsumoto, T.; Banno, T. MR imaging of CSF pulsatory flow and its relation to intracranial pressure. J.
Neurosurg. 1988, 69, 675–682. [CrossRef] [PubMed]

15. Haughton, V.M.; Korosec, F.R.; Medow, J.E.; Dolar, M.T.; Iskandar, B.J. Peak systolic and diastolic CSF velocity in the foramen
magnum in adult patients with Chiari I malformations and in normal control participants. AJNR Am. J. Neuroradiol. 2003, 24,
169–176. [PubMed]

16. Quigley, M.F.; Iskandar, B.; Quigley, M.A.; Nicosia, M.; Haughton, V. Cerebrospinal Fluid Flow in Foramen Magnum: Temporal
and Spatial Patterns at MR Imaging in Volunteers and in Patients with Chiari I Malformation. Radiology 2004, 232, 229–236.
[CrossRef]

17. Pujol, J.; Roig, C.; Capdevila, A.; Pou, A.; Marti-Vilalta, J.L.; Kulisevsky, J.; Escartin, A.; Zannoli, G. Motion of the cerebellar tonsils
in Chiari type I malformation studied by cine phase-contrast MRI. Neurology 1995, 45, 1746–1753. [CrossRef]

18. Wolpert, S.M.; Bhadelia, R.A.; Bogdan, A.R.; Cohen, A.R. Chiari I malformations: Assessment with phase-contrast velocity MR.
AJNR Am. J. Neuroradiol. 1994, 15, 1299–1308.

19. Hofkes, S.K.; Iskandar, B.J.; Turski, P.A.; Gentry, L.R.; McCue, J.B.; Haughton, V.M. Differentiation between Symptomatic Chiari
I Malformation and Asymptomatic Tonsilar Ectopia by Using Cerebrospinal Fluid Flow Imaging: Initial Estimate of Imaging
Accuracy. Radiology 2007, 245, 532–540. [CrossRef]

20. Krueger, K.D.; Haughton, V.M.; Hetzel, S. Peak CSF Velocities in Patients with Symptomatic and Asymptomatic Chiari I
Malformation. Am. J. Neuroradiol. 2010, 31, 1837–1841. [CrossRef]

21. Bhadelia, R.A.; Bogdan, A.R.; Wolpert, S.M.; Lev, S.; Appignani, B.A.; Heilman, C.B. Cerebrospinal fluid flow waveforms: Analysis
in patients with Chiari I malformation by means of gated phase-contrast MR imaging velocity measurements. Radiology 1995, 196,
195–202. [CrossRef] [PubMed]

22. McGirt, M.J.; Nimjee, S.M.; Fuchs, H.E.; George, T.M. Relationship of cine phase-contrast magnetic resonance imaging with
outcome after decompression for Chiari I malformations. Neurosurgery 2006, 59, 140–146, discussion 140–146. [CrossRef]
[PubMed]

23. Ventureyra, E.C.G.; Aziz, H.A.; Vassilyadi, M. The role of cine flow MRI in children with Chiari I malformation. Childs Nerv. Syst.
2003, 19, 109–113. [CrossRef] [PubMed]

24. Holly, L.T.; Batzdorf, U. Chiari malformation and syringomyelia. J. Neurosurg. Spine 2019, 31, 619–628. [CrossRef] [PubMed]
25. Timpone, V.M.; Patel, S.H. MRI of a Syrinx: Is Contrast Material Always Necessary? Am. J. Roentgenol. 2015, 204, 1082–1085.

[CrossRef]
26. Strahle, J.; Muraszko, K.M.; Kapurch, J.; Bapuraj, J.R.; Garton, H.J.L.; Maher, C.O. Chiari malformation Type I and syrinx in

children undergoing magnetic resonance imaging. J. Neurosurg. Pediatr. 2011, 8, 205–213. [CrossRef]
27. Strahle, J.; Muraszko, K.M.; Garton, H.J.L.; Smith, B.W.; Starr, J.; Kapurch, J.R.; Maher, C.O. Syrinx location and size according to

etiology: Identification of Chiari-associated syrinx. J. Neurosurg. Pediatr. 2015, 16, 21–29. [CrossRef]
28. Milhorat, T.H.; Bolognese, P.A.; Nishikawa, M.; Francomano, C.A.; McDonnell, N.B.; Roonprapunt, C.; Kula, R.W. Association of

Chiari malformation type I and tethered cord syndrome: Preliminary results of sectioning filum terminale. Surg. Neurol. 2009, 72,
20–35. [CrossRef]

29. Hertzler, D.A.; DePowell, J.J.; Stevenson, C.B.; Mangano, F.T. Tethered cord syndrome: A review of the literature from embryology
to adult presentation. Neurosurg. Focus 2010, 29, E1. [CrossRef]

30. Seki, T.; Hida, K.; Yano, S.; Sasamori, T.; Hamauch, S.; Koyanagi, I.; Houkin, K. Surgical Outcome of Children and Adolescents
with Tethered Cord Syndrome. Asian Spine J. 2016, 10, 940–944. [CrossRef]

31. Tandon, V.; Garg, K.; Kumar, R.; Mahapatra, A.; Sharma, B. Management of adult tethered cord syndrome: Our experience and
review of literature. Neurol. India 2014, 62, 137. [CrossRef]

32. Kahn, E.N.; Muraszko, K.M.; Maher, C.O. Prevalence of Chiari I Malformation and Syringomyelia. Neurosurg. Clin. N. Am. 2015,
26, 501–507. [CrossRef] [PubMed]

33. Aitken, L.A.; Lindan, C.E.; Sidney, S.; Gupta, N.; Barkovich, A.J.; Sorel, M.; Wu, Y.W. Chiari Type I Malformation in a Pediatric
Population. Pediatr. Neurol. 2009, 40, 449–454. [CrossRef] [PubMed]

34. Luzzi, S.; Giotta Lucifero, A.; Elsawaf, Y.; Elbabaa, S.K.; Del Maestro, M.; Savioli, G.; Galzio, R.; Gragnaniello, C. Pulsatile
cerebrospinal fluid dynamics in Chiari I malformation syringomyelia: Predictive value in posterior fossa decompression and
insights into the syringogenesis. J. Craniovertebral Junction Spine 2021, 12, 15–25. [CrossRef]

35. Wu, J.; Ji, S.; Niu, P.; Zhang, B.; Shao, D.; Li, Y.; Xie, S.; Jiang, Z. Knowledge mapping of syringomyelia from 2003 to 2022: A
bibliometric analysis. J. Clin. Neurosci. 2023, 110, 63–70. [CrossRef] [PubMed]

425



Brain Sci. 2023, 13, 1658

36. Sakka, L.; Coll, G.; Chazal, J. Anatomy and physiology of cerebrospinal fluid. Eur. Ann. Otorhinolaryngol. Head Neck Dis. 2011,
128, 309–316. [CrossRef]

37. Spector, R.; Robert Snodgrass, S.; Johanson, C.E. A balanced view of the cerebrospinal fluid composition and functions: Focus on
adult humans. Exp. Neurol. 2015, 273, 57–68. [CrossRef]

38. Sekula, R.F.; Jannetta, P.J.; Casey, K.F.; Marchan, E.M.; Sekula, L.K.; McCrady, C.S. Dimensions of the posterior fossa in patients
symptomatic for Chiari I malformation but without cerebellar tonsillar descent. Cerebrospinal Fluid Res. 2005, 2, 11. [CrossRef]

39. Matsumae, M.; Hirayama, A.; Atsumi, H.; Yatsushiro, S.; Kuroda, K. Velocity and pressure gradients of cerebrospinal fluid
assessed with magnetic resonance imaging: Clinical article. J. Neurosurg. 2014, 120, 218–227. [CrossRef]

40. Yiallourou, T.I.; Kröger, J.R.; Stergiopulos, N.; Maintz, D.; Martin, B.A.; Bunck, A.C. Comparison of 4D Phase-Contrast MRI Flow
Measurements to Computational Fluid Dynamics Simulations of Cerebrospinal Fluid Motion in the Cervical Spine. PLoS ONE
2012, 7, e52284. [CrossRef]

41. Shaffer, N.; Martin, B.A.; Rocque, B.; Madura, C.; Wieben, O.; Iskandar, B.J.; Dombrowski, S.; Luciano, M.; Oshinski, J.N.; Loth, F.
Cerebrospinal fluid flow impedance is elevated in Type I Chiari malformation. J. Biomech. Eng. 2014, 136, 021012. [CrossRef]
[PubMed]

42. Sarnat, H.B. Disorders of segmentation of the neural tube: Chiari malformations. Handb. Clin. Neurol. 2008, 87, 89–103. [CrossRef]
[PubMed]

43. Stevenson, K.L. Chiari Type II malformation: Past, present, and future. Neurosurg. Focus 2004, 16, 1–7. [CrossRef]
44. Lee, R.; Tai, K.S.; Cheng, P.W.; Lui, W.M.; Chan, F.L. Chiari III malformation: Antenatal MRI diagnosis. Clin. Radiol. 2002, 57,

759–761. [CrossRef] [PubMed]
45. Caldarelli, M.; Rea, G.; Cincu, R.; Di Rocco, C. Chiari type III malformation. Childs Nerv. Syst. ChNS Off. J. Int. Soc. Pediatr.

Neurosurg. 2002, 18, 207–210. [CrossRef]
46. Tubbs, R.S.; Demerdash, A.; Vahedi, P.; Griessenauer, C.J.; Oakes, W.J. Chiari IV malformation: Correcting an over one century

long historical error. Childs Nerv. Syst. 2016, 32, 1175–1179. [CrossRef] [PubMed]
47. McDougall, C.M.; Alarfaj, A.K.; Jack, A.S.; Souster, J.; Broad, R.W. Klippel-Feil syndrome in association with Chiari zero

malformation in the setting of acute traumatic spinal cord injury. Interdiscip. Neurosurg. 2017, 9, 1–3. [CrossRef]
48. Bogdanov, E.I.; Faizutdinova, A.T.; Heiss, J.D. Posterior cranial fossa and cervical spine morphometric abnormalities in symp-

tomatic Chiari type 0 and Chiari type 1 malformation patients with and without syringomyelia. Acta Neurochir. (Wien) 2021, 163,
3051–3064. [CrossRef]

49. Sandu, R.B.; Pantiru, M.I.; Cosman, M.; Poeata, I. Syringobulbia and syringomyelia in a case with Chiari 0 malformation
successfully treated by posterior fossa reconstruction: Case presentation and literature review. Romanian Neurosurg. 2019, 33,
239–242. [CrossRef]

50. Czosnyka, M.; Czosnyka, Z.; Momjian, S.; Pickard, J.D. Cerebrospinal fluid dynamics. Physiol. Meas. 2004, 25, R51–R76. [CrossRef]
51. Williams, H. A unifying hypothesis for hydrocephalus, Chiari malformation, syringomyelia, anencephaly and spina bifida.

Cerebrospinal Fluid Res. 2008, 5, 7. [CrossRef] [PubMed]
52. Parker, J.E.; Knowler, S.P.; Rusbridge, C.; Noorman, E.; Jeffery, N.D. Prevalence of asymptomatic syringomyelia in Cavalier King

Charles spaniels. Vet. Rec. 2011, 168, 667. [CrossRef] [PubMed]
53. Wijnrocx, K.; Van Bruggen, L.W.L.; Eggelmeijer, W.; Noorman, E.; Jacques, A.; Buys, N.; Janssens, S.; Mandigers, P.J.J. Twelve

years of chiari-like malformation and syringomyelia scanning in Cavalier King Charles Spaniels in the Netherlands: Towards a
more precise phenotype. PLoS ONE 2017, 12, e0184893. [CrossRef] [PubMed]

54. Hechler, A.C.; Moore, S.A. Understanding and Treating Chiari-like Malformation and Syringomyelia in Dogs. Top. Companion
Anim. Med. 2018, 33, 1–11. [CrossRef]

55. Ono, A.; Numasawa, T.; Wada, K.; Yokoyama, T.; Takeuchi, K.; Suetsuna, F.; Ueyama, K.; Toh, S. Surgical outcomes of foramen
magnum decompression for syringomyelia associated with Chiari I malformation: Relation between the location of the syrinx
and body pain. J. Orthop. Sci. 2010, 15, 299–304. [CrossRef]

56. Sgouros, S.; Williams, B. Management and outcome of posttraumatic syringomyelia. J. Neurosurg. 1996, 85, 197–205. [CrossRef]
57. Ushewokunze, S.O.S.; Gan, Y.C.; Phillips, K.; Thacker, K.; Flint, G. Surgical treatment of post-traumatic syringomyelia. Spinal

Cord 2010, 48, 710–713. [CrossRef]
58. Krieger, M.D.; McComb, J.G.; Levy, M.L. Toward a simpler surgical management of Chiari I malformation in a pediatric population.

Pediatr. Neurosurg. 1999, 30, 113–121. [CrossRef]
59. Akbari, S.H.A.; Rizvi, A.A.; CreveCoeur, T.S.; Han, R.H.; Greenberg, J.K.; Torner, J.; Brockmeyer, D.L.; Wellons, J.C.; Leonard, J.R.;

Mangano, F.T.; et al. Socioeconomic and demographic factors in the diagnosis and treatment of Chiari malformation type I and
syringomyelia. J. Neurosurg. Pediatr. 2022, 29, 288–297. [CrossRef]

60. Sakushima, K.; Tsuboi, S.; Yabe, I.; Hida, K.; Terae, S.; Uehara, R.; Nakano, I.; Sasaki, H. Nationwide survey on the epidemiology
of syringomyelia in Japan. J. Neurol. Sci. 2012, 313, 147–152. [CrossRef]

61. Ciaramitaro, P.; Migliaretti, G.; Ferraris, M.; Garnero, A.; Morana, G.; Carucci, P.; Stura, I.; Massaro, F.; Garbossa, D. Syringomyelia
Associated with Chiari 1 Malformation in Adults: Positive Outcome Predictors after Posterior Fossa Decompression with
Duraplasty. J. Clin. Med. 2023, 12, 3019. [CrossRef]

62. Siasios, J.; Kapsalaki, E.Z.; Fountas, K.N. Surgical management of patients with Chiari I malformation. Int. J. Pediatr. 2012, 2012,
640127. [CrossRef]

426



Brain Sci. 2023, 13, 1658

63. Haroun, R.I.; Guarnieri, M.; Meadow, J.J.; Kraut, M.; Carson, B.S. Current Opinions for the Treatment of Syringomyelia and Chiari
Malformations: Survey of the Pediatric Section of the American Association of Neurological Surgeons. Pediatr. Neurosurg. 2000,
33, 311–317. [CrossRef]

64. Attenello, F.J.; McGirt, M.J.; Gathinji, M.; Datoo, G.; Atiba, A.; Weingart, J.; Carson, B.; Jallo, G.I. Outcome of Chiari-associated
syringomyelia after hindbrain decompression in children: Analysis of 49 consecutive cases. Neurosurgery 2008, 62, 1307–1313,
discussion 1313. [CrossRef]

65. Sgouros, S.; Kountouri, M.; Natarajan, K. Posterior fossa volume in children with Chiari malformation Type I. J. Neurosurg. Pediatr.
2006, 105, 101–106. [CrossRef]

66. Driver, C.J.; Rusbridge, C.; Cross, H.R.; McGonnell, I.; Volk, H.A. Relationship of brain parenchyma within the caudal cranial
fossa and ventricle size to syringomyelia in cavalier King Charles spaniels. J. Small Anim. Pract. 2010, 51, 382–386. [CrossRef]

67. Shaw, T.A.; McGonnell, I.M.; Driver, C.J.; Rusbridge, C.; Volk, H.A. Increase in Cerebellar Volume in Cavalier King Charles
Spaniels with Chiari-like Malformation and Its Role in the Development of Syringomyelia. PLoS ONE 2012, 7, e33660. [CrossRef]

68. Olsen, E.; Suiter, E.J.; Pfau, T.; McGonnell, I.M.; Matiasek, K.; Giejda, A.; Volk, H.A. Cavalier King Charles Spaniels with Chiari-like
malformation and Syringomyelia have increased variability of spatio-temporal gait characteristics. BMC Vet. Res. 2017, 13, 159.
[CrossRef]

69. Cinalli, G.; Spennato, P.; Sainte-Rose, C.; Arnaud, E.; Aliberti, F.; Brunelle, F.; Cianciulli, E.; Renier, D. Chiari malformation in
craniosynostosis. Childs Nerv. Syst. 2005, 21, 889–901. [CrossRef]

70. Carrera, I.; Dennis, R.; Mellor, D.J.; Penderis, J.; Sullivan, M. Use of magnetic resonance imaging for morphometric analysis of the
caudal cranial fossa in Cavalier King Charles Spaniels. Am. J. Vet. Res. 2009, 70, 340–345. [CrossRef] [PubMed]

71. McBratney-Owen, B.; Iseki, S.; Bamforth, S.D.; Olsen, B.R.; Morriss-Kay, G.M. Development and tissue origins of the mammalian
cranial base. Dev. Biol. 2008, 322, 121–132. [CrossRef]

72. Driver, C.J.; Volk, H.A.; Rusbridge, C.; Van Ham, L.M. An update on the pathogenesis of syringomyelia secondary to Chiari-like
malformations in dogs. Vet. J. 2013, 198, 551–559. [CrossRef]

73. Nagy, L.; Mobley, J.; Ray, C. Familial Aggregation of Chiari Malformation: Presentation, Pedigree, and Review of the Literature.
Turk. Neurosurg. 2016, 26, 315–320. [CrossRef]
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Abstract: The landscape of cranial base surgery has undergone monumental transformations over
the past several decades. This article serves as a comprehensive survey, detailing both the historical
and current techniques and technologies that have propelled this field into an era of unprecedented
capabilities and sophistication. In the prologue, we traverse the historical evolution from rudimentary
interventions to the state-of-the-art neurosurgical methodologies that define today’s practice. Subse-
quent sections delve into the anatomical complexities of the anterior, middle, and posterior cranial
fossa, shedding light on the intricacies that dictate surgical approaches. In a section dedicated to
advanced techniques and modalities, we explore cutting-edge evolutions in minimally invasive proce-
dures, pituitary surgery, and cranial base reconstruction. Here, we highlight the seamless integration
of endocrinology, biomaterial science, and engineering into neurosurgical craftsmanship. The article
emphasizes the paradigm shift towards “Functionally” Guided Surgery facilitated by intraoperative
neuromonitoring. We explore its historical origins, current technologies, and its invaluable role in tai-
loring surgical interventions across diverse pathologies. Additionally, the digital era’s contributions
to cranial base surgery are examined. This includes breakthroughs in endoscopic technology, robotics,
augmented reality, and the potential of machine learning and AI-assisted diagnostic and surgical
planning. The discussion extends to radiosurgery and radiotherapy, focusing on the harmonization
of precision and efficacy through advanced modalities such as Gamma Knife and CyberKnife. The
article also evaluates newer protocols that optimize tumor control while preserving neural structures.
In acknowledging the holistic nature of cranial base surgery, we advocate for an interdisciplinary
approach. The ecosystem of this surgical field is presented as an amalgamation of various medical
disciplines, including neurology, radiology, oncology, and rehabilitation, and is further enriched
by insights from patient narratives and quality-of-life metrics. The epilogue contemplates future
challenges and opportunities, pinpointing potential breakthroughs in stem cell research, regenerative
medicine, and genomic tailoring. Ultimately, the article reaffirms the ethos of continuous learning,
global collaboration, and patient-first principles, projecting an optimistic trajectory for the field of
cranial base surgery in the coming decade.
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1. Prologue: An Overview
1.1. Study Design and Methodology

The endeavor for this research was based on a comprehensively point of view re-
garding the evolution of multimodel treatment of skull base pathologies, current updates,
and emerging computational systems. Firstly, we delved into microscopic and endoscopic
assisted approaches, as well as intraoperative electrophysiological monitoring and adjuvant
therapies, comparing the postoperative outcome, and long-term prognosis in different
therapies. We performed an analytical exploration on Web of Science and PubMed datasets,
using the following terms: “Skull Base Surgery”, “Minimally Invasive Techniques”, “En-
doscopic Approach”, “Intraoperative Neuromonitoring”, “Cranioplasty”, “Biomaterials”,
“Radiosurgery”,” Stereotactic surgery”, “Gamma Knife”, “CyberKnife”, “Patient-Centric
Care”, “Machine Learning”, “Deep Learning”, and “Neurosurgery Future”. Our review em-
phasized the historical timeline of skull base treatment, showcasing the milestone discoveries.

1.2. Synthesizing the Historical Timeline: From Rudimentary Techniques to the Forefront of
Neurosurgical Intervention

In the period antedating the ubiquitous presence of antibiotics, pioneering neuro-
surgeons such as Schloffer, Cushing, and Hirsch stood at the forefront of advancements
in cranial surgery. Their endeavors were characterized by the exploration and develop-
ment of avant-garde techniques to gain access to intracranial structures. The transnasal
approach, specifically targeting the pituitary fossa, is a notable example of such pioneering
work. The relatively low mortality rate of this approach, standing at an impressive 5%,
was, however, marred by the omnipresent threat of meningitis as the chief cause of death.
Despite its efficacy, the transnasal approach was gradually eclipsed as Cushing and his
contemporaries gravitated towards the transcranial route over the ensuing one to two
decades. This transition, driven by the imperative to circumvent the inherent infectious
risks of the former technique, exemplifies the dynamic nature of neurosurgical techniques
that evolve in tandem with emerging medical challenges and exigencies [1].

The genesis of Anterior Skull Base (ASB) surgery as a distinct field is anchored in the
innovations of the 1940s. Dandy’s instrumental contributions are emblematic of this era,
particularly his surgical strategy via the anterior cranial fossa for the excision of orbital
tumors and his subsequent expansion of the resection to incorporate the ethmoidal regions.
In a parallel trajectory, Ray and McLean championed a novel combined transorbital and
transcranial method for addressing retinoblastomas. Adding to the burgeoning body
of work in this domain, in 1954 a comprehensive transcranial-transfacial approach was
described tailored for managing malignancies located in the paranasal sinuses and their
immediate anatomical vicinities. This surgical blueprint, having gained considerable
traction and endorsement during 1960’, underscored the emergence of ASB surgery as a
specialized niche within the broader realms of neurosurgery and head and neck surgical
disciplines. Moreover, during an exposition on craniofacial resection, meticulously crafted
for the treatment of ethmoid carcinoma and inclusive of the cribriform plate resection,
augmented the repertoire of ASB surgical techniques. In subsequent discourse and practice,
the anterior craniofacial resection (ACFR) acquired a reputation as the quintessential
intervention for ASB tumors, especially those with origins in the paranasal sinuses and
encroachments into the skull base [2].

Pertaining to the lateral avenues to the skull base, the early 20th century was defined
by a renaissance of surgical approaches, with the innovations and contributions of Harvey
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Cushing at its epicenter. Cushing’s pioneering methodologies were highlighted by the
inception of the extended bilateral suboccipital technique, crafted specifically for the
resection of tumors. Anchored in his conviction, he asserted that the surgical intervention
should be judiciously limited to the tumor’s nucleus to safeguard the functional integrity
of the cranial nerves and to obviate undue perturbations to the intricate vascular networks
of the brainstem. Furthermore, Cushing, with a perspicacious insight, underscored the
quintessence of adopting precision-driven and nuanced surgical modalities, judicious
modulation of cerebrospinal fluid dynamics, and a minimization of cerebellar manipulation
to create an optimal surgical milieu. Such foundational tenets, propounded by Cushing,
have been instrumental in sculpting the landscape of present-day surgical praxis and
remain deeply ingrained in the ethos of contemporary skull base surgery [3].

A subsequent landmark in cranial surgical evolution was heralded by the advent of
microvascular surgery in the 1960s. Pioneered by Jacobsen and Suarez, and later honed
by Nakagama and his associates, this innovative paradigm ushered in a new chapter in
cranial reconstructive strategies. Central to this was the concept of free flap transplantation,
which, over the decades, has burgeoned into a sine qua non for cranial base reconstructions
following exenteration procedures. While the utility of free grafts and regional flaps
is undeniable in the reconstitution and morphological restoration of these multifaceted
cranial zones, the supremacy of free flap transplantation lies in its unparalleled capability
to effectuate a definitive demarcation between the intracranial enclave and the upper
alimentary and respiratory tracts [4].

Spanning the annals of medical history, surgical interventions with the skull base
as the focal point have invariably found a nexus in the disciplines of neurosurgery and
otolaryngology. The surgical gamut in this context is extensive, encapsulating procedures
such as resection of paragangliomas with an epicenter in the skull base and consequent
endocranial extension, transnasal hypophysectomies, and diverse methodologies including
cranio-facial and transfrontal techniques tailored for afflictions and neoplasms of the
anterior cranial vault. Moreover, the choice between fronto-temporal and suboccipital
trajectories has been predicated upon nuanced anatomical and pathological determinants.
A pivotal inflection point in this narrative was reached in the 1980s, marking the apotheosis
of microscopic neurosurgery as a globally acknowledged expertise. This monumental
transition can be ascribed, in no small measure, to the erudite scholarship and pioneering
endeavors of luminaries such as Malis and Yasargil. Their seminal expositions on the
underlying dogmas and technical matrices of skull base surgery instigated a doctrinal
metamorphosis, unequivocally enshrining microscopic neurosurgery as a cornerstone in
the integrated therapeutic strategies for skull base pathologies [5].

2. Comprehensive Analysis of the Anterior, Middle, and Posterior Cranial Fossa

The anterior skull base constitutes a convex anatomical structure intricately composed
of frontal, ethmoid, and sphenoid bones. Functioning as a partition, this thin osseous
layer serves to segregate the intracranial contents from the sinonasal and orbital anatomical
features. In terms of its specific anatomical constituents, the frontal bone forms the posterior
wall of the frontal sinus and the roof of the orbit. The ethmoid bone, on the other hand,
contributes to the architecture of the ethmoid sinus roof and the cribriform plate. Lastly,
the planum sphenoidale and the anterior clinoid processes of the sphenoid bone establish
the posterior component of the ASB. Vascular structures, specifically the posterior and
anterior ethmoid arteries, demonstrate unique trajectories; the former typically courses
almost directly from lateral to medial within the bone, whereas the latter exhibits more
variability and may course obliquely from posterolateral to anteromedial. It is imperative
to meticulously identify these vascular landmarks to avoid the potentially catastrophic
complication of retrobulbar hemorrhage. Moreover, the cribriform plate features small
bony channels that facilitate the passage of olfactory filae, accompanied by dural invagina-
tions. This anatomical characteristic renders the region susceptible to both iatrogenic and
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spontaneous cerebrospinal fluid (CSF) leaks. The ethmoid roof, often being exceedingly
thin, is also a frequent site for iatrogenic CSF leaks [6].

In a different anatomical context, dissection of the middle cerebral fossa (MCF) floor
unveils a collection of crucial anatomical structures, which include the arcuate eminence,
the greater superficial petrosal nerve (GSPN), the middle meningeal artery (MMA) and
its corresponding foramen spinosum, the gasserian ganglion of the trigeminal nerve, the
superior petrosal sinus (SPS), and the petrous internal carotid artery. To facilitate surgical
dissection, three distinct anatomical landmarks within the MCF floor can be identified:
Glasscock’s triangle, Kawase’s triangle, and Trautmann’s triangle. Glasscock’s triangle
is demarcated by the foramen spinosum, V3 (the mandibular branch of the trigeminal
nerve), and the groove for the GSPN, and is most notably associated with the location of
the petrous internal carotid artery [7,8]. Kawase’s triangle, conversely, defines the region
for bone removal medial to the internal carotid artery and is bordered by the gasserian
ganglion, cochlea, GSPN, and carotid artery [9]. Trautmann’s triangle, located posterior
to the internal auditory canal (IAC), is demarcated by the semicircular canals, the jugular
bulb, and the adjacent posterior fossa dura in the vicinity of the sigmoid sinus and serves
as a guide for posterior petrosectomy [10].

3. The Surgical Vanguard: Advanced Techniques and Modalities
3.1. Evolution and Optimization of Minimally Invasive Surgical Avenues

In the evolving landscape of neurosurgery, the initial adoption of endoscopy was
notably slow-paced, a phenomenon that can be largely attributed to the concurrent rise and
standardization of the surgical microscope within neurosurgical procedures. This process
of standardization was not only effective but also influential enough to relegate the devel-
opment of endoscopic methods to a lower priority within the scientific community [11].

This technological bifurcation manifested itself prominently in the surgical strate-
gies targeting conditions related to the anterior skull base. Over the course of medi-
cal history, a panoply of surgical approaches—ranging from transcranial to transfacial
methodologies—has been utilized, either as standalone techniques or in composite form.
These procedures are often labeled as “aggressive” due to their invasiveness and complexity.
They are frequently employed in oncological cases, particularly in patients whose overall
health is already compromised. Interestingly, these aggressive methods have also been
considered for the treatment of relatively benign conditions, such as cerebrospinal fluid
fistula lesions [12].

However, the advent of Functional Endoscopic Sinus Surgery (FESS) marked a paradig-
matic shift in the surgical management of anterior skull base pathologies. What commenced
as an endoscopic technique primarily for diagnostic purposes eventually metamorphosed
into an array of specialized surgical methodologies. Advances in endoscopic technology
catalyzed the emergence of endoscopic endonasal approaches, providing surgeons with a
more nuanced spectrum of options. These endoscopic techniques have been successfully
adapted for a range of surgical applications, extending from transsphenoidal pituitary
interventions to more elaborate endoscopic excisions involving the skull base [13,14].

Therefore, endoscopic methodologies have redefined the surgical portfolio, intro-
ducing minimally invasive options and thereby engendering a revolution in the treat-
ment strategies for conditions involving the anterior skull base. The advancements in
endoscopic technology offer a compelling alternative to traditional approaches, holding
significant promise for both improving patient outcomes and broadening the scope of
treatable conditions.

3.2. Innovations in Pituitary Surgery: A Confluence of Endocrinology and Neurosurgical Finesse

Pituitary adenomas, neuroendocrine tumors arising from the anterior pituitary gland,
are traditionally classified as either functional or nonfunctional based on their endocrine
secretory profiles. Among the functional adenomas, prolactinomas are most prevalent. For
these tumors, dopamine-agonist pharmacotherapy serves as the cornerstone of treatment.
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Surgical intervention is generally considered a secondary option, typically reserved for
those patients who exhibit pharmacological resistance despite dose escalation or who
cannot tolerate medication-induced side effects. In contrast, adenomas that secrete adreno-
corticotropic hormone (ACTH), leading to Cushing’s disease, or growth hormone, resulting
in acromegaly, are predominantly managed with transsphenoidal surgical resection. The
rates of biochemical remission postsurgery are substantially influenced by factors such as
tumor size and the degree of invasiveness [15].

Postoperative endocrinological outcomes (Figure 1) following transsphenoidal surgery
for non-functioning pituitary macroadenomas (NFPAs) present an intricate landscape. In-
terestingly, the incidence of at least one new hormonal deficiency postoperatively is lower
compared to the rate of recovery for at least one preexisting hormonal axis. Among the
hormone secretory reserves, ACTH appears to be the most susceptible to postoperative
deficit, while the thyroid-stimulating hormone (TSH) secretory reserve is relatively resilient.
Gender differences also come into play, with men exhibiting a higher likelihood of recov-
ery from preexisting central hormonal deficiencies subsequent to surgical intervention.
Furthermore, the presence of hyperprolactinemia emerges as the most potent predictor
for the restoration of pituitary function. These postoperative outcomes underscore the
viability of surgical intervention for hypopituitarism resulting from NFPAs, owing to the
promising rates of functional recovery and the relatively modest risk of inducing new
hormonal deficiencies [16].
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Figure 1. Endocrinological preoperative status compared to postoperative outcome, significant
improvement of all pituitary hormones levels is shown.

The therapeutic approach to pituitary adenomas is guided by the hormonal activity of
the tumor, among other factors. For prolactin-secreting tumors, dopamine-agonist therapy
is the primary treatment choice, while adrenocorticotropic hormone and growth hormone-
secreting adenomas are often managed surgically via a transsphenoidal approach. Surgical
options also hold promise for non-functional pituitary adenomas, particularly given the
favorable postoperative hormonal recovery rates and low incidence of new hormonal
deficiencies. This tailored approach, influenced by tumor functionality and patient-specific
variables, represents the current state-of-the-art in pituitary adenoma management.

Recent meta-analyses have shed further light on the efficacy of endoscopic surgical
techniques for pituitary adenomas. One such meta-analysis by Tabaee and colleagues [17]
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reported a gross tumor resection rate of 78% in a cohort of 821 patients. The hormonal
remission rates for various adenoma types following endoscopic resection were either
comparable to or surpassed those achieved through microsurgical techniques. A subse-
quent meta-analysis by Doward [18] included additional studies and reaffirmed these
results, suggesting higher hormonal remission rates for functional microadenomas treated
with endoscopic techniques (84%) compared to microsurgery (77%). This differential was
even more significant for macroadenomas, with endoscopic techniques achieving a 70%
remission rate versus 45% for microsurgical approaches.

The enhanced panoramic visualization and illumination provided by pure endoscopic
techniques offer several advantages over traditional microsurgical approaches. These
include the ability to operate in areas previously deemed challenging to access, such
as the cavernous sinus, suprasellar region, planum sphenoidale, olfactory groove, and
retroclival lesions [19]. These endoscopic advances not only increase the surgical field but
also minimize nasal mucosal trauma, thereby reducing the need for nasal packing and
postoperative discomfort unless significant cerebrospinal fluid leaks or mucosal bleeding
occur [20].

Based on the existing literature, it is posited that the methodology employed by
Bircher in accessing the cavernous sinus was pioneering in nature. Executed in 1892, this
avant-garde approach was undertaken in response to a clinical presentation of throm-
bophlebitis in a female patient [21]. Moreover, an analytical endeavor aimed to understand
the microsurgical and endoscopic anatomy of the cavernous sinus (CS), sixteen cadaveric
craniums underwent detailed anatomical dissections. Of these, six were designated for
transcranial evaluations, wherein three had their supratentorial cerebral contents excised
for enhanced access to the CS and its contiguous structures [22]. Conversely, the remain-
ing three retained their brains in situ during the study. Simultaneously, another subset
of six specimens underwent endoscopic examination of the CS. Interestingly, four spec-
imens were subjected to dual analyses—both transcranial and endoscopic—for parallel
observations. Post-dissection assessments revealed that, while the CS and its pertinent
anatomical structures were meticulously delineated in all craniums—ten transcranially
and ten endoscopically—insights into their interrelationships were also garnered. It was
discerned that, though cadaveric models afford uncomplicated microscopic and endoscopic
visualizations of the CS, live surgical interventions within the CS present considerable chal-
lenges necessitating advanced surgical dexterity. Such cadaveric explorations underscore
the feasibility of tailored approaches, be it transcranial microsurgery, endonasal endoscopy,
or a symbiotic combination, contingent upon the specific pathological presentation and its
spatial attributes [22].

In summary, endoscopic techniques in the surgical management of pituitary adenomas
offer several advantages, including higher rates of tumor resection and hormonal remis-
sion, especially for challenging adenomas such as macroadenomas. The utility of these
techniques, coupled with reduced postoperative morbidity, suggests a shifting paradigm in
the surgical management of pituitary adenomas, offering both patients and clinicians more
effective treatment options.

3.3. Cranial Base Reconstruction: A Mosaic of Biomaterial Science, Engineering, and
Surgical Craftsmanship

The primary objective of skull base reconstruction is to create a durable, watertight
barrier between the intradural contents and the external environment. This priority stems
from the severe complications that can arise from persistent cerebrospinal fluid fistula,
including meningitis and pneumocephalus, both of which can increase mortality over
time [23]. Secondary goals include the closure of dead space, functional restoration, and
aesthetic improvement. Various methods have evolved for reconstructing post-craniectomy
defects using both synthetic and natural materials, aimed at both mitigating postoperative
complications and enhancing cosmetic outcomes [22,23].
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While open skull base surgery has traditionally been the standard of care for ablative
margin control and definitive reconstruction, endoscopic skull base surgery has witnessed
significant growth in popularity and is swiftly becoming the new standard in many centers.
However, open approaches remain indispensable for certain complex conditions such
as specific malignant tumors, larger composite defects, significant craniofacial trauma,
osteoradionecrosis, and failed prior endoscopic reconstruction [24–26].

The choice of reconstructive approach often depends on the specific anatomical consid-
erations. Anterior defects with minor dural damage or an intact bony ledge might do well
with simpler reconstruction methods such as multilayered acellular alloplastic materials
and free grafts, benefitting from the weight of the anterior intracranial contents to help seal
underlay grafts or flaps [27]. Conversely, large posterior defects involving extensive bone
and dural damage are usually more challenging to manage. These often necessitate the
use of robust vascularized tissue and meticulous postoperative CSF pressure management,
sometimes requiring permanent or temporary CSF diversion [28].

Additionally, the extent of the defect—including volume, loss of bony buttresses, and
the presence of high-flow CSF leaks—must be thoroughly evaluated to tailor the surgical
approach. In summary, both open and endoscopic techniques have distinct advantages and
limitations, and the choice between them is guided by the specific needs of the case, taking
into account factors such as the size and location of the defect, the risk of complications,
and aesthetic considerations.

Various materials, both autologous and synthetic, have been employed in skull base
reconstruction, serving different functional and anatomical needs. Autogenous grafts such
as nasal mucoperichondrium and mucoperiosteum, tensor fascia lata, temporoparietal
fascia, calvarial bone, and abdominal adipose tissue have all been documented for use
in reconstruction [29]. On the synthetic front, noncellular materials such as DuraGen,
AlloDerm, DuraSeal, and hydroxyapatite cements have been utilized [28,29].

For anterior skull base reconstructions, vascularized locoregional flaps have emerged
as the go-to option. Specifically, the nasal septal flap, based on the posterior septal artery,
has greatly advanced endoscopic skull base surgery. Its reliability, versatility, and low
morbidity have made it the first-line choice in endoscopic reconstruction, significantly
lowering the rates of CSF leaks [30,31].

Soft tissue donor sites for free flaps in skull base reconstruction have also diversified.
The rectus abdominus is a well-established choice, known for its reliable deep inferior
epigastric pedicle, as well as offering both large skin area and muscle bulk suitable for
filling dead space [31,32]. Similar characteristics are found in the latissimus dorsi flap.
Recently, the anterolateral thigh has become increasingly popular for its low morbidity,
versatility, and long reliable vascular pedicle. Options such as the vastus lateralis muscle or
vascularized tensor fascia lata can also be utilized either alone or in combination, adding to
the arsenal of reconstructive choices [33–35].

The evolution of materials and techniques in skull base reconstruction has significantly
broadened the surgical toolkit, offering a range of autogenous and synthetic materials for
varying needs. These developments have contributed to more effective, reliable, and
low-morbidity reconstructive options, enhancing both functional and cosmetic outcomes.

4. The Renaissance of “Functionally” Guided Surgery: Intraoperative Neuromonitoring
4.1. Historical Overview and Technological Breakthroughs

The history of Intraoperative Neuromonitoring (IONM) traces back to 1898, when
Dr. Fedor Krause in Berlin used monopolar faradic stimulation during an acoustic nerve
neurectomy. Krause’s work marked the earliest instance of visual observation of nerve
activity during surgery. The technique gained significant momentum in the 1960s, when it
was adapted for thyroid surgeries by Flisberg and Lindholm, and also for parotid and ear
surgeries through facial nerve stimulators developed by Parsons and Hilger [36].

In contemporary medical practice, IONM has become a staple in various surgical
disciplines, especially those involving close proximity to critical nerves. Predominant
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among these are thyroid surgeries—where the vagus and recurrent laryngeal nerves are
monitored—parotidectomy, and surgeries of the posterior cranial fossa where facial nerve
monitoring is crucial. During these operations, the surgeon employs a stimulator probe to
accurately identify and differentiate the nerve from surrounding tissues. When the probe is
placed onto the nerve, a circuit is closed that triggers either visual or auditory cues each
time the nerve is contacted. This type of monitoring is often referred to as intermittent
IONM (iIONM) [37].

IONM has evolved from its humble beginnings to become an integral part of modern
surgery. It provides surgeons with real-time feedback, enhancing surgical precision and
thereby potentially reducing post-operative complications. Its applications have been
widely adopted in surgeries that risk nerve injury, making it a standard practice in many
medical institutions.

4.2. Mechanisms, Modalities, and the Paradigm Shift towards Real-Time Functional Feedback

Brainstem Auditory Evoked Potentials (BAEPs) are bioelectric neural activities trig-
gered by the stimulation of the vestibulocochlear nerve [38]. These potentials are par-
ticularly challenging to distinguish from the background electrical activity of the brain
due to their relatively small amplitude [37,38]. To separate the BAEPs from this “noise”,
thousands of samples of the electric stimulus are gathered and averaged, allowing for a
clearer identification of the auditory evoked potential.

In BAEP recordings, data are collected from multiple points along the vestibular nerve
pathway as it moves from the peripheral to the central nervous system [39,40]. The peaks
in these recordings are categorized as Waves I through V, which correspond to different
anatomical locations—from the peripheral cochlear nerve to the inferior colliculus [41,42].

During BAEP monitoring, electrodes are placed on the scalp and earlobes. An auditory
stimulator then emits acoustic clicks to the ear being operated on, delivered through an
earphone-transducer setup. The electrical pulse rate for these clicks is typically set between
20 to 50 per second. Before the operation starts, the stimulus intensity, usually measured in
decibels, is adjusted to a level where the patient can hear the clicks. The final stimulus is
then set at an intensity a few decibels higher than this initial threshold. To ensure focused
monitoring, white noise is applied to the contralateral ear at a lower intensity to mask its
response [41,42].

BAEPs are a critical tool for monitoring neural activity related to auditory functions
during surgical procedures. They allow for real-time tracking of auditory pathway integrity,
which is particularly useful in surgeries where the auditory nerve might be at risk. This
method is complex and requires precise setup and interpretation, but its importance in
safeguarding auditory function during surgical procedures is well recognized [43,44].

The monitoring of somatosensory spinal pathways, specifically the dorsal column-
medial lemniscus, relies on subcortical and cortical responses to continuous electrical
stimulation of peripheral nerves such as the tibial, peroneal, ulnar, or median nerve. This
method of Intraoperative Neuromonitoring is commonly used and easy to implement,
having no contraindications. It can be particularly useful for monitoring the posterior
spine approach in spinal deformity surgeries, boasting a sensitivity range of 25–92% and a
specificity of 96–100% [45]. However, it does have limitations, such as a time lag (1–20 min)
in data interpretation due to signal averaging, making it possible for an injury to go
undetected until it becomes irreversible. It is also less effective for monitoring patients
with pre-existing neurologic deficits or in situations involving isolated motor pathway
or nerve root injuries, which are better detected by Motor Evoked Potentials (MEPs) or
Electromyography (EMG) [46].

MEPs are particularly sensitive for monitoring motor pathways in the anterior or
central regions of the spinal cord and nerve roots. They serve as highly reliable indica-
tors of corticospinal tract injuries and have proven especially useful for detecting spinal
cord ischemia during spinal deformity correction [45]. This form of monitoring involves
real-time, intermittent stimulation of the motor cortex and subsequent recording at mus-
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cles, preferably those rich in corticospinal tract innervations such as distal limb muscles.
Transcranial stimulation can be either magnetic or, more commonly in surgical settings,
electric (Transcranial Electric Motor Evoked Potentials or TceMEP). The electromyography
signals, also known as Compound Motor Action Potentials (CMAP), are typically acquired
through needle electrodes inserted bilaterally into the upper limbs. These serve as controls
to differentiate systemic, anesthesia, and positioning-related changes [47].

Both somatosensory and motor evoked potentials offer valuable insights into neural
integrity during spinal surgeries, albeit with distinct advantages and limitations. While
somatosensory monitoring is generally easier to implement and can provide information
about both sensory and motor pathways, MEPs offer real-time, direct monitoring of motor
pathways, making them invaluable in surgeries where motor function is at high risk.

4.3. Neuromonitoring in Diverse Pathologies: Customized Approaches for Tailored
Surgical Interventions

Direct stimulation of the facial nerve during posterior cranial fossa surgery has been
explored by Amano, who used a ball-type electrode to stimulate the root exit zone of the
facial nerve. This method was shown to be potentially useful for assessing the state of the
facial nerve during surgery. By examining variables such as amplitude preservation ratio
and the last maximal amplitude, the method could predict the likelihood of facial nerve
palsy postoperatively according to the House–Brackmann (HB) grade [48].

Multipulse Transcranial Electric Stimulation (TES) provides another approach to
continuous monitoring of the facial nerve. A cup electrode placed on the skull sends out
clusters of electrical pulses that stimulate the corticobulbar pathway, allowing real-time
monitoring of facial nerve function through facial nerve muscle motor evoked potentials
(FNMEP). This method has been found to accurately predict the postoperative state of the
facial nerve, with patients maintaining at least 50% of the baseline amplitude generally
experiencing no more than mild deterioration in facial nerve function postoperatively [49].

In contrast to active continuous Intraoperative Neuromonitoring (acIONM), there
are methods described as passive continuous IONM (pcIONM) that do not involve direct
stimulation but rather analyze natural discharge patterns that occur during the surgical
procedure. Free-running electromyography (EMG) is one such method used to monitor the
facial nerve during neurosurgery. In this technique, patterns such as spikes, bursts, and
trains in the EMG signal are analyzed to provide insights into nerve function. Prass and
Lüders described different types of EMG signal patterns such as spikes, bursts, and trains,
which they observed during posterior fossa surgeries on 30 patients [50].

Multiple methods exist for intraoperatively monitoring the facial nerve during pos-
terior cranial fossa surgery. Each has its unique advantages and disadvantages. Direct
stimulation offers the ability to assess the facial nerve’s function at specific times during the
procedure, while continuous methods such as TES allow for ongoing, real-time monitoring.
Passive methods such as free-running EMG offer a non-intrusive way to monitor the nerve
by analyzing its natural activity during surgery.

Despite advances in Intraoperative Neuromonitoring, the retention rates for vestibulo-
cochlear nerve function are not as favorable as those for the facial nerve. This discrepancy
could arise from the intrinsic challenges of preserving auditory function, especially when
dealing with large tumors and those that have extensive infiltration into the cerebellopon-
tine angle [49–51].

In the context of spine surgery, the choice of monitoring modality depends on the
approach used and the specific risks involved. For posterior approaches, somatosensory
evoked potentials (SSEPs) may be sufficient. However, for anterior approaches, transcranial
motor evoked potentials (MEPs) are typically recommended due to the risk of anterior
spinal artery syndrome. Where nerve root or spinal cord deficits are a major concern, addi-
tional modalities such as spontaneous and triggered electromyography may be valuable.
Multi-modal IONM is highly recommended for procedures such as spine deformity surgery
or those involving intradural tumors [52,53]. Anesthesia should be adjusted to allow for the
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best possible IONM recordings, with specific anesthetic agents contraindicated for certain
types of monitoring [54].

IONM is not just limited to spine or cranial surgeries. It is also used in a variety of
other surgical fields such as vascular and cardiothoracic. Its utility extends to preventing
perioperative peripheral nerve injury (PPNI), which could occur due to excess mechanical
pressure and torsion on the limbs and neck during surgery [55].

The use of IONM is crucial for optimizing outcomes in various types of surgery. While
it has shown great promise, there is still room for improvement, particularly in monitoring
the vestibulocochlear nerve. The choice of monitoring technique should be tailored to
the specific surgical approach and the associated risks, and multi-modal IONM is often
recommended for complex cases.

5. The Digital Surgeon: Technological Synergies in Cranial Base Surgery
5.1. Endoscopy in the New Era: Advanced Imaging, Robotic Assistance, and Augmented
Reality Overlays

Advancements in skull base surgery are increasingly leveraging the capabilities of
virtual reality (VR) and augmented reality (AR). For instance, color-coded stereotactic
VR models can be custom-tailored for individual surgical cases, providing a simulated
operating field for surgeons and trainees [56]. These models offer invaluable opportunities
for surgical education and preoperative simulations. Furthermore, VR technology can be
integrated into real-time operative settings by overlaying 3D images onto microscopic or
endoscopic views, thus enhancing spatial navigation capabilities for the surgeon [57].

AR technology appears to offer particular benefits to less experienced medical profes-
sionals. These systems serve not just as educational tools but also as potential substitutes
for existing neural navigation technology. AR can offer both contextual information about
underlying structures and direct patient perspectives, potentially revolutionizing conven-
tional neural navigation systems [58].

Beyond surgery, AR also has applications in non-surgical and clinical management
at the skull base. For example, it is used for ablating damaged nasal tissue and offers
guidance on basic surgical plans and navigational protocols [59]. In cranio-maxillofacial
procedures, AR plays a significant role in reconstructing cheekbones and offering data
on the underlying structure, albeit without the capability for real-time modifications [60].
Many AR applications superimpose precollected, immersive data onto real endoscopic
camera images. However, fields that lie outside the endoscopic view remain hidden to the
medical team, necessitating further adaptations to fully realize the technology’s potential.

Moreover, the application of Augmented Reality in clinical settings, particularly in
the management of base-of-the-skull pathologies, has been gaining significant attention
in the medical community, as evidenced by multiple academic conferences exploring
its potential [59,60]. A specific clinical model has been proposed, offering an extended
observational perspective of the area under examination [61]. In this model, endoscopic
images are displayed centrally, while the projection external to the endoscopic field of
view is rendered virtually, utilizing pre-existing computerized tomography data. Such
an integrated AR framework suggests that, following technological advancements and
methodological refinements, AR applications may become increasingly prevalent across a
broader spectrum of clinical scenarios necessitating heightened alertness and precision [62].

When it comes to the design of an ideal AR device for clinical applications, certain
rigorous criteria must be met to ensure its functional efficacy and safety. The system should
feature a focus marker and device alignment capabilities that are intuitive and minimally
intrusive, particularly for the medical professional using it. Calibration adjustments should
be undertaken before the initiation of the clinical procedure to minimize undue burden or
cognitive load on the healthcare provider [63].

Furthermore, conventional imaging techniques that focus solely on two-dimensional
visual data may suffer from limitations in perceived depth, thereby potentially compromis-
ing the practitioner’s situational awareness and decision making accuracy. To mitigate such
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limitations, it is advisable to incorporate depth cues to enhance the perceptual veracity of
the rendered images [64]. Additionally, in applications where virtual 3D objects are super-
imposed onto endoscopic images, it becomes imperative to maintain parallax when the
viewing position changes in order to preserve spatial relationships and depth perception.

In terms of data presentation, meticulous attention must be devoted to the structural
layout of the AR interface. Inadequate design considerations can obscure critical informa-
tion or induce visual discomfort, thereby diminishing the user experience and potentially
compromising clinical outcomes. Therefore, it is essential to engage in an iterative design
process, incorporating user feedback and empirical data, to optimize the AR interface and
data presentation for the specialized needs of clinical practice.

5.2. Data-Driven Neurosurgery: Machine Learning, AI-Assisted Diagnosis, and Surgical Planning

The application of Radiomics in oncological diagnostics has emerged as a transforma-
tive approach in recent years, particularly in the preoperative assessment of various neo-
plastic conditions including prostate cancer, lung cancer, and an array of brain tumors such
as gliomas, meningiomas, and brain metastases [63–65]. Traditional diagnostic method-
ologies that rely predominantly on qualitative assessments made by radiologists based
on “visible” features, Radiomics facilitates the quantitative extraction of high-dimensional
features as parametric data from radiographic images [66,67].

The incorporation of machine learning algorithms further enhances the analytical
capabilities of Radiomics, offering unprecedented insights into the pathophysiological
characteristics of lesions that are otherwise challenging to discern through conventional
visual inspection [68,69]. Several studies have demonstrated the utility of Radiomics-based
machine learning in the differential diagnosis of various brain tumors, thus indicating its
prospective application in clinical decision making [70].

In the feature selection domain, Least Absolute Shrinkage and Selection Operator
(LASSO) has been noted for its effectiveness in handling high-dimensional Radiomics data,
particularly when the sample sizes are relatively limited [71,72]. LASSO distinguishes itself
by its ability to avoid overfitting, making it an optimal choice for robust feature selection in
Radiomics analyses.

Additionally, Linear Discriminant Analysis (LDA) serves as another valuable machine
learning classification algorithm tailored for Radiomics applications. LDA seeks to identify
and delineate boundaries around clusters belonging to distinct classes and projects these
statistical entities into a lower-dimensional space to maximize class discriminatory power.
Notably, it has been reported to retain substantial class discrimination information while
reducing dimensionality [73–75].

Radiomics has extended its utility beyond diagnostic applications to prognostic evalu-
ations, as exemplified in its role in both the diagnosis and treatment control rate prediction
for chordoma [76]. Chordoma, a disease notorious for its refractory nature necessitating
multiple surgical interventions and radiotherapeutic treatments, poses unique challenges
for sustained disease control. In this context, Radiomic models built on features describing
both the morphological shape and the genomic heterogeneity of the tumor have demon-
strated superior performance in predicting the effectiveness of radiotherapy for tumor
control. Such predictive capabilities underscore the potential benefits of Radiomics in en-
abling more targeted, efficient treatment regimens for diseases such as chordoma, thereby
potentially reducing the need for repetitive, invasive procedures.

In another application, Radiomics-based machine learning algorithms have been
shown to assist significantly in the preoperative differential diagnosis between germinoma
and choroid plexus papilloma [77]. These two types of primary intracranial tumors often
present with overlapping clinical manifestations and radiological features, yet they require
markedly different treatment modalities. In addressing this diagnostic conundrum, high-
performance prediction models have been developed using sophisticated feature selection
methodologies and classifiers. These models suggest that Radiomics can offer a non-
invasive diagnostic strategy with substantial reliability.
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Notably, the application of Radiomics and machine learning in these scenarios holds
the promise of revolutionizing the approach to image-based diagnosis and personalized
clinical decision making. By leveraging advanced computational techniques to analyze
complex, high-dimensional radiographic data, Radiomics provides a more nuanced under-
standing of tumor characteristics and treatment responses. This computational approach
thereby opens avenues for more accurate, timely, and individualized therapeutic strategies,
significantly enhancing the quality of patient care in oncological settings.

In the realm of skull base neurosurgery, machine learning (ML) methods, including
neural network models (NNs) (Figure 2), have been rigorously applied to a comprehensive,
multi-center, prospective database to predict the occurrence of Cerebrospinal Fluid Rhinor-
rhoea (CSFR) following endonasal surgical procedures [78]. The predictive capabilities of
NNs surpass those of traditional statistical models and other ML techniques in accurately
forecasting CSFR events. Notably, NNs have also revealed intricate relationships between
specific risk factors and surgical repair techniques that influence CSFR, relationships that
remained elusive when examined through conventional statistical approaches. As these
predictive models continue to evolve through the integration of more extensive and gran-
ular datasets, refined NN architectures, and external validation processes, they hold the
promise of significantly impacting future surgical decision making. Such next-generation
models may provide invaluable support for more personalized patient counseling and
tailored treatment plans.
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Figure 2. Mechanisms of neural network processing are shown. Input layer refers to heteroge-
nous data which will be analyzed by the neural network incorporated algorithms. Further, output
information is obtained, offering new avenues for biomedical fields.

Regarding automated image segmentation in surgical navigation applications, al-
though there is a high correlation between the automated segmentation and the anatomical
landmarks in question, the Dice Coefficient (DC)—a measure commonly used to assess
the performance of the segmentation task—was not deemed to be particularly high [79].
Various factors contribute to this finding, including the complexity of anatomical pathways,
the absence of clearly delineated contours in certain regions, and inherent variations arising
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from manual segmentation. These limitations cast doubt on the utility of the DC as a
standalone metric for objectively evaluating the performance of this specific task. However,
the low average Hausdorff Distance (HD) on the testing dataset better encapsulates the
high accuracy of the automated segmentation, bolstering its credibility for applications
such as surgical navigation.

In summary, the application of machine learning, and particularly neural networks,
appears to be a game-changer in predicting complex clinical outcomes such as CSFR
following skull base neurosurgery. Meanwhile, automated image segmentation remains
a challenging task, warranting a more nuanced approach to performance assessment
than merely relying on singular statistical measures such as the Dice Coefficient. These
advancements signify not only the growing impact of computational methods in medicine
but also the necessity for ongoing refinement and validation to ensure these techniques
meet the highest standards of clinical efficacy and safety.

6. Radiosurgery and Radiotherapy: Harmonizing Precision and Efficacy
6.1. An In-Depth Exploration of Radiosurgical Modalities: Gamma Knife, CyberKnife, and Beyond

Stereotactic radiosurgery has emerged as a pivotal treatment modality for various
types of lateral skull base lesions, with perhaps its most significant impact being on the
management of glomus jugulare tumors [80]. Many medical centers have adopted this
approach as the first-line treatment for growing symptomatic tumors due to its lower
morbidity compared to traditional surgical interventions, coupled with comparable rates
of disease control.

Additionally, the efficacy of radiosurgery in treating skull base meningiomas has been
well documented, with long-term follow-up data indicating impressive tumor growth
control rates ranging from 92 to 98% [81]. While determining the optimal radiation dosage
is critical, findings suggest that doses greater than 12 Gy to the tumor margin are essential
for effective control. Suboptimal doses, specifically less than 12 Gy, have been associated
with a significant tumor growth rate during one-year follow-up periods [82]. It is generally
recommended that the minimum effective radiation dose for skull base meningiomas
should be between 13 and 17 Gy, although the suitability of lower doses remains a topic of
ongoing debate [83].

Importantly, some nuances exist within the treatment paradigm. For instance, Lee et al.
noted that previously resected tumors might pose challenges in accurate radiological
delineation due to postoperative changes such as meningeal enhancements or fat signals,
which could be mistaken for tumor tissue [83]. Moreover, Zachenhofer and colleagues
posited that tumor regrowth often occurs outside the targeted radiosurgical volume, a
phenomenon possibly attributable to microscopic remnants of tumor cells within the
adjacent dura mater that are not included in the radiosurgical target [84].

Stereotactic radiosurgery offers a promising avenue for managing various types of
skull base tumors, including glomus jugulare and meningiomas, with both short-term
and long-term efficacy. However, it is crucial to consider factors such as optimal radiation
dosage and potential challenges related to the radiological delineation of previously re-
sected tumors. These complexities underscore the necessity for personalized treatment
strategies and underscore the importance of ongoing research to fine tune radiosurgical
approaches for maximum clinical benefit.

The management of benign meningiomas using radiosurgery must be approached with
caution given the potential for malignant transformation. up to 2% of benign meningiomas
could transform into malignant forms, and others have found that 28.5% of recurrent benign
meningiomas were actually atypical or anaplastic [83,84]. These statistics underline the
importance of long-term monitoring and potential re-evaluation of treatment plans [85,86].

Radiosurgical interventions also present challenges related to cranial nerve sensitivity,
most notably the optic and trigeminal nerves. The optic nerve is particularly vulnerable to
radiation, requiring careful dose planning. Leber et al. suggested that doses below 10 Gy
could be safely administered to the optic nerve without complications, but doses between
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10–15 Gy carry a 26.5% risk of optic neuropathy [87]. Thus, tumors close to or compressing
the optic apparatus are less amenable to radiosurgical treatment, as delivering an effective
dose could jeopardize optic nerve function.

Various guidelines have been proposed for dosing the optic apparatus, with Morita et al.
allowing for short segments to receive between 12–16 Gy [88], and Stafford et al. reporting
no optic neuropathy with a 12 Gy dose [89]. Therefore, radiosurgery might be more
appropriately indicated for tumors situated at least 5 mm away from the chiasm and
optic nerve.

The trigeminal nerve also shows significant sensitivity to radiation, with various
studies reporting the development of trigeminal neuropathy post-treatment. For example,
Lee et al. found that 4% of their patients developed this condition, with a portion expe-
riencing permanent deficits [83]. Moreover, Chang et al. reported that although 86% of
patients initially experienced pain relief, about half suffered pain recurrence during the
follow-up period [90]. Radiation doses exceeding 19 Gy were found to be associated with a
high incidence of trigeminal neuropathy [88].

The utility and efficacy of radiosurgery for skull base meningiomas appear to be
influenced by several factors including tumor size, dose, and fractionation. Single-session
radiosurgery has been reported to yield a five-year actuarial tumor control rate of 88.6%
for large skull base meningiomas (>8 cm3). However, tumor control rates tend to decrease
with increasing tumor volume, specifically tumoral volumes ≥ 14 cm3 [91]. With a median
dose of 10 Gy (ranging between 8–10 Gy), the five-year and ten-year tumor growth control
rates were 78% and 70%, respectively. Notably, only 6% of patients experienced permanent
radiation injury with an 84-month follow-up [92].

The CyberKnife® platform offers a technological advancement in frameless robotic
radiosurgery, enabling high precision and conformal intracranial tumor targeting. It allows
for easy fractionation of treatment, thereby minimizing toxicity, especially when adjacent
organs-at-risk (OAR) have low radiation tolerance [93]. However, the outcomes for larger,
malignant tumors remain less predictable, with both tumor size and type affecting the
treatment outcome [94].

In the case of smaller, radiosensitive tumors such as vestibular schwannomas and
meningiomas, radiosurgery has been largely effective with minimal acute toxicity. However,
areas for improvement include symptom management and late morbidity. The presence
of larger tumors, less optimal dose/fractionation, and other risk factors such as previous
cranial radiotherapy can lead to increased treatment-related toxicity [95].

Given these findings, the focus for smaller radiosensitive tumors should be on op-
timizing dose prescription and fractionation schedules. Careful planning that includes
vigilance over multiple dose indices for susceptible OAR may help minimize late toxicity
and optimize functional preservation. For tumors of other pathological types, which tend
to be larger and/or more radioresistant, initial efforts should aim at increasing local control
while minimizing toxicity through optimized dose and fractionation scheduling.

In summary, while radiosurgery has shown promising outcomes for skull base menin-
giomas and other cranial tumors, there are challenges that need to be addressed. Tumor
size, type, and proximity to critical structures such as OAR can impact the efficacy and safety
of treatment. Consequently, individualized treatment plans, leveraging advanced technologies
such as CyberKnife® and ongoing research, will be key to improving outcomes.

6.2. Radiotherapy Advancements: Modulating Doses, Fractions, and Protocols for Optimal Tumor
Control and Preservation of Neural Structures

Fractionated stereotactic radiotherapy (FSRT) has emerged as another viable option
for the treatment of large skull base meningiomas. Studies have shown that FSRT can offer
five-year tumor growth control rates ranging between 93–96%. In terms of toxicity, late
clinical toxicity has been reported to be relatively low, falling in the range of 1.6–5.5%. The
treatment generally involves delivering radiation doses of 50–56.8 Gy for tumor volumes
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averaging between 35.4–52.5 cm3. The mean duration of follow-up in these studies was
between 35–42 months [96].

In a more recent study that compared single-session gamma knife surgery (GKS) with
fractionated GKS (FGKS) for meningiomas having a volume greater than 10 cm3, FGKS
appeared to show a marginally higher overall five-year tumor control rate (92.9% for FGKS
vs. 88.1% for single-session GKS). However, it is important to note that the difference in the
control rates between the two groups was not statistically significant (p = 0.389). The mean
tumor volume for the single-session GKS group was 15.2 cm3, while for the FGKS group, it
was 21 cm3. The FGKS group also included 16 skull base meningiomas [97].

Fractionated radiation therapy, which involves daily treatments usually spanning
several weeks, is a commonly employed strategy for treating certain types of tumors,
including WHO grade I meningiomas that are located close to sensitive areas such as
the optic chiasm or optic nerves [98]. This approach is backed by evidence showing that
external beam radiation therapy (EBRT) can deliver effective doses that control the tumor
while preserving visual function [99] (Table 1).

Table 1. Pertinent studies on the use of additional radiotherapy in managing WHO grade II and
III meningiomas.

Studies Treatments Histology Results Reference

Aghi et al., 2009 Surgery (TR),
surgery + EBRT WHO II

Relapse rates at 5 years
were 41% and it was

reduced to 0% with the
inclusion of EBRT.

[100]

Attia et al., 2012 SRS WHO II
TS exceeds 50% after

5 years;
A 5-year LRR of 44%

[101]

Goyal et al.,
2000 Surgery, surgery + FRT WHO II

TR = 5-year TS was 87%
PTR = 5 year TS

was 100%
[102]

Huffman et al., 2005 GKRS WHO II 40% relapse between 18
and 36 months. [103]

Dziuk et al.,1998 Primarily surgery + FRT WHO III The 5-year TS is 57%. [104]

Goldsmith et al., 1994 Surgery + FRT WHO III 58% [105]

Rosenberg and
Prayson et al.,

2009

Surgery + FRT;
Surgery + SRS. WHO III 5-year TS = 47% [106]

Mattozo et al., 2007 SRS + EBRT WHO I–III

Grade II: 3-year RFS
rate of 83%

Grade III: 3-year RFS
rate of 0%

[107]

Adeberg et al., 2012 EBRT, surgery + EBRT WHO II–III

Grade II tumors: 5-year
TS rate of 81% and a

5-year RFS rate of 50%.
Grade III tumors:

5-year TS of 53% and a
RFS rate of 13%.

[108]

Hug et al., 2000 EBRT + surgery WHO II–III

Grade II: 5-year TS rate
of 38%

Grade III: 5-year TS
rate of 52%

[109]
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Table 1. Cont.

Studies Treatments Histology Results Reference

Milosevic et al., 1996 Mainly surgery + FRT WHO II–III 5-year TS rate of 28% [110]

Pasquier et al., 2008 Surgery + EBRT,
Surgery only WHO II–III TR: 5-year TS = 46%

RT: 5-year TS = 0% [111]

Sughrue et al., 2010 Surgery + FRT WHO II–III 61%, 40% after 10 years [112,113]

Yang et al.,
2008 (33 atypical),

(41 anaplastic)
Surgery, Surgery + EBRT WHO II–III

Grade II: TS of 11.9 yrs
and a RFS of 11.5 yrs

(cases of atypical
meningiomas)

Grade III: TS of 3.3 yrs
and RFS of 2.7 yrs

[114]

Boskos et al., 2009 EBRT
Protons and photons WHO II–III 5-year TS = 65%

5-year LRR = 61% [115]

(TS = total survival, RFS = recurrence-free survival, EBRT = external beam radiation therapy, LRR = local
recurrence rate, PTR = partial resection (STR), TR = total resection (GTR), FRT = Fractionated radiotherapy (RT),
SRS = stereotactic therapy (radiosurgery), GKR = Gamma Knife radiosurgery).

In cases where meningiomas affect the optic nerve sheath, EBRT is the treatment
of choice. Many patients have reported vision improvement following this treatment.
Remarkably, no other treatment modalities, including surgical interventions, have been
shown to improve vision to the same extent as radiation therapy (RT) for this specific
patient group. Therefore, surgical decompression is typically reserved for patients with
intracranial extensions and rapidly deteriorating conditions [116].

When it comes to cavernous sinus and petroclival meningiomas, radiation therapy
is often the preferred treatment option, either as a primary treatment or as an adjunct to
subtotal resection. These locations are associated with a high risk of surgical morbidity
if extensive resection is attempted. A recent literature review indicated that stereotactic
radiosurgery (SRS) alone resulted in a relatively low recurrence risk of about 3%. In contrast,
more invasive procedures such as subtotal resection (STR) and gross total resection (GTR)
had recurrence risks of around 11%. Moreover, cranial nerve deficits were more commonly
reported among patients who underwent surgical resection [112].

Although chordomas are generally slow-growing tumors, aggressive upfront manage-
ment has shown significant benefits in long-term survival. A retrospective study conducted
in France demonstrated that patients who received RT immediately following surgery
had a 10-year survival rate of 65%, whereas none of the patients who only received RT
at the time of recurrence survived up to 10 years [117]. In the largest series on chordo-
mas treated with RT, conducted at Harvard University, patients were treated with 60 to
79.2 Cobalt-Gray-Equivalent (CGE), and the local control (LC) rates at 10 years were found
to be 44% [118]. A recent review that aggregated data from over 400 patients found that
5-year LC rates were close to 70% and overall survival (OS) was more than 80% [119].

Soft tissue sarcomas of the skull base are usually approached with maximal surgical ex-
cision, followed by post-operative radiation therapy. Recurrence risk is higher in these cases
compared to soft tissue sarcomas of the extremities, mainly because obtaining clean surgical
margins is often challenging. Various radiation therapy techniques are utilized, including
external beam radiation therapy (EBRT), stereotactic radiosurgery (SRS), intraoperative RT,
and brachytherapy [120].

Modern advancements in EBRT include technologies such as three-dimensional con-
formal RT (3D-CRT) and intensity-modulated radiation therapy (IMRT). Three-dimensional
conformal RT typically delivers radiation from multiple angles in a coplanar fashion, akin
to the spokes on a wheel. IMRT, on the other hand, allows the intensity of radiation beams
to vary at different positions. This has significantly improved the ability to treat tumors
located near sensitive structures, thereby advancing the field of radiation oncology [120].
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Advances in radiation therapy and aggressive upfront management strategies have
shown promising results in the treatment of chordomas and soft tissue sarcomas of the skull
base. These findings underscore the need for individualized, multidisciplinary treatment
approaches to optimize long-term outcomes.

7. Holistic Approaches: Interdisciplinary Collaborations and Patient-Centric Care
7.1. The Ecosystem of Cranial Base Surgery: Integrating Neurology, Radiology, Oncology,
and Rehabilitation

The complexities involved in the surgery of skull base meningiomas (SBMs) increas-
ingly point to the need for a multimodal treatment approach, integrating both radiosurgery
and radiation therapy. This combination aims to maximize both functional outcomes and
tumor control. Advances in technology, genomics, and Radiomics are poised to greatly
enhance our understanding of tumor biology. This, in turn, allows for the tailoring of
treatment plans in line with the tenets of precision medicine [121].

Beside multiple implicated medical specialties, neurosurgeons need to undergo a
continuous high standard training for skull base pathology. Achieving surgical proficiency
is paramount for educators within the domain of skull base surgery. Diligent effort, coupled
with consistent and immediate evaluative feedback, constitutes a cornerstone of successful
skill acquisition. Establishing an environment rooted in patient-centric values that fosters
scholastic excellence augments the efficacy of a training program. Moreover, the usage of
3D printed models of the skull are currently used as a training possibility even for during
the residency program. In the case of skull base pathologies, neurosurgeons can exercise
the surgical approaches, especially various types of craniotomies on those synthetic-based
models. For optimal knowledge assimilation, it is imperative that both the mentor and
mentee engage proactively and with deliberate intent [122–124].

Given the rapidly evolving landscape of SBM treatment—fueled by technological
and scientific innovations—a specialized multidisciplinary approach has become essential
for optimal patient care. This has led to the conceptualization of “Centers of Excellence”,
institutions specifically geared towards SBM management. These centers are not only tech-
nologically advanced but also guarantee an adequate workload for healthcare providers,
ensuring they remain at the forefront of the field.

Moreover, integration of a diverse array of medical and allied health disciplines
has the potential to substantially augment the quality of healthcare delivery, particularly
in the context of Skull Base multidisciplinary teams. In such specialized tertiary referral
centers, the amalgamation of expertise from various subspecialties not only fosters a holistic
approach to patient care but also enhances the precision and efficacy of diagnosis, treatment
planning, and execution.

Within these multidisciplinary frameworks, palliative care physicians contribute to
symptom management and quality-of-life improvement, offering critical perspectives on
end-of-life care when required. Neurosurgical anesthetists bring a refined understanding of
perioperative management, particularly vital in the intricate surgeries associated with skull
base anomalies. Chronic pain specialists offer insights into long-term analgesic strategies,
thus contributing to sustained patient comfort and improved functionality post-surgery.

Similarly, clinical psychologists can play a pivotal role in assessing and addressing
the psychological comorbidities often accompanying chronic or severe medical conditions.
They provide cognitive-behavioral interventions and other psychological supports to
enhance patients’ coping mechanisms. Audiological scientists and hearing and/or balance
therapists contribute expertise on auditory and vestibular systems, which are frequently
involved in skull base pathologies. Their input can be invaluable in both the diagnostic
and rehabilitative phases of care.

Additionally, maxillofacial prosthetists offer specialized interventions that focus on
reconstructive options, including facial prosthetics, which can be instrumental in post-
operative rehabilitation. Speech and language therapists address communication and
swallowing challenges that might arise due to anatomical changes or neurological impair-
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ments associated with skull base disorders. Dietitians further enrich the multidisciplinary
team by offering tailored nutritional plans, thereby optimizing patients’ metabolic states
for improved outcomes in both surgical and nonsurgical interventions.

This expansive collaborative approach is further fortified by interdepartmental interac-
tions with neurosurgeons, neuroradiologists, and neuropathologists. Neurosurgeons offer
specialized surgical interventions, while neuroradiologists provide crucial imaging expertise,
enhancing the specificity and sensitivity of diagnostic processes. Neuropathologists contribute
by offering detailed tissue diagnoses, which are vital for optimal treatment planning.

Given the complex, multifaceted nature of the conditions encountered in skull base
pathology, and the necessity for sophisticated diagnostic and therapeutic modalities, the
persistence of skull base multidisciplinary teams as a feature of tertiary referral centers
seems not only likely but also clinically imperative. This convergence of specialized skills
in a collaborative environment serves to enhance patient outcomes, facilitating a more
nuanced and comprehensive standard of care [125].

7.2. Patient Narratives and Quality of Life Metrics Post-Surgery

Patients ultimately want their surgical team to cure, control, or, ideally, facilitate the
prevention of disease. They favor minimally invasive approaches. When possible, they
want illnesses to be treated by medicines only. If further intervention is necessary, they
prefer minimally invasive surgery or radiosurgery without tissue damage. When more
extensive surgery cannot be avoided, they prefer it to be without undue risk. Patients rightly
place a premium on minimizing morbidity, which means no damage to the surrounding
brain, cranial nerves, or blood vessels and no cosmetic deformity. Regardless of the
approach, they want to minimize time away from work and family and to be treated at a
reasonable cost [126].

8. Conclusions—Epilogue: Gazing into the Future Horizon
8.1. Challenges, Opportunities, and the Trajectory of Cranial Base Surgery in the Coming Decade

The adoption of 3D printing technologies is on the rise across various sectors, in-
cluding neurosurgery. Current applications in this field encompass the fabrication of
cranioplasty implants, educational models for tumors and aneurysms, as well as surgi-
cal planning aids [127]. Further innovation comes from the Northwestern University
School of Engineering, where researchers have developed 3D-printed, patient-specific
bioresorbable intravascular stents. Notably, a proof-of-concept for a 3D-printed bionic ear
has been developed, featuring advanced auditory sensing capabilities for radiofrequency
signals [128,129].

In the realm of cranial surgery, various robotic technologies are making headway. The
NeuroArm, developed at the University of Calgary, is a remote-controlled surgical robot
designed for use in an MRI suite [130]. Meanwhile, the Shinshu University NeuRobot—a
joint effort involving multiple research institutions—consists of a master–slave microma-
nipulator system equipped with a rigid endoscope and three robotic arms, designed for
minimally invasive procedures. This system has already been successfully employed in
surgeries and shows potential for remote telesurgical applications, albeit with a minuscule
1 ms delay [131].

Currently, a team at the University of Washington is developing an Artificially In-
telligent Neurosurgical Robotic Assistant. This autonomous robot aims to replicate the
functions of a microneurosurgical assistant, such as gentle tissue manipulation and precise
suction within the surgical field.

The development of an Artificially Intelligent Neurosurgical Robotic Assistant aims
to create an intuitive system that can act according to the surgeon’s needs, either through
innate understanding or voice commands. One of the major challenges lies in understand-
ing the nuanced interaction between the surgeon and their assistant during surgery. To
this end, the team has employed convolutional neural networks to analyze the surgeon’s
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voice and tool movements captured under a microscope [132]. Python speech application
program interfaces are also used for more detailed analysis.

Instrument identification and tracking in the surgical field are performed at the pixel
level, offering insights into the surgeon’s intended direction of movement [133]. An integral
part of the project involves adapting natural language parsing to recognize specific medical
terms, making the interface between the robotic assistant and the surgeon more intuitive
and efficient.

In a novel application, the team recently showcased the fusion of semi-autonomous
robotic therapy with a specialized biomarker known as “tumor paint”, derived from a
component of scorpion toxin [134]. This biomarker specifically labels brain tumors. In
studies led by Hu et al., a robotic system scanned a simulated tumor margin for spots
marked as positive for tumor cells. Following the surgeon’s approval, the robot then
executed an automated ablation pathway to remove these areas [135].

In summary, the convergence of robotics, machine learning, and specialized biomark-
ers is pushing the boundaries of what is possible in neurosurgical interventions. The
fusion of these technologies could revolutionize how surgical procedures are planned
and executed, with the promise of more precise and potentially less invasive treatments
(Table 2).

Table 2. Future Advances in Various Fields in Skull Base Surgery.

Virtual Raman Microscopy and Spectroscopy for Quick Diagnosis in the Operating Room

Stem cell-based therapies for brain and cranial nerve damage from trauma, tumors, and medical procedures

Semi-autonomous robots for use in the operating room

Regenerative medicine combined with 3D printing for creating blood vessels, bone, and facial tissues

Quick molecular and genetic assessment of tumors

New training procedures for surgeons

Nanoengineering for diagnostic and therapeutic applications

Mobile imaging in the operating room and in the intensive care unit

CRISPR CAS-9 based genetic techniques to eliminate hereditary syndromes

Anti-cancer antibodies, CAR-T-cell therapy, and immune checkpoint blockade against the neoplasms

AI applications for powered disease diagnosis in hospital and outpatient care

Advanced imaging techniques (MRI and ultrasound)

Additive manufacturing (3D printing and rapid prototyping)

8.2. Potential Breakthroughs: Stem Cell Research, Regenerative Medicine, and Genomic Tailoring

Stem cell recovery techniques are poised to play a transformative role in the treatment
of surgically induced and other neurological deficits within the next two decades. These
advancements could especially benefit patients requiring surgery for conditions such as
vestibular schwannoma, promising better recovery of cranial nerve 7 and 8 function even for
those with large or giant tumors. This promising approach could also extend to iatrogenic
neurological deficits that may arise after surgeries on the brain or brainstem for tumor
or vascular operations. Furthermore, understanding how stem cells interact with tumors
may pave the way for the prevention and potential cure of some skull base malignant
neoplasms [126].

In a notable development, a 12-month phase II, randomized controlled trial conducted
in the US and Japanese centers showed that SB623 stem cells were particularly effective
for patients with traumatic brain injury. These cells were implanted around the injury site,
leading to significant improvements in motor function as measured by the Fugl-Meyer
motor scale. The primary endpoint was reached, with an average improvement of 8.3 points
as opposed to an improvement of 2.3 in the control group at 24 weeks (p = 0.040). This
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promising result has led SanBio Co., Ltd. (Tokyo, Japan), to plan further studies in phase
III clinical trials, as per a personal communication from Steinberg GK in 2020 and a press
release from SanBio Co., Ltd., in 2019 [136].

Like any groundbreaking medical advancement, the journey of integrating stem
cells into clinical practice will require significant financial investment and time. It is also
important to brace for setbacks and challenges along the way, much like the development
pathways for new drugs or vaccines. Nevertheless, the prospects are exciting and could
herald a new era in the treatment of neurological conditions and deficits.

8.3. Reiterating the Ethos of Continuous Learning, Global Collaboration, and Patient-First Principles

The future of skull base surgery and neurosurgery will undeniably be influenced by
rapid technological advancements. While surgeons will need to be agile in integrating these
new technologies into their practice, the core tenets that define a great surgeon—knowledge,
innovation, technical skill, judgment, and compassion—will stand the test of time. Active
engagement with emerging technologies is not just an option but a necessity, as it allows
surgeons to have a direct hand in shaping the future of their field [126].

Innovation will be a linchpin in the evolution of medical practice, both now and in the
future. These innovations might be subtle, influencing the minutiae of day-to-day work,
or they could be groundbreaking, transforming clinical surgery, basic neurosciences, or
various aspects of healthcare delivery. They might also aim at improving workflow and
efficiency, revamping outpatient and hospital infrastructure, elevating patient satisfaction,
or enhancing quality metrics [126].

Young surgeons carry the mantle of responsibility to not only excel in their craft
but also to contribute to its progression. They must constantly aspire to leave their field
better than how they found it, pushing the boundaries of what is possible and effective
in medical care. Furthermore, surgeons should not shy away from roles in hospital and
healthcare administration. Such involvement provides them with the opportunity to guide
transformative changes, ensuring that innovation and quality improvement are not just
theoretical ideals but real-world practices that enhance patient care and outcomes.
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Abbreviations

ASB Anterior Skull Base
ACFR Anterior craniofacial resection
CSF Cerebrospinal fluid
GSPN Greater superficial petrosal nerve
MCF Middle cerebral fossa
IAC Internal auditory canal
FESS Functional Endoscopic Sinus Surgery
ACTH Adrenocorticotropic hormone
NFPAs Non-functioning pituitary macroadenomas
TSH Thyroid-stimulating hormone
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IONM Intraoperative Neuromonitoring
iIONM Intermittent IONM
BAEPs Brainstem Auditory Evoked Potentials
MEPs Motor Evoked Potentials
EMG Electromyography
TceMEP Transcranial Electric Motor Evoked Potentials
CMAP Compound Motor Action Potentials
HB grade House–Brackmann
TES Transcranial Electric Stimulation
FNMEP Facial nerve muscle motor evoked potentials
acIONM Intraoperative Neuromonitoring
pcIONM Passive continuous IONM
EMG Electromyography
SSEPs Somatosensory evoked potentials
MEPs Motor evoked potentials
PPNI Perioperative peripheral nerve injury
VR Virtual reality
AR Augmented reality
LASSO Least Absolute Shrinkage and Selection Operator
LDA Linear Discriminant Analysis
ML Machine learning
CSFR Cerebrospinal Fluid Rhinorrhoea
NNs Neural network models
DC Dice Coefficient
HD Hausdorff Distance
OAR Organs-at-risk
FSRT Fractionated stereotactic radiotherapy
GKS Gamma knife surgery
FGKS Fractionated GKS
EBRT External beam radiation therapy
TS Total survival
RFS Recurrence-free survival
EBRT External beam radiation therapy
LRR Local recurrence rate
PTR Partial resection
TR Total resection
FRT Fractionated radiotherapy
SRS Stereotactic therapy (radiosurgery)
GKR Gamma Knife radiosurgery
RT Radiation therapy
SRS Stereotactic radiosurgery
STR Subtotal resection
GTR Gross total resection
CGE Cobalt-Gray-Equivalent
LC Local control
OS Overall survival
EBRT External beam radiation therapy
SRS Stereotactic radiosurgery
3D-CRT Three-dimensional conformal RT
IMRT Intensity-modulated radiation therapy
SBMs Skull base meningiomas
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Abstract: Among the high prevalence of cerebrovascular diseases nowadays, acute ischemic stroke
stands out, representing a significant worldwide health issue with important socio-economic impli-
cations. Prompt diagnosis and intervention are important milestones for the management of this
multifaceted pathology, making understanding the various stroke-onset symptoms crucial. A key role
in acute ischemic stroke management is emphasizing the essential role of a multi-disciplinary team,
therefore, increasing the efficiency of recognition and treatment. Neuroimaging and neuroradiology
have evolved dramatically over the years, with multiple approaches that provide a higher under-
standing of the morphological aspects as well as timely recognition of cerebral artery occlusions for
effective therapy planning. Regarding the treatment matter, the pharmacological approach, particu-
larly fibrinolytic therapy, has its merits and challenges. Endovascular thrombectomy, a game-changer
in stroke management, has witnessed significant advances, with technologies like stent retrievers
and aspiration catheters playing pivotal roles. For select patients, combining pharmacological and
endovascular strategies offers evidence-backed benefits. The aim of our comprehensive study on
acute ischemic stroke is to efficiently compare the current therapies, recognize novel possibilities
from the literature, and describe the state of the art in the interdisciplinary approach to acute ischemic
stroke. As we aspire for holistic patient management, the emphasis is not just on medical interven-
tion but also on physical therapy, mental health, and community engagement. The future holds
promising innovations, with artificial intelligence poised to reshape stroke diagnostics and treatments.
Bridging the gap between groundbreaking research and clinical practice remains a challenge, urging
continuous collaboration and research.

Keywords: acute ischemic stroke; cerebrovascular disease; stroke onset symptoms; neuroimag-
ing; neuroradiology; endovascular thrombectomy; neurovascular treatment; revascularization;
fibrinolytic therapy
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1. Introduction

Cerebrovascular diseases encompass a range of conditions resulting from pathological
changes in the cerebral blood vessels that lead to brain dysfunction. These dysfunctions can
arise from issues such as vascular occlusion, stenosis, rupture, malformation, wall damage,
or permeability alterations. Globally, these diseases are a major contributor to mortality
and disability. In fact, the economic impact of cerebrovascular disease surpasses that of
many other vascular conditions. Without timely preventive actions, healthcare costs for
addressing these diseases could see a threefold increase [1]. Stroke, as the primary clinical
manifestation of cerebrovascular disease, poses a significant strain on global healthcare
resources [2]. Data from The Global Burden of Disease Study reveals that stroke is responsible
for 11.6% of worldwide deaths, ranking as the second leading cause of death and the third
primary cause of disability [3]. Despite a notable 25% reduction in global stroke deaths
recently, there was an alarming rise in the total number of stroke cases, their prevalence,
mortality, and disability-adjusted life years between 1990 and 2019 [4].

Stroke represents the most frequent outcome of cerebrovascular disease and arises
when an artery feeding the brain becomes blocked or ruptures. This chapter initially
delves into the influence of epidemiological research on our understanding of stroke. It
encompasses insights into its clinical presentation, diagnosis, and treatment, as well as the
associated burden, risk factors, and repercussions. We will also explore transient ischemic
attack (TIA), a condition as dangerous as stroke, and its impact on stroke risk [5].

While strokes are widely recognized, cerebrovascular diseases include a broader spec-
trum of conditions where the brain’s blood vessels are the primary focus [6]. Examples
include subarachnoid hemorrhages, arterial dissections, CADASIL, arteriovenous malfor-
mations, venous sinus thrombosis, moyamoya disease, and vasculitis. This chapter’s latter
section will delve into these diseases, emphasizing their epidemiological aspects [7].

Not all cerebrovascular anomalies produce evident symptoms immediately. Condi-
tions such as silent brain infarcts, white-matter lesions, and microbleeds exemplify this
subclinical cerebrovascular disease category [8]. Epidemiological imaging studies aim to
gauge the prevalence of these subclinical conditions in the general populace, along with
their risk factors and consequences [7].

Globally, stroke stands as the second primary cause of both disability and death. Low-
and middle-income countries bear the brunt of this affliction. In 2016 alone, the world
saw 13.7 million new stroke cases, with approximately 87% being ischemic strokes. Within
these, by a modest estimate, between 10% and 20% were due to LVO. When considering
treatment, less than 5% of acute ischemic stroke patients globally underwent IVT within the
appropriate therapeutic time frame, and under 100,000 MTs were carried out in that year.
These figures underscore the significant disparity between the number of eligible patients
and the relatively scant utilization of these advanced treatments worldwide. However,
several global efforts are in motion to research interventions that could potentially enhance
the care systems and bridge this disparity [9,10].

From the 1980s onward, the occurrence of ischemic stroke among young adults has
been on an upward trend. This uptick correlates with a rise in vascular risk factors and
substance abuse in younger individuals. Unlike their older counterparts, young adults
have a broader spectrum of risk factors, which include age-specific elements like preg-
nancy/puerperium and the use of oral contraceptives. Lifestyle choices, such as sedentary
behavior, excessive alcohol intake, and smoking, also play a role [11]. In addition to these,
over 150 distinct causes of early-onset ischemic stroke are recognized, inclusive of rare
monogenic disorders. Recently, there have been strides in the diagnosis and treatment of
stroke in young adults. This includes the molecular identification of monogenic vasculitis
due to an adenosine deaminase 2 deficiency and the transcatheter closure of the patent
foramen ovale for secondary prevention. Compared to their peers of similar age and
gender, these patients face a mortality rate that is four times higher, predominantly due
to cardiovascular causes. Furthermore, up to 15% of these patients risk a recurrent stroke
within a decade [12] (pp. 2007–2018). Specific subgroups, especially those with atheroscle-
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rosis, high-risk cardioembolic sources, and small vessel disease, are more vulnerable to
adverse outcomes such as survival and recurrent vascular incidents. These young stroke
survivors are also susceptible to other long-term complications like epilepsy, pain, cognitive
challenges, and depression [13].

Globally, stroke ranks as the second and third foremost cause of death and disability,
respectively. In the global context, 68% of all strokes are ischemic, and 32% are hemorrhagic.
However, in the USA, the statistics slightly vary, with 87% of strokes being ischemic, 10%
hemorrhagic, and roughly 3% categorized as subarachnoid hemorrhage [14]. While com-
prehensive stroke data for India remains limited, western data offers some extrapolation
points. Banerjee et al.’s 2001 study highlighted that India had a crude stroke prevalence
rate of 147/100,000 and an annual incidence rate of 36/100,000. Notably, women exhibited
higher age-adjusted prevalence (564/100,000 for women versus 196/100,000 for men) and
incidence rates (204/100,000 for women compared to 36/100,000 for men). In diverse
studies, the overall stroke prevalence in India fluctuated between 147–922/100,000 [15].

On a global level, stroke has far-reaching socio-economic and health implications.
In the realm of clinical practice, susceptibility-weighted imaging (SWI) emerges as an

invaluable imaging method, particularly in identifying intracerebral hemorrhage, intra-
arterial thrombus, microbleed, and the hemorrhagic transformation of acute stroke. Prior
research reveals that the conspicuous cortical vessels detected via SWI (PCV–SWI)—which
pinpoint the cortical pia mater—mirror the scope of hypoperfusion and share a relationship
with leptomeningeal collaterals in AIS. There have been efforts to ascertain the merit of
PCV–SWI in gauging the state of collaterals and projecting outcomes in AIS. However,
the broader clinical utility of PCV–SWI for assessing leptomeningeal collaterals prior to
employing recanalization therapy is yet to reach consensus. These investigations often
differ in design, patient traits, imaging techniques for estimating collateral, and often
involve limited sample sizes [16]. A pivotal query remains: Can PCV–SWI serve as an
alternative to mCTA for evaluating leptomeningeal collaterals and predicting patient
outcomes post-recanalization therapy? [17].

Regarding the Podlaskie Voivodeship region in Poland, comprehensive examinations
analyzing toxic metals in AIS patients appear scant. Our current findings underline the
critical public health ramifications, spotlighting a notable trace element imbalance in acute
ischemic stroke patients [18]. Of notable significance from our study was the discovery that
even at moderately low exposure levels, elevated blood Cd concentrations substantially
influence ischemic stroke onset. Noteworthy differences in molar ratios between AIS
patients and controls were also observed, with smokers demonstrating a higher propensity
for LAA etiology. Despite this, Pb blood concentrations did not exhibit significant variations
between the two groups. The growing nexus between environmental contaminants and
stroke has piqued medical interest [19]. Research is increasingly showcasing heavy metal
exposure as a potential stroke risk factor, with emerging studies linking elevated blood-Cd
levels to higher stroke occurrences. A recent systematic review and meta-analysis even
suggest chronic exposure to metals like Pb, Cd, and Cu might elevate stroke risk [18].

Cerebral collaterals undeniably influence the sustenance of penumbral tissue follow-
ing an acute ischemic stroke. While recent research accentuates the role of collaterals
in determining whether acute ischemic stroke patients are fit for reperfusion therapy, a
comprehensive grasp on their predictive importance remains elusive [20]. Our literature
review concentrated on methodologies for collateral assessment and their significance in
acute ischemic stroke patients undergoing reperfusion therapy. Both the therapeutic and
prognostic values of collaterals in acute ischemic stroke, in the context of both intravenous
thrombolysis and endovascular therapy, are encapsulated. Prospects for future studies and
potential drug interventions targeting collateral enhancement are also explored. Collaterals
could crucially help identify acute ischemic stroke patients poised to gain from endovascu-
lar treatment in an extended timeframe. A challenging situation in acute ischemic stroke is
the collateral circles, which are not determined by clinical factors or demographic influences
but are highly associated with preliminary cerebrovascular events [21]. A renewed focus
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on understanding the role of collaterals in acute ischemia is essential, with clinical research
needed to demarcate its significance in patient selection and prognosis for acute stroke [22].

A multitude of factors play into the issue of prehospital delay. Among them, so-
cioeconomic status (SES) has been identified by some researchers as a potential catalyst
for this delay [23,24]. A handful of studies have illuminated a palpable link between
individual SES and prehospital delay [25–27]. The relationship between community- or
neighborhood-level SES and the same delay in AIS patients has also been probed, but the
findings have not always aligned [28,29]. One plausible explanation for these disparities
may lie in urbanization. Urbanization is more than just the physical migration to cities; it
encompasses shifts in economic, social, and cultural facets of society. Given the variance in
SES distribution across urban and rural zones, a nuanced, stratified analysis anchored on
urbanization status is essential. When the broader picture is considered, area-level SES does
not seem to correlate with prehospital delay in AIS patients post-covariate adjustments.
However, living in socioeconomically deprived urban settings could potentially amplify the
delay—a pattern not mirrored in rural locales. Urban SES, therefore, might be a roadblock to
curbing prehospital delay in AIS patients. Tying it all together, the utilization of emergency
medical services (EMS) stands out as a vital component in mitigating prehospital delays,
irrespective of urbanization or SES gradients. For a more comprehensive approach, EMS
staff should be vigilant about potential biases or stereotypes they might harbor towards
low-SES patients [30].

Diving deeper into the topic, the pressing need for timely diagnoses and swift inter-
ventions cannot be overstated. This meta-analysis uncovered a substantial link between
stroke etiology and the status of cerebral collaterals prior to intervention in AIS patients
set for reperfusion therapy (RT). It was observed that large artery atherosclerosis (LAA)
correlated with enhanced rates of beneficial pre-intervention collateral, while cardioembolic
(CE) strokes were associated more with deficient pre-intervention collateral. The collateral
status of AIS stands as a significant determinant in influencing post-RT outcomes [22,31].
While past meta-analyses endeavored to spotlight collateral status as an outcome predictor
for endovascular stroke treatment, this particular analysis is pioneering in its effort to
juxtapose collateral status with stroke etiology [32,33].

Delving into the genesis of cerebral collaterals, several environmental factors come
into play, with the presence of atherosclerotic blockages that hamper cerebral blood flow
standing out. Such obstructions tweak vessel dynamics, escalating shear pressure and
activating specific cellular pathways that pave the way for collateral creation and vas-
cular restructuring [34]. This mechanism aligns with findings by Rebello et al., which
showcased AIS patients plagued by cervical atherosclerotic issues as having a favorable
pre-intervention collateral status in contrast to those afflicted by embolic strokes due to
atrial fibrillation [35]. Hassler et al. further bolster this theory by pinpointing how a pre-
existing atherosclerotic blockage in the carotid artery positively correlates with improved
collateral health [36]. This observation resonates with this meta-analysis, where LAA was
distinctly linked with pre-intervention collateral health in AIS patients [37].

Zeroing in on patient treatment, it was noted that individuals subjected to dual causal
treatments showcased more severe stroke symptoms than their counterparts, as indicated
by the elevated national institutes of health stroke scale (NIHSS) scores both at the time
of admission and 24 h post-diagnosis. These patients underwent thrombolytic treatments,
complemented by an imperative thrombectomy. Presently, stent retrievers dominate as the
cornerstone tool for thrombectomies, engineered for optimum adhesion and penetration
within thromboembolic matter in arteries [38]. But it is important to note that thrombectomy,
despite being a mechanical procedure, has cellular repercussions. This might play into
triggering an augmented inflammatory response, evident in heightened neutrophil counts,
resulting in an elevated neutrophil-to-lymphocyte ratio (NLR) among these patients [39].

In the realm of understanding the pathological intricacies of ischemic strokes, the
process of diagnosis predominantly hinges on imaging techniques, primarily the use of
head computer tomography followed by angiography [40]. The aftermath of an acute
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ischemic stroke, as current knowledge indicates, can profoundly alter multiple facets of
a patient’s health and overall well-being. Hence, a multidisciplinary approach is vital for
evaluating the effectiveness of treatments and overseeing patient recovery. Interestingly,
while advanced imaging tools offer a robust diagnosis mechanism, they often falter when
detecting early-stage or mild ischemic strokes. Given the time-sensitive nature of stroke
management—where every passing moment can be decisive for the patient—there is an
evident demand for swift, non-invasive molecular tests that can accurately pinpoint the
occurrence of an ischemic stroke. Over the years, an array of biochemical biomarkers
has emerged as potential diagnostic tools. Nevertheless, many of these biomarkers have
been sidelined due to challenges such as specificity concerns or fluctuations in protein
biomarker dynamics, particularly post-thrombolytic therapy interventions [41,42]. Still,
considering the multifaceted nature of acute ischemic stroke pathophysiology—which en-
compasses elements like thromboembolism, inflammation, oxidative stress, and metabolic
alterations—it is plausible that pertinent molecular biomarkers could be gleaned from
these varied components [43–45].

Ischemic strokes predominantly arise from events such as atherogenesis or thrombo-
genesis, which precipitate arterial blockages. These obstructions can drastically curtail or
entirely halt the blood flow to specific brain regions, culminating in tissue degradation and
cellular death. While the precise role of oxidative stress in instigating the ischemic process
is yet to be unequivocally established, the prevailing consensus posits that an accumulation
of reactive oxygen species—borne from an ischemia-induced oxidative imbalance—fuels
oxidative stress, thereby driving associated cellular and molecular harm. In this context,
gauging oxidative stress biomarkers could not only shed light on the underpinnings of
ischemic strokes but also present diagnostic and prognostic tools with immense potential.
Furthermore, these biomarkers might illuminate novel avenues for crafting antioxidant-
centric therapeutic strategies [46]. Nonetheless, it is imperative to understand that, despite
the promise they hold, existing diagnostic measures for ischemic strokes are not without
flaws. The path to fully harnessing the diagnostic and prognostic prowess of oxidative
stress biomarkers is still strewn with hurdles, primarily due to their non-specific nature.
Concurrently, while a slew of research underscores the prospective merits of modulating
oxidative homeostasis in ischemic stroke intervention and prevention, the dearth of compre-
hensive clinical studies—and the incongruous outcomes from the ones that do exist—cloud
the establishment of concrete conclusions [47].

2. Onset and Recognition

A deep dive into the symptoms of stroke onset reveals variations influenced by the
specific cerebral regions impacted. It is imperative to clarify that our position is not to
advocate for pharmacotherapy to supersede the well-established speech and language ther-
apy (SLT) in aphasia treatment [48]. Over the years, a multitude of studies have endorsed
the significance of SLT, while research scrutinizing the effectiveness of pharmacotherapy
has been somewhat limited in comparison [49]. The primary objective of this review is to
curate a comprehensive analytical framework to discern the efficacy of cholinergic agents
in aphasia. This is achieved by melding insights from neuroanatomy, neurophysiology,
and neuropsychology. We are also keen to draw connections between cholinergic networks
and the extensive brain regions tied to not just language but other cognitive facets that are
closely aligned with linguistic abilities, such as components of working memory. Exploring
the neural underpinnings of pharmacological enhancements in congruence with the neuro-
biology of language can potentially galvanize research on aphasia-targeted drugs. Such
endeavors, if successful, could eventually revolutionize treatment avenues for individuals
grappling with acquired language disorders. Investigations into both human and other
primates’ brains reveal that cholinergic input extends to all cortical areas, primarily emanat-
ing from the nucleus basalis of Meynert in the basal forebrain [50]. The brain boasts eight
primary cholinergic cell groups that channel projections to various regions. Each of these
groups, from Ch1 to Ch8, is linked to specific nuclei. Intriguingly, the Ch1–Ch4 groups
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stand out as the lone neurons in the adult human central nervous system that consistently
manifest significant quantities of the NGF receptor [51].

Acute stroke represents a major health challenge, not just in the United States but
across the globe. The US, for instance, reports an alarming 750,000-plus stroke cases
annually, leading to around 140,000 fatalities [52,53] (pp. 2000–2015). The standard protocol
for patients who present with acute stroke symptoms at emergency departments in the US
typically involves immediate computed tomography (CT) scanning, often prioritized over
an in-depth clinical evaluation. Given its prominence in early stroke detection, imaging
assumes a pivotal role. Beyond mere identification, imaging can illuminate patterns of
infarction that might hint at potential causes, thereby shaping immediate interventions and
refining secondary preventive measures to avert future strokes [54].

A pivotal metric in this discussion is the prehospital delay (PHD), quantified in
minutes from the onset of stroke symptoms to a patient’s hospital admission. The inception
of a stroke is marked by the first instance in which a neurological deficiency is discerned,
either by the patient or an observer. Hospital arrival time is typically noted from the
earliest timestamp documented in the emergency department’s electronic medical record.
For analytical precision, PHD is bifurcated into two subintervals: the decision delay (DD)
encapsulates the time elapsed between symptom onset and the initial outreach for medical
intervention. The subsequent phase, or the transport delay (TD), spans the time from
seeking help to the eventual hospital admission [55].

The evaluation spanned five key areas: socio-demographic attributes, clinical specifics,
patients’ behavioral reactions to symptoms, cognitive reactions to the onset of symptoms,
and the circumstances surrounding the stroke event. During the admission phase, the
severity of the stroke was gauged using the “National Institute of Health Stroke Scale”
(NIHSS). Based on this scale, strokes were categorized as either mild to moderate (a score
of ≤16) or severe (a score of >16). In instances where a score was not immediately available,
a retrospective examination of the patient’s documented neurological evaluations upon
hospital entry was undertaken to deduce the score [56]. Prior assessments of disability
employed the “modified Rankin scale”, differentiating patients as either independently
functional (≤2) or reliant on assistance (>2). To discern coping mechanisms, the COPE-28
questionnaire in its situational variant was employed. Self-assessed severity perception
and anxiety levels were gauged via a five-tier Likert scale. A patient’s prior awareness of
strokes was gauged based on their familiarity with at least two symptomatic signs and two
potential risk factors. To assess their responses, three potential answers were provided,
only one of which was accurate. The onset date of the stroke was segmented into workdays
(Monday through Friday) and weekends (comprising Saturdays, Sundays, and recognized
holidays). Similarly, the onset time was divided into morning (06:00–14:00), afternoon
(14:00–22:00), and nighttime (22:00–06:00) slots. Geographical categorizations were made
using terms like ‘rural’ and ‘urban’, with the former referring to areas outside the city’s
confines where the medical facility was situated and the latter describing regions within
said boundary. Modes of transportation were demarcated as either ambulances or other
forms [57].

Posterior circulation strokes (PCS) account for nearly 20% of the total ischemic stroke
incidents [58]. However, among patients who undergo reperfusion therapy (RT), PCS
figures are relatively diminutive, ranging from 5 to 19% [59]. This discrepancy stems
from the unique anatomical and hemodynamic characteristics of the posterior circulation.
Features such as reduced flow speeds, variance in vessel diameter, and even disparities
in clot formations contribute to distinct stroke origins and progressions in comparison
to their anterior circulation counterparts [60,61]. It is worth noting that the standard
FAST stroke recognition tool, which comprises face asymmetry, arm weakness, and speech
irregularities, does not consistently detect PCS. In fact, about 40% of PCS cases slip through
this tool’s radar, whereas the BEFAST tool, which integrates balance and eye symptoms,
boasts enhanced sensitivity [62,63]. PCS frequently presents with atypical symptoms
like nausea and seizures, contrasting with anterior circulation strokes (ACS) [64]. This
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discrepancy poses challenges, as PCS sufferers often face delayed hospital admissions
and diminished thrombolysis application rates. Moreover, PCS patients tend to encounter
protracted management processes and experience tardier RT applications compared to
ACS patients [65,66]. A noteworthy point is that the NIHSS does not encompass all
PCS symptoms, occasionally leading to hesitations in applying RT to PCS. The nuanced
presentations and typically lower NIHSS scores for PCS make the task of balancing RT’s
effectiveness against its potential risks a complex endeavor. Although PCS’s chances of
symptomatic intracerebral hemorrhaging are inferior to ACS, the perennial challenge of
weighing RT risks against its benefits remains, especially when confronted with low NIHSS
readings [67]. In such scenarios, decision-making often leans on nuanced, frequently
subjective indicators that might not be explicitly addressed in standardized guidelines [68].

Studies have showcased diverse symptom presentations by analyzing different case
studies. Within the reviewed literature concerning immersive virtual reality (IVR), no
severe adverse reactions were identified. However, some reports from the broader IVR
landscape have highlighted minor symptoms like dizziness, feelings of nausea, eye dis-
comfort, and a sense of disorientation. As Tsirlin et al. elucidated in their comprehensive
review [69], when designing virtual reality (VR) tools, ergonomic design is paramount.
This is especially relevant when catering to post-stroke patients, who often grapple with
specific challenges like restricted mobility. An intriguing observation from our review
was that five studies highlighted the usage of VR training while the participants were
seated—be it in a wheelchair or a regular chair [17]. Such details underscore the constraints,
like limited postural stability and movement restrictions, that patients face post-stroke,
suggesting the prudence of implementing IVR within supervised clinical settings. Even
though the potential exists for IVR to be introduced into home settings, the prevailing
evidence underscores its utility in regulated environments. Any shift towards domestic
usage mandates rigorous safety evaluations [70].

When examining the literature concerning exertional heat stroke (EHS) survival, a
significant portion is derived from case reports and series. Given the ethical constraints of
inducing EHS in humans for study purposes, researchers predominantly rely on these case
studies for insights. In our pursuit of a structured assessment, our team turned to the Joanna
Briggs Institute (JBI) and its critical appraisal tools, which were tailored for case reports
and series [71–73]. These tools, devised by the JBI, offer quality benchmarks that enhance
the rigor of systematic reviews, evaluating parameters like diagnostic clarity, treatment
interventions, and documented adverse events. In the context of this review, these tools
proved invaluable in cherry-picking case studies and series with meticulous documentation
to ascertain potential medical complications tied to EHS therapeutic interventions [73].
Two blind reviewers independently evaluated all cases, and a third reviewer synthesized
the scores, mediating discrepancies when needed. Case reports were assessed out of
a total of eight points, while case series had a maximum of 10 points. Our criteria for
inclusion demanded that case reports achieve a score of 6/8 and case series attain 8/10.
This culminated in a quality threshold of 75–80%, deemed adequate for our analysis by the
reviewing team [74].

Our systematic review scoured literature focusing on acute stroke patients, particu-
larly emphasizing the correlation between stroke locations and types vis-à-vis delirium
status. Our search criteria encompassed publications from January 2010 through June
2021, spanning multiple languages. We excluded case studies with fewer than 20 patients,
case-control studies, and randomized controlled trials. Our search extended across various
databases, including MEDLINE, EMBASE, PsycINFO, CINAHL, and Alois. We utilized
either bivariate random effects models or network meta-analysis for determining pooled
relative risks, while the methodological integrity was scrutinized across eight defined pa-
rameters [75]. Our endeavor culminated in the inclusion of 31 patient samples, representing
a total of 8329 patients. We unearthed intriguing patterns—delirium was notably prevalent
in patients with supratentorial as opposed to infratentorial lesions, anterior circulation
compared to posterior, and cortical versus subcortical lesions [76]. Interestingly, the side of
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the stroke (right vs. left) did not exhibit any correlation with delirium. Delirium was also
discernibly higher in patients suffering from hemorrhagic strokes relative to ischemic ones
and those with pre-existing qualitative atrophy. This review has shed light on the intricate
links between various brain regions, stroke types, and the onset of delirium. However,
one must exercise caution in drawing conclusions due to the variability across studies
and the sometimes vague descriptions of lesions. Nevertheless, these findings offer a
pivotal foundation for predicting delirium risks in acute stroke scenarios and can pave the
way for further studies probing into the neural circuits and pathological underpinnings
contributing to delirium’s pathophysiology [75].

A multidisciplinary approach is becoming an increasingly integral part of healthcare,
especially in areas like stroke care. Organized stroke care typically involves a dedicated
team that is either stationed in a stroke ward, functions as a mobile team, or operates within
a broader rehabilitation service [77]. This team is composed of various specialists, each
bringing unique expertise to cater to the intricate needs of stroke patients. The effectiveness
of this approach is substantiated by 23 trials that have demonstrated that, compared to
other care methods, multidisciplinary stroke unit care significantly reduces mortality rates
and dependency rates in patients during a median follow-up of one year [78].

The foundation of the observations in this research mainly rests on Cochrane and other
systematic reviews post-2000, accompanied by other relevant quantitative and qualitative
studies aimed at enhancing post-stroke recovery. One salient feature of stroke recovery
is its complexity and individual variability, underscoring the critical role of healthcare
professionals in collaborating efficiently. This synergy ensures that a gamut of collective
knowledge and specialized skills is accessible for the betterment of stroke survivors [79].

There is a distinction between multidisciplinary and interdisciplinary functions, which
is essential to understanding their contribution to stroke care. The patient journey post-
stroke can be seen in three primary stages: the immediate response and emergency de-
partment phase, the inpatient care phase, and the post-discharge phase, which includes
long-term support. At each of these junctures, multidisciplinary teams (MDTs) play distinct
roles, shaping the trajectory of the patient’s recovery [79].

Policy framers and clinical guideline developers have consistently linked MDT prac-
tices to enhancements in the quality of stroke care [80]. The national stroke strategy for
countries like England, Wales, and Northern Ireland earmarks a significant portion of its
quality indicators towards MDT’s roles in ensuring effective service delivery and fostering
improved patient outcomes. This faith in MDTs emanates partly from rigorous reviews of
inpatient stroke care trials. Such reviews have unambiguously revealed the advantages of
organized care in stroke units by MDTs, not just in reduced mortality but also in fostering
patients’ independence, as evidenced by a higher number of patients living at home a year
post-stroke [78].

Despite the clear advantages, the exact dynamics of how MDTs contribute to these
improved outcomes have not been firmly determined. While the ideas behind multidisci-
plinary and interdisciplinary services in stroke care are widely accepted [80], it is imperative
to distinguish between them and understand their unique impacts on post-stroke recovery.

When classifying interventions, the primary distinguishing factors are the method
of delivery and the setting. For analytical purposes, outcomes from studies with similar
methodologies were grouped. In cases where the same study population was reported in
separate journals, they were treated as a singular entity for mortality assessment [81–83].
To address the diverse range of home-visit interventions, they were segmented based on
the facilitator, either being led by a multidisciplinary team or other healthcare providers
such as physiotherapists, nurses, or occupational therapists [84,85]. Further granularity
in the analysis was achieved by categorizing interventions based on their nature and
follow-up duration. A prominent metric used for assessment is the Barthel index (BI), a
widely recognized tool to evaluate daily life activities (ADL). Different evaluation methods
were discerned in the meta-analysis, offering a comprehensive view of post-intervention
outcomes [86].
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The economic implications associated with post-acute care (PAC) programs for stroke
patients undergoing rehabilitation remain underexplored in the academic literature. This
pioneering study delves into the economic burden shouldered by stroke patients engaged
in PAC rehabilitation and gauges the effectiveness of multidisciplinary PAC programs
in terms of both cost and patient functional outcomes [87]. Out of the 910 patients with
stroke observed from March 2014 to October 2018, they were divided into two cohorts:
those receiving PAC (from two medical centers) and those not involved in PAC (from
three regional hospitals and a district hospital). This allocation was achieved through
propensity score matching, maintaining a 1:1 ratio. To decipher the study’s economic
aspects, a cost-illness framework was implemented, targeting specific cost categories.
Remarkably, the direct medical costs for patients under the PAC system, which used a per-
diem-based costing approach, were considerably lower than those in the non-PAC system,
which utilized a fee-for-service approach (p < 0.001). The yearly economic load for stroke
patients undergoing PAC rehabilitation stands around USD 354.3 million (based on 2019’s
conversion rate of NT USD 30.5 to USD 1) [88]. Furthermore, functional improvement was
notably more significant in the PAC cohort compared to the non-PAC cohort. This difference
was both pre- and post-a year-long rehabilitation regime (p < 0.001). The emphasis on early
rehabilitation following a stroke is evident, as it fosters health restoration, boosts confidence,
and enhances the self-care abilities of patients. Evidently, PAC rehabilitation curtails the
transitional period to the rehabilitation ward, showcasing its efficiency in cost-saving and
functional improvement for stroke patients [89].

A structured, multidisciplinary team intervention immediately following an acute
stroke can substantially reduce functional impairments, stave off complications, and sub-
sequently lessen extended hospital stays. Data from the get with the guidelines–stroke
(GWTG-Stroke) program reveals that of the 616,982 adults diagnosed with stroke, a stag-
gering 90% were evaluated for potential rehabilitation during the acute phase [90]. Yet, a
striking disparity emerges when we scrutinize inpatient stroke rehabilitation practices in
Taiwan. Here, only 34.0% utilized rehabilitation services, which, when broken down, were
33.0% for physical therapy, 19.6% for occupational therapy, and a meager 5.3% for speech
therapy. This is in stark contrast to the figures from countries like the United States, Canada,
the UK, and Austria, where the utilization rates hover between 59% and 75% for physical
therapy, 16% and 39% for occupational therapy, and 10% and 23% for speech therapy [91].
Another challenge in Taiwan is the delivery of inpatient rehabilitation, often restricted to
bedside programs in certain local hospitals devoid of dedicated rehabilitation facilities.
Additionally, a skills gap is apparent, with some local hospital therapists possessing limited
experience in stroke rehabilitation. A potential remedy could be refining the payment
system to encourage more skilled rehabilitation providers. The findings from our study
reinforce the notion that initiating intensive stroke rehabilitation early leads to outcomes
that are both cost-effective and efficient. The synergy of a multidisciplinary team is pivotal
in realizing these outcomes [89].

The patient’s journey in managing strokes underscores the vital role of time. Indeed,
when confronted with a stroke, every second matters; swift action can profoundly influ-
ence the effectiveness of interventions and significantly shape a patient’s ultimate health
outcomes [92]. Regrettably, delayed hospital presentations are common, often sidelining po-
tential treatments that could be beneficial if administered promptly. A critical impediment
to swift hospital arrivals is the prevalent gap in awareness: both patients and bystanders
often lack an understanding of the early warning signs and risk factors associated with
stroke. This gap can manifest in a myriad of ways—from patients dismissing their symp-
toms, holding onto the hope that they will simply dissipate with time, to outright denial of
the potential severity of their condition [93,94].

What is more concerning is the discrepancy in health awareness: stroke, despite its
alarming prevalence and profound implications, lags behind in public consciousness. This
lack of awareness is starkly evident even when juxtaposed with other grave conditions like
acute coronary syndrome (ACS), cancer, or AIDS. Worryingly, even among those who have
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weathered a stroke episode, a significant portion remain inadequately informed about the
disease [95].

To bridge this awareness gap, several public health initiatives and campaigns have
been launched. Slogans such as “Stroke Chain of Survival”, “Time is Brain”, and “Face,
Arms, Speech, Time (FAST)” aim to hammer home the urgency of stroke and the importance
of early medical intervention [96–98]. The underlying hypothesis of these campaigns is
straightforward: arming the public with knowledge about stroke’s warning signs can
expedite the decision to summon emergency medical services, a decision that could prove
life-saving [99].

Furthermore, cognizance of risk factors is not solely about timely interventions. Com-
prehensive awareness can also galvanize primary and secondary preventative measures.
By acquainting individuals with the risks, there is an opportunity to inspire preventative
lifestyle changes, which could significantly curtail future cerebrovascular issues. However,
the current reality is sobering: a substantial segment of individuals at elevated risk for
strokes remains in the dark about their perilous position [100]. This underscores the urgent
need for continued and intensified educational outreach to the broader population.

Awareness about stroke among the general populace is pivotal. Its presence or absence
can spell the difference between timely intervention for an individual suffering an acute
stroke and potential delayed treatment or mismanagement [101]. This study delves into
this awareness in the Silesian voivodeship, the most densely populated region of Poland.
The goal was not only to gauge the extent of general knowledge about stroke but also to
discern “adequate knowledge of stroke”, which is a comprehensive understanding that
encompasses risk factors, symptoms, and the necessary actions to take when confronted
with an acute stroke. This holistic understanding is imperative for efficacious stroke
management. Furthermore, pinpointing the factors that influence this adequate knowledge
can be instrumental in tailoring educational strategies [102].

A custom survey has been employed, all pertinent to stroke. Beyond just querying their
understanding of individual stroke aspects, we looked into their “adequate knowledge
of stroke”, which encapsulates their understanding of risk factors, the recognition of
symptoms, and the protocol to follow during an acute stroke event.

Out of those surveyed, 834 individuals (73.5%) could accurately define what a stroke
is. An encouraging 92.8% recognized a stroke as a medical emergency, with 97.5% acknowl-
edging the need for medical intervention [103]. On the flip side, a concerning 42.4% could
not pinpoint a specific stroke symptom, and only a mere 38.6% could enumerate at least
two or more risk factors. This culminated in just 36.3% of the respondents having what
we classify as adequate knowledge of stroke. Upon analysis, factors like the length of
education, a personal connection to someone who suffered a stroke, gender, and place of
residence emerged as key determinants of this comprehensive stroke knowledge [104].

1. The populace of southern Poland displays a level of stroke awareness that can be
deemed inadequate, especially when considering the urgency and timeliness needed
for effective stroke management.

2. Personal experiences, particularly having a friend or relative who has suffered a stroke,
stand out as the most influential factor in having adequate stroke knowledge [105].

The role of emergency medical services (EMS) cannot be overstated in the realm of
stroke management. By mitigating pre-hospital delays and ensuring swift in-hospital
assessments, they hold the potential to be game-changers. Critical steps like recogniz-
ing stroke symptoms at the dispatch center, ensuring on-the-spot stroke diagnosis and
triage, expediting patient transfer to equipped facilities, and notifying hospitals in advance
can dramatically reduce pre-hospital lags. These steps not only amplify the chances of
administering rtPA but are imperative for timely acute stroke care in our country [106].

One major limitation is its confinement to a singular stroke center, which poses ques-
tions about the wider applicability of our findings on a national scale. While the results are
telling, the reality in other regions might be even more grim, given the paucity of stroke
awareness drives, the lack of specific pre-hospital protocols for stroke, and the expansive

466



Biomedicines 2023, 11, 2617

patient base covered by many county hospitals [107]. Additionally, it was earmarked the
stroke onset as the time a patient was last observed without symptoms, neglecting the
moment they were first spotted with them. Moreover, it did not delve into the actions of
bystanders, which could significantly impact the decision to summon EMS. Addressing
these lacunae will be pivotal in subsequent studies, especially if we aim to truly discern the
barriers preventing stroke patients in Romania from accessing IVT [108].

3. Neuroimaging and Neuroradiology: A Deep Dive
3.1. The Evolution of Neuroimaging in Stroke Diagnosis and Its Historical Context

The domain of neuroimaging has witnessed considerable evolution over time, playing
a transformative role in the diagnosis and management of stroke, specifically in relation to
RSSI in patients displaying lacunar syndromes. A stroke, simply put, is a form of injury
to the brain due to interrupted blood flow, and early detection is crucial for timely and
effective intervention.

To diagnose an RSSI, one needs to pinpoint lesions through neuroimaging like CT or
MRI scans, which are consistent with a minor ischemic stroke in specific regions of the
brain. These regions include the area served by particular deep perforating arteries such as
lenticulostriate and thalamoperforating, among others. This would involve the subcortical
white matter areas (like the centrum semiovale and corona radiate, to name a few) or deep
gray structures, including the basal ganglia and nuclei located in the brainstem [109].

Historically, CT scans emerged as the pioneering neuroimaging technique that could
discern small focal hypoattenuations, synonymous with lacunar strokes. Nevertheless,
during the nascent hours following the symptom onset, CT scans found it challenging to
highlight these tiny subcortical infarcts, often confusing them with pre-existing lesions in
patients grappling with SVD [109].

The advent of MRI revolutionized stroke diagnostics. It facilitated nuanced morpho-
logical and topographical characterization of RSSI, offering a more detailed snapshot of the
brain’s structures [110]. The implementation of diffusion-weighted imaging (DWI) within
MRI proved to be a game-changer. It enabled the identification of recent ischemic changes
by displaying hyperintensities mere minutes after the onset of a stroke, which could remain
visible for roughly 3 to 5 weeks. Meanwhile, older lesions could be discerned through
other structural sequences in the MRI [111,112]. However, MRI, despite its precision, is
not foolproof. Factors like the magnetic field strength, motion artifact correction, and the
sequencing of image acquisition can sometimes lead to small lesions going undetected [113].
Hence, even if DWI does not highlight hyperintense lesions, one should not hastily dismiss
the possibility of a lacunar stroke, especially if the patient’s symptoms suggest otherwise.

Additionally, an RSSI evident on an MRI might actually be the aftermath of a larger
deficit in blood flow, possibly affecting a larger territory than initially thought, as some
perfusion studies have shown [114]. On occasion, perfusion deficits linked to a single
perforating artery might be reversible. It is essential to remember that stroke is a complex
and dynamic process, influenced by a plethora of factors like metabolic demand, time
of ischemia, and collateral blood supply, to name a few. Hence, while imaging provides
invaluable insights, it may not capture the entire narrative, necessitating a comprehensive
clinical assessment and additional tests for a holistic understanding [115].

In a study involving 312 stroke patients who underwent CT scans, 37 displayed clinical
signs of lacunar syndrome. Of these, 18 exhibited lacunar-sized infarcts on their scans, 13
had unremarkable scans, and 6 surprisingly revealed large infarcts. Intriguingly, of these
six patients, five manifested pure motor hemiplegia, and one exhibited a pure sensory
stroke. Both clinical evaluations and angiography unveiled potential treatable sources of
emboli in both lacunar-sized and large infarcts [116]. This leads to two pivotal conclusions:

1. A clinical lacunar syndrome does not always correlate with the size of the infarct—it
can sometimes be linked to a larger infarct.
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2. Identifying a lacunar infarct through a CT scan does not negate the need for fur-
ther angiographic studies, especially if there is a likelihood of detecting an embolic
source [109].

3.2. An In-Depth Look into Neuroimaging Modalities and Their Role in Post-Stroke
Recovery Prediction

Neuroimaging serves as an indispensable tool in the realm of stroke diagnosis and
management. Beyond its foundational role in distinguishing ischemic strokes from hemor-
rhagic strokes in the acute phase, neuroimaging has been emerging as a pivotal component
in decision-making for cutting-edge treatments, such as late-window thrombectomy. In
this review, our focus extends beyond immediate diagnostic applications, shedding light
on the potential of neuroimaging techniques in forecasting post-stroke recovery.

Integrating recovery predictions with quantifiable measurements permits the identifi-
cation and development of biomarkers, which can be monumental in the treatment and
management of stroke patients. As defined by the FDA-NIH biomarker working group, a
biomarker is a “specifically identified metric serving as an indicator of natural biological
activities, pathological processes, or responses to an intervention or treatment” [117]. This
definition underscores the importance of unifying terminology across scientific disciplines.
Over time, as our understanding of stroke has deepened, the term ‘biomarker’ has evolved.
It has transitioned from being primarily a diagnostic tool to being intricately linked with
therapeutic mechanisms. Presently, biomarkers encompass a broad spectrum of factors,
ranging from genetic markers and molecular indicators to clinical scales and, crucially,
neuroimaging and neurophysiological indicators.

Stroke recovery biomarkers sourced from neuroimaging encapsulate both structural
and functional dimensions [118]. For structural evaluation, parameters such as the size
of the infarct, the degree of cortical or white matter damage, the integrity of white matter,
and the percentage of injury to the corticospinal tract are of paramount importance. On
the other hand, functional evaluations hinge on aspects such as activation patterns within
ipsilesional (same side of the brain as the lesion) and contralesional (opposite side to the
lesion) regions, the balance between the hemispheres, connectivity during resting states,
synchronization and desynchronization during specific tasks, and measures of cortical
excitability, facilitation, and inhibition [119].

Following this, we delve into a succinct discussion on specialized techniques tailored
for analyzing stroke recovery. This exploration is particularly pertinent when considering
the intricate processes of angiogenesis (formation of new blood vessels) and neuroplasticity
(the brain’s ability to reorganize and adapt). The nuances of these techniques, offering
insights into their capabilities and unique characteristics, are consolidated in Table 1 for ease
of reference [120]. This table serves as a valuable resource, offering readers a comprehensive
overview of the breadth and depth of neuroimaging modalities available in contemporary
stroke research and recovery prediction.

3.3. Post-Stroke Angiogenesis and the Expanding Horizons of Advanced Neuroimaging

Angiogenesis following a stroke is an intricate, multi-phased procedure. It begins with
gene transcription and the release of proangiogenic factors, leading to a cascade of events
including the proliferation of endothelial cells and the sprouting of new vascular structures,
culminating in the formation of microvessels [121]. Today’s imaging methodologies can
investigate an array of both structural and functional characteristics within tissues [122].
Breakthroughs in magnetic resonance imaging (MRI) have ushered in techniques capa-
ble of assessing tissue blood flow and deducing various metrics related to the vascular
network, such as microvascular cerebral blood volume (CBV) and the density of these
microvessels [123].

Highlighting these advancements, an experimental study conducted by Yanev et al.
utilized steady-state contrast-enhanced (ssCE-) MRI with an extended blood pool circu-
lation time to delineate vascular changes within ischemic lesions and associated regions,
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spanning from the subacute to the chronic stages post-cerebral stroke [124,125]. Their find-
ings elucidated dynamic vascular regeneration in areas surrounding the lesion and ongoing
neovascularization in areas linked to but not directly impacted by ischemia [126–128]. Such
vascular activities could play pivotal roles in the repair and restructuring of non-neuronal
tissues, influencing post-stroke recovery dynamics. The nascent stages of angiogenesis can
be detected via MRI techniques as disruptions in the blood–brain barrier [129,130]. This
disruption, or permeability, correlates with the proliferation of endothelial cells and the
initiation of vascular sprouting. To detail the integrity of the blood–brain barrier, dynamic
contrast-enhanced MRI (DCE-MRI) leveraging gadolinium chelates can be harnessed, es-
pecially when alterations in MRI signals arise due to contrast seepage into surrounding
tissues [131–133].

In the broader realm of stroke management, cutting-edge neuroimaging stands as a
vital asset, aiding clinicians in bypassing the time restrictions and expanding the application
scope of intravenous thrombolysis (IVT) [134–136]. To understand the potential effects of
employing advanced neuroimaging (AN), specifically CT/MR perfusion, on the outcomes
of acute ischemic stroke (AIS) patients undergoing IVT, irrespective of the elapsed time
since symptom manifestation [136,137]. Through a retrospective lens, we analyzed AIS
patients who underwent IVT as a sole therapeutic intervention over a span of six years.
Our focus was on discerning if there were notable differences between patients who had
undergone advanced neuroimaging prior to IVT (AN+) versus those who had not (AN−).
Key outcome metrics ranged from clinical safety indicators, such as intracranial hemorrhage
and 3-month mortality, to efficacy measures like door-to-needle time, discharge neurological
status (NIHSS-score), and 3-month functional status gauged by the modified Rankin Scale
(mRS) [138]. Interestingly, while the utilization of IVT monotherapy saw an uptick in the
AN+ cohort, the key metrics across both groups remained comparable, suggesting the AN+
approach does not compromise the efficacy or safety of IVT treatment.

To summarize, our exploratory study underpins the value of integrating advanced
neuroimaging into the acute stroke treatment pathway for AIS patients. Not only does it
augment the administration rate of IVT, but it also maintains the treatment’s efficacy and
safety profile, offering promising avenues for enhanced patient care [139,140].

3.4. Advancements in Stroke Treatment and the Role of Neuroimaging

In recent years, the landscape of stroke treatment has witnessed transformative
progress. A significant stride forward was marked by the DAWN and DEFUSE 3 trials in
2018. These groundbreaking studies unveiled the effectiveness of mechanical thrombec-
tomy beyond the conventional 6-h timeframe, extending the treatment window up to 24 h
post-onset of acute stroke symptoms in patients with large vessel occlusions (LVO) [141].
This paradigm shift was rooted in judicious patient selection, emphasizing a mismatch
between the infarcted core and the surrounding at-risk, yet salvageable, ischemic penum-
bra as depicted in perfusion images. Essentially, reperfusion treatments aim to rescue the
endangered penumbra and forestall the expansion of the infarct core [142].

Highlighting the trials, the DAWN (DWI or CTP assessment with clinical mismatch
in the triage of wake-up and late-presenting strokes undergoing neurointervention with
trevo) trial stands out as a multi-center, randomized controlled investigation. It focused
on patients presenting 6 to 24 h after the emergence of stroke symptoms and exhibiting
a proximal LVO. Enrollment was based on detecting a mismatch between the identified
ischemic core via DWI or CT perfusion and the degree of neurological impairment (mani-
fested as an NIHSS score of 10 or above). The median interval between symptom onset
and intervention was found to be 12.5 h. Notably, the outcomes illustrated a pronounced
improvement in patients undergoing mechanical thrombectomy compared to conventional
treatments: 49% of these patients exhibited minimal to no disability, a stark contrast to the
13% in the standard therapy cohort [143].

In specialized stroke centers, comprehensive clinical evaluations coupled with ad-
vanced neuroimaging techniques are routinely employed, paving the way for predictive
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assessments of patient trajectories. A wealth of literature delves into the interplay of clin-
ical and neuroimaging measures, with a special emphasis on proprioception during the
subacute post-stroke phase [144,145]. Notably, clinical indicators, including attentional
capacities and daily functioning metrics like the behavioral inattention test (BIT) and the
functional independence measure (FIM), have displayed strong correlations with propri-
oceptive assessments [146,147]. Neuroimaging dimensions, such as lesion volume and
precise regional damage, have further enriched our understanding, linking larger lesions
with deteriorated post-stroke proprioceptive outcomes [148,149]. Cutting-edge tools like
voxel-based lesion-symptom mapping (VLSM) have allowed researchers to discern the
statistical interrelations between affected brain areas and post-stroke proprioceptive capaci-
ties [150,151]. However, while motor recovery has been extensively studied to identify early
recovery predictors, research focused on forecasting long-term proprioceptive recovery
remains relatively sparse [118].

Against this backdrop, our study set out to bridge this knowledge gap, seeking to
ascertain the predictive prowess of combined clinical, neuroimaging, and robotic evalua-
tions in forecasting long-term proprioceptive outcomes. The study’s central objective was
to gauge the efficacy of these measures, gathered within the initial fortnight post-stroke,
in forecasting proprioceptive deficits at the six-month mark [152]. Drawing from prior
correlations between clinical metrics, neuroimaging results, and proprioceptive evaluations,
we hypothesized that standalone clinical or neuroimaging models would offer satisfactory
predictive accuracy for six-month proprioceptive outcomes [153]. Expanding on this, we
further postulated that robotic metrics, either in isolation or synergized with clinical and
neuroimaging data, would enhance predictive accuracy and bolster the area under the
receiver-operator characteristic (ROC) curve (AUC) [154].

3.5. Understanding Cerebral Artery Occlusions and the Evolution of Stroke Treatments

In the realm of stroke care, a deeper understanding of cerebral artery occlusions and
their clinical implications is pivotal. The year 2015 marked a significant breakthrough
in this domain. Groundbreaking trials, namely MR CLEAN, ESCAPE, SWIFT PRIME,
REVASCAT, and EXTEND IA, conclusively demonstrated the superiority of endovascular
thrombectomy over standard medical management in treating anterior circulation large
vessel occlusion strokes [155]. The potency of endovascular thrombectomy as a treatment
modality is evident, with a patient ‘number needed to treat’ ranging from a mere 3 to 10. A
set of criteria, including occlusion location (focusing on proximal anterior occlusions such
as the internal carotid or middle cerebral artery), time since the onset of the stroke (ideally
within an early window of 6–12 h), and an acceptable level of infarct burden (reflected by
an Alberta Stroke Program Early CT Score [ASPECTS] of ≥6 or an infarct volume of less
than 50 mL), became the basis of patient selection for these trials [156].

Subsequent trials in 2017, notably DAWN and DEFUSE-3, pushed the boundaries even
further by successfully expanding the treatment window up to 24 h for a certain subset of
patients. This paradigm shift has been embraced by societal and national thrombectomy
guidelines, granting a Class 1A recommendation for the carefully selected patient cohort.
However, the journey is far from over. Currently, randomized controlled trials are underway
to study thrombectomy’s applicability in stroke subpopulations previously considered
ineligible. These trials are fueled by promising insights from an aggregated analysis of early
trials (by the HERMES collaboration) and budding retrospective data. The focal points
of these trials include patients with large vessel occlusion strokes exhibiting mild deficits
(with a national institutes of health stroke scale score less than 6) or those with a substantial
infarct burden (a core volume exceeding 70 mL) [157].

On a global scale, stroke stands as the second primary cause of mortality. Given
the limited therapeutic arsenal against ischemic stroke, there is an urgent need to inno-
vate and expand treatment options. In recent years, metformin, primarily known for
its anti-inflammatory properties, has been spotlighted for its potential neuroprotective
capabilities against ischemic damage caused by the stop and restart of blood flow (is-
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chemia/reperfusion) [158,159]. This study ventured to delve deeper into metformin’s
efficacy, specifically in the context of permanent middle cerebral artery occlusion (pMCAO)
without any subsequent reperfusion in rat models. Neurological aftermaths post-pMCAO
were gauged using the Longa scale, a reliable metric for body movement evaluation.
Additionally, the extent of brain damage and swelling were ascertained through the 2,3,5-
triphenyltetrazolium chloride staining technique.

Diving into the findings, metformin administration led to marked neurological im-
provement and a decrease in infarct size, especially 120 h post-pMCAO. While metformin
prevented neuronal loss in the ischemic cortex, its effect was not as pronounced in the
striatum 48 h after pMCAO. An encouraging observation was the substantial decline in the
number of total and activated microglia 48 h post-stroke upon metformin treatment. This
anti-inflammatory action of metformin corresponded with a surge in interleukin 10 (IL-10)
production 48 h following pMCAO. Cumulatively, this study furnishes compelling evidence
for metformin’s anti-inflammatory and neuroprotective roles in a pMCAO setting [160].

3.6. Harnessing Neuroradiology for Therapy Planning: Delving into Techniques and Implications

Neuroradiology stands as a pillar for therapeutic planning, especially in the intricate
landscape of neurological disorders. The path to decision-making through neuroradiology
is a layered one, often blending advanced technology with human acumen.

Brain magnetic resonance imaging (MRI), for instance, is instrumental in prognosticat-
ing the clinical trajectory of patients with acute ischemic stroke (AIS) [161]. In recent years,
there has been a technological windfall with deep learning (DL) techniques successfully
employing brain MRI images and certain biomarkers for forecasting unfavorable outcomes
in AIS patients. However, an intriguing dimension that has hitherto remained unexplored
is the potential of using natural language processing (NLP)-oriented machine learning (ML)
algorithms. The key distinction here is the source of data: free-text reports of AIS patients
derived from brain MRI scans [161].

To chart this unexplored terrain, a study was conducted focusing exclusively on
English MRI reports obtained during the admission phase for AIS patients. Defining poor
outcomes as a modified Rankin scale score ranging between 3 and 6, data acquisition
was meticulously overseen by a team of trained healthcare professionals. The emphasis
was placed on the first MRI report obtained during hospitalization. Structuring the study,
the collected text dataset was systematically segmented into training and testing batches,
following a 70:30 proportion.

The data underwent three levels of vectorization: word, sentence, and document
levels. The nuanced “bag-of-words” model found its application at the word level, which
disregarded word sequence but tallied text token repetitions. On the other hand, the
“sent2vec” methodology, which took the sequence of words into account, was employed
at the sentence level. Meanwhile, word embedding was applied at the document level.
Alongside traditional ML algorithms, DL paradigms like the convolutional neural network
(CNN), long short-term memory, and multilayer perceptron were adopted. This ensemble
was evaluated against 5-fold cross-validation and grid search techniques. A consistent
performance metric, the area under the receiver operating characteristic (AUROC) curve,
was employed.

Analyses from 1840 AIS subjects revealed a stark reality—a hefty 35.1% grappled with
poor outcomes three months post-stroke onset. The random forest emerged as the top
classifier at the word-level approach with an AUROC of 0.782. However, on a broader
spectrum, the document-level approach eclipsed the other two. The multi-CNN algorithm
set the gold standard in classification with an AUROC of 0.805, closely trailed by the CNN
algorithm at 0.799. The crux of these findings lies in the supremacy of DL algorithms,
particularly in NLP-based predictions, where multi-CNN and CNN outperform other
neural networks in forecasting adverse outcomes [162]. This asserts the pivotal role NLP-
fueled DL can play, marking its ascendancy as a digital beacon for unstructured healthcare
data predictions [163].
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Transitioning from MRI to the realm of computed tomography (CT), the trio of CT,
CT angiography (CTA), and CT perfusion (CTP) reign supreme in emergency departments
when there is a hint of cerebrovascular compromise [164]. The pressure-cooker environment
of emergency settings demands precise and rapid image interpretation. Notably, the
clinical tableau of an acute stroke can be mimicked by myriad conditions. Hence, the rapid
discernment of true strokes from their imitators is paramount for clinicians. With a vast
array of conditions masquerading as acute strokes, the onus falls on imaging to discriminate.
While some of these conditions reveal themselves quite clearly, others can pose diagnostic
challenges. Pictorial representations derived from CTP serve as vital clues [165]. A series of
acute stroke instances and their look-alikes were presented, emphasizing the indispensable
nature of these imaging “pictograms” for radiologists. This visual encyclopedia should
bolster radiologists’ diagnostic prowess, ensuring they remain conversant with the nuances
of diverse imaging techniques, reaping their advantages while steering clear of potential
pitfalls [166].

3.7. Pioneering Neuroimaging Optimization: Charting the Path to Precision Diagnostics

The vast realm of ischemic stroke, which encompasses over 80% of all stroke occur-
rences, stands as a formidable adversary in the global health arena, frequently leading to
mortality and long-term disabilities [167]. Administering recombinant tissue plasmino-
gen activator (rt-PA) intravenously is an accredited countermeasure for acute ischemic
strokes caused by larger arteries, provided it is employed within a 4.5-h window from the
onset. Moreover, mechanical thrombectomy can serve as an intervention for large artery
occlusions up to 24 h post-onset [167]. Yet, the real-world challenge lies in optimizing
diagnostic processes for acute treatments. Factors such as minimizing the onset-to-needle
time duration, ensuring rapid access to angioCT images, and facilitating timely magnetic
resonance imaging (MRI) become bottlenecks in many healthcare frameworks. Such con-
straints often lead to a disparity between real-world prognosis rates and those recorded
in randomized controlled trials. Notwithstanding the efficacy of applied endovascular
techniques, there remains a lack of comprehensive understanding regarding certain cellular
mechanisms post-reperfusion [168]. Furthermore, research areas like the changes in mito-
chondrial morphology and function related to reperfusion and ischemia-induced neuronal
death remain relatively uncharted. A future vision in stroke research mandates an in-depth
exploration of the evolving landscape of imaging techniques. It is crucial to comprehend
the intricate relationship between the ever-refining imaging methodologies and factors like
clot structure variability, vascular permeability, and the diverse manifestations of ischemic
reperfusion damages, especially in the penumbra. Insights into these domains hold the key
to devising targeted interventions that confer lasting health benefits [169].

3.8. Radiologists and Neurologists: Crafting a Symbiotic Diagnostic Journey

Seamless collaborations between radiologists and neurologists stand as a beacon of
hope for patients. In our study, we meticulously screened patients using CT/CTA or
MRI before initiating any intervention [170]. The focus group comprised acute ischemic
stroke patients, primarily attributed to large vessel occlusions (LVO) and, more specifically,
those at the M2 level. LVO categorizations included occlusions of the internal carotid
artery (ICA), middle cerebral artery (MCA) at the M1 segment, intracranial vertebral
artery (VA), and basilar artery (BA) as identified in CTA [171]. Our inclusion criteria
encompassed: patients above 18 years of age, those with a national institutes of health
stroke scale (NIHSS) score of 6 or higher (or presenting isolated aphasia), individuals who
demonstrated prior functional independence using the modified ranking scale (mRS ≤ 2),
and patients who sought medical attention within 6 h of stroke onset. Interestingly, our
analysis also welcomed “wake-up” stroke patients who presented between 6 h and 24 h
post-onset but exhibited a discernible mismatch between ischemic core and penumbra as
per MRI readings. For all qualifying patients, intravenous thrombolysis (IVT) using rt-PA
was the first line of intervention. If IVT was contraindicated, the subsequent step was
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mechanical thrombectomy post-CT and CTA evaluation. Crucially, intervention decisions
were a collective resolution made by a cohesive team of neurologists, radiologists, and
interventionists. The exclusions were patients displaying pronounced massive strokes
on scans, especially encompassing more than a third of the MCA’s territory. Ethical
considerations were paramount, with informed consent being a requisite for all study
participants [170,171].

3.9. Leveraging Deep Learning in Neuroimaging: A Paradigm Shift

Neuroimaging, especially brain CT scans, forms the bedrock of cerebral evaluations.
Yet, the intricate task of interpreting emergent brain CT findings demands a high degree
of expertise and can be labor-intensive for even adept neuroradiologists. Herein lies the
prowess of deep learning, especially convolutional neural networks (CNN), which have
been revolutionizing the medical imaging landscape [172]. Our study proposed the utiliza-
tion of CNN-centric deep learning paradigms to efficaciously categorize strokes based on
unenhanced brain CT imagery into normal, hemorrhage, infarction, and other diverse cate-
gories. The models under our analytical radar were CNN-2, VGG-16, and ResNet-50. These
were not naive models; they had undergone prior training via transfer learning, adapting
to various data magnitudes, mini-batch dimensions, and optimization algorithms. Their
efficacy was put to the test with brain CT images. The findings were enlightening: when
juxtaposed against other research outcomes, our models, especially CNN-2 and ResNet-
50, showcased superior performance. Notably, while ResNet-50 clinched an impressive
accuracy score of 0.9872, it took a tad longer to render outcomes in comparison to its coun-
terparts. In essence, with the right hyperparameter fine-tuning, these deep learning models
can be pivotal in clinical scenarios, aiding neurologists and radiologists in determining
potential hemorrhagic strokes, infarctions, or other neurological manifestations [173].

Functional neuroimaging has significantly furthered our grasp of neural processes
involved in post-stroke recovery and enhancements derived from brain stimulation. The
variability observed among individuals in terms of recovery and response to treatment
can be associated with imaging markers, notably connectivity. Cutting-edge methods in
fMRI data analysis, like dynamic functional connectivity, enable exploration of stroke-
induced changes in temporal network dynamics and their relationship to motor deficits.
Nevertheless, we are yet to achieve a tailored approach that accounts for unique network
pathology to accurately rectify specific network node dysconnectivity. Preliminary efforts,
such as employing multivariate machine learning approaches to forecast motor deficits or
outcomes based on initial post-stroke fMRI data, have been undertaken. Still, the validity
of relying solely on a single MRI network marker for individualized predictions to ensure
diagnostic precision remains a topic of discussion [172].

3.10. Comprehensive Cerebral Imaging: Collaborative Diagnostics in Emergency Care

Upon their admission to the emergency department, every patient underwent a
cerebral computed tomography (CT) scan, which was conducted either with or without the
administration of a contrast agent. This immediate imaging step was paramount to ensuring
a swift diagnostic process [174]. The precise nature, severity, and anatomical location of
the stroke were then meticulously diagnosed. This pivotal task was a collaborative effort
between two medical experts: the radiologist who executed the brain imaging and the
neurologist who conducted the clinical evaluation of the patient. This dual expertise
ensured a comprehensive understanding of the patient’s neurological condition, fostering
more informed clinical decisions [175].

For a definitive diagnosis of acute ischemic stroke (AIS), the medical team adhered
to the World Health Organization’s long-standing definition of a stroke. Introduced back
in 1970 and still deemed relevant in modern clinical practice, this definition characterizes
a stroke as a “sudden manifestation of clinical symptoms pointing towards a focal (or
occasionally global) disruption of cerebral functions. These symptoms persist for a duration
exceeding 24 h or may even culminate in the patient’s death. Notably, the only discernible
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causative factor for these symptoms should be of vascular origin, unless there are specific
interventions like surgery or medication that might interrupt this course” [176]. This clear-
cut definition, along with the combined insights from imaging and clinical examinations,
solidifies the diagnostic accuracy, ensuring patients receive the most appropriate and
timely care.

4. Treatment Paradigms
4.1. Pharmacological Approach
4.1.1. Exploring Intravenous Thrombolytic Agents: An In-depth Analysis of Mechanisms,
Advantages, and Potential Hazards

1. Alteplase and Potential Alternatives in Stroke Treatment. Alteplase currently stands
as the sole drug greenlighted by the FDA for the thrombolysis of acute ischemic stroke
(AIS). However, the research horizon is dotted with other thrombolytic agents that
might potentially rival or replace alteplase in the future. This comprehensive study
dives deep into the potency and safety of an array of such agents—urokinase, ateplase,
tenecteplase, and reteplase. Through sophisticated computational simulations en-
twining both pharmacokinetics and pharmacodynamics, paired with a meticulous
local fibrinolysis model, we benchmarked the drugs against multiple metrics: clot
dissolution timeframe, resistance to plasminogen activator inhibitor (PAI), potential
risk of intracranial hemorrhage (ICH), and the latency from drug introduction to clot
dissolution [177].

Our insights highlighted that urokinase boasted the most rapid clot dissolution. How-
ever, it also carried an elevated risk of ICH, linked to its propensity for excessive fibrinogen
depletion in the plasma. Tenecteplase and alteplase showcased akin efficiencies in clot dis-
solution, but the former exhibited a reduced ICH risk and demonstrated superior resilience
against PAI-1. Reteplase, interestingly, showed the most sluggish rate of fibrinolysis but left
fibrinogen concentrations in systemic plasma untouched. To comprehend these intricacies
further, we utilized a 1D mathematical model from prior research, offering predictions
on the therapeutic results of these drugs based on their inherent properties and modes
of action. The model reinforced clinical observations, advocating the possible supremacy
of tenecteplase over alteplase while underscoring reteplase’s limited efficacy despite its
diminished ICH risk [178–180]. As AIS clinical studies inherently bear unpredictable haz-
ards, computational models like ours could be pivotal in fine-tuning dosage regimens for
multi-drug therapies or newly conceptualized drugs, given a clear understanding of their
PKPD mechanisms and kinetic reactions [181].

2. Intracerebral Hemorrhage’s Impact on Mortality Rates. Taking a retrospective stance,
this study sifted through data from South Korea’s national health insurance service
database, spanning 2005–2018. The focal cohort consisted of hyperacute ischemic
stroke patients who had undergone intravenous thrombolysis. A stark comparison
was drawn between ICH-afflicted patients and those who avoided ICH. An alarming
revelation was that within the 12-month window post-treatment, the mortality rate
in the ICH cohort was more than double that of their counterparts (42.8% vs. 17.5%).
This suggests that ICH post-thrombolysis can drastically heighten the risk of mortality
in hyperacute ischemic stroke patients, amplifying it nearly threefold [182,183].

3. The Promise of Plasmin Nanoformulations in Ischemic Stroke Treatment. While
thrombolytic therapy remains the gold standard for treating ischemic strokes, its
current mainstream agent, the tissue plasminogen activator (tPA), often encounters
obstacles due to an associated hemorrhage risk. Plasmin, a direct fibrinolytic agent,
offers a safer hemostatic profile. However, its therapeutic potential diminishes when
introduced intravenously due to rapid inactivation by anti-plasmin. To navigate this,
nanoformulations have emerged as viable tools to enhance drug stability. This study
unveils a groundbreaking nanoformulation for plasmin, demonstrating increased
stability and heightened therapeutic efficacy, potentially redefining ischemic stroke
treatment [184].
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4. Decoding Blood–Brain Barrier Deficits Post-Stroke. Utilizing advanced two-photon
microscopy, Knowland et al. have painted a vivid picture of changes in tight junc-
tions (TJs) post-stroke in transgenic mouse models. Observations indicated that the
blood–brain barrier (BBB) started leaking as early as 6 h post-ischemia, even though
profound structural defects in TJs only became evident after 48 h. The increase in
endothelial caveolae and transcytosis rate post-ischemia suggests a sequential dete-
rioration of barrier mechanisms, highlighting the multifaceted impacts on the BBB
following a stroke [185].

Top of Form
Under normal physiological conditions, the blood–brain barrier (BBB) stands as a sen-

tinel at the frontier of the central nervous system (CNS), exercising selective permeability to
maintain a stable environment. A couple of primary features define this selective permeabil-
ity. First, endothelial cells (ECs) in the CNS are notable for their sparse vesicular population
and an almost nonexistent rate of transcytosis. Second, there exists a sophisticated system of
tight junctions (TJs) that bridge these ECs, creating an almost impenetrable seal [186].

A protein of considerable significance in this scenario is the major facilitator super-
family domain containing 2a (Mfsd2a). This protein has the unique distinction of being
predominantly expressed in blood vessels that harbor the BBB. Intriguingly, its expression
and activity are orchestrated by surrounding pericytes. Mfsd2a does not merely exist as a
passive structural element; it plays a proactive role in crafting a specific lipid milieu. This
environment is crucial as it actively inhibits the formation of caveolae vesicles within CNS
ECs. By doing so, it curtails transcytosis, bolstering the integrity of the BBB [187].

However, during acute ischemic stroke (IS), this meticulously balanced environment
faces upheaval. The aftermath of ischemia, as early as 6 h post-event, witnesses a surge
in the number of endothelial caveolae. This spike is not merely quantitative; it ushers
in an escalated rate of caveolae-mediated transcytosis. Macromolecules, which under
regular circumstances would be barred entry, like albumin, now find passage via this
heightened caveolae-mediated transcytosis. Meanwhile, the trusted sentinels of the CNS,
the tight junctions, remain largely uncompromised initially. It is only after the 48-h mark
post-ischemia that these TJs betray glaring structural anomalies [188]. These cellular-
level dynamics do not occur in isolation. They are accompanied by collateral shifts in
the surrounding CNS architecture. The surge in CNS endothelial vesicles coincides with
discernible alterations in the pericytes’ basement membrane coverage. This vascular
restructuring is mirrored by astrocytic responses. The usually slender astrocytic end-feet
swell, displaying signs of stress. This edema is further echoed in their mitochondrial
structures, which too show signs of swelling and possible dysfunction [189]. In sum,
acute ischemic stroke initiates a cascade of events that disrupt the once-steadfast BBB,
compromising its selective permeability and potentially influencing disease progression
and recovery (Figure 1).

4.1.2. Fibrinolytic Therapy in Acute Ischemic Stroke: A Comprehensive Analysis
Understanding the Fibrinolytic Approach and its Clinical Applications

Thrombolytic therapy, aimed at breaking up clots that obstruct blood flow, is critical in
the management of conditions such as acute ischemic stroke (AIS) and acute myocardial in-
farction (AMI). However, this treatment is not without its challenges. A prominent concern
is the risk of harmful hemorrhagic complications, prompting clinicians to establish a spe-
cific time window within which this therapy can be administered with optimal safety [186].
Efforts are currently underway, through various basic and clinical studies, to innovate
next-generation thrombolytic drugs that might potentially broaden this time window.

In AMI-focused clinical trials, a wealth of pharmacokinetic and pharmacodynamic
(PKPD) data, like temporal plasma concentrations of tissue plasminogen activator (tPA)
and other fibrinolytic proteins (e.g., fibrinogen, plasminogen, and α2-antiplasmin), have
been harvested. Such data are invaluable for deepening our understanding of fibrinolysis
mechanisms and discerning the impact of dosage regimens on both therapeutic efficacy and
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potential toxicity [187–189]. In contrast, AIS clinical trials have predominantly concentrated
on clinical and neurological outcomes, such as those measured by the modified Rankin scale
and NIHSS. This disparity in focus has posed challenges. Given the inherent pathological
distinctions between AMI and AIS, there is an observed variance in response to tPA dosage.
Consequently, it becomes challenging to transpose the PKPD insights gleaned from AMI
trials directly onto AIS patients [190,191]. Notably, due to the inherent risks associated
with AIS, such as a heightened propensity for intracranial hemorrhage (ICH) linked to
acute brain infarction, lower tPA dosages are recommended for AIS compared to AMI.
This dosage recommendation is primarily anchored in clinical outcomes rather than PKPD
studies, amplifying the call for more PKPD research in AIS thrombolytic therapy. A practical
solution to this dilemma might be the deployment of mathematical models, especially
when real-time clinical PKPD studies on stroke patients are impractical given the time-
sensitive nature of the treatment. For instance, we have pioneered a computationally
adept simulation platform for AIS thrombolysis. This model, accounting for systemic
drug effects and the 1D progression of clot dissolution, can predict outcomes like lysis
completion time and plasma FBG levels, indicative of ICH risk, without cumbersome
computational demands. This model’s versatility is evident as it can emulate various
therapeutic scenarios and can be tweaked to mirror different fibrinolytic drugs besides
alteplase [192]. Furthermore, it can be adapted to diverse AIS conditions by adjusting
local PD model parameters and clot features anchored in patient-specific data. Future
ambitions for this model include expanding its scope to scrutinize the influences of diverse
therapeutic and physiological factors on recanalization rates and to craft bespoke dosing
regimens through model-driven optimization [193].
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At the root of ischemic strokes is an artery blockage in the brain, primarily stemming
from a thrombotic or embolic event. This impediment triggers a cascade of cellular death
pathways, referred to as the ischemic cascade [194]. The optimal countermeasure is swift
recanalization of the occluded artery, achievable either through enzymatic fibrinolytic
treatment using recombinant tissue plasminogen activators (rtPAs) to dismantle the clot,
mechanical thrombectomy to physically excise the clot, or a fusion of both modalities [195].
The prognosis of ischemic stroke patients is intimately tied to rapid recanalization success;
interestingly, a deficit of recanalization results in poor outcomes in both patients with
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acute ischemic stroke as well as in those with atrial fibrillation [196]. However, while
rtPA-mediated recanalization has been documented to enhance functional outcomes, it is
not without pitfalls. Shortcomings include a modest recanalization success rate (sub-30%)
and the potential hemorrhagic and neurotoxic ramifications of rtPA, especially in cases
where recanalization is ineffective [197–199]. Additionally, the therapeutic window for rtPA
is constrained, typically to 4.5 h post-stroke onset, after which its utility diminishes and
risks escalate. Thus, tools to predict patient responses to rtPA could revolutionize ischemic
stroke management [200].

Complementary Medications Enhancing Mainline Therapy

In the aftermath of rtPA infusion, the body often grapples with inadequate PAI-1 levels,
impairing its capacity to regulate tPA activity and, consequently, dissolve fibrin clots. In-
triguingly, while rtPA can trigger platelet aggregation and bind platelet fibrinogen without
a corresponding surge in thromboxanes, adjunctive antiplatelet therapy using aspirin might
counteract thrombosis post-rtPA therapy. Some research insights have highlighted that
rtPA activates specific platelets that deter aggregation [201]. There’s a consensus, however,
that such treatments are pivotal in thwarting extensive platelet activation subsequent to
tPA therapy, and contemporary guidelines overwhelmingly support rtPA thrombolysis as
a primary intervention [202].

Turning our attention to aphasia therapy, while speech and language therapy (SLT)
alongside pharmacological interventions remain the cornerstone, augmentative therapeutic
strategies are continuously sought to optimize the brain’s recuperative potential, especially
in stroke’s chronic stages [203]. Among these, non-invasive brain stimulation (NIBS) meth-
ods, notably transcranial magnetic stimulations (TMSs) and transcranial direct current
stimulations (tDCSs), hold promise. Multiple studies have documented these techniques’
efficacy in enhancing linguistic functions in aphasic patients and in fostering neuroplastic-
ity [204] Table 1.

Table 1. Non-invasive brain stimulation in post-stroke aphasia (PSA).

Methods Major Characteristics Advantages Limitations References

rTMS (repetitive
transcranial
magnetic
stimulation)

- Generates a magnetic pulse that influ-
ences various cerebral cortex regions.

- Regularly applied pulses of a specific
frequency within about 15 min.

- Low-frequency stimulation (<1 Hz) in-
hibits cortical excitability while high-
frequency stimulation (>1 Hz) ampli-
fies it.

Balances excitability
across hemispheres and
realigns the linguistic
network.

Requires the formulation
of an optimal treatment
protocol; must consider
individual variability.

[205–207]

tDCS (transcranial
direct current
stimulation)

- Non-invasive and secure method for
brain stimulation.

- Polarizes neuronal cell membranes,
modulating cortical excitation levels.

- Induced cortical changes are deter-
mined by the electrode pole.

Aids in normalizing
brain activity, fostering
self-recovery.

Further extensive
clinical trials needed for
a broader PSA group.

[208]

Neuroplasticity is the brain’s inherent ability to adapt and change throughout an indi-
vidual’s life. Stroke stands as a predominant contributor to long-term disability, posing not
just medical but also significant economic challenges globally. While a considerable amount
of research in the last decade has spotlighted neuroprotection during the acute phase of a
stroke, there remains a noticeable gap in studies focusing on its chronic phase [209]. The
brain’s capacity to reconfigure and restore the structure and functionality of its neurovas-
cular networks is pivotal for recovery post-stroke. Employing a combination of adjuvant
therapies alongside specific drugs might amplify the reparative processes, reinstating com-
promised brain functions [210]. Presently, various medications and rehabilitative strategies
hold promise in promoting brain repair and enhancing clinical outcomes, even if initiated
years after the occurrence of a stroke. Some pharmaceutical agents like citicoline, fluox-
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etine, niacin, and levodopa are either in active clinical use or undergoing trials [211,212].
Moreover, emerging research is delving into the potential of cell therapies, with our focus
primarily on studies introducing cells in the stroke’s early stages. Following this, we
explore pharmaceutical interventions. Herein, we’ve zeroed in on cognitive, behavioral,
and physical rehabilitation techniques as well as supplementary interventions aimed at
neuroprotection, like non-invasive brain stimulation and the application of extremely
low-frequency electromagnetic fields. Contemporary rehabilitation strategies portray a
paradigm shift towards physical interventions, considering a therapeutic window extend-
ing up to six months post-stroke. However, prior research alludes to the possibility of an
even more extended window for stroke recovery [213].

• Diving Deeper into Successful Pharmacological Interventions:

The identification of the ischemic penumbra in animal models and the proven efficacy
of reperfusion therapies in humans once ignited optimism surrounding neuroprotection
in acute stroke scenarios. However, the subsequent failures of numerous phase II and III
trials led to the introduction of the STAIR recommendations, guiding both pre-clinical and
clinical research [214]. Upon retrospection, it appears that the choice of agents earmarked
for clinical development might not have been judicious. Despite fulfilling many STAIR
criteria, the neuroprotective agent NXY-059 demonstrated no tangible benefit in a pivotal
phase III study. Contemporary neuroprotective agents have yet to meet many STAIR
recommendations. A myriad of unaddressed issues remain, ranging from the adoption of
more representative animal models, ensuring drug distribution in human subjects, refining
the evaluation metrics for neurological impairment and disability, to physiological opti-
mization during human proof-of-concept studies. Enhancing the quality and quantity of
clinical centers specializing in acute stroke research, leveraging surrogate imaging markers,
and employing adaptive dose designs during phase II trials might elevate the success rates
for identifying efficient neuroprotectives. Though the realm of neuroprotection in acute
strokes remains fraught with challenges, its effectiveness remains a topic of debate [215].
In the face of the staggering burden that stroke presents and the limited applicability of
reperfusion—currently benefiting a mere 10% of patients—there’s an undeniable call for
further proof-of-concept studies concerning neuroprotection, underpinned by meticulous
reviews of pre-clinical data and robust phase II trial designs [216].

Inclusive evaluations of all research articles and case series, based on their evi-
dence level, indicated that only CPSP, excluding other central pain types, was considered.
Amitriptyline and lamotrigine stood out as the sole orally administered drugs exhibiting ef-
fectiveness in CPSP management in placebo-controlled studies. Though intravenous drugs
like lidocaine, propofol, and ketamine demonstrated short-term CPSP control efficacy, their
potential side effects and application modes render them unsuitable for prolonged treat-
ment. The newly introduced antiepileptic drug, gabapentin, displayed promising results
in managing CPSP in select patients. It is noteworthy that amitriptyline, lamotrigine, and
gabapentin collectively present a more encouraging efficacy and safety profile in contrast
to traditional antiepileptic medications like carbamazepine and phenytoin, which lacked
any placebo-controlled evidence advocating their efficacy. The pressing need of the hour is
to conduct clinical trials that can optimize the pharmacological management of CPSP [217].

Our review encapsulated 10 distinct trials. Regrettably, most of these trials were bereft
of sufficient details, making methodological quality assessments challenging. The studied
drugs included piracetam, bifemalane, piribedil, bromocriptine, idebenone, and Dextran 40.
Preliminary findings hint that patients undergoing treatment with piracetam demonstrated
a higher likelihood of language improvement upon trial completion. Notably, there were
no significant differences in the incidence of adverse effects, including death, between
those administered piracetam and those on a placebo. Nevertheless, the disparity in death
rates between both groups raises potential concerns regarding the elevated risk associated
with piracetam intake. It remains elusive whether drug treatments offer more pronounced
efficacy compared to speech and language therapy or if one drug trumps another in terms
of effectiveness [218].
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We embarked on a systematic review, adhering to the Cochrane methodology, that
focused on randomized placebo-controlled trials examining the efficacy of antidepressants
in treating or preventing depressive disorders and “abnormal mood” following a stroke.
Alongside mood implications, we also analyzed the potential effects of these medications
on physical and other outcomes. The available data were sourced from 7 treatment trials
encompassing 615 participants and 9 prevention trials that included 479 participants.
Owing to notable inconsistencies in trial design, the quality of studies, and reporting
methods across the different research works, we opted against combining all the outcome
data. Our findings from the treatment trials revealed that while antidepressants did mitigate
mood symptoms, their impact on facilitating the remission of clinical depressive disorders
was nebulous at best. Moreover, the studies did not provide concrete evidence supporting
the idea that antidepressants can either ward off depression or catalyze recovery post-
stroke. The current body of randomized evidence is insufficient to endorse the regular use
of antidepressants for averting depression or accelerating recovery after a stroke. While
these drugs might uplift mood in post-stroke patients with depression, the tangible clinical
significance of such minor improvements, especially in patients without major depressive
disorders, remains to be elucidated. This underscores an urgent need to further investigate
the precise role of antidepressants in managing stroke aftermaths [219].

Stroke stands out as a primary contributor to severe prolonged disability among
adults and ranks as the world’s second-leading cause of mortality [3]. The immediate
aftermath of a stroke has historically witnessed an emphasis on rapid reperfusion and
neuroprotection methodologies. By harnessing diverse mechanisms, pharmacological
interventions have the potential to lessen disabilities in a significant proportion of survivors
of acute strokes [220]. The inherent ability of the brain to adapt post-stroke, courtesy of its
plasticity mechanisms, can be influenced by drugs [221]. The research landscape is rich with
explorations into a myriad of therapeutic interventions, encompassing small molecules,
growth factors, and monoclonal antibodies [222]. A noteworthy development was the
discovery that the SSRI fluoxetine could ameliorate motor deficits in patients grappling with
ischemic stroke-induced hemiplegia; intriguingly, this appeared to be independent of the
patient’s depressive state [223]. Given these findings, it is imperative to bolster pioneering
research endeavors. This will help usher in groundbreaking pharmacological treatments that
prioritize neurological recuperation after a stroke, as opposed to merely focusing on acute
de-occlusion and neuroprotection. Our manuscript stems from the collaborative insights
of 14 seasoned scientists, and its objectives are threefold: (1) to shed light on pivotal facets
of human brain plasticity post-stroke and viable pharmacological targets for rehabilitation;
(2) to foster discourse on the most fitting characteristics of clinical trials assessing post-stroke
recovery drugs; and (3) to set forth recommendations for upcoming clinical trials.

Several pharmacological solutions have been conceptualized for stroke treatment.
They operate either by halting molecular pathways that lead to neuronal death or by
bolstering neuronal survival and rejuvenation. Bar rtPA, a majority of these therapeutic
agents have not made the leap from the laboratory to successful clinical trials. However,
recent strides in understanding stroke’s pathophysiological nuances have reignited interest
in crafting neuroprotective agents tailored for stroke intervention. This renewed interest
has uncovered innovative molecular targets poised to offer tangible clinical advantages
in neuroprotection and neurorestoration. Our review delves into the latest monumental
advancements in stroke pharmacology, with an emphasis on ischemic stroke. We encapsu-
late emerging therapeutic mechanisms and cast a spotlight on the most recent clinical trial
outcomes [204].

Stroke’s impact on health is undeniable, and formulating an effective treatment re-
mains a daunting task. Bar rtPA, the number of clinically approved pharmacological
solutions remains meager. Yet, the past decade has witnessed remarkable breakthroughs
in unraveling molecular signaling pathways and gene expression blueprints underly-
ing stroke’s pathophysiology. These revelations have paved the way for fresh therapeutic
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targets. Considerable energy has been channeled into conceiving innovative pharma-
cological agents and bolstering their transition from the lab to the clinic. Agents such
as NMDAR antagonists, calcium channel blockers, anti-inflammatory compounds, neu-
rotropic factors, monoclonal antibodies, and even non-coding RNAs have been rigorously
probed in experimental setups. A handful, including minocycline and edaravone, have
showcased their ability to elevate neurological outcomes in acute ischemic stroke patients.
These successes have infused renewed vigor into translational studies centered on neu-
roprotectants. With an ever-growing arsenal of neuroprotective agents emerging from
preclinical stages, there has been a noticeable uptick in clinical trials evaluating pharmaco-
logical strategies for acute stroke. A slew of these trials are currently in progress, signaling
hope and momentum for the field [224] Figure 2.
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Figure 2. The intricate processes leading to ischemic neuronal cell death involve various molecular
pathways and interactions. When NMDA receptors (NMDARs) and AMPA receptors (AMPARs) are
stimulated, there is an elevation in the levels of calcium within the cell’s cytoplasm. This heightened
calcium concentration triggers the activation of enzymes known as calpains and induces dysfunction
within the mitochondria. Simultaneously, the binding of Fas ligands (FasL) to their counterparts, the
Fas death receptors, sets off the activation of a protein called caspase 8. These activated calpains,
together with caspase 8, collaborate to cleave a protein named Bid, transforming it into its truncated
version, tBid. Once formed, tBid associates with another protein, Bax, on the mitochondrial membrane.
This interaction is critical as it results in the creation of pores in the membrane, leading to the expulsion
of several vital molecules: cytochrome c (Cyt c), apoptosis-inducing factor (AIF), and the harmful
reactive oxygen species (ROS). After their release, both ROS and AIF relocate to the cell’s nucleus.
Here, they play a pivotal role in damaging the DNA and initiating specific neuronal cell death
pathways. A prime example of such a pathway is the phosphorylation of the protein p53, which,
when phosphorylated (Pp53), activates the MAPK signaling route, pushing the cell towards apoptosis.
Additionally, the expelled cytochrome c from the mitochondria plays a role outside its traditional
function. In the cell’s cytoplasm, cytochrome c collaborates with the apoptotic protein activating
factor-1 (APAF-1) and procaspase 9 to assemble into a complex known as the apoptosome. This
structure is integral to the internal apoptotic pathway, further cementing the neuron’s fate towards
programmed cell death.
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4.2. Endovascular Thrombectomy
4.2.1. Evolution of Endovascular Strategies over Time

Endovascular treatment (EVT) for acute ischemic stroke (AIS) has experienced signifi-
cant advancements, but one of the persistent challenges remains futile recanalization. After
a cerebral infarction, an inflammatory response is triggered, which plays an essential role
in dictating the outcome of the recanalization procedure. This study was centered on the
correlation between the systemic inflammatory response index (SIRI) and the phenomenon
of futile recanalization in AIS patients [225]. By retrospectively examining patients with
anterior circulation proximal arterial occlusion who underwent EVT, it was determined
that factors such as age, the severity of the stroke at admission, and a higher SIRI upon
admission are linked with poor functional outcomes three months post-procedure [225].

Further developments in AIS treatment techniques shed light on indications for reper-
fusion therapy. Beyond the already established protocol for intravenous thrombolysis
using rtPA within 4.5 h and mechanical thrombectomy for large artery occlusion within 6 h,
recent trials have expanded these timelines. For instance, some patients can now receive
reperfusion treatment up to 24 h from the onset of their symptoms, provided they fit certain
criteria and undergo necessary brain imaging [226].

4.2.2. Mechanisms of Mechanical Thrombectomy

Mechanical thrombectomy has revolutionized the treatment of AIS resulting from
large vessel occlusions. Over the past half-decade, numerous trials have validated its
efficacy and safety for such patients, with the treatment window extending up to 24 h
after the stroke onset [227]. Some landmark studies from 2015, such as MR CLEAN and
ESCAPE, underscored the superiority of mechanical thrombectomy over traditional medical
management in cases of anterior circulation large vessel occlusion strokes [155]. Later in
2017, studies like DAWN and DEFUSE-3 expanded the time frame for thrombectomy
up to 24 h for certain patient groups [227]. Now, societal and national guidelines have
incorporated these findings, recommending mechanical thrombectomy for a particular
patient subset. Additionally, ongoing trials are investigating the technique’s potential
benefits for other stroke subpopulations, further establishing the method’s relevance and
potential [157].

Recent trials have spotlighted the combination of stent retriever thrombectomy with
intravenous thrombolysis in AIS. It is now recommended for patients with large vessel
occlusions when intravenous thrombolysis is not feasible, emphasizing the importance
of rapid intervention post-symptom onset [228,229]. To ensure equitable access for all
eligible patients to endovascular therapy, a call has been made for restructuring stroke care
systems [230,231].

4.2.3. Spotlight on Equipment: Delving into Stent Retrievers, Aspiration Catheters, and
Their Innovations

A substantial number of ischemic strokes, approximately 10%, are categorized as large
hemispheric infarcts, which can lead to severe disabilities. With the intent of minimizing
the disease’s adverse effects, research has concentrated on multiple fronts, from pinpoint-
ing the predictors of malignant edema to improving surgical techniques. Decompressive
surgery has emerged as a pivotal intervention, with studies delving into the nuances of
managing large hemispheric ischemic strokes [232]. Neuroinflammatory responses are
contingent upon the context, temporal progression, and nature of the neurological distur-
bance. Following ischemic stroke, brain injury manifests through necrosis and apoptosis,
which subsequently instigates an inflammatory response mediated by the release of reactive
oxygen species (ROS), chemokines, and cytokines. This inflammatory cascade originates
in the microvasculature and encompasses various cell types, including innate immune
cells like microglia and adaptive immune cells such as lymphocytes, leading to neuronal
demise. Proinflammatory cytokines are implicated in numerous cerebral processes, directly
impacting endothelial cells, neurons, and glial cells. Due to this intricate and sequential
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pathway, these cytokines might augment cellular movement or induce further damage.
Post-ischemic stroke, microglia undergo a transition to the M1 phenotype, an inflammatory-
promoting state that produces interleukin-1β (IL-1β), a proinflammatory cytokine with
neurotoxic attributes. IL-1β can engage with the vascular endothelium, escalating leukocyte
adherence and contributing to edema formation. Conversely, anti-inflammatory molecules
like interleukin-10 (IL-10) and interleukin-4 (IL-4) act to negate the effects of proinflamma-
tory cytokines. Under physiological circumstances, a nuanced equilibrium exists between
proinflammatory and anti-inflammatory cytokines. However, in the context of stroke, a
decline in anti-inflammatory IL-10 has been observed, correlating with improved patient
outcomes, underscoring the intricate interplay between these inflammatory mediators
during ischemia’s initial phases [233]. Furthermore, the function of microglia and mono-
cytes/macrophages during cerebral ischemia is determined by their M1/M2 polarization
states. The presence of specific cytokines in the surrounding environment, such as IFN-γ
for M1 and TGF-β and IL-10 for M2, dictates their polarization. A predominance of the M1
phenotype is associated with exacerbated ischemic damage, activation of hypoxia-inducible
factor-1 (HIF-1), and heightened anaerobic glycolysis. A shift to the M1 phenotype in mi-
croglia, coupled with an upsurge in IL-23 production, fosters the attraction and activation
of γδ T cells. These represent a distinct subset of innate T cells, potentially exacerbating
the detrimental consequences of acute ischemic stroke. Astrocytes, under physiological
conditions, actively uptake surplus extracellular glutamate, converting it to glutamine for
neuronal utilization. However, following brain injury, astrocytic damage may compromise
this glutamate uptake capacity. The precise impact of ischemia on astrocytic glutamate
uptake remains ambiguous, but there are indications that the expression of the glutamate
transporter, EAAT2, becomes compromised during ischemic events. Two pivotal oxidative
enzymes, xanthine oxidase and NADPH oxidase, are central to the synthesis of the super-
oxide anion, a critical radical post-stroke. In clinical observations, an independent positive
correlation has been established between serum MMP-9 levels and both initial stroke
severity and subsequent clinical recovery. Moreover, the permeability of the blood–brain
barrier (BBB) mediated by MMP in ischemic stroke can be attenuated by cyclooxygenase
2 inhibitors. Thus, targeting Cox-2 activity or prostaglandin E2 can serve as a strategy to
thwart MMP-induced BBB disruptions [233].

A growing body of evidence underscores the pivotal role of inflammation in stroke
pathogenesis, marking it as a promising therapeutic target. Nevertheless, multiple studies
suggest that inflammatory cells play a dual role—both beneficial and harmful—indicating
that inhibiting a specific inflammatory pathway at an inappropriate time could potentially
exacerbate the disease process. A more nuanced understanding of the temporal dynamics
of stroke pathophysiology could inform more precise therapeutic interventions. Further-
more, integrating preclinical research using stroke models and concurrent relevant clinical
conditions, such as type 2 diabetes, preceding infections, and atherosclerosis, may bridge
the gap between experimental findings and clinical applications, potentially informing
future successful stroke treatments.

Investigations into rodent models for PSD were categorized based on certain criteria.
These models were segmented into three categories: surgical techniques, specific structures
related to cognitive function, and comorbid conditions [234]. Each category emphasizes
different aspects, such as the modeling technique in “surgical technique” or stroke models
combined with other conditions in the “comorbid condition” category [235].

4.2.4. The Benefits and Implications of Surgical Revascularization

Surgical revascularization stands out as a primary method to enhance cerebral hemo-
dynamics, even though this particular facet has yet to be extensively scrutinized in ran-
domized clinical trials [236]. The primary aim of revascularization is to mitigate the threat
of ischemic incidents by augmenting cerebral blood flow (CBF) and reestablishing the
cerebral vascular reserve (CVR). This is done through the creation of collateral pathways,
stemming from observations that moyamoya arteriopathy (MMA) impacts the internal
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carotid arteries (ICAs) and their primary branches but leaves the external carotid arteries
(ECAs) unscathed [236].

The Japan adult Moyamoya (JAM) trial stands as the inaugural prospective random-
ized controlled study specifically centered on the surgical treatment of MMA. Its findings
highlighted the protective role of surgical revascularization against recurrent bleeding, pri-
marily attributed to the post-operative diminishment of moyamoya vessels and the reduced
hemodynamic stress in delicate collaterals [237]. The primary surgical intervention indica-
tors encompass recurrent cerebral ischemic symptoms, cerebral hemodynamic deterioration
(characterized by diminished regional CBF, vascular response, and perfusion reserve), and
hemorrhaging resulting from the rupture of posterior collateral vessels [238–240].

For a considerable period, the surgical approach for hemorrhagic MMA was debated.
However, the JAM trial has unveiled the protective effects of revascularization against
subsequent bleeding, especially in patients who underwent intracranial hemorrhaging in
the preceding year [239]. Delving deeper into the findings of the JAM trial, Miyamoto
et al. accentuated the impact of bypass surgery on curbing the bleeding risk based on the
hemorrhage site. The study illustrated a pronounced advantage of surgery for those with
posterior hemorrhages in comparison to anterior hemorrhages [239,240].

In pediatric MMA cases, added vigilance is required, given the disease’s aggressive
nature in younger patients. Consequently, revascularization surgeries are recommended
for the majority of pediatric patients and should be executed without delay [237].

4.2.5. Procedure Walkthrough: A Comprehensive Overview from Patient Selection to
Post-Operative Care

A significant study comprising 333,117 patients revealed that only a minute fraction,
specifically 286 (0.09%), suffered a stroke post-procedure. Since the difference between
total hip arthroplasty (THA) and total knee arthroplasty (TKA) was not significant in
predicting stroke occurrence, both procedures were jointly analyzed. The findings indicated
that a majority, 65% of the strokes, materialized before the patients were discharged. A
more detailed breakdown revealed that a quarter of these strokes took place by the first
postoperative day, half by the second, and three-quarters by the ninth postoperative day.
Factors like age, elevated American Society of Anesthesiologists (ASA) score, and smoking
habits emerged as independent risk factors for postoperative strokes. For instance, patients
in the age bracket of 60–69 had an odds ratio (OR) of 4.2, 70–79 had an OR of 8.1, and those
aged 80 and above had an OR of 16.1. Similarly, patients with an ASA score equal to or
greater than 3 had an OR of 1.7, while smokers had an OR of 1.6 [241].

Such findings can serve as a vital foundation for medical professionals to counsel pa-
tients about potential risks and make informed decisions to optimize patient care, ensuring
the best possible outcomes after procedures like THA/TKA.

4.2.6. Early Post-Operative Strokes: An Analysis of Incidence, Risk Factors, and Outcomes

In a retrospective case-control study conducted at a university-based tertiary care
hospital, researchers delved into the occurrence, risk factors, and outcomes of early post-
operative strokes. Specifically, they focused on cases where strokes transpired within 24
h post-surgery. By scrutinizing medical records from 2015 to 2021, they aimed to identify
trends and potential preventative measures [242].

The methodology included comparing early post-operative stroke cases with age-
matched controls at a 1:3 ratio. The data covering patient demographics, events during
surgery, and post-operative results were meticulously analyzed. To pinpoint risk factors that
could lead to post-operative strokes, a multiple logistic regression analysis was employed.

Findings indicated that early post-operative strokes, those occurring within 24 h, had
an incidence rate of 0.015% (43 out of 284,105 cases). The multivariable analysis highlighted
several risk factors:

• An American Society of Anesthesiologists (ASA) physical status of ≥3 was associated
with a higher risk (adjusted OR: 3.12) [242].
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• Surgeries lasting more than 120 min also elevated the risk (adjusted OR: 10.69) [242].
• Experiencing intra-operative hypotension and the usage of inotropes/vasopressors

during surgery also increased the risk (adjusted OR: 2.80) [242].

When contrasted with control groups, stroke patients exhibited increased rates of
both planned and unplanned ICU admissions, longer hospital stays, more frequent use
of ventilators, and a higher mortality rate. Despite the relatively low occurrence of early
post-operative strokes (0.015%), these incidents lead to deteriorated clinical outcomes and
a surge in mortality rates. It is imperative that medical professionals recognize and address
potential risk factors and strategize for optimization to diminish the incidence of these
strokes [242].

4.2.7. The Transformative Effects of Timely Endovascular Intervention: Key Insights from
Case Studies

The American Heart Association and the European Stroke Organization have jointly
endorsed endovascular thrombectomy (EVT) in specific cases. Their recommendations
include using EVT, along with best medical practices, for adults experiencing anterior
circulation stroke. The criteria encompass pre-stroke modified Rankin scale (mRS) scores
below 2, occlusions in the internal carotid artery or middle cerebral artery, patient age over
18, and ASPECTS and NIHSS scores exceeding 6 [243,244].

Notwithstanding, there exists a debate concerning the use of EVT in patients present-
ing with NIHSS scores below 6. Those presenting after the 6-h window but meeting the
criteria set by the DAWN and DIFFUSE 3 trials are also considered suitable candidates
for EVT. The ongoing TESLA clinical trial is keen on enrolling patients with low ASPECT
scores to further investigate the efficacy and safety of the procedure in this subgroup [245].

In a comprehensive review encompassing seven trials with 980 participants, distinc-
tions were drawn between intravenous thrombolytic treatment and endovascular thrombec-
tomy in cases of the anterior intracranial circulation’s large vessel occlusion. Notably, all
these trials employed advanced imaging techniques for patient selection. The findings
reflected that intravenous thrombolytic treatment resulted in a 66% good functional out-
come at a 90-day follow-up, while for endovascular thrombectomy, this figure stood at 46%.
However, there was a potential increased risk of symptomatic intracranial hemorrhage
associated with thrombolytic treatment [246].

In conclusion, for selected patients with acute ischemic wake-up strokes, both thera-
peutic interventions could significantly improve functional outcomes without amplifying
the risk of mortality. Yet, it remains crucial to continue researching to determine the best
patient selection criteria [246].

5. Combined Treatment Modalities

Over the past decade, our understanding and approach to stroke management have
evolved significantly. This transformation has been characterized by a broader understand-
ing of what constitutes a stroke and notable advancements in its prevention and treatment
techniques. One significant breakthrough in the treatment of acute ischaemic stroke is
the synergy achieved by pairing endovascular thrombectomy for large artery occlusion
with intravenous alteplase, which further enhances the likelihood of patients attaining
functional independence by an additional 20%. Moreover, the protective role of aspirin
in thwarting early recurrent ischaemic strokes is more potent than initially believed. The
panorama of preventative strategies against recurrent strokes has expanded, now offering
direct oral anticoagulants as an alternative to the traditional warfarin for atrial fibrillation
patients. In addition, carotid stenting has emerged as a viable option against endarterec-
tomy for patients displaying symptomatic carotid stenosis. Delving into acute intracerebral
haemorrhage, ongoing research trials are working diligently to measure the efficacy of
various interventions, from acute blood pressure regulation and haemostatic therapies to
minimally invasive surgical methods, anti-inflammatory treatments, and neuroprotective
techniques. A rising frontier is the use of pharmacological and stem-cell treatments to pro-
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mote brain regeneration and fortify rehabilitation processes, facilitating optimal functional
recovery. Studies on embryonic stem cells, mesenchymal cells, and induced pluripotent
stem cells have explored their capabilities in tissue regeneration, sustenance, cell migration
and proliferation, neural circuitry reconstruction, and physical and behavioral restoration.
Innovations in stem cell and genomic technologies have ushered in regenerative treatments
designed to reconstruct neural pathways and mend neurons affected by ischemic events.
Notwithstanding the descending trend in stroke-related mortalities, the global toll of stroke
remains a concern. Addressing this requires an expansive preventive approach that not
only encompasses individuals across the risk spectrum but also dovetails with prevention
regimes for other illnesses bearing shared risk factors [247].

For over four decades, efforts to engineer treatments that shield neurons and other
brain cells from the cellular and molecular ramifications of cerebral ischaemia during
acute ischaemic stroke (AIS) largely proved unfruitful. Yet, with the dawn of intravenous
thrombolysis coupled with endovascular thrombectomy, the medical community has
ushered in a revolutionary phase of AIS treatment. Within this realm, reperfusion therapies
have emerged as potent strategies [158]. Given this new backdrop, it becomes imperative
to re-evaluate cytoprotective treatments as supplementary aids to reperfusion therapy. It is
essential that our energies be redirected towards designing novel drugs that holistically
address multiple facets of the ischaemic cascade. Drugs developed in the past should
also be revisited, especially if they showcased substantial cytoprotective effects in lab
settings and were deemed safe in early human trials [248]. Multiple avenues for coupling
cytoprotection with reperfusion are conceivable. This review delves deep into potential
targets for cytoprotective treatment, underscoring crucial considerations for future drug
formulations. A spotlight is also cast on the recent ESCAPE-NA1 trial on nerinetide,
marking some of the most encouraging results yet. Furthermore, we inspect innovative
clinical trials that aim to discern if cytoprotective drugs can either decelerate infarct growth
preceding reperfusion or mitigate the aftereffects of reperfusion, such as haemorrhagic
transformation [249].

Intracranial atherosclerosis (ICAS), characterized by its progressive nature, leads to
gradual stenosis and cerebral hypoperfusion, contributing significantly to both initial and
recurrent stroke incidents globally. This ailment’s emergence can be attributed to a myriad
of factors. Enhanced angiographic imaging methodologies now enable more accurate ICAS
diagnoses and facilitate the tailoring of appropriate therapeutic courses. Notably, neither
intensive medication regimens nor endovascular interventions have managed to fully
eliminate the recurrence of strokes in ICAS-affected individuals. The medical landscape
is now observing the emergence of non-pharmacological therapies like remote ischemic
conditioning and hypothermia [250]. A holistic therapy approach combining medication,
endovascular procedures, and/or non-pharmacological treatments might be the key to the
future of ICAS management. This piece provides an in-depth overview of ICAS, covering its
epidemiology, underlying mechanisms, risk determinants, biomarkers, diagnostic imaging,
and overall management [251].

The past few years have witnessed significant advancements in acute stroke therapy.
With the introduction of thrombolytic treatments, advanced endovascular procedures,
and specialized stroke care units, there has been a marked improvement in survival rates
and prognostic outcomes for stroke victims. However, it is crucial to note that a signifi-
cant portion of patients, especially those without access to these advanced interventions,
continue to experience high stroke mortality, compounded with residual morbidity. For
many, the aftermath of a stroke translates into severe motor and cognitive impairments,
culminating in a loss of autonomy in daily life tasks [252]. Against this backdrop, re-
cent research endeavors have been channeled to mitigate the cerebral damage caused
by acute ischemia, termed ‘neuroprotection.’ Concurrently, there is a focus on amplify-
ing recovery processes—encompassing plasticity, neuroregeneration, and complementing
rehabilitation—to enhance recovery probabilities and facilitate a return to normal function-
alities, known as ‘neurorepair.’ Citicoline, in particular, has exhibited therapeutic prowess
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at various junctures of the ischemic cascade during acute ischemic strokes and has show-
cased efficiency across diverse animal-based stroke models [253]. Chronic administration
of citicoline has been proven to be both safe and efficacious, curtailing post-stroke cognitive
deterioration and bolstering patients’ functional recuperation. Sustained citicoline treat-
ment at optimal doses has been remarkably well-received, propelling intrinsic neurogenesis
and neurorepair processes, which synergize with physical therapy and rehabilitation [254].

5.1. Global Prevalence and Management of Stroke

Stroke stands as the second primary cause of death and a principal driver of disability
worldwide, witnessing a surge in incidence, particularly in developing nations [255]. A sub-
stantial portion of strokes are ischaemic in nature, arising from arterial blockages. Treatment
priorities lie in immediate reperfusion using intravenous thrombolysis and endovascular
thrombectomy, tools that effectively reduce disability but are immensely sensitive to time.
To harness the full potential of these reperfusion therapies, it is imperative to overhaul
care systems to minimize treatment delays. When administered within 4.5 h post-stroke
onset, intravenous thrombolysis demonstrates a significant decrease in disability rates.
Furthermore, thrombolysis has been found to aid patients showing salvageable brain tissue
through perfusion imaging even up to 9 h post-stroke onset, including those who wake up
exhibiting stroke symptoms. Endovascular thrombectomy has been effective in curtailing
disability for patients experiencing large vessel occlusion within a 6-h window post-onset,
and for those pinpointed through perfusion imaging, even 24 h after stroke onset. Pre-
vention strategies for ischaemic stroke encompass many facets akin to cardiovascular risk
management seen in other medical sectors, such as monitoring blood pressure, managing
cholesterol levels, and deploying antithrombotic drugs. Additionally, certain preventive
methods are tailored according to the stroke’s origin, like utilizing anticoagulation for atrial
fibrillation or undergoing carotid endarterectomy for pronounced symptomatic carotid
artery stenosis [256].

5.2. The Promise of Combined Therapies

Our objective was to evaluate the joint effects of kinesio taping (KT) and modified
constraint-induced movement therapy (mCIMT) on upper limb functionality and spas-
ticity in stroke-induced hemiplegic patients. The study, randomized and controlled, was
conducted in a hospital setting on stroke patients with hemiplegia spanning 3–12 months
post-stroke. A total of 35 patients participated, divided into three cohorts: sham KT with
mCIMT, KT alone, or a combination of KT and mCIMT. All these treatments acted as
supplementary therapies, administered alongside standard rehabilitation. The outcomes
revealed significant enhancements in various scales and tests, proving that KT is beneficial
for stroke patients in terms of reducing spasticity and boosting upper limb function. Im-
portantly, coupling KT with mCIMT delivers augmented advantages in motor skills with
sustained effects [257].

However, the clinical aftermath following EVT in patients suffering from proximal
anterior circulation AIS can be less than ideal, even with successful recanalization. Achiev-
ing recanalization does not guarantee clinical recuperation, as reperfusion might not occur,
and even when it does, it can induce damage in the brain [258]. A study pinpointed the
SIRI as a determinant of unproductive endovascular reperfusion. Diving deeper into the
factors and mechanisms dictating unfruitful reperfusion could pave the way for novel
therapeutic avenues and strategies, potentially optimizing outcomes for acute ischemic
stroke patients [225].

Moreover, frailty tends to escalate mortality and morbidity rates in patients with large
vessel occlusions. With only about 20% of moderately frail patients achieving desirable
outcomes, the significance of recognizing such patients and risk stratification becomes clear.
The HFRS offers a means to assess these patients and provide valuable insights to their
families regarding potential outcomes [259].
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5.3. Advancements in Stroke Management

The realm of stroke management has undergone rapid evolution, solidifying its signif-
icance within the neurology discipline. Over time, there has been a refined understanding
and classification of distinct stroke types, enhancing stratification and subsequently refining
management strategies [260]. Therapeutically, the landscape has dramatically transformed.
No longer solely reliant on IV TPA, today’s stroke management has embraced more intricate
and state-of-the-art techniques. A notable stride in this domain is EVT, which, through di-
rect clot visualization and prompt clot retrieval methods, has remarkably enhanced patient
outcomes. Moreover, preventive measures against stroke recurrence have seen marked
advancements, with robust evidence now supporting the use of alternative antiplatelet
therapies and oral anticoagulants, further refining patient care [261].

At the heart of top-tier stroke care lies the principle of multidisciplinary involvement,
starting with prehospital care and extending through post-stroke rehabilitation. This
article delves into the assessment and the latest progress in managing AIS. Beginning in the
prehospital setting, moving into the emergency department, and subsequently transitioning
into post-acute hospital care and rehabilitation, this article captures the full spectrum of
AIS management. Furthermore, it emphasizes areas in stroke care that presently show
practice gaps, necessitating more comprehensive studies. A crucial note is that, in spite of
the tremendous progress in stroke management, post-stroke disability remains a prevalent
issue. There is an urgent need for studies focusing on refining prehospital systems for
the swift recognition and transfer of stroke patients to suitable centers, ensuring prompt
treatment with thrombolytics, and delineating the potential of EVT in handling posterior
circulation and distal vessel blockages [262].

5.4. Complications, Implications, and Potential Interventions

The acute damage dealt to the brain post-stroke can spur elevated levels of cate-
cholamine and cortisol. These heightened levels, unfortunately, can trigger the apoptosis of
peripheral lymphocytes, leading to functional deactivation [263]. Given their pivotal role
in cellular and humoral responses, lymphocyte loss weakens defense mechanisms against
pathogens, heightening susceptibility to infections—a prevalent post-stroke complication
that can exacerbate the clinical trajectory [264,265]. Notably, specific lymphocyte subgroups
preserve immune homeostasis, functioning as neuroprotective agents by dampening pro-
inflammatory mediators, modulating microglial activity, restraining autoreactive cells, and
fostering neurogenesis and reparative processes within ischemic regions [266,267].

Our findings augment existing evidence on plasma biomarkers predicting stroke
outcomes. It is vital to recognize the limitations of solely relying on single cellular line as-
sessments, as they might not encompass the multifaceted nature of immune responses and
may be susceptible to biases stemming from conditions such as overhydration, dehydration,
and blood specimen handling [268,269]. A noteworthy indicator is the SIRI, which not only
correlates directly with the risk of unfruitful recanalization but also complements existing
clinical predictors like age and baseline stroke severity. It encapsulates the equilibrium
between innate and adaptive immunity, with elevated values hinting at heightened innate
immune activity and diminished adaptive immunity. In the acute stroke phase, SIRI can
symbolize the immediate inflammatory response to brain damage, shedding light on the
likelihood of secondary impairments and susceptibility to ensuing complications [225].

Lastly, it is imperative to mention ischemic brainstem strokes, which account for 10%
of all ischemic cerebral strokes. The onset of hemorrhagic complications spells a particularly
grim prognosis. Symptoms span vertigo, cranial nerve manifestations, and both crossed and
uncrossed corticospinal tract findings. In the decision-making process for brainstem stroke
management, avant-garde neuroimaging techniques have emerged as indispensable. They
hold potential for pinpointing patients who might benefit from thrombolysis. However,
given the paucity of substantial data guiding many current recommendations, there is a
palpable need for further research dedicated to acute brainstem stroke treatment [270].
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5.5. Immune Dynamics Post-Stroke

The aftermath of a stroke reveals that the brain’s damage is not just a simple mechanical
disruption but rather intricately interlinked with immune processes. When the brain gets
assaulted during a stroke, it spirals into an inflammatory state, eliciting a chain reaction
involving the sympathetic nervous system and the hypothalamic-pituitary-adrenal axis.
Consequently, this leads to the production of immune-suppressing compounds such as
catecholamines and glucocorticoids [271].

Newer research has shed light on the brain-immunity axis, a sophisticated pathway
responsible for inducing immune suppression following a stroke. The common belief is
that this suppression is the brain’s proactive measure to curtail additional cerebral damage.
But this defensive stance comes at a cost: it leaves the patient more vulnerable to infections.
Conditions like pneumonia and UTIs become frequent adversaries for stroke patients, often
leading to aggravated health outcomes and a heightened mortality rate [272].

Given these findings, the medical fraternity has pivoted its focus toward minimizing
the risk of post-stroke infections. The idea of preventive antibiotic treatment initially gar-
nered interest; however, a deeper dive into clinical studies indicated that such prophylactic
measures did not necessarily bring down pneumonia rates or enhance clinical results. One
significant concern stems from discrepancies in pneumonia diagnosis standards across
healthcare facilities. With the looming shadow of antibiotic-resistant strains, the commu-
nity is nudged to explore other avenues. Immunomodulation therapies, which bolster
the immune system’s ability to tackle infections, appear promising. Yet, one must tread
cautiously to ensure that these interventions do not inadvertently intensify cerebral damage.
As we move forward, it is imperative for research to delve deeper into the precise dynamics
of immune suppression post-stroke, potentially revealing novel therapeutic avenues to
counteract associated infections [273,274].

6. Envisioning Comprehensive Patient Care

1. Merging Physical Rehabilitation with Acute Stroke Care:

Post-stroke therapies bear a dual focus: while neuroprotection aims to minimize imme-
diate stroke-induced damage, repair therapies target cerebral restoration. The therapeutic
landscape is rife with potential innovations. For instance, “mirror therapy”, seamlessly
blending with conventional physical therapy approaches, emerges as an easily applicable
and effective technique [275]. On a similar note, neuromuscular electrical stimulation has
been lauded for its ability to rejuvenate neuromuscular function and kickstart cerebral
adaptability [276].

When it comes to augmenting motor function, combining transcranial magnetic stim-
ulation with standard physical and occupational therapies has proven fruitful. The en-
hancement arises from a heightened stimulation of the motor cortex regions on the side
opposite the hemiplegia [277]. Of notable mention is the ongoing NEST-3 trial, a rigorous
exploration of the NeuroThera® Laser System’s efficacy in treating acute ischemic stroke
patients within the crucial 24-h window post-ictus [277]. Additionally, the horizon of stroke
therapy seems bright, with robotic interventions demonstrating immense potential.

2. Pharmacological Enhancements Post-Stroke:

Pharmacotherapy holds promise in the post-stroke recovery phase. Specifically, a
range of anti-depressants, including serotonin uptake inhibitors (SSRIs) and noradrenergic
inhibitors, have shown potential for amplifying motor recovery in ischemic stroke vic-
tims [278,279]. However, the inner workings of how SSRIs achieve this remain elusive and
warrant further exploration [254] Table 2.
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Table 2. Stages of motor recovery.

Criteria/Stage Cognitive Stage Associative Stage Automatic Stage Citations

Primary Focus

In this stage of motor
learning, the therapist
helps the patient learn a
piece of work.

Therapist assists the
patient in task
performance.

Patient is skilled and can
perform tasks. [280]

Decision Making Decision making is based
on “What to do?”

Decision making is based
on “How to do a task?”

Decision making is based
on “How to succeed?” [281]

Task Execution Learner constructs a motor
program.

Patient performs and
corrects errors;
self-evaluation is
promoted.

Complex and challenging
tasks are performed to gain
retention.

[254,280]

Self-evaluation and
Feedback

Examine the task’s
demands and his ability to
complete it.

Continuity proven when
error becomes consistent.

Select appropriate
feedback. [280,281]

Task Perception and
Memory Recall

Identify the elements and
recall the memory.

Emphasize the
proprioception “feel of
movement”.

Organize practice,
self-evaluation and
correction, gain retention.

[254,282]

Practice and
Problem-solving

The patient then begins
practicing the task,
identifying and resolving
problems.

Assist the learner with
self-evaluation and
decision-making skills.

Focus on the competitive
aspect of the skills. [280–282]

6.1. Objective Evaluation of Non-Pharmacological Therapeutic Interventions in Acute
Ischemic Stroke

In assessing the efficiency of contemporary non-invasive, non-pharmacological ther-
apeutic and rehabilitative interventions for acute ischemic stroke, it is crucial to employ
objective, quantifiable measures. Integrating these metrics can make a significant difference
in clinical decision-making. A myriad of tools exist for these evaluations:

1. Clinical-functional evaluation tools: These instruments, like the Glasgow coma scale
(GCS), Glasgow outcome score scale (GOS), modified Rankin scale, and the national
institutes of health stroke scale (NIHSS), provide key insights into a patient’s neuro-
functional state [283].

2. Neuroimaging and Neurophysiological Examinations: Technologies such as structural
and functional magnetic resonance imaging, positron emission tomography (PET),
single-photon emission computed tomography (SPECT), and repetitive/transcranial
magnetic stimulation (r/TMS) give in-depth visuals and data about the brain’s con-
dition. Additionally, considering a patient’s general health and neuro-functional
state, tools like functional near-infrared spectroscopy (f/NIR) and diverse immuno-
(cyto)/histochemical assays could also be invaluable. Similarly, pairing transcranial
magnetic stimulation (TMS) with high-density EEG offers a non-invasive method
to perturb and measure, providing insights into both local neuronal conditions and
signal dispersion within functional networks. Notably, even in patients who appeared
clinically identical (e.g., lacking residual arm functionality or lacking peripheral motor-
evoked potential from standard TMS), TMS-EEG unveiled varied response patterns
that correlated with subsequent recovery. This underscores the profound potential of
TMS-EEG as a novel indicator of the motor network’s functional reserve [284].

6.2. Cardiac Connections to Stroke

Ischemic strokes often coexist with cardiac abnormalities, like myocardial ischemia.
This connection is evident in the ECG manifestations, such as depressed ST-segments, pro-
longed QT-interval, and alterations in T and U waves. A stroke can perturb the autonomic
function, resulting in heightened sympathetic activity. Thus, variations in ECG heart rate
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variability serve as clinical markers, illuminating alterations in the autonomic nervous
system (ANS) post-stroke [285]. Non-invasive assessment tools like electrocardiography
(ECG), electroencephalography (EEG), and electromyography (EMG) offer predictive in-
sights into stroke prognosis [286,287]. The evolution of technology has enabled machine
learning to analyze vast ECG datasets, providing preliminary stroke prognosis and tracking
post-stroke recovery using cardiac activity profiles [288].

6.3. Rehabilitation after Stroke: An Ongoing Journey

The systematic practice of daily activities has been identified as a potent strategy to
boost mobility and activities of daily living (ADLs) in stroke survivors [289]. A crucial
aspect of post-stroke care is the rehabilitation process. This proactive journey commences
soon after hospitalization, transitioning through structured rehabilitation regimens and
continuing even after the patient reintegrates into the community. Typically, a stroke patient
starts low-intensity rehabilitation as early as 72 h after the event, often in specialized units
or ICUs. Along with the patient, caregivers receive guidance on the path of recovery—its
duration, the care trajectory, foreseeable limitations, and more—all navigated with the
assistance of the healthcare team.

A study from 2002 investigated various rehabilitation strategies for acute stroke pa-
tients. Participants were divided into three intervention groups: standard care, functional
task practice, and strength training. The results emphasized that task specificity and stroke
severity are key considerations for post-stroke rehabilitation of the upper extremity. Sig-
nificantly improved functional outcomes were achieved with targeted upper extremity
treatment spanning four to six weeks. While both functional task practice and resis-
tance strength training offered immediate advantages, the former showcased long-term
benefits [290].

For acute stroke rehabilitation, interventions like early mobilization, positioning,
functional mobility training, ADLs training, range of movements (ROMs), splinting, and
bed mobility are vital. Mirror therapy stands out, positively influencing motor deficits,
emotional wellness, visuospatial neglect, and post-stroke discomfort. As rehabilitation
progresses to the sub-acute phase, the focus shifts to enhancing mobility, stamina, strength,
and equilibrium. Past research has shown aerobic exercises to be beneficial even beyond
the sub-acute stage [291]. Additionally, early overground bodyweight-support training has
demonstrated advantages in the sub-acute phase [292]. As patients transition to the chronic
stage, task-specific therapies offer persistent improvements in diverse motor deficits [293].

6.4. Psychological and Cognitive Repercussions of Stroke

Post-stroke cognitive impairment and dementia (PSCID) is an increasingly recognized
aftermath of stroke events globally, often leading to significant morbidity and mortality.
This impairment can be a consequence of various forms of stroke: ischemic, intracere-
bral hemorrhage, or subarachnoid hemorrhage. Even if a patient has underlying neu-
rodegenerative pathologies—a common scenario in the elderly—cognitive decline after a
stroke is typically attributed to vascular causes. Moreover, cerebral small vessel disease
manifestations such as covert brain infarcts, white matter disruptions, microbleeds, and
cortical microinfarcts are frequently observed in these patients and contribute further to
cognitive decline.

Several factors escalate the risk of PSCID. Among them are age, lower educational
attainment, socioeconomic challenges, pre-stroke cognitive or functional decline, lifelong
vascular risk exposure, and prior stroke history. Additionally, the specifics of the stroke
event, such as its severity, lesion volume and location, and recurrence, play a role in
determining PSCID risk.

A comprehensive understanding of how acute stroke events and pre-existing brain
pathologies interplay is crucial. It holds the promise of refining personalized predictions,
preventive measures, interventions, and rehabilitation strategies tailored to individual
needs. While the field has made progress, it still grapples with standardizing definitions, di-
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agnostic timing, neurocognitive assessment methods, and follow-up durations post-stroke.
Nevertheless, emerging insights from pathophysiology studies, advances in neuroimaging,
and biomarker discoveries offer hope for clinical innovations and prospective trial designs.
A pivotal strategy for optimal brain health hinges on preventing both strokes and the
resultant PSCID [294].

Stroke, predominantly observed in the elderly, has profound implications for cognitive
function. The repercussions, manifesting as post-stroke cognitive impairment (PSCI), not
only challenge the affected individual but also place significant burdens on caregivers
and society at large. The gravity of PSCI necessitates efficient management, particularly
preventive approaches that address modifiable risk factors. In shedding light on PSCI, we
explore its varied definitions and inconsistent prevalence findings across studies, delve
into established and potential predictors, and discuss prevention and treatment avenues
currently in use or under trial. The goal is to direct future research towards bridging
existing knowledge gaps [295].

Ischemic strokes bear a global burden that is nearly four times greater than hemor-
rhagic strokes. Recent data indicates that between 25–30% of ischemic stroke survivors
experience immediate or subsequent vascular cognitive impairment (VCI) or vascular
dementia (VaD). Dementia, post-stroke, can cover a spectrum of cognitive disorders. In-
stances of cognitive dysfunction present before the actual stroke fall under pre-stroke
dementia. This condition could result from vascular alterations or gradually advancing
neurodegenerative processes.

Several risk factors for post-stroke cognitive impairment have been identified: aging,
genetic predispositions, educational background, vascular-related comorbidities, prior
transient ischemic attacks, recurrent strokes, and associated depression. Neuroimaging
has revealed that silent brain infarcts, alterations in white matter, lacunar infarcts, and
atrophy in the medial temporal lobe are indicators of post-stroke dementia. Historically, the
neuropathological understanding of post-stroke dementia was limited. Now, it is largely
attributed to VaD, with a blend of multiple underlying factors. Key contributors include
microinfarction, changes in the microvascular system linked to blood–brain barrier damage,
localized neuronal atrophy, and a minimal presence of co-existing neurodegenerative
pathology. To mitigate the cognitive challenges post-stroke, understanding the underlying
mechanisms is vital. Effective strategies for alleviation and prevention hinge upon rigorous
control of vascular disease risk factors [296].

6.5. Education and Intervention: Addressing the Rising Incidence of Stroke

In recent decades, there has been a concerning rise in the incidence of strokes, notably
ischemic strokes, among young adults. This surge parallels increasing rates of traditional
risk factors such as hypertension, diabetes, and tobacco use, along with the consumption of
illicit substances. Young adults present a unique challenge as they exhibit a higher propor-
tion of intracerebral and subarachnoid hemorrhage when compared to older individuals.
Moreover, the root causes of ischemic strokes in young adults differ significantly. One-
third of these strokes have undetermined etiologies, often due to insufficient investigation
into the multitude of potential causes. It is alarming to note that young individuals with
premature atherosclerotic cardiovascular disease receive inadequate secondary preven-
tion care, marked by lower utilization of antiplatelets and statin therapy. Factors such as
atypical stroke symptoms, varied causes, reluctance to use statins, and clinical inertia on
the part of the provider pose barriers to timely diagnosis and treatment. To mitigate the
long-term implications of stroke in this demographic, immediate recognition, rigorous risk
modification, and an emphasis on both primary and secondary prevention therapies are
paramount [297].

Early risk factor modification holds significant promise for preempting strokes. El-
evated awareness and intervention, especially regarding hypertension, can drastically
diminish stroke-related morbidity and mortality. New criteria have expanded the pool of
individuals classified as hypertensive, thereby widening the reach of lifestyle modifications
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and medical interventions. Direct oral anticoagulants, which have simplified the treatment
of patients with atrial fibrillation, are now recommended as primary therapy for those with
added stroke risks. In addition, it was observed that the risk factors for acute ischemic
stroke are the same as those for atrial fibrillation; therefore, the underlying mechanisms
of both pathologies are triggered by the same causes. The bedrock of preserving brain
health through one’s lifespan is the rigorous primary prevention of stroke, emphasizing a
wholesome lifestyle and routine screening for predisposing factors [298].

In China, strokes account for the highest number of disability-adjusted life years lost
among all diseases, with over 2 million new cases diagnosed annually. This number is
projected to grow, propelled by an aging populace, persistent high-risk factors like hyper-
tension, and subpar management. While there is enhanced access to general healthcare,
specialized stroke care remains disparate, with rural areas being disproportionately dis-
advantaged. Hospital outcomes are better today due to the availability of reperfusion
therapies and supportive care. However, there is a noticeable shortfall in adherence to
secondary preventive measures and sustained care. Even though global standards of care,
such as thrombolysis and dedicated stroke units, are acknowledged in China, the uptake
is slow due to concerns about bleeding risks and logistical hurdles. Herbal treatments
and neuroprotective drugs, although not strongly evidence-backed, are prevalent in the
Chinese context. The prolific use of advanced neuroimaging has also inadvertently led to
the overdiagnosis and overtreatment of ‘silent strokes.’ China’s focus must shift towards
ensuring equal access to specialized stroke care, augmenting evidence-based practices, and
fostering translational research to ameliorate outcomes for stroke patients [299].

Globally, despite leaps in early diagnosis and aggressive vascular risk factor treat-
ments, stroke retains its grim position as a principal cause of death and long-term disability.
It is essential to recognize the disparity in stroke risks, occurrences, and treatments. Stroke’s
multifaceted nature, influenced by a myriad of additive risk factors, necessitates a tailored
approach to both primary and secondary prevention, with the former targeting risk mitiga-
tion and the latter emphasizing treatments tailored to the initial stroke or transient ischemic
attack’s cause [300].

Addressing the escalating global disability attributed to strokes and the concurrent rise
in stroke care costs necessitates a research pivot towards efficacious stroke prevention mea-
sures. Strategies span from reducing disease emergence risks (primordial prevention) and
forestalling disease onset (primary prevention) to averting disease recurrence (secondary
prevention) [301]. A comprehensive approach requires worldwide collaboration involving
global strategies, campaigns, and effectiveness measurement of global preventive initia-
tives, especially in low- to middle-income countries. Findings underscore the importance
of tobacco control, nutritional adequacy, and fostering healthier urban environments for
primordial prevention. In contrast, primary prevention can leverage polypill approaches,
mobile health technologies, and dietary interventions like salt reduction. Effective intersec-
toral collaboration, steered by robust government policies and campaigns, can seamlessly
implement secondary prevention strategies. Tools like the WHO’s non-communicable
disease programs, spread across both affluent and developing nations, further underscore
the promise of such collaborations [302].

6.6. Community Engagement and Support: Building Resilience among Stroke Survivors

A comprehensive review of current literature was undertaken by searching leading
databases, including MEDLINE, Cochrane Central, and Web of Science. Utilizing, the
extracted continuous data from randomized controlled trials (RCTs) was meticulously
analyzed to discern any potential variance in outcomes [303]. Out of 15 studies involving
1339 patients that were reviewed, a mere 12 were deemed suitable for the pooled analysis.
These examinations compared the results between groups undergoing telerehabilitation and
those without. Intriguingly, outcomes measured through the Barthel index, Berg balance
scale, Fugl–Meyer upper extremity, and the mobility subscale of the stroke impact scale
presented no significant differences between the groups [304]. Furthermore, when assessing
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the health-related quality of life of stroke survivors, the strain on caregivers, and the overall
satisfaction with the treatment provided, both groups appeared equally matched [305]. It
is worth noting that telerehabilitation presents a viable alternative, especially for patients
in remote or underserved locations. Nevertheless, future studies with larger sample sizes
are encouraged to further delve into the intricacies of the health-related quality of life and
economic implications of enhanced telerehabilitation networks [306].

Shifting our focus to home-based rehabilitation (HBR), an innovative study aimed
to harness the capabilities of machine learning (ML) to track and recognize rehabilitation
exercises using a smartwatch and smartphone app. This study showcased an ingenious
system that integrated a commercial smartwatch with specially designed apps, using
a convolutional neural network to detect home exercises [307]. An evaluation period
from March 2018 to February 2019 saw two groups of stroke survivors being assessed.
Remarkably, the system achieved almost near-perfect accuracy, particularly when using
both accelerometer and gyroscope data. Furthermore, the study found that the HBR group
exhibited significant improvements in specific clinical tests compared to the control group.
The promising results suggest that such a system could be a game-changer for cost-effective,
home-based care for stroke survivors.

On a global scale, strokes remain a formidable challenge, affecting over 80 million
individuals and exerting substantial economic and societal costs [308]. Despite commend-
able strides in acute care, there remains a palpable lack of focus on post-acute stroke care.
Recent evaluations have highlighted the existing gaps and challenges in post-acute care,
urging a paradigm shift to encompass this critical area of stroke management [309]. Three
bold recommendations were put forth: first, the establishment of criteria for rehabilitation
readiness within Comprehensive Stroke Centers. Second, an expansion of the American
Heart Association/American Stroke Association’s guidelines to cover rehabilitation readi-
ness and a 90-day outcome measurement. Lastly, a targeted public health campaign to
amplify the message of secondary prevention and recovery. These suggestions underscore
the pressing need for an all-encompassing, holistic approach to stroke care, valuing not just
acute interventions but also long-term recovery and support.

7. Future Horizons in Stroke Management
7.1. On the Brink of Discovery: The Future of Diagnostic Techniques and Treatments

In the aftermath of an acute ischemic stroke (AIS), the body’s inflammatory reactions
can be a double-edged sword, having both potential advantages and disadvantages. Recent
evidence sheds light on the inflammatory pathways and mediators that are currently being
explored as potential therapeutic targets [310]. A comprehensive search was conducted
on platforms like PubMed and MEDLINE until August 2016, using keywords that range
from ischemic stroke to autoimmunity. The results highlighted the surge of cytokines,
chemokines, and damage-associated molecular patterns (DAMPs) in AIS, which can exacer-
bate tissue damage during both the immediate response and the repair phase. Despite the
plethora of biomarkers examined, none fully captured the intricate nature of the systemic
immune response. Even though reperfusion therapies have shown promise in AIS recovery,
truly effective long-term anti-inflammatory interventions remain elusive. The horizon does,
however, look promising with advances in therapies such as monoclonal antibodies and
cell-based treatments [310].

The burdens of IS (ischemic stroke) remain pressing, even with clinical advancements
made over the years. In the context of inflammation following an IS, there is a distinction
between central and peripheral responses based on origin—either the brain or peripheral
tissue. Macrophages, particularly the differing responses of M1 and M2 types, have been
spotlighted in recent studies post-IS. Interestingly, the spleen has been identified as a
potential hotspot for inflammatory cells and cytokines after IS [311]. Beyond the commonly
recognized cytokines and chemokines, new players like OPG, OPN, and autoantibodies
are emerging as crucial mediators in the inflammatory environment post-IS [312]. As the
medical world embraces newer treatments like monoclonal antibodies and fingolimod, it
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is clear that there is still much ground to cover. Some treatments have shown promise in
initial clinical trial phases, while others, like cell-based therapies, could even extend their
benefits beyond stroke to other neurological conditions [310].

Robotics in neurointervention is a rapidly advancing frontier. Whether it is diagnostic
angiography or robot-assisted aneurysm coiling, success has been observed [313]. The
rapid evolution of internet connectivity, particularly with the advent of 5G, will further
catalyze the deployment of robotic systems. Such systems, while presently being operated
from within the catheterization labs, have also shown promise in remote operations. A
groundbreaking trial saw a telerobotic-assisted percutaneous coronary intervention being
performed with the operator situated 20 miles away [314,315].

A significant stride forward in stroke prediction is the development of an ML (machine
learning) pipeline, framing the prediction as a binary classification challenge. By employing
a range of ML models, the study managed to achieve impressive results, particularly a low
false-negative rate of 18.6% [316,317]. A significant achievement was the identification of
pivotal risk factors contributing to the prediction of stroke occurrence. This study used a
robust methodology, combining data resampling to address data imbalance issues with
SHAP-based explainability analysis. By enhancing the understanding of stroke mechanisms
through cutting-edge ML methods, this research paves the way for the development of
potent diagnostic tools that can provide clinicians with a more reliable and non-invasive
prediction capability [317].

7.2. Advancements in Stroke Prediction: The Role of Machine Learning and Biomarkers

Identifying reliable biomarkers and parameters that predict functional outcomes, as
measured by mRS upon discharge, is crucial. To achieve this, a comprehensive ML pipeline
was set in motion. In the foundational stage, data underwent normalization, wherein
feature standardization occurred by eliminating the mean and scaling to unit variance. This
ensured that subsequent feature selection and learning phases had a consistent reference
point [318]. The Boruta library, which builds upon the principles of a random forest
classifier, was utilized to select and rank features based on their importance.

The study incorporated five renowned classifiers: random forest (RF), XGBoost, multi-
layer perceptron (MLP), support vector machines (SVMs), and logistic regression (LR).
Their inclusion was driven by a need to gauge their suitability for the task at hand. Hyper-
parameter tuning was integral to preventing overfitting and optimizing the efficacy of the
classifiers. RF and XGBoost, both ensemble learning algorithms, were chosen owing to their
commendable speed and performance [319]. In contrast, MLP, which mirrors the intricate
design of human neural networks, can adeptly handle multifaceted data. Additionally, the
study leveraged SVMs, which excel in high-dimensional data scenarios, and the LR model,
recognized for its prowess in binary classification tasks [320].

The implementation process consisted of two distinct steps. The initial step utilized
random forest regression to fill in data gaps before classification. Following this, an
automated hyperparameter optimization (AutoHPO) rooted in deep neural network (DNN)
methodologies was applied to predict stroke in a dataset where occurrences were unevenly
distributed. Of the 43,400 medical records examined, 783 instances of stroke were identified.
Notably, the prediction method reported a false negative rate of just 19.1%, marking a
significant 51.5% improvement over conventional techniques. Additionally, false positive
rate, accuracy, and sensitivity stood at 33.1%, 71.6%, and 67.4%, respectively [316].

7.3. The Revolutionary Impact of AI and Machine Learning in Stroke Management

In the realm of stroke diagnostics and prognostics, tools enhancing diagnosis speed
and precision can be life-changing. This is where artificial intelligence and machine learning
(AI/ML) promise transformative advancements. Healthcare adoption of AI/ML, currently
growing at a rate of 40% annually, has the potential to yield a staggering USD 150 billion
in savings by 2026 [321]. Recognizing AI/ML’s revolutionary capabilities, the U.S. Food
and Drug Administration (FDA) has inaugurated fresh protocols to evaluate AI/ML-
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empowered health tools in terms of safety and effectiveness. Various clinical avenues,
ranging from liver fibrosis detection to lung cancer classification, have started harnessing
the power of AI/ML algorithms [322–324].

Of significance, the FDA has green-lighted 22 AI/ML technologies designed specif-
ically for stroke diagnosis and rehabilitation. While previous literature reviews have
predominantly centered on AI/ML algorithms curated for research, there is an absence of
comprehensive studies on the real-world clinical efficacy of FDA-endorsed devices tailored
for stroke diagnosis and management. This review seeks to consolidate the most pertinent
and current insights related to these technologies, offering an exhaustive overview of
their distinctive features and contributions to refining clinical practices and outcomes. In
essence, a total of 22 innovative AI/ML technologies have received FDA approval, aiming
to support clinicians in diagnosing or managing strokes, or ICH [325–327].

7.4. The Technological Revolution in Stroke Diagnostics and Rehabilitation

The diagnosis and treatment of stroke have experienced unprecedented advancements
with the introduction of 20 groundbreaking technologies. By prioritizing and triaging
crucial scans, these innovations not only mitigate the necessity for labor-intensive tasks like
segmentation but also expedite the intervention process, thereby offering patients quicker
access to life-saving treatments [328]. Testament to their efficacy and acceptance, technolo-
gies like RAPID and Viz.ai have been adopted by 1800 and 900 hospitals, respectively.

Interestingly, many of these technologies seamlessly integrate into broader techno-
logical frameworks to enhance care coordination. For instance, solutions offered by com-
panies such as Viz.ai and RapidAI are housed within an interconnected ecosystem that
encompasses mobile notifications, remote CT/MRI viewing capacities, and ensures HIPAA-
compliant peer communication. This holistic approach not only streamlines care coordi-
nation but also amplifies the benefits of AI/ML, creating a harmonious synergy that has
substantially improved patient care outcomes. The trajectory suggests that future tech-
nologies should lean towards such integrated clinical systems. Historical data shows that
technological integration and workflow simplification have notably improved outcomes,
even in non-stroke medical emergencies.

Moving beyond diagnosis, AI/ML is also redefining post-stroke rehabilitation. The
two current devices focused on rehabilitation harness AI/ML to innovate therapeutic
techniques. These have ushered in newfound hope for patients, enabling substantial
recovery after severe neurological damage. As these devices mature, they promise even
greater safety and efficiency, equipping healthcare professionals with advanced tools to
ensure superior patient recovery. Yet, the journey forward requires rigorous head-to-
head comparisons using identical clinical datasets to guide clinicians in their choice of
technology [329].

In the domain of medical imaging, the present algorithm leverages binary masks
of ICA and CCA images for model training. This process mandates meticulous mask
preparation, which, if overlooked, can lead to model misrecognition. However, this task
is painstakingly slow and requires seasoned sonographers [330]. With the data influx,
generating masks for thousands of images becomes impractical. Consequently, supervised
learning faces challenges in massive data analyses [331], suggesting that unsupervised
models might soon become the standard, especially in contexts where binary masks or
labeled data are not mandatory. Medical image processing has vast untapped potential for
such unsupervised deep learning models [332].

7.5. Deep Dive into EEG Data for Stroke Prediction

Our research ventured into deciphering stroke predictions via ML models, analyzing
EEG data from both stroke-afflicted and healthy individuals during active states like
walking, working, and reading. Distinct EEG band power is indicative of brain functionality
and, in ischemic stroke contexts, correlates with neural damage in the brain’s lesioned
region. Employing cutting-edge ML models like adaptive gradient boosting, XGBoost, and
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LightGBM, our study aimed to categorize active-state stroke patients. Although XGBoost
and LightGBM demonstrated commendable performance metrics, the adaptive gradient
boosting model surpassed them across all parameters. Its superior precision and recall
metrics underscore its proficiency in distinguishing stroke patients from non-patients with
heightened accuracy [286].

Further, our research delved into explainable ML methodologies, focusing on the
automated diagnosis of ischemic stroke victims and healthy individuals using neural mark-
ers from active states [333]. Notably, both the Eli5 and LIME interpretable models assign
paramount importance to delta and theta waves during stroke patient identification. By
making the diagnostic process transparent, the results from our exploration of explainable
AI have the potential to revolutionize stroke treatment and rehabilitation, in turn facilitating
physicians in elucidating their diagnostic rationale [334].

7.6. The Evolution and Potential Future of Cerebrovascular Disease Management

The journey of cerebrovascular disease management has been marked by considerable
advancements. Yet stroke remains a predominant cause of mortality and debilitation on a
global scale. Over the past decade, the stride towards conquering this ailment has been
particularly notable, especially with the inception of novel orally active anticoagulant
drugs [335].

A review of these modern milestones reveals an intricate interplay of anticoagulants
and antiplatelet agents in tailoring the approach to distinct ischemic stroke subtypes.
These agents have been a beacon of hope in both the prevention and treatment spheres.
The current clinical guidelines have a tripartite recommendation system: (a) During the
early stages of an ischemic stroke, aspirin—an antiplatelet agent—is favored. (b) For
recurrent prevention of noncardioembolic ischemic strokes, primarily attributed to large
artery atherosclerosis, antiplatelet therapies like aspirin, clopidogrel, and dipyridamole
are advocated. (c) In cases of cardioembolic ischemic strokes, particularly those linked to
atrial fibrillation, anticoagulants, encompassing warfarin and the new-age NOACs, are
suggested [336].

Phase III clinical trials have spotlighted NOACs like dabigatran (150 mg BID) and
apixaban (5 mg BID) as being superior to the traditional warfarin in staving off stroke
and systemic embolism. Rivaroxaban (20 mg QD), meanwhile, showcased equivalence
in efficacy. A parallel between the bleeding tendencies of dabigatran, rivaroxaban, and
warfarin was observed. However, apixaban’s reduced major bleeding incidents make
it stand out. As the utilization of these avant-garde anticoagulants widens, in tandem
with diverse clinical investigations, it is anticipated that their efficacy in decreasing stroke
instances and the complications tied to warfarin will be further emphasized.

Pivoting to the management of acute ischemic stroke, we see a domain in flux, pri-
marily driven by the impressive outcomes of mechanical thrombectomy. Large vessel
occlusion (LVO), accounting for approximately 38% of acute ischemic strokes, once brought
profound distress to patients and their kin in the pre-intervention era [337]. The advent of
mechanical thrombectomy heralded a revolutionary shift in LVO management, backed by a
series of randomized controlled trials across nations that underscored its immense benefits.
This article aims to present an exhaustive overview of LVO handling, the techniques and
apparatuses employed, and potential future avenues in stroke treatment.

Historically, the mid-1990s saw the discovery of the intravenous tissue plasminogen
activator (tPA), offering a modicum of benefit [338]. But its constraints—a narrow thera-
peutic window, minimal efficacy in vessel recanalization, and favorable outcomes—limited
its universal adoption. The goal has always been to achieve results paralleling the cardiac
medical domain. This aspiration became more tangible in 2015, when mechanical thrombec-
tomy for acute ischemic strokes was rejuvenated, following the successful conclusions of
five crucial RCTs [339]. These trials, spanning multiple countries, unanimously echoed
the profound advantages of mechanical thrombectomy, charting a promising trajectory for
cerebrovascular disease management.
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7.7. Bridging Research and Clinical Practices in Stroke Rehabilitation: A Comprehensive Exploration

Stroke’s prevalence and associated disability rate warrant an urgent need for effective
rehabilitation methods. Rehabilitation serves as an invaluable tool for curbing the disabil-
ities that arise from strokes. Central to crafting impactful rehabilitation strategies is the
art of systematic assessment. Here, we delve into prevalent methods employed both in
research and clinical settings, which range from specialized stroke rehabilitation scales to
sophisticated biomedical technologies.

These technologies, from surface electromyography (sEMG) and motion analysis
systems to transcranial magnetic stimulation (TMS) and magnetic resonance imaging (MRI),
offer diverse avenues for understanding and assessing the stroke’s impact and the progress
of rehabilitation. Furthermore, innovative combinations of these techniques are charting
new frontiers in assessment strategies. On the horizon, we observe pioneering experimental
techniques such as the integration of artificial intelligence (AI) with optical correlation
tomography (OCT) that are poised to redefine stroke rehabilitation assessment [340].

Yet, while traditional assessment scales are a staple in clinical scenarios, they of-
ten grapple with challenges related to consistency, stability, and objectivity. Biomedical
techniques, despite their promise of objective data, are often stymied by the absence of
comprehensive clinical studies and cohesive usage guidelines [341]. Looking forward,
two trajectories are emerging in assessment development. First, there is a push towards
harnessing novel technologies to deepen our understanding of post-stroke brain recovery.
Second, there is momentum behind leveraging AI algorithms to replace older, manual
methods, aiming for enhanced objectivity, precision, and standardization. But these pi-
oneering technologies, still in nascent stages, need considerable research and validation
before mainstream clinical adoption [342].

Shifting focus to animal models, we understand that perfectly replicating human
stroke in animals is an elusive goal. The complexity and heterogeneity of ischemic stroke
in humans render this task intricate. The middle cerebral artery occlusion (MCAo) model
stands out due to its ability to closely mirror human ischemic strokes and its consistency
in producing reproducible infarcts. While the MCAo model dominates research studies,
alternative models using thromboembolic clots also hold merit, especially when evaluating
thrombolytic agents. However, the current state of preclinical stroke research suffers from
a low rate of translation into successful clinical outcomes. Factors such as the model choice
and discrepancies between therapeutic windows in animal models versus humans can
be attributive. Moreover, the prevalent use of young animals without comorbidities for
these studies creates a disconnect from human stroke scenarios where elderly individuals
with multiple cerebrovascular risk factors are most affected. Thus, the need for optimizing
animal models to closely represent human conditions is imperative [343].

On the genetic front, strokes do not merely arise from environmental factors; they
also have a hereditary component. The ever-evolving field of genetics has pinpointed
numerous single-gene disorders linked to strokes and identified common variants across
roughly 35 genetic loci correlated with stroke risk. Such findings have been instrumental in
unveiling new stroke mechanisms and shared genetic influences across vascular conditions.
The power of genetics has further illuminated causal relationships with risk factors and
is pivotal in prioritizing clinical trial targets. An upcoming challenge lies in harnessing
genome-wide polygenic scores to identify at-risk individuals even before any vascular risk
factors manifest. Moving forward, understanding the nuances of rare genetic variants,
appreciating ancestral genetic differences, integrating genetics into precision medicine,
amalgamating omics data, and translating these genetic discoveries into transformative
therapies will be critical [344].

8. Conclusions
8.1. Interconnected Aspects of Stroke Management: A Comprehensive Overview

The multifaceted nature of stroke management highlights the urgent need for timely,
cohesive, and informed medical intervention. Acute ischemic stroke, by its very nature,
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places a premium on time. Ensuring optimal outcomes necessitates a seamless collabo-
ration spanning the gamut of medical professionals, from emergency care providers to
neurologists and interventional neurologists. Rapid and accurate diagnosis, expedient
patient stabilization, and judicious imaging choices are cornerstones of effective care. Any
delay or misstep in these processes may lead to diminished functional outcomes and even
permanent paralysis [15]. As medical advancements continue to evolve, specialized stroke
response teams are emerging, akin to cardiology teams that address acute myocardial
infarction. However, challenges such as public awareness and hospital preparedness loom
large, necessitating dedicated efforts to surmount them.

Amidst this backdrop, the past decades have seen transformative innovations herald-
ing a renewed era in vascular neurology. This has expanded the treatment bracket and
subsequently improved patient outcomes. Yet troubling trends are emerging, particularly
in the US, where, despite advancements, stroke mortality rates in several states appear stag-
nant or even regressing. A proliferation of stroke risk factors such as diabetes, hypertension,
and hyperlipidemia underscores this concerning trend [345]. To pivot this trajectory, there’s
a growing consensus on the pivotal role of patient education and prevention in mitigating
the incidence of debilitating or fatal strokes.

Technological advancements, notably the integration of AI/ML in clinical tools, are
propelling stroke care into a futuristic paradigm. As of now, the FDA has sanctioned
22 distinct AI/ML-empowered technologies tailored to aid clinicians in stroke diagnosis
or management. A majority of these tools significantly expedite diagnosis, streamlining
processes, and hastening life-saving interventions [329]. The widespread adoption of tools
like RAPID and Viz.ai in thousands of hospitals signifies their effectiveness. Technologies
emerging from unified entities, like Viz.ai or RapidAI, have introduced holistic systems that
encompass mobile alerts, secure communication avenues, and remote CT/MRI viewing.
By merging care coordination with AI/ML’s prowess, these technologies amplify their
impact. However, the onus remains on future technological solutions to be encompassed
within integrated clinical platforms. Parallelly, AI-driven post-stroke rehabilitation devices
are heralding innovative therapeutic methodologies, broadening recovery prospects for
patients grappling with severe neurological damage. Comparative assessments of these
tools will be pivotal for informed clinical decisions in the future [329].

Delving deeper, recent studies illuminate an intriguing association between gut dys-
biosis and the underpinnings and outcomes of stroke. A wealth of clinical and preclinical
investigations over the last decade have posited a link between gut imbalance and several
stroke risk factors, including obesity, hypertension, and cardiovascular issues, among
others [346]. Emerging insights suggest that post-stroke outcomes might be detrimentally
affected by gut dysbiosis. Mechanisms precipitating this encompass a gamut of biological
processes, including immune-driven systemic inflammation. These cascading effects com-
pound poor outcomes post-stroke, emphasizing the potential of the gut microbiome as a
promising therapeutic target.

In sum, the multi-pronged aspects of stroke management underscore the intricacies
involved and the necessity for an integrated approach. From timely interventions and
technological innovations to deeper insights into the gut–brain connection, the roadmap to
effective stroke care demands a holistic view, ever-evolving research, and global collabora-
tive efforts.

8.2. Unveiling the Path Forward: Stroke Research, Cellular Mechanisms, and Clinical Advances

The global health landscape recognizes stroke as the second predominant cause of
both mortality and long-term disability. Alongside its clinical implications, the economic
ramifications of stroke are vast. Over the past quarter century, the realm of stroke research
has made substantial strides, encompassing advancements in animal experimental models,
therapeutic agents, clinical trials, and rehabilitation strategies. Yet, a significant lacuna in
our understanding of effective stroke treatments remains. Notwithstanding our enhanced
comprehension of stroke pathophysiology, the chasm between research discoveries and
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their clinical applications poses a formidable challenge. The bulk of investigations have
centered on re-establishing cerebral blood flow and attenuating post-ischemic neuronal
deficits. But the essence lies in ensuring consistent, reliable data, mapping underlying
therapeutic mechanisms, and enhancing the translational relevance of pre-clinical find-
ings before venturing into the clinical sphere. Recent years have witnessed significant
breakthroughs in stroke research. Enhancements in the choice of animal models, imaging
modalities, and methodological advancements have unveiled numerous potential drug
targets and therapeutic strategies. Nonetheless, the full translational promise of stroke
research remains to be thoroughly explored [347].

A focal point of cerebral health is the microglia, sentinel cells intrinsic to preserving
brain homeostasis. Their dual roles in both exacerbating and mitigating ischemic stroke
damage, contingent upon the stroke’s temporal phase, draw significant attention. Novel
insights underscore the microglia’s plastic nature and its adaptability to diverse functional
phenotypes within the compromised brain. This adaptability extends from exacerbating
inflammatory responses to fostering tissue regeneration. Therapeutic endeavors thus need
to delicately balance these dual roles, emphasizing the necessity of comprehending the
intricate regulatory networks governing microglial activation. Potential interventions, such
as modulating the shift from M2 to M1 phenotypes in the microglia post-acute phase,
offer promising therapeutic avenues. Yet, it is paramount to decipher the mechanisms
steering microglia polarization within compromised tissues and avoid broad-spectrum
immunosuppression that indiscriminately inactivates microglial subtypes. In essence,
therapeutics targeting microglia should not only prioritize acute-phase neuroprotection
but also accentuate post-acute regenerative strategies [348].

The intricacies of brain maturation serve as a cornerstone for cognitive development,
underscored by neuroplasticity’s manifold manifestations. While adult neurogenesis
frequently occupies the research limelight, other neural alterations—including neurogenesis
sans division and morphological and neurophysiological shifts—offer fertile grounds
for therapeutic interventions, enabling sustained cerebral health across an individual’s
lifespan. Recent research efforts denote the attainability of such objectives, albeit their
cellular substrates exhibit significant complexity. Emphasizing the value of comparative
approaches, it is imperative to synergize findings across varied species to enrich our
understanding of human neural plasticity. The nuances of comparative neuroscience are
thus pivotal in deciphering fundamental biological processes in the human cerebrum [349].

The incorporation of point-of-care testing (POCT) in predicting stroke prognosis is an
evolving facet of contemporary clinical practice. Although prevalent POCTs cater to general
emergency department patients, bespoke stroke POCT devices are in their nascent stages.
As the diagnosis and management of stroke are intrinsically time-sensitive, integrating
POCTs can substantially elevate patient care during critical phases. The present-day
scientific milieu is poised to craft tailored stroke POCT devices, leveraging cutting-edge
immunoassays to discern stroke-specific biomarkers. With the burgeoning landscape of
biomarker research, harnessing contemporary analytical instruments is indispensable for
integrating POCTs seamlessly into stroke care paradigms [350].

In sum, the path ahead in stroke research, management, and clinical applications
mandates continuous exploration, collaboration, and a steadfast commitment to patient-
centric care. The intersections of cellular mechanisms, innovative technologies, and clinical
practice beckon a holistic approach, fostering advancements in stroke therapy and prognosis
Figure 3.

1. Immediate Response:

• Upon the onset of stroke symptoms, the emergency medical services (EMS)
dispatch is contacted (t = 0).

2. Initial Assessment by EMS:

• The EMS team initiates a ‘case entry protocol’ to assess the patient’s medical
condition based on specific parameters.
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3. Patient Transportation:

• The patient is transported to the nearest hospital via ambulance, a process that
ideally takes 15 min or less (t ≤ 15 min).

4. Traditional Stroke Identification Protocol:

• Best Case: If the EMS has already diagnosed the patient with a stroke, they are
directly sent to a specialized stroke unit.

• Alternate Case: If not pre-diagnosed by EMS, the patient is directed to the
Emergency Department (ED), where they await assessment alongside patients
with various medical emergencies (t ≤ 30 min).

• A neurologist then evaluates the suspected stroke patient (t ≤ 60 min). The most
prevalent neurological assessment tool is the NIHSS, followed by a CT/MRI scan
for an initial diagnosis (t ≤ 90 min).

• The classification of the stroke subtype is then determined, with the process
taking up to 120 min (t ≤ 120 min). Classification methods include the Trial
of Org 10172 in Acute Stroke Treatment (TOAST), National Institute of Neu-
rological Disorders and Stroke (NINDS), or Oxford Community Stroke Project
(OCSP) schemes.

• The administration of the tissue plasminogen activator (tPA) typically occurs
within 3 h from the onset of stroke symptoms (t ≤ 180 min).

5. POCT-Enhanced Stroke Identification Protocol:

• The utilization of pre-hospital POCT devices can expedite the timeline from the
onset of stroke symptoms to the examination by a neurologist, reducing the wait
time to 20 min or less (t ≤ 20 min).

• Leveraging in-hospital POCT tools can decrease the time required for a CT/MRI
scan (t ≤ 45 min).

• Most critically, the window for administering tPA can be significantly shortened
to between 60 and 90 min post-symptom onset (60 min ≤ t ≤ 90 min).
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Advancing our understanding of the cognitive dynamics following a transient is-
chemic attack (TIA) remains a compelling scientific imperative. Delving deeper into the
cognitive trajectories post-TIA is critical, especially in discerning how the determinants of
delayed-onset dementia (which emerges months or even years after a TIA) diverge from
those influencing early-onset or possibly transient cognitive impairments appearing soon
after the incident. A nebulous area also exists around the underlying processes that link
vascular risk factors, such as diabetes or atrial fibrillation, with the ensuing risk of dementia.
Additionally, the potential malleability of this risk based on intensified control of these risk
factors or stroke preventive measures remains a question [351].

For comprehensive insights, rigorous research designs are essential. This involves
longitudinal investigations paired with superior brain imaging techniques and cognitive
evaluations. Parallelly, meticulous oversight of secondary preventive approaches will be
invaluable. A notable challenge in extending these findings lies in their generalizability.
For instance, the OXVASC study’s outcomes predominantly focus on white study cohorts,
potentially limiting the extrapolation of results to diverse ethnicities and healthcare frame-
works. The nuanced task of selecting appropriate “controls” in research for a credible
comparison with TIA-affected individuals also beckons attention. Historically, research
studies have relied on community members who willingly participated in their experiments
as control groups. Yet, this practice begs the question of the representativeness of such
volunteers, particularly concerning their vascular and TIA risks or historical health profiles,
and the potential predisposition towards cognitive decline [351].

This selection could inadvertently lead to a bias, wherein control groups inherently
consist of individuals who might have heightened anxieties about their cognitive health
risks. A viable countermeasure to this predicament might involve establishing expansive,
longitudinal cohorts. Such cohorts could aim to mirror the broader demographic makeup
as observed in studies like The Canadian Longitudinal Study of Aging or The 1946 National
Survey of Health and Development cohort from the UK. Alternatively, some researchers might
gravitate towards curating specific groups based on their projected cognitive decline risks.
A case in point is the UK’s PREVENT cohort, which is strategically enrolling participants
spanning high, medium, and low susceptibility brackets for late-onset Alzheimer’s disease.
Striking a harmonious balance remains a challenge: researchers must weigh the merits of a
large, encompassing population-based research design against a more targeted population
that allows for a deeper dive into individual assessments and phenotypic elucidations [351].

In essence, as we endeavor to elucidate the complexities surrounding TIA and its
cognitive ramifications, it is paramount that research methodologies evolve with an eye on
inclusivity, precision, and generalizability to truly benefit a global audience.
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to-Lymphocyte Ratio and Lymphocyte-to-Monocyte Ratio with Treatment Modalities of Acute Ischaemic Stroke: A Pilot Study.
Medicina 2019, 55, 342. [CrossRef]

40. Musuka, T.D.; Wilton, S.B.; Traboulsi, M.; Hill, M.D. Diagnosis and management of acute ischemic stroke: Speed is critical. Can.
Med. Assoc. J. 2015, 187, 887–893. [CrossRef]

41. Martínez-Sánchez, P.; Gutiérrez-Fernández, M.; Fuentes, B.; Masjuán, J.; Cases, M.A.d.L.; Novillo-López, M.E.; Díez-Tejedor, E.
Biochemical and inflammatory biomarkers in ischemic stroke: Translational study between humans and two experimental rat
models. J. Transl. Med. 2014, 12, 220. [CrossRef]

42. Hill, M.D.; Jackowski, G.; Bayer, N.; Lawrence, M.; Jaeschke, R. Biochemical markers in acute ischemic stroke. Can. Med. Assoc. J.
2000, 162, 1139–1140.

43. Teppo, K.; Jaakkola, J.; Biancari, F.; Halminen, O.; Putaala, J.; Mustonen, P.; Haukka, J.; Linna, M.; Kinnunen, J.; Tiili, P.; et al.
Mental health conditions and risk of first-ever ischaemic stroke and death in patients with incident atrial fibrillation: A nationwide
cohort study. Eur. J. Clin. Investig. 2022, 52, e13801. [CrossRef] [PubMed]

44. Li, W.; Xiao, W.-M.; Chen, Y.-K.; Qu, J.-F.; Liu, Y.-L.; Fang, X.-W.; Weng, H.-Y.; Luo, G.-P. Anxiety in Patients With Acute Ischemic
Stroke: Risk Factors and Effects on Functional Status. Front. Psychiatry 2019, 10, 257. [CrossRef] [PubMed]

45. Hoyer, C.; Schmidt, H.L.; Kranaster, L.; Alonso, A. Impact of psychiatric comorbidity on the severity, short-term functional
outcome, and psychiatric complications after acute stroke. Neuropsychiatr. Dis. Treat. 2019, 15, 1823–1831. [CrossRef] [PubMed]

46. Hwang, J.-H.; Lim, S.-B. Antioxidant and Anti-inflammatory Activities of Broccoli Florets in LPS-stimulated RAW 264.7 Cells.
Prev. Nutr. Food Sci. 2014, 19, 89–97. [CrossRef]

47. Kamal, F.Z.; Lefter, R.; Jaber, H.; Balmus, I.-M.; Ciobica, A.; Iordache, A.-C. The Role of Potential Oxidative Biomarkers in the
Prognosis of Acute Ischemic Stroke and the Exploration of Antioxidants as Possible Preventive and Treatment Options. Int. J. Mol.
Sci. 2023, 24, 6389. [CrossRef]

48. Pedersen, P.M.; Jørgensen, H.S.; Nakayama, H.; Raaschou, H.O.; Olsen, T.S. Aphasia in acute stroke: Incidence, determinants, and
recovery. Ann. Neurol. 1995, 38, 659–666. [CrossRef]

49. Ellis, C.; Urban, S. Age and aphasia: A review of presence, type, recovery and clinical outcomes. Top. Stroke Rehabil. 2016, 23,
430–439. [CrossRef]

50. Butler, R.A.; Ralph, M.A.L.; Woollams, A.M. Capturing multidimensionality in stroke aphasia: Mapping principal behavioural
components to neural structures. Brain 2014, 137, 3248–3266. [CrossRef]

51. Katsari, M.; Angelopoulou, G.; Laskaris, N.; Potagas, C.; Kasselimis, D. Common Neuroanatomical Substrate of Cholinergic
Pathways and Language-Related Brain Regions as an Explanatory Framework for Evaluating the Efficacy of Cholinergic
Pharmacotherapy in Post-Stroke Aphasia: A Review. Brain Sci. 2022, 12, 1273. [CrossRef]

52. Mozaffarian, D.; Benjamin, E.J.; Go, A.S.; Arnett, D.K.; Blaha, M.J.; Cushman, M.; de Ferranti, S.; Després, J.-P.; Fullerton, H.J.;
Howard, V.J.; et al. Heart disease and stroke statistics—2015 update: A report from the American Heart Association. Circulation
2015, 131, e29–e322. [CrossRef] [PubMed]

53. Yang, Q.; Tong, X.; Schieb, L.; Vaughan, A.; Gillespie, C.; Wiltz, J.L.; King, S.C.; Odom, E.; Merritt, R.; Hong, Y.; et al. Vital Signs:
Recent Trends in Stroke Death Rates—United States, 2000–2015. MMWR Morb. Mortal. Wkly. Rep. 2017, 66, 933–939. [CrossRef]
[PubMed]

503



Biomedicines 2023, 11, 2617

54. Knight-Greenfield, A.; Nario, J.J.Q.; Gupta, A. Causes of Acute Stroke. Radiol. Clin. N. Am. 2019, 57, 1093–1108. [CrossRef]
[PubMed]

55. Thrift, A.G.; Thayabaranathan, T.; Howard, G.; Howard, V.J.; Rothwell, P.M.; Feigin, V.L.; Norrving, B.; Donnan, G.A.; Cadilhac,
D.A. Global stroke statistics. Int. J. Stroke 2016, 12, 13–32. [CrossRef] [PubMed]

56. Montaner, J.; Alvarez-Sabín, J. NIH stroke scale and its adaptation to Spanish. Neurologia 2006, 21, 192–202.
57. Soto-Cámara, R.; González-Santos, J.; González-Bernal, J.; Martín-Santidrian, A.; Cubo, E.; Trejo-Gabriel-Galán, J.M. Factors

Associated with Shortening of Prehospital Delay among Patients with Acute Ischemic Stroke. J. Clin. Med. 2019, 8, 1712.
[CrossRef]

58. Tao, W.-D.; Liu, M.; Fisher, M.; Wang, D.-R.; Li, J.; Furie, K.L.; Hao, Z.-L.; Lin, S.; Zhang, C.-F.; Zeng, Q.-T.; et al. Posterior Versus
Anterior Circulation Infarction. Stroke 2012, 43, 2060–2065. [CrossRef]

59. Keselman, B.; Gdovinová, Z.; Jatuzis, D.; Melo, T.P.E.; Vilionskis, A.; Cavallo, R.; Frol, S.; Jurak, L.; Koyuncu, B.; Nunes, A.P.;
et al. Safety and Outcomes of Intravenous Thrombolysis in Posterior Versus Anterior Circulation Stroke. Stroke 2020, 51, 876–882.
[CrossRef]

60. Lindsberg, P.J.; Pekkola, J.; Strbian, D.; Sairanen, T.; Mattle, H.P.; Schroth, G. Time window for recanalization in basilar artery
occlusion: Speculative synthesis. Neurology 2015, 85, 1806–1815. [CrossRef]

61. Berndt, M.; Poppert, H.; Steiger, K.; Pelisek, J.; Oberdieck, P.; Maegerlein, C.; Zimmer, C.; Wunderlich, S.; Friedrich, B.; Boeckh-
Behrens, T.; et al. Thrombus Histology of Basilar Artery Occlusions. Clin. Neuroradiol. 2020, 31, 753–761. [CrossRef]

62. Aroor, S.; Singh, R.; Goldstein, L.B. BE-FAST (Balance, Eyes, Face, Arm, Speech, Time). Stroke 2017, 48, 479–481. [CrossRef]
[PubMed]

63. Chen, X.; Zhao, X.; Xu, F.; Guo, M.; Yang, Y.; Zhong, L.; Weng, X.; Liu, X. A Systematic Review and Meta-Analysis Comparing
FAST and BEFAST in Acute Stroke Patients. Front. Neurol. 2022, 12, 765069. [CrossRef] [PubMed]

64. Puustjärvi, V.; Strbian, D.; Tiainen, M.; Curtze, S.; Tatlisumak, T.; Sairanen, T. Recognition of posterior circulation stroke. Acta
Neurol. Scand. 2014, 131, 389–393. [CrossRef] [PubMed]
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